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Preface

This book is the result of the first International Conference ICT Innovations 2009. 
The ICT Innovations conference is the primary scientific action of the Macedonian 
Society on Information and Communication Technologies (ICT-ACT). It promotes the 
publication of scientific results of the international community related to innovative 
fundamental and applied research in ICT. Today, ICT has enlarged its horizons and it 
is practiced under multidisciplinary contexts that introduce new challenges to theoreti-
cal and technical approaches. 

The ICT Innovations 2009 conference gathered academics, professionals and prac-
titioners reporting their valuable experiences in developing solutions and systems in 
the industrial and business arena especially innovative commercial implementations, 
novel applications of technology, and experience in applying recent research advances 
to practical situations, in any ICT areas. The conference focuses on issues concerning 
a variety of ICT fields like:  

• Multimedia Information Systems
• Artificial Intelligence
• Pervasive and Ubiquitous Computing
• Eco and Bio Informatics
• Internet and Web Applications and Services
• Wireless and Mobile Communications and Services
• Computer Networks, Security and Cryptography
• Distributed Systems, GRID and Cloud Computing

ICT Innovations 2009 Conference was held in Ohrid, Macedonia, in September 
28-30, 2009. Local arrangements provided by the members of the Macedonian Society 
on Information and Communication Technologies – ICT-ACT, mainly consisting of 
teaching and research staff of Computer Science Department at Faculty of Electrical 
Engineering and Information Technologies and Institute of Informatics at Faculty of 
Natural Sciences, both at Ss. Cyril and Methodius University in Skopje, Macedonia. 

Editors would like to express their gratitude to Vista group, Pexim Solutions, Sea-
vus, Accent Computers, Genrep Software group, Matrix global, Microsoft Macedonia, 
Ein-Sof, Faculty of Electrical Engineering and Information Technologies and Faculty 
of Natural Sciences that sponsored the publication of the present book, and personally 
to Dr. Slobodan Kalajdziski for his wholehearted support given during the preparation 
and publication of the book. 

Ohrid,  
September 2009 Danco Davcev 

Jorge Marx Gómez 
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Corporate Environmental Management Information 
Systems – CEMIS 2.0 

Jorge Marx Gómez 

Department of Business Informatics I, Carl von Ossietzky University Oldenburg,  
Ammerländer Heerstr. 114-118, 26129 Oldenburg, Germany 

marx-gomez@wi-ol.de 

1   Traditional Approach 

Dealing with environmental issues in the management level of companies is a 
relatively new thought that came up within the late eighties. With the upcoming idea 
on sustainability, viewing ecological, social, and economic issues on the same level, 
international politics increasingly challenged companies to internalize their impacts 
on the environment. Furthermore, the development of voluntary eco-management 
systems like EMAS or ISO 14001 was another fact that shifted the focus more 
towards companies. Overall, the increasing amount of considerations companies had 
to put towards environmental issues was initiated externally. 

In order to comply with environmental goals, Environmental Management Information 
Systems (CEMIS), as a special instance of information systems (IS) have been developed. 
Being introduced mainly to fulfill different external claims, the situation nowadays is the 
existence of a large number of very specific, heterogeneous solutions in parallel, targeted 
towards different kind of environmental issues. As such, no true integrative approach 
exists and even the support of larger-scale problems by CEMIS remains almost 
exclusively on an operational level. 

While there are external factors leading to a benefit in introducing environmental 
management (e.g. marketing, reduction of resource consumption), it is questionable 
whether CEMIS focused on an operational level really is feasible to establish 
sophisticated environmental goals [1]. Additionally, such isolated solutions have all the 
problems that business informatics tries to prevent with integrated systems, such as 
data redundancy and spread, heterogeneous user interfaces inefficient communication 
etc. It is even more surprising that this is a repetition of the mistakes made in the early 
sixties and seventies of the previous centuries, which nowadays lead to a costly step 
towards integrating separate, outdated legacy systems. 

Considering the increasing debate about a sustainable society, there is a growing 
demand for companies to go beyond strictly adhering to legal requirements. Instead of 
passively reacting, there is a call to embrace active environmental protection. This 
includes not only reducing unnecessary waste, but to improve efficiency in production 
processes overall in terms of production-integrated environmental protection, satisfying 
the various stakeholder needs. In order to achieve this, a more holistic approach for 
CEMIS has to be developed in supporting the production chain as a whole. 

There are first steps towards integrating corporate environmental protection in the 
goals of business practice, as there is an increasing insight that emission and waste 
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reduction leads to economic advantages as well. Based on frameworks set by relevant 
environmental laws, companies can enhance these in order to reduce resource 
consumption and improve risk assessment. To effectively benefit from environmental 
protection, environmental management has to become an integral part of the companies’ 
long-term, strategic goals. Establishing only general goals will therefore not suffice, 
ecological goals have to be specified and made quantifiable where possible in order to 
have means of evaluation and setting up clear criteria for success, or failure [2]. 

2   Strategic Environmental Management for In-House Logistics 

CEMIS supporting strategic goals are dealing with the integration of ecological and 
economical goals, increasing the already high complexity of corporate software 
systems. Their optimization potential is highly related to the system boundaries; the 
more aspects are considered, the more possibilities are available to improve system 
optimization in terms of economic and ecological aspects [3]. In the following, the 
idea for developing a sustainability oriented goal system is proposed. In order to 
reduce the complexity, the focus will not be laid on an entire company but on the in-
house logistics processes. This work is based on the results of C. Lang [4]. 

In-house logistics are one of the major targets for corporate environmental 
management, as material and energy flow, as well as transport, handling, and storing 
processes are handled here. Decision affecting logistics will immediately have effects 
on the amount and risks of resource usage and emissions. The following figure is 
setting goals of environmental management and logistics management in contrast, 
distributed along strategic, tactical, and operative targets: 

 

 

Fig. 1. Overall target system of the environmental-orientated in-house logistics. 
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In cases where the relation between environmental targets and economic targets are 
in accordance, establishing specific strategies for reaching these goals is relatively 
easy, as ecological goals can be achieved without further effort when aiming at the 
economic goals. 

Neutral goals are independent and must be enforced and evaluated separately. 
When goals are conflicting, their benefits have to be judged against each other. In 
reality, ecological goals will be discarded in favor of economic goals; as such targets 
are higher ranked within a company’s overall strategy. In cases where environmental 
goals should not be ignored entirely, both targets have to be assessed in comparison to 
each other in order to find an optimal level of environmental, as well as economic 
achievement. 

The given overview demonstrates that only 12% of the goal relations are in conflict 
to each other. Compared to the 42% of complementary goals, this is a relatively small 
number. Yet, for 46% neutral relations there are additional activities necessary. 

3   Conclusion 

With the evaluation of in-house logistics, an important part of a company has been 
examined in detail. It has been demonstrated that the realization of a system 
combining economic and ecologic goals is possible in this area. Although this 
suggests that such a goal system could be introduced to other parts of a company as 
well, more research has to be done on this part. 

Since the widely distributed idea of corporate environmental protection to be solely 
imposing costs has been refuted, the future development of CEMIS should highlight this 
aspect, demonstrating the synergies of economic and ecologic goals. Future research 
should examine if and how an integrated approach could support both dimensions of 
sustainability in a single information system. 

In terms of the ongoing sustainability debate and the results of this work, the 
traditional definition of CEMIS has become largely obsolete. Former systems mainly 
support the idea of operational goals, providing single solutions for different problems 
with no means of integration. This is true for the majority of CEMIS in companies in 
use today, showing the same phenomenon that was plaguing information systems in 
the area of business informatics in the seventies and eighties.  

The methods developed with EAI (Enterprise Application Integration) and information 
management should be applied to the area of CEMIS as well, providing an integrated 
view on environmental and economic problems in order to overcome the focus on 
operative management. 

Based on the findings mentioned above the following new definitions can be given: 
 

From a strategic point of view, CEMIS 2.0 are such information systems that 
support the idea of a sustainable development in a company. From a more specific, 
tactical point of view, CEMIS are such information systems that have a holistic 
approach towards material and energy efficiency, emission and waste reduction, 
recycling, stakeholder engagement, and legal compliance. 
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Abstract. The continued scaling of semiconductor devices and the difficulties 
associated with time and cost of manufacturing these novel device design has 
been the primary driving force for the significantly increased interest in 
Computational Electronics which now, in addition to theory and experiments, is 
being considered as a third important mode in the design and development of 
novel nanoscale devices. In addition to its significant role in industrial research, 
modeling and simulation also brings into the picture alternative education 
modes in which students, by running certain subset of tools that, for example, 
the nanoHUB offers, can get hands-on experience on the operation of nanoscale 
devices and can also look into the variation of internal variables that can not be 
measured experimentally, like the spatial variation of the electron density in the 
channel in the pre- and post-pichoff regime of operation, electric field profiles 
which can be used to tailor the electron density to avoid junction breakdown, 
etc. In summary, Computational Electronics is emerging as a very important 
field for future device design in both industry and academia.  

Keywords: nano-electronics, semiclassical and quantum transport, education. 

1   Introduction 

In this invited paper we discuss the importance of the Computational Electronics [1] 
in Today’s industry and academia. We first discuss the important modules of 
Computational Electronics, its application in the design process of future nanoscale 
devices where we take two examples: the example of investigating self-heating effects 
in fully-depleted (FD) silicon on insulator (SOI) devices for which we use particle 
based simulations for the electron transport and energy balance simulator for 
including the optical and the acoustic bath; and the example of process corner 
variation in FinFET devices for which we use the Contact Block Reduction (CBR) 
method to solve the non-equilibrium Green’s function (NEGF) formalism in the 
ballistic limit.  

Having explained the importance of Computational Electronics in Industrial 
applications in Section 2 below, we then turn the attention to the application of the 
computational electronics to research/academic and purely academic applications 
(Section 3). As an example of research/academic tool we discuss SCHRED (1D 
Schrodinger-Poisson solver for MOS capacitors) that is the most cited tool on the 
nanoHUB (92 citations in scientific research papers). We discuss the user network for 
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this tool and what are the typical applications that SCHRED is used for research. 
Finally we discuss the SCHRED potential for educational activities. 

As examples of purely academic tools installed on the nanoHUB, we discuss the 
tool-based educational modules ABACUS, AQME and ACUTE, and then we focus 
on a particularly interesting and important tool from an educational point of view: 
PCPBT – piece-wise-constant potential barrier tool. 

We summarize this paper with highlights on what is the future of Computational 
Electronics. In that regard we discuss what tools need to be used for modeling future 
nano-electronic devices in which band-structure effects due to local strain and stresses 
will necessitate the use of atomistic simulations. 

2   What Is Computational Electronics? 

Computational Electronics in one sense is integral part of Technology for Computer 
Aided Design (TCAD) but in other sense is different from TCAD as it involves 
physically based, not circuit level, device simulation. The physical models chosen can 
vary in their complexity which, in turn, determines the applicability of the method due 
to its ability/inability to model certain phenomena. At the semi-classical level, most 
commonly used methods are drift-diffusion, energy balance and solution of the 
Boltzmann transport equation using the Monte Carlo method. While drift-diffusion 
and hydrodynamic models are fluid-type approaches (see Figure 1), the Monte Carlo 
method is a particle approach. In recent years, due to dominance of non-stationary 
transport in devices, particle-based approaches are the method of choice. When 
tunneling and quantum-mechanical size quantization dominate the device behavior, it 
is preferable to use some of the quantum transport approaches, the most efficient of 
all being the non-equilibrium Green’s functions approach (NEGF) due to Keldysh, 
Kadanoff and Baym.  In the rest of this section we highlight the applicability of 
particle-based semiclassical transport approaches on the example of self-heating 
effect in FD SOI devices and afterwards we illustrate the applicability of CBR method 
for ballistic transport investigations of process parameters variations analysis in 
FinFET device structures. 

2.1   Self-heating Effects in Nano-Scale Devices 

The scaling of semiconductor devices into the nanometer regime and the problems 
associated with further miniaturization of device technologies has resulted into 
investigation of devices with alternative materials and alternative device designs such 
as fully-depleted (FD), dual-gate (DG), tri-gate silicon-on-insulator (SOI) and other 
device designs. The problem with SOI devices is that they exhibit self-heating effects. 
These self-heating effects arise from the fact that the underlying SiO2 layer has about 
100 times smaller thermal conductivity than bulk Si (1.4 W/m/K). Also, the thickness 
of the silicon film in nanoscale devices is much smaller than the phonon mean free 
path which is on the order of 300 nm in bulk silicon. Therefore, boundary scattering 
becomes dominant scattering mechanism, thus reducing the thermal conductivity 
value to a fraction of its bulk value. For example, the bulk thermal conductivity  
in silicon is 148 W/m/K and the thermal conductivity of a silicon film of thickness of 
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10 nm is 13 W/m/K (a factor of 10 smaller than the bulk value). Also, in thin silicon 
films the thermal conductivity has smaller temperature dependence because boundary 
scattering is temperature independent scattering process [2]. 

 ( )
Drift – Diffusion
Hydrodynamics

1. PARTICLE DENSITY
2. velocity saturation 

effect
3. mobility modeling 

crucial

 

106

107

1 10 100

Current simulations
Yamada simulations
Canali exp. data

D
rif

t v
el

oc
ity

  [
cm

/s
]

Electric field [kV/cm]

1. Particle density
2. DRIFT VELOCITY, ENERGY DENSITY
3. velocity overshoot effect 

problems

0 0.2 0.4 0.6 0.8 1 1.2
0

1

2

3

4

5

6

7

8

Drain Voltage [V]

D
ra

in
 C

u
rr

en
t [

m
A

/u
m

]

1020 cm-3

1019 cm-3

0.1 ps

0.2 ps

0.3 ps

 

Fig. 1. Capabilities of fluid-based approaches. Drift diffusion model, with inclusion of field 
dependent mobility is able to capture velocity saturation effect. When velocity overshoot 
becomes important, hydrodynamic model must be used. The problem of the hydrodynamic 
model is the choice of the proper energy relaxation times. 

Also, in analog devices neighboring devices are typically on and if the gate 
contacts are also biased then there is no heat flow through the gate contact and the 
side boundaries. In these cases it is appropriate to use Neumann boundary conditions 
on the side (artificial) boundaries and Neumann boundary conditions on the gate 
electrode. We consider this the worst case scenario of the operation of the device. 
Simulation results for the current degradation for different technology of FD SOI 
devices, summarized in Table 1, are presented in Figure 2 – top panel. 

In the case of digital circuits, the devices are rarely on and the use of Dirichlet 
boundary conditions at the gate and the side boundaries are the appropriate boundary 
conditions. This corresponds to the best-case scenario of heat removal from the device 
active region. Simulation results for the current degradation for different technology 
devices when Dirichlet boundary conditions are applied to the gate and the side 
boundaries, are shown in Figure 2 – bottom panel. 

In order to perform more realistic estimates of the current degradation using 
temperature and thickness dependent thermal conductivity model we follow the work 
of Sondheimer [3], that takes into account phonon boundary scattering (by assuming 
it to be purely diffusive). Namely, the thermal conductivity of a semiconductor film of 
a thickness a, under the assumption that the z-axis is perpendicular to the plane of the 
film, the surfaces of the film being at z=0 and z=a, is given by: 

/2
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where λ(T) is the mean free path expressed as 
0( ) (300 / )T Tλ λ= nm where room 

temperature mean free path of bulk phonons is taken to be 
0 290λ =  

nm. Selberherr 

[4] has parametrized the temperature dependence of the bulk thermal conductivity in 
the temperature range between 250K and 1000K. In our case we find that the 
appropriate expression is (see Figure 3): 

0 2

135
( )    W/m/KT

a bT cT
κ =

+ +
                                 (2) 

where a=0.03, b=1.56×10-3, and c=1.65×10-6. Eqs. (1) and (2) give almost perfect fit 
to the experimental and the theoretical data reported in an Asheghi paper [2] (see 
Figure 3). 

Table 1. Parameters for various simulated device technology nodes (constant field scaling) [1]. 

L 
(nm) 

tox 
(nm) 

tSi 
(nm)

tbox 
(nm) 

Nch  

(cm-3) 
VGS=VDS

(V) 

ID 

(mA/um)
 

25 2 10 50 1×1018 1.2 1.82 
45 2 18 60 1×1018 1.2 1.41 
60 2 24 80 1×1018 1.2 1.14 
80 2 32 100 1×1017 1.5 1.78 
90 2 36 120 1×1017 1.5 1.67 
100 2 40 140 1×1017 1.5 1.57 
120 3 48 160 1×1017 1.8 1.37 
140 3 56 180 1×1017 1.8 1.23 
180 3 72 200 1×1017 1.8 1.03 

L- Gate Length; tox- Gate Oxide Thickness;  

tSi- Active Si Layer Thickness; 

tbox- BOX Thickness; 

Nch- Channel Doping Concentration;  

ID- Isothermal current value (300K). 
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Fig. 2. Left panel - Current degradation vs. technology generation ranging from 25 nm to 180 
nm channel length FD SOI devices (Table 1). Isothermal boundary condition of 300K is set on 
the bottom of the BOX. Parameter is the temperature on the gate electrode. Neumann boundary 
conditions are applied at the vertical sides. Right panel - Current degradation for the case of 
Dirichlet boundary conditions at the artificial boundaries. In one case Dirichlet boundary 
conditions are applied at the gate electrode with TGate=300 K and in the second case Neumann 
boundary conditions are applied at the gate electrode. 
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In Table 2 we compare electro-thermal simulation results for various models for 
two different device gate lengths (25 nm and 180 nm). Dirichlet boundary conditions 
are assumed on the gate and back contact (300K), and the other boundaries are treated 
as Neumann boundary conditions (no heat flow). 

Table 2. Absolute values of the currents for: (1) bulk thermal conductivity model, (2) 
temperature-dependent bulk thermal conductivity model, (3) anisotropic thickness dependent 
thermal conductivity model, and (4) anisotropic thickness and temperature dependent thermal 
conductivity model. 

25nm FD SOI   (VGS=VDS=1.2V) 
Current (isothermal):1.824mA/um 

180nm FD SOI (VGS=VDS=1.8V) 
Current (isothermal):1.032mA/um Thermal 

conductivity 
model Current 

(mA/um) 
Current 

Decrease (%) 
Current 
(mA/um) 

Current 
Decrease (%) 

142.3 W/m/K 1.714 6.0 0.922 10.7 
κbulk=κbulk(T) 1.712 6.1 0.915 11.3 
anisotropic 1.698 6.9 0.887 14.0 
13 W/m/K 1.702 6.7 0.875 15.2  
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Fig. 3. Silicon film thickness dependence of the average thermal conductivity at T=300 K vs. 
active silicon layer thickness. Experimental data are taken from the work of Asheghi and  
co-workers [2]. 

In Figure 4, we show the temperature maps in the active region of the 25 nm and 
180 nm channel length device with the full anisotropic and temperature dependent 
thermal conductivity model. Compared to earlier results [5], we find that the 
anisotropic and temperature dependent thermal conductivity model leads to higher 
lattice temperature profiles at the drain end of the channel and in the channel itself for 
larger device structures even though the current degradations are very similar. This 
makes the heat removal process from the drain contact more difficult. 
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Fig. 4. Lattice temperature for a 25 nm channel length device (left) and a 180 nm gate-length 
device (right).  



10 D. Vasileska 

2.2   Process Variation in FinFET Devices 

Within our group a 2D/3D Contact Block reduction method was developed to 
investigate ballistic behavior in FinFET device in which gate leakage and quantum-
mechanical size quantization effects are important. Details of the methodology used 
to solve the NEGF formalism are given in Ref. [6]. 

Figure 5 depicts the channel formation for different fin widths in the on-state (for 
gate voltage of -0.1V). For a fin width of 12 nm (left panel) simulation results show 
the presence of distinct channel formed vertically on each side wall of the fin along 
the gate. Our simulations show that as fin width decreases, the two channels gradually 
merge into a single channel across the fin. For a fin width of 10 nm two channels are 
almost merged except for the center region of the fin (Figure 5, middle panel). As fin 
width shrinks below 10 nm, the fin consists of a single channel resulting from volume 
inversion (Figure 5, right panel). For even smaller fin width, the channel profile is 
expected not to change significantly from the volume inversion point of view, but 
suppression of short channel effects improves up to some cutoff, which will be 
discussed in subsequent section. In addition, according the scaling rule when 
shrinking fin width, one has to scale down gate oxide too, in order to optimize the 
performance, which on the other hand increases gate leakage.  

 

 

Fig. 5. Electron density for FinFET devices with different fin widths at on-state (Vg=-0.1). The 
drain and source are at the top and bottom of the plots correspondingly. The gates are on the 
sides along the horizontal direction of the plots. 

 
The transfer characteristics for different fin thickness ranging from 6 nm to 12 nm 

are shown in Figure 6. Drain bias of 0.1 V has been used in these simulations. From 
simulation results it is evident that threshold voltage is negative. However by suitably 
adjusting the gate work function it is possible to make the threshold voltage positive. 
We show the transfer characteristics with negative threshold voltage as it resembles 
the one in experimentally fabricated device in which adjustment of gate work function 
was not done. It is evident from the simulation results that subthreshold characteristics 
are greatly affected by the fin width and also narrower fin width results in higher 
threshold voltage, as compared to the threshold voltage for wider fins. 

Figure 7 shows the corresponding variation of subthreshold slope with fin width. 
With decreasing fin width, the subthreshold slope also decreases, which improves the 
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controllability of short channel effects. After some cutoff value of fin thickness (in 
this case around 7 nm) subthreshold slope does not decrease that much with 
decreasing fin width and remains at a nearly constant value. The experimental value 
of subthreshold slope for 10 nm FinFET is 125 mV/dec. Simulation results for 
FinFET device with 12 nm fin width shows a subthreshold slope of 120 mV/dec, 
which is very close to the experimental value. While decreasing fin width to 6-7 nm 
helps to improve the subthreshold behavior, the corresponding values of the drive-
current are reduced. Thus, a compromise must be drawn between these two factors to 
optimize the device performance. On the other hand, the best subthreshold slope 
(around 83 mV/dec) we can achieve by just reducing fin width (and keeping the rest 
of parameters of the experimentally fabricated FinFET constant), is still rather far 
from the ideal value. For a better performing 10 nm FinFET device, source and drain 
doping levels should be increased, and oxide thickness should be decreased; the 
corresponding simulation results with improved subthreshold characteristics will be 
published separately. 
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Fig. 6. Variation of transfer characteristics with fin width at VD = 0.1V 
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Fig. 7. Subthreshold slope variation with fin width at VD = 0.1V 
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To assess the performance degradation of the ultra-scale FinFET device at high 
temperatures (corresponding to “slow process corner”) we have calculated transfer 
characteristics with drain voltages of 0.1 and 1.2 V at 400 K. The results of these 
simulations are shown in Figure 8. For both drain voltages a significant degradation 
of the subthreshold slope (around 28%) is observed for the considered FinFET device. 
This result illustrates the high importance of performing slow process corner analysis 
in nano-scale devices. 
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Fig. 8. Simulated FinFET transfer characteristic at VD=0.1 and 1.2 V, at 300 K (typical process 
corner) and at 400 K (slow process corner). 

3   Computational Electronics and 21st Century Education 

As we already discussed in the introduction part of this invited paper, there are several 
ways in which Computational Electronics is strongly tied with the 21st Century 
Education: via combined research and educational activities and via purely teaching 
modules. As an example of a tool that has served both education and research we 
discuss SCHRED that stands for 1D Schrödinger-Poisson solver.  

SCHRED was developed at Arizona State University by Prof. Dragica Vasileska 
and further extensions to SCHRED to model dual gate devices were achieved as a 
joint effort between Arizona State University and Purdue University. We want to 
point out that next generation of SCHRED to model arbitrary materials and multiple 
conduction and valence bands is currently in development at Arizona State 
University. This new tool will replace the existing SCHRED tool and will have much 
more extended capability. Given the visibility that the existing SCHRED tool has at 
the moment we believe that the next generation SCHRED will be as successful, if not 
more, than the existing SCHRED tool. 

As we already highlighted in the introduction, and we repeat here for 
completeness, SCHRED has been cited in 92 scientific papers. As such it is THE 
MOST CITED tool on the nanoHUB. It has been used by users within and outside of 
the nanoHUB. The demographical usage of SCHRED is depicted in Figure 9. 
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Fig. 9. Demographical Usage of SCHRED. 

It is interesting to point out that most users of SCHRED do not necessarily belong 
to the nanoHUB. We call those outside users. The connection between this group of 
users is highlighted in Figure 10 below. 
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Research 91
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Education 12 5%
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Res/Edu 9 3%
Education 12 5%
Cyberinfr 31 12%

 

Fig. 10. Top panel – Usage of Schred and connections between various groups. Bottom panel – 
Usage of all tools installed on the nanoHUB. The heavily connected area depicts the nanoHUB 
members. 
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The utility of SCHRED is not in research purposes only. SCHRED is one of the 
most useful tool for academic purposes as well as it can demonstrate to students 
studying conventional MOSFET devices (which are integral part of the curricula of 
every Electrical Engineering school) how with device scaling into the nanometer 
regime quantum-mechanical size quantization effects become more and more 
important and why in the smallest devices of research one wants to use metal instead 
of polysilicon gates due to the considerable poly-gate depletion. Also, SCHRED can 
be used to estimate the shift in the threshold voltage due to quantum-mechanical size-
quantization effects. Results obtained with SCHRED that highlight the poly-gate 
depletion effect on the total gate capacitance and the shift in the threshold voltage 
with technology generation are given in Figure 11. 
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Fig. 11. Top panel - SCHRED simulation data for the shift in the threshold voltage compared to 
the experimental values provided by van Dort and co-workers. Bottom panel - Variation of low 
frequency Ctot with VG when using SC and QM description of the charge in the channel, with 
(WP) and without (NP) the inclusion of the poly-gate depletion. We use NA=5×1017  cm-3, tox=4 
nm and ND=5×1019 cm-3. Also shown here are the semiclassical results obtained with our 
analytical model (symbols). In the inset we show the variation of Cpoly with VG obtained by 
using the numerical model (solid lines) and our analytical model (symbols). 
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Fig. 12. 4, 10 and 40 potential barriers (top), correspond-ding transmission coefficient vs. 
energy (middle) and forma-tion of cosine bands (bottom). 
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Last year the nanoHUB team (Gerhard Klimeck and Dragica Vasileska) promoted 
tool-based curriculum and as part of this effort ABACUS. AQME and ACUTE were 
being developed for the purpose to aid conventional classes in semiconductor device 
theory, quantum mechanics and computational electronics in better understanding the 
subjects being taught by supplementing them with simulation examples that had to be 
run by the students taking these classes. The content of each of these composite tools 
can be found by following this link: www.nanohub.org. In the rest of this section, for 
illustration purposes we have decided to focus on the capabilities of the PCPBT. 
Because of limitations of space, in here we describe two examples: (1) the formation 
of the energy bands and the energy gaps via the example of multiple identical barriers 
and wells (in the effective mass approximation), and (2) more complex analysis that 
utilizes tight-binding approach.  

In the first example that follows we initially consider four identical barriers and 
three identical wells. Each well would hold 2 quasi-bound states but because of the 
interaction between the wells, the degeneracy of the levels is lifted and there are two 
sets consisting of three quasi-bound states. So, the number of states is preserved and 
the degeneracy of the levels is lifted. In the next panel we show the situation when 
there are 10 barriers and 9 wells. Since each well holds 2 resonant states there are 
total of 2 × 9 = 18 states. As in the previous example, the degeneracy of the states is 
lifted and we see two bands with nine pronounced resonances which gives exactly 18 
states (see Figure 12). On the very right of the second panel we also see that these 
quasi-bound states start to form cosine bands. The formation of cosine bands is more 
evident in panel 3 for the case when we have 40 barriers, respectively. 

When the barriers are thin and the effective masses have high value, then the 
effective mass theory fails and one has to consider the complete bandstructure. The 
following example illustrates this point. We calculate the transmission coefficient of a 
double barrier structure with barrier height = 0.4 eV, barrier width = 0.5 nm and well 
width = 4 nm. We also consider the situation of a Si/SiGe material system for which 
we can assume m*=m0. We make two simulation runs: one using effective mass 
theory and transfer matrix approach and the second one using tight-binding method 
and transfer matrix approach. The results of these simulations are shown in Figure 13. 

 

Fig. 13. Example of a symmetric double barrier structure with barrier height = 0.4 eV, barriers 
widths = 0.5 nm and well width = 4 nm. We use effective mass vs. tight-binding theory. 
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From the results presented in Figure 13, where we focus on the position of the 
resonances and the transmission coefficient data it is clear that the tight binding 
effective mass is higher which lowers the resonances. In another example when the 
effective mass was much smaller, such is the case of a GaAs/AlGaAs structure, the 
effective mass and tight binding results were much closer to each other. This example 
clearly illustrates that for large effective mass, in order to find the proper resonances 
in a structure, one has to use the tight binding approach.  

4   The Future of Computational Electronics 

In this invited paper we gave a brief description of currently most important and most 
physically based semiclassical and quantum transport approaches. It is important to 
note that because of these developments, device simulation has achieved significantly 
higher maturity level than process simulation. In fact, particle-based device simulators 
can capture the essential physics up to ballistic transport regime and, when quantum 
interference effects start to dominate device behavior, quantum transport simulators 
based on either direct solution of the Schrödinger equation or its counterpart, the 
Green’s functions, have been developed which, with the recent progress of state of the 
art computers, can simulate 3D nanoscale devices within a reasonable time-frame. 

However, nanoelectronic device simulation of the future must ultimately include 
both, the sophisticated physics oriented electronic structure calculations and the 
engineering oriented transport simulations. Extensive scientific arguments have 
recently ensued regarding transport theory, basis representation, and practical 
implementation of a simulator capable of describing a realistic device.  

Starting from the field of molecular chemistry, Mujica, Kemp, Roitberg, Ratner [7] 
applied tight-binding based approaches to the modeling of transport in molecular 
wires. Later, Derosa and Seminario [8] modeled molecular charge transport using 
density functional theory and Green’s functions. Further significant advances in the 
understanding of the electronic structure in technologically relevant devices were 
recently achieved through ab initio simulation of MOS devices by Demkov and 
Sankey [9]. Ballistic transport through a thin dielectric barrier was evaluated using 
standard Green function techniques [10,11] without scattering mechanisms. However, 
quantum mechanical simulations of electron transport through 3D confined structures, 
such as quantum dots, have not yet reached the maturity (it is important, for example, 
for simulating operation of the next generation quantum dot photodetectors). Early 
efforts of understanding the operation of coupled quantum dot structures were rate 
equation based [12,13,14] where a simplified electronic structure was assumed. 

Whereas traditional semiconductor device simulators are insufficiently equipped to 
describe quantum effects at atomic dimensions, most ab initio methods from 
condensed matter physics are still computationally too demanding for application to 
practical devices, even as small as quantum dots. A number of intermediary methods 
have therefore been developed in recent years. The methods can be divided into two 
major theory categories: atomistic and non-atomistic. Atomistic approaches attempt to 
work directly with the electronic wave function of each individual atom. Ab initio 
methods overcome the shortcomings of the effective mass approximation; however, 
additional approximations must be introduced to reduce computational costs. One of 
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the critical questions is the choice of a basis set for the representation of the electronic 
wave function. Many approaches have been considered, ranging from traditional 
numerical methods, such as finite difference and finite elements, as well as plane 
wave expansions [15,16,17], to methods that exploit the natural properties of 
chemical bonding in condensed matter. Among these latter approaches, local orbital 
methods are particularly attractive. While the method of using atomic orbitals as a 
basis set has a long history in solid state physics, new basis sets with compact support 
have recently been developed [18,19], and, together with specific energy 
minimization schemes, these new basis sets result in computational costs which 
increase linearly with the number of atoms in the system without much accuracy 
degradation [20,21]. However, even with such methods, only a few thousand atoms 
can be described with present day computational resources.  

NEMO3D uses an empirical tight-binding method [22,23] that is conceptually 
related to the local orbital method and combines the advantages of an atomic level 
description with the intrinsic accuracy of empirical methods. It has already 
demonstrated considerable success [24,25] in quantum mechanical modeling of 
electron transport as well as the electronic structure modeling of small quantum dots 
[26]. NEMO3D typically uses sp3s* or sp3d5s* model that consists of five or ten spin 
degenerate basis states, respectively. Note that for the modeling of quantum dots, 
three main methods have been used in recent years: k·p [27,28], pseudopotentials 
[19], and empirical tight-binding [20].  

As already discussed in Section 3, there are a number of methods developed by solid 
state theorists over the last several decades to address the issue of quantum transport in 
nano-devices. Among the most commonly used in nanostructure calculations schemes 
are the Wigner-function approach [29], the Pauli master equation [30], and the non-
equilibrium Green's functions (NEGF) [31,32]. The growing popularity of the latest 
(sometimes referred to as the Keldysh or the Kadanoff–Baym) formalism is conditioned 
by its sound conceptual basis for the development of the new class of quantum transport 
simulators [33]. Among its doubtless advantages are the clear physical conceptions, 
rigorous definitions, well-developed mathematical apparatus and flexibility of the 
algorithmization. 

In summary, from the discussion above it follows that the ultimate goal of 
semiconductor transport calculation of future nanoscale devices will be to merge the 
3D quantum transport approaches with ab-initio band structure calculations. This 
will ensure the most accurate simulation and better understanding carrier transport 
and operation of novel nano-device structures. 
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Abstract. This paper investigates an adaptation of Wireless Sensor Networks 
(WSNs) to cattle health monitoring. The proposed solution facilitates the re-
quirement for continuously assessing the condition of individual animals, ag-
gregating and reporting this data to the farm manager. There are several existing 
approaches to achieving animal monitoring, ranging from using a store and 
forward mechanism to employing GSM-based techniques; these approaches 
only provide sporadic information and introduce a considerable cost in staffing 
and physical hardware. The core of this solution overcomes the aforementioned 
drawbacks by using alternative cheap, low power consumption sensor nodes 
capable of providing real-time communication at a reasonable hardware cost. In 
this paper, both the hardware and software have been designed to provide real-
time data from dairy cattle whilst conforming to the limitations associated with 
WSNs implementations.  

1   Introduction 

The farming industry contributes essential revenue to many economies throughout the 
world e.g. in the UK in year 2006, total value was £14.5 billion and the sector uses 
around three quarters of the country’s land and employs over half a million people. 
[1]. The two indelible incidents in 1996 and 2001 caused by Bovine Spongiform En-
cephalopathy (BSE) and Foot and Mouth Disease (FMD) respectively were estimated 
to have cost the UK economy £13billion in total [2]. Animal health and condition 
monitoring is now becoming evermore crucial to  the wider farming industry as both 
known and new diseases pose a risk of the global spread of diseases. It is thus impor-
tant to develop reliable monitoring systems that report a range of animal health condi-
tions back to the farmer or stockman in a timely manner. Current animal monitoring 
systems only allow data to be downloaded once at a fixed point e.g. during the milk-
ing process where sensor nodes attached to dairy cows are downloaded to the data 
sink through a receiver installed within the milking parlour. This kind of system has 
an obvious fundamental restriction i.e. the data can only be downloaded at a fixed lo-
cation. However, only a subset of animals follow the ordered pattern of dairy cattle 
rendering this approach inapplicable to other animals such as beef cattle, sheep and 
horses which in turn bounds the market segments the solution can address. This sys-
tem also exhibits a relatively long response time (delay) as the detected event can 
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only be reported or observed at pre-designated time intervals viz. milking time. This 
potentially will cause unacceptable delays in terms of reacting to critical events like 
the onset of disease and some events such as oestrus behaviour will not be reported 
within the appropriate timescales. 

This paper therefore reports on the development of a new generation of animal 
monitoring systems that allow sensory data to reach a farm control system in a timely 
fashion. Such systems can be considered for both indoor and outdoor farm environ-
ments and is applicable a range of animals i.e. cow, sheep, pig, horse, etc. The contri-
butions of this paper are three fold comprising: a prototype designed with due consid-
eration to cost, hardware and software complexity; (2) two novel mobility support 
schemes proposed for cattle monitoring applications in particular; an evaluation of the 
performance through field experiments to demonstrate the robustness and effective-
ness of the system. 

2   Related Activities and Challenges 

Various researchers [3, 4, 5] have been using wireless networks in the form of neck 
mounted sensory collars to track animals’ activities and monitor their health condi-
tions with varying degrees of success. One noteworthy system is the ‘ZebraNet’ [3]. 
The devices mounted on the zebra transfer all measurements (GPS position) to all 
other devices within range. A user could then download historical position data from 
multiple animals by approaching a single zebra. In another example [4], the authors 
deploy a set of static and mobile sensors. The static nodes measure properties such as 
soil moisture while mobile nodes carried by livestock study animal behaviours; simi-
lar to ZebraNet they use a store and forward approach. Such an approach is not scal-
able due to limited storage space on the device; furthermore the maintenance costs are 
high since the retrieval of the aggregated measurements requires direct human inter-
vention. Another approach to retrieve data from animal mounted devices utilised an 
existing GSM infrastructure which facilitates real-time communication [5]. However, 
battery life concerns aside, this approach becomes prohibitively expensive when 
monitoring large numbers of animals i.e. the typical cost of a collar is approximately 
1700Euros. 

To design an appropriate communications platform for the animal monitoring re-
quires an approach beyond the scope of conventional wireless network concepts. As 
the system design space is constrained by the following factors:  

1. Farming environment: open grazing farm fields or ranges are typically used by 
the farmer to keep animals in a wide open area where they roam freely. The 
size of a farm can be up to sq kilometres typically in UK and hundreds sq 
kilometres in Australia and US. Due to size of an open grazing farm, it is al-
most impossible to have a communication system that provides complete end-
to-end coverage.  

2. Animal movement: a wireless reception point only provides a data download 
facility within its radio effective zone viz. the area covered by its antenna re-
ception. This radio effective zone typically ranges from 10metres to 100meters 
diameter. The animals may wander in and out this effective zone freely hence 
it presents an ad hoc series of windows of opportunity for the sensor telemetry 



 Wireless Sensor Networks for Cattle Health Monitoring 23 

 

system to successfully transmit a data packet. A communication platform not 
only needs to support this ad hoc data downloading but also needs to have the 
capability to download sensory data captured on an animal that may have 
fallen sick and therefore may be outside the reception zone.  

3. Collars are the fundamental front-end devices in many animal monitoring sys-
tems, measuring the condition of the animal by for example, sampling the am-
bient temperature, movement and/or a range of bio-markers. Although the size 
of a collar and complexity of the resultant electronics packaging varies accord-
ing to the functionality, in general the collar has to be small in size, light 
weight, and low cost to be routinely (and affordably) applied. No standards ex-
ist but a reasonable maximum for an ear tag for cattle will be of the order of 
100g. The weight limit for a collar based device is more likely to be con-
strained by the pressure and irritation caused by the collar and a reasonable 
limit for permanent mounting should not exceed 1kg.   

4. Radio interference caused by animals: cattle are generally fed in herds, which 
increases massively the interference surface area, which in turn seriously af-
fects radio performance as a consequence of signal absorption by animals [6]. 
The hardware and protocol designs must thus take into consideration this inter-
ference issue. 

3   Animal Behaviour 

Domestic cattle are essentially descended from prey species from which they inherit 
herding traits that benefit them both socially and from a general welfare perspective. 
However, herds are not uniformly spaced and do not always move as a single collec-
tive. Individual animals have different social standings within herds which will influ-
ence the animals they are most likely to associate with. As a consequence, the herd 
may break up into independent sub-herds. This raises an additional question for a 
WSN; how rapidly network topologies are likely to change and the possibilities of the 
nodes moving out of range of each other and of base stations. In order to anticipate 
the extent and rate of such changes, the behaviour of the herd needs to be captured 
and modelled. In previous studies this has been attempted using collar mounted GPS 
transponders, one example [7], used GPS to assess the behaviours of 14 free ranging 
Zebu cows in western Niger. Samples of position were taken at 0.1Hz so that dis-
placement and rate of position change could be used to determine grazing coverage. 

With this work in mind, two 24 hour periods of GPS fixes taken at 3 minute inter-
vals from a herd of 14 Limousin and Angus cross beef cows free-ranging on a farm in 
Midlothian, Scotland, equipped with collar mounted transponders were recorded [8]. 
Days from summer 2006 were selected at random from a set where the herd had good 
satellite coverage and there were no major interventions from farm staff. This data set 
is used to answer two questions that relate to the viability of the WSN: firstly, what is 
the range between the animals and a base station and secondly, what are the distances 
between animals most likely to be. 

To answer these, it is better to examine the way the quantities of interest are distrib-
uted rather than to use point estimate statistics since they may be skewed or multimo-
dal. The best way of producing an accurate picture of a probability density function is 
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to use a kernel density estimator such as a Parzen Window [9]. In the kernel density es-
timates shown in Figure 1, the probability distribution of the distance of herd from base 
station on 4th August is shown in Figure 1(a) and distance of herd from base station on 
8th August is shown in Figure 1(b). On the 4th of August, the most likely distance from 
the base-station is around 50metres with a second, smaller mode at around 90metres. 
On the 8th August this is entirely concentrated around the 80m mark. 

With low power wireless sensor networks, range from the base station can be an is-
sue even in fields of the size of those on UK farms. In this trial, although animals 
have been found to stray to ranges of up to 300metres from a base station, the most 
likely distances they were to be found at were between 50metres-90metres [8]. The 
above density functions show the minimum inter-cow distance on 4th August in Fig-
ure 1(c) with the minimum inter-cow distance from the 8th August given in Figure 
1(d). In both cases the majority of observations are below 40metres with the maxi-
mally likely distance being at around 10metres [8]. 

 

 

Fig. 1. (a) probability distribution of the distance of herd from base station 4th August; (b) prob-
ability distribution of the distance of herd from base station 8th August; (c) minimum inter-cow 
distance 8th August; (d) minimum inter-cow distance 8th August. 

4   Hardware Design and Realization 

Wireless sensor nodes are known for their constrained capacities in terms of energy, 
limited computational power and low memory capability e.g. a MICAz node [10] is 
powered by two alkaline AA batteries and has one 4MHz processor with 128kB of 
memory and 4kB of RAM. Given these inherent limited capacities, the implementa-
tion of a cattle monitoring solution raises specific and severe challenges. In the fol-
lowing, various factors related to hardware design, such as radio frequency selection, 
radio propagation behaviour on animal’s body, battery lifetime will be investigated so 
that a solution which can obtain real-time data from diary cattle whilst conforming to 
the limitations associated with WSNs implementations can be developed. 

4.1   Frequency Selection 

In the livestock monitoring system, the animal is free to roam and wireless technology 
is considered the only feasible method to establishing and maintaining connectivity 
between base stations and collars attached to the cattle. Radio link quality between 
transmitter and receiver plays a major role in the performance of any radio network. 
The radio connectivity range is determined by frequency, transmitted power, antenna 
characteristics and the radio propagation channel. The main significant factor is the  
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Fig. 2. (a) Transmission range for different frequencies; (b) Antenna placement; (c) Penetration 
depth for different frequencies. 

selection of radio frequency. Figure 2(a) shows achievable transmission range for dif-
ferent frequencies with the power transmission set at 0dBm for a received signal 
strength at -65dBm. The antenna gains for the collar and the base station are 1dBi and 
6dBi respectively. The collar antenna height is 1m above ground and the base station 
antenna height is 4metres. 

4.2   Penetration Depth 

The most common collar formats are either a neck collar or a leg collar [11]. Figure 
2(b) shows a common antenna placement on a collar (on the side) and the resultant 
impact that the cow has on the transmission capability. Essentially, the collar can only 
successfully transmit a packet if the antenna is facing to the base station since the sig-
nal can not penetrate the animal’s body. The locations of the collar represent a com-
promise. Locations on the side of the neck would minimise the effect of shadowing by 
the animal wearing the collar. However, it also would be susceptible to shadowing 
from other neighbouring animals in the immediate vicinity. An estimate of signal 
penetration through an animal can be made using the electrical properties of body tis-
sues [6, 12]. The properties of mammalian tissue are expected to be similar between 
species. Figure 2(c) summarises the penetration depth at five ISM-band frequencies. 
Penetration at 2.4GHz is less than 2.5cm in fleshy tissues. Although deeper penetra-
tion occurs at 315MHz, the width of a cow’s neck is approximately 0.25metres. 

4.3   Bandwidth versus Battery Lifetime 

Battery life is a limited resource for collar use, and in the system design it is always 
useful to target as long an operational life span as possible. For cattle monitoring, a 
collar may be expected to operate up to at least five years without battery replace-
ment. Commonly, battery conservation is achieved by firstly reducing power con-
sumption owing to radio transmission and secondly through implementing an appro-
priately low duty cycle [13]. On top of these factors, this paper also presents an 
evaluation of the impact of radio capacity on battery lifetime. The radio component is 
switched into low power mode as soon as radio transmission for data download is 
complete, the length of the transmission cycle being directly dictated by radio channel 
capacity. Table 1 provides a battery lifetime comparison between a low capacity 

Antenna 
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(MICA2, sub 1GHz, 76.8kbps) and a high capacity (MICAz, 2.4GHz, 250kbps) sen-
sor nodes. In this study, the sensor nodes are required to transmit a total amount of 
100kbytes of data to a base station in a daily basis; the radio channel is turned off as 
soon as the transmission is finished.  

Table 1. Battery lifetime comparison for low and high radio capacity sensor nodes. 

 Data load 100kB Data load 1MB 

 MICA2 MICAz MICA2 MICAz 

delay (s) 10.41666667 3.2 104.1666667 32 

current transmit (mA) 10.4 17.4 10.4 17.4 

current stand by (mA) 0.0002 0.00002 0.0002 0.00002 

     

radio cycle     

current transmit 4.513888889 2.32 45.13888889 23.2 

current stand by 0.719913194 0.071997 0.719131944 0.071973333 

total 5.233802083 2.391997 45.85802083 23.27197333 

     

battery capacity lifetime (months) 

1000 mAh 6.368856293 13.93536 0.726881203 1.432338068 

2000 mAh 12.73771259 27.87071 1.453762405 2.864676137 

5000 mAh 31.84428146 69.67678 3.634406013 7.161690342 

4.4   Prototype System 

Our prototyping system comprises collars with antenna diversity (Figure 3(a)) and 
base stations (Figure 3(b)). The system can be extended to increase network coverage 
easily with a solar powered relay router as shown in Figure 3(c); this device is also 
equipped with two antennas. The first antenna is an omni-directional antenna mainly 
used for receiving packets from the surrounding area, whereas the second antenna is a 
ceramic patch directional antenna [14] capable of beaming a received packet with a 
narrower angle over a longer range. A number of relay routers can be used to form a 
backhaul radio link allowing data captured from surrounding animals to be relayed 
back to a central location. 

 

   

Fig. 3. (a) A collar with antenna diversity; (b) An installed base station at the farm; (c) Solar 
powered router with antenna diversity. 

4.5   Antenna Height 

Radio link quality between transmitter and receiver plays a major role in the perform-
ance of any radio network. The radio connectivity range is determined by frequency, 
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transmitted power, antenna characteristics and the radio propagation channel. A sin-
gle, line-of-sight, path between transmitter and receiver seldom exists in a real world 
environment. In open environments, received signal strength may be very sensitive to 
the strength of the ground reflected propagation path. In the case of a strong ground 
reflection receive, and transmit, antenna heights (above ground level) will have a 
large impact on received signal strength depending on whether interference between 
direct and reflected paths is constructive or destructive. A simple two-path model can 
be used to describe (and predict) this effect [15]. Using this model the received signal 
power, Pr, at distance d is given by: 

 

Ld

hhGGP
dP rtrtt

r 4

22
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where Pt is transmitted power, Gt and Gr are transmit and receive antenna gains (as ra-
tios, not in dBi), ht and hr are the heights of transmit and receive antennas above the 
ground, d is the distance between transmit and receive antennas and L accounts for 
any losses not represented by the two-path model. Pt, hr, Gt and Gr are determined by 
selection and configuration of the communications hardware whereas ht varies ac-
cording to animal size. On a farm the transmit antenna height is approximately 
1.2metres (for a standing animal of average height). In principal the height for the 
base station (hr) antenna could be optimised (for the expected value range of d provid-
ing this range is not too large) to ensure close to constructive interference between di-
rect and ground reflected signals. This optimum height is given by:  
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where λ is wavelength and n is an odd integer which would normally be chosen to 1. 
Choosing a value of n > 1 would mean a taller and therefore more expensive antenna 
tower [15]. This is unlikely to be advantageous unless, for example, greater antenna 
elevation resulted in a significantly reduced probability of shadowing. 

Measurements of received power have been made and compared power predicted 
by Equation 1 and Equation 2. Assuming that the animals are roaming in an area 
within 40metres of the base station, the transmit antenna height was set at 1.2metres, 
consistent with the collar being worn by an animal of average size. Figure 4(a) shows 
a comparison of theoretical values (two-ray model) with experimental results of re-
ceived signal power at the receiver. In Figure 4 the height of receiver’s antenna is var-
ied from 0.25metres to 2.25meters and the best received signal strength is obtained at 
receiver’s antenna height of 1meter. The terrain, on which the experiments were con-
ducted, was on grass covered open ground (approximately 5cm tall). 95 % confidence 
intervals for mean received power have been calculated using 300 RSSI samples. The 
prediction assumes terrain permittivity and conductivity values of 6 and 0.1 respec-
tively, typical of grassland used for grazing cattle. More information regarding the 
impact of ground surface on signal propagation and reflection can be referred from 
Fresnel reflection equation [16]. Figure 4(b) shows the (theoretical) base station an-
tenna height for three (optimum values of n). 
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Fig. 4. (a) Optimum antenna height at base station; (b) optimum antenna height (n=1, 2, 5). 

5   Data Collection 

The connectivity between each collar is often sporadic leading to unstable routing 
paths which in turn result in increased packet delay. To lessen the impact of node mo-
bility, an Implicit Routing Protocol (IRP) is designed particularly for cattle monitor-
ing systems. The proposed IRP operates according to the following two phases: the 
configuration phase and the data forwarding phase. During the configuration phase, 
the Base Station (BS) periodically floods a TIER message throughout the entire net-
work. This TIER message contains a BS’s ID field, and a hop count field. The hop 
count field is used to track the number of hops the TIER message has traversed from 
the base station, the TIERS being numbered starting from the base station. A collar in 
a given tier, n, represents the nth tier away from the BS. This critical information is the 
TIER ID. As animals are free to move, the BS is required to send TIER messages pe-
riodically at intervals of Ts to maintain the correct configuration. At the data forward-
ing phase, if the collar is required to report measured data back to the BS, it will form 
a packet containing its current TIER ID and measurement data. This packet is then 
broadcasted. Only receiving collars with lower TIER IDs are required to respond with 
an acknowledgment (ACK) packet. These collars, after acknowledging the source col-
lar, will broadcast the packet. Conversely, receiving collars with equal or higher TIER 
IDs will discard the received data immediately. This forwarding rule will then repeat 
until the data arrives at the BS. Thus the measured data will move one hop closer to 
the BS at each forwarding stage. 

The IRP performance was further investigated through experiments. The IRP was 
implemented on the MICAz node using TinyOS (TinyOS, 2009); the test-bed was a 
3-hop network with one source node, one base station (BS) and N pairs of intermedi-
ate relay nodes. Figure 5 depicts the average packet delay performance and Figure 6 
the received packet rate of test bed configuration N = 4, and in each tier there are 4 re-
lay nodes. During each experiment, the source node generates 10,000 packets at an in-
terval of 250ms, each packet containing 85bytes in the payload. 

In order to simulate movement, an asynchronous random “on/off” mechanism was 
implemented. A sensor node in “off” mode represents a cow movement out of com-
munication range; and when a sensor node is switched to “on” mode, it represented a 
cow entering the communication range. This “on/off mechanism” was characterised 
by an “off” probability Poff which determined the probability the sensor node remains 
in “off” mode. Figure 5 and Figure 6 both show that network performance is severely  
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              Fig. 5. Average Packet Delay.                                Fig. 6. Received Packet Rate. 

 
impacted as Poff increases. However, performance is improved when the number of 
sensor nodes in each tier increases. 

The data collector, - also referred to as “data mule” – is a mobile/portable device 
that can be brought in to the field where the cattle gather for the purpose of collecting 
data [17]. This scheme is useful when the IPR cannot establish a path. This could 
happen if there are big gaps in distance between two groups of animals. The hardware 
structure of a data collector is essentially identical to a normal sensor node but with 
additional memory and power capacities. These additional add-ons allow the data col-
lector to constantly scan for any new sensor node which comes into contact, and 
downloads stored data from that sensor node. In the farm environment, the collector 
can be carried by a well-trained dog or mounted on to a tracker and sent out into the 
fields. After data has been collected from the field, the data collector can be con-
nected to a computer directly for data downloading.         

The communication protocol of the data collector can be divided into two parts: 
discovery process and the data transfer process. During discovery, the data collector 
determines if there are any animals in the vicinity by periodically broadcasting a bea-
con. This beacon will be acknowledged by any sensor node that receives it. When the 
collector receives a response back from a sensor node it will send out an acknowl-
edgement and the discovery process will be terminated at this point. The data transfer 
process will then be initialised, in which data is exchanged between sensor node and 
data collector. Each of the packets sent by the sensor node will be acknowledge by the 
collector, hence by receiving an acknowledgement from the collector, the sensor node 
can remove this stored data from its memory and be secure that this data has been 
successfully transmitted. Figure 7 shows the protocol flowchart. 

The performance of data collector can be improved by reducing the duty cycle of 
the sensor node. By reducing the sleep period, the sensor node is more likely to “hear”  
 

 

Fig. 7. Data collector flow chart diagram. 
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the beacon sent out by the collector, so data can be transmitted before the collector 
moves out of range. Of course, by reducing the duty cycle the sensor node will in-
crease its power consumption level. Figure 8 shows the collector in action. 

 

 

Fig. 8. Sensor node operational protocol. 

6   Conclusions 

A real-time design for a concept cattle health monitoring systems using wireless sen-
sor networks has been presented. Challenges imposed from adaptation of wireless 
sensor networks in agriculture and farming have been studied and evaluated. The 
main difficulty of adapting wireless sensor network into cattle monitoring lies in the 
capability supporting each node’s mobility as a consequence of animal movements. A 
detail analysis of herd distribution based on 14 Limousin and Aberdeen Angus cross 
beef cows in a working farm is provided. With the knowledge of the herd mobility, 
two tailored networking schemes are proposed facilitating real-time data download. 
These schemes enable up-to-date animal condition states to be fed back to the farm 
manager, with the goal of improving animal health/welfare and operational efficiency 
via more informed decision-making. 
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1   Background 

Advancement in molecular bioinformatics research is generating an overwhelming 
amount of data in various modalities. In particular, breast cancer research is advancing 
at a great pace with the latest transcriptomic, genomic and epigenomic studies. A new 
approach of exploring differential DNA methylation correlated to cancer reveals great 
new tools for looking at the DNA information to predict functional downstream 
regulatory effects on tumor suppressor genes and oncogenes. 

2   Methods 

We discuss the basic computational problems involved in genomic studies. We have 
undertaken a high throughput  high-resolution microarray study that reveals the 
methylation status of over 25,000 CpG islands in the human genome. We used this 
array method to examine the information from breast tumors for potential alterations 
in the methylation status of CpG islands, both those associated with gene promoters, 
as well as those non-promoter associated islands.  

We developed a platform for molecular signature discovery and clinical decision 
support that relies on genomic and epigenomic measurement modalities as well as 
clinical parameters such as histopathological results and survival information. Our 
Physician Accessible Preclinical Analytics Application (PAPAyA) integrates a 
powerful set of statistical and machine learning tools that leverage the connections 
among the different modalities. It is easily extendable and reconfigurable to support 
integration of existing research methods and tools into powerful data analysis and 
interpretation pipelines. 

3   Results 

Using data from high throughput DNA methylation profiling we have identified 
differentially methylated genomic loci which are methylated in cancer cell lines and 
at the same time their respective gene expression is not above background. We also 
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compare these candidate loci with differential methylation in tumor vs. normal 
samples. It is well known that methylation of CpG islands associated with gene 
promoter regions can affect the expression of the proximal gene, and methylation of 
non associated CpG islands correlates to genomic instability. Interestingly, there are 
different methyl binding proteins that are associated with these loci.  In addition, we 
evaluate the regulatory potential and certain regulatory elements such as transcription 
factors associated with the differentially methylated loci. 

4   Conclusion 

Our software platform, PAPAyA, enables analysis of data from various data modalities 
in high throughput molecular studies such as methylation and gene expression studies. 
In addition, we enable the formulation of new clinical hypotheses which help in 
decision support of elucidating molecular profiles for therapy decisions. 
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Abstract. Nowadays, to have relevant information is an important factor that 
contributes favorably to the decision making process.  The usage of ontologies 
to improve the effectiveness in obtaining information has received special 
attention from researchers in recent years. However, the conceptual formalism 
supported by ontologies is not enough to represent the ambiguous information 
that is commonly founded in many domains of knowledge. An alternative is to 
incorporate the concepts of compensatory fuzzy logic in order to handle the 
uncertainty in the data, which take advantage of the benefits it provides for the 
formal representation of uncertainty. We present in this paper the formal 
definition of “Compensatory Fuzzy Ontologies" and attempt to bring to light 
the need for enhanced knowledge representation systems, using the advantages 
of this approach, which would increase the effectiveness of using knowledge in 
the field of decision making. 

Keywords: Ontologies, Compensatory Fuzzy Logic, Decision Making Process, 
Compensatory Fuzzy Ontologies. 

1   Introduction 

Information is one of the strategic resources of any organization. To have a minimum 
of outstanding information could be an important factor to contribute favorably to the 
decision making process that takes place along the entire value chain of a company, as 
well on the training of the people involved in that process. 

Making changes without information implies ignorance on the problem dimension, 
impossibility to monitor the advances and inability to evaluate the results [1]. Not all the 
information is vital for the decision making process, for this process is important to have 
the tangible and vague information relative to the environmental factors, organizational 
factors, decision – specific factors and the decision process characteristics. [2] 

Human cognitive limitations make very difficult, questionable, subject to 
inconsistencies, to manage the multiple dimensions of the conflict when the number 
of attributes increases beyond a few [3]. This will influence significantly the decision 
making process, where the decision-maker must assess and manage several issues 
relevant to the decision. 
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It is necessary to have tools that are able to assist managers in the decision making 
process. The usage of ontologies to improve the effectiveness in obtaining information 
has received special attention from researchers in recent years. However, the 
conceptual formalism supported by ontologies is not enough to represent the 
ambiguous information that is commonly founded in many domains of knowledge [4], 
where decision making is not an exemption: while more strategic is the decision, 
greater is the amount of uncertainty and vagueness the decision maker has to deal with.  
It is well understood that relations among real life entities are always a matter of 
degree, and are, therefore, best modeled using fuzzy relations [5]. 

The incorporation of the concepts of compensatory fuzzy logic inside ontologies in 
order to take advantage of the use of vagueness in the knowledge domain, allows the 
enhancement of the formal representation and its employment in knowledge management. 

2   Ontology and Fuzzy Ontology 

Ontology is a conceptualization of a domain into a human understandable, machine 
readable format consisting of entities, attributes, relationships and axioms [6]. It is 
used as a standard knowledge representation for the Semantic Web. 

There are several fuzzy concepts that we cannot conceive using conventional 
ontologies [7]. To handle uncertainty of information and knowledge, one possible 
solution is to incorporate fuzzy theory into ontology. Then we can generate fuzzy 
ontologies, which contain fuzzy concepts and fuzzy memberships. The fuzzy 
ontologies are capable of dealing with fuzzy knowledge [8]. 

A fuzzy ontology Fo consists of four elements (C;AC;R;X), where C represents a 
set of concepts, AC represents a collection of attributes sets, one for each concept, and 
R =(RT;RN) represents a set of relationships, which consists of two elements: RN is a 
set of non-taxonomy relationships and RT is a set of taxonomy relationships. X is a set 
of axioms. Each axiom in X is a constraint on the concepts and relationships attribute 
values or a constraint on the relationships between concept objects. [4] 

Some new approach of multivalued fuzzy logic call compensatory fuzzy logic can 
improve some limitations that classical point of view of norm and co-norm has.  Next 
sections introduce some of these criticisms and solutions, relevant to enhance the 
fuzzy ontologies role in Knowledge Management and Decision Making. 

3   Fuzzy Logic and Modeling of Decision 

One way to implement the "principle of gradualness" - essential property of Fuzzy 
Logic - is the definition of logics where the predicates are functions of the universe X 
in the interval [0,1] and the conjunction, disjunction, negation and involvement 
operation are defined in such a way that when restricted to the domain {0,1} we 
obtain the Boolean Logic. The different ways of defining the operations and their 
properties determine different multivalued logics that are part of the Fuzzy Logic 
Paradigm [9]. 

The use of a set of different operators with properties that generalize the bivalued 
logic would seem to be the natural way to model decision problems from the 
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language. In fact, applications in the field of decision making has been made basically 
from the operator concept, rather than multivalued logic [10]. However, this way to 
address the decisions does not provide the best base to exploit the capacity of Fuzzy 
Logic for knowledge transformation and decision maker preferences in logical 
formulas.  

There are two main features that hinder the use of logic-based approaches in 
decision modeling: 

─ The associative property of conjunction and disjunction operators used 
─ No compensation among truth values of basic predicates when the compound 

predicates veracity is calculated using the operators. 

The associativity property of a large part of the operators used for aggregation 
determines that objectives hierarchy trees, which represent different preferences, 
produce the same truth values of its compound predicates. Under the associativity 
property both trees in Fig. 1 represent the same preferences, something inappropriate 
in a decision making model. It is obvious, for example, that the target x has greater 
relevance in the tree on the right than in left. 

 
Fig. 1. Objectives hierarchy trees 

The lack of compensation is an obstacle for a model that seeks to norm or to 
describe the reality of decision making; the classic approaches of decision theory, the 
base of normative thinking, includes models such as the additive ones, which accept 
the compensation without limits. Descriptive approaches accept partial compensation, 
which seems more akin to the reasoning of the actual agents. In this way the total lack 
of compensation and associativity are important limitations of operators frequently 
used for the addition of preferences. 

The above suggests that is desirable the creation of non-associative multivalued 
logic systems, that facilitate the truth values compensation between basic predicates. 
Compensatory fuzzy Logic is a multivalued logic that meets these requirements. This 
is proposed as a decision logical approach, which joins decision modeling and 
reasoning. 

4   Compensatory Fuzzy Logic 

Let x = (x1, x2 ,..., xn) be any element of the Cartesian product [0,1]n. A quartet of 
continuous operators (c, d, o, n), c and d [0,1]n in [0,1], or [0,1]2 in [0,1] and n of [0,1] 
in [0,1] represents a compensatory logic, if it satisfies the following set of axioms: 

c(x,y,z)c(x,y,z)

xx
yy

zz

c(c(x,y),z)c(c(x,y),z)

c(x,yc(x,y) zz

xx yy
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Compensation Axiom, Symmetry or Commutativity Axiom, Strict Growth Axiom, 
Veto Axiom, Fuzzy Reciprocity Axiom, Fuzzy Transitivity Axiom and De Morgan’s 
Laws. 

Operators c and d are called conjunction and disjunction, respectively. Operator o 
is called fuzzy-strict ordering, and n the negation operator.  

Among the multiple aggregation operators found in the literature the only operator 
which satisfies the axioms of compensation, symmetry, strict growth and veto is the 
geometric mean: 

. (1) 

and consequently with the De Morgan's laws, correspondent disjunction will be: 

. (2) 

From the above it follows that the quartet of operators formed by the geometric 
mean and its dual as conjunctive and disjunctive operators, together with the order (3) 
and negation n(x) = 1− x represent a compensatory logic. 

The implication can be defined in general as (4) or (5). 

 (3) 

 . (4) 

 . (5) 

thereby generalizes the truth tables of Boolean logic in two different ways. 
Equivalence is defined from operator i as 

 . (6) 

The universal and existential quantifiers must be introduced naturally from the 
conjunction and disjunction operators, for which introducing already the selected 
operators, we have: ݔ׊ א ܷ ሻݔ)݌ ൌ ݔר א ܷ ሻݔ)݌ ൌ ඨ∏ ݔሻݔ)݌ א ܷ೙ ൌ

ൌ ൞exp ൭1݊ ෍ ln൫ݔ)݌ሻ൯௫א௎ ൱ ሻݔ)݌ ݔ ݂݅ ് 00 in any other case
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For the case of limited sets over Rn, universal and existential quantifiers are 
defined naturally from the concepts of conjunction and disjunction respectively, 
moving on to the continuous case through integral calculus [12]: 

ݔ׊ ሻݔ)݌ ൌ ቐ݁׬ ୪୬(௣(௫ሻሻ ௗ௫ ೣ ׬ ௗ௫ ೣ ݂݅ ሻݔ)݌ ൐ 0 for any ݔ א ܺ0         in any other case
  (9) 

ݔ׌ ሻݔ)݌ ൌ ቐ1 െ ׬݁ ୪୬(ଵି௣(௫ሻሻ ௗ௫ ೣ ׬ ௗ௫ೣ ݂݅ ሻݔ)݌ ൐ 0 for any ݔ א ܺ0         in any other case
  (10) 

4.1   Relation between Compensatory Fuzzy Logic and Boolean Logic 

The formulas for the Propositional Calculus of Compensatory Logic (PCCL) are 
functions of operators c, d, n and i. Consistent with the definition given by expression 
(9), any function (11) from the PCCL is considered valid if f (x)> 0 for any element 
and (12). 

.݂:[0,1]݊→[0,1] . (11) 

׬݁ ౢ౤(భష೛(ೣሻሻ ೏ೣ ሾబ,భሿ೙׬ ೏ೣ ሾబ,భሿ೙ ൐ 1
2
 . (12) 

According to the predicate calculus introduced through the definitions of the 
quantifiers, it’s satisfied the following theorem of Compatibility with Boolean Logic:  

Theorem 1: The valid formulas of the PCCL are exactly the ones from Boolean 
Propositional Calculus (BPC) for any of the two selections of the implication operator 
(i1 o i2), correspondent to formulas (4) and (5) respectively. 

4.2   Compound Inference 

The next theorem is the key for a new type of inference which join together the 
logical and statistical inference: 

Theorem 2: Suppose M denote a random sample of the universe U. If p(x)>0 for all 

x in U, then the universal proposition (13) is normally distributed as (14) where  
is the variance of ln(p(x)) in U and (15) is the mean of ln(p(x)) over U. ׊x א M ሻݔ)݌  ൌ exp ൭1݊ ෍ ln൫ݔ)݌ሻ൯୶א୑ ൱ (13) 

,ݑ)ܰ  ଶ݊ሻ (14)ߪ

ݑ ൌ 1݊ ෍ ln(ݔ)݌ሻሻ௫א௎  (15) 

2σ
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This result is obtained from definition (7) using the central limit theorem, and 
allows the estimation of the truth of a universal proposition using a sample. It can be 
used to reason using a compound inference, which translates from the language for 
modeling scenarios using predicates of the CFL, and estimates the truth about the 
universe using the veracity of these predicate on the sample. This inference can also 
be employed using the same scheme of reasoning, applying Monte Carlo techniques 
to estimate the accuracy of a universal proposition. 

5   Compensatory Fuzzy Ontology 

A Compensatory Fuzzy Ontology is a conceptualization of a domain into a human 
understandable, machine-readable format consisting of fuzzy concepts and non-fuzzy 
concepts, fuzzy properties and non-fuzzy properties, fuzzy relationships and non-
fuzzy relationships, axioms, instances, using compensatory fuzzy logic to obtain the 
truth values of fuzzy elements expressed through fuzzy predicates. 

The concepts, properties and relationships keep the exact same definitions and play 
the same roles as in a classical ontology. The concepts, properties and fuzzy relations 
are defined by compensatory fuzzy logic, used to represent elements of the fuzzy area 
modeled.  

─ A fuzzy concept ܥሚ is defined as a fuzzy set whose membership function over the 
universe U is the associated property c that is defined through a predicate c(x), ݔ א ܷ; the correspondent crisp set is C=ሼݔ א ܷ: ሻݔ)ܿ ൐ 0.5ሽ that is a non fuzzy 
class. 

─ Axioms are compound predicates using defined concepts. 

The definition of Compensatory Fuzzy Ontology allows taking into account 
Theorem 1 to ensure that the results of a bivalued reasoning, from the consideration 
that the classes are true when their value is greater than 0.5, are the same as if the 
compensatory fuzzy operators are applied to the calculation of the veracity of 
predicates and consequently the membership degree to a class. In this second case for 
each instance we get the truth values of each of the classes. 

The knowledge representations obtained using Compensatory Fuzzy Ontology can 
be used for querying and knowledge discovering [3][11][13]; this means that it is 
possible from data and other properties to automate the process of ontology 
enrichment.  

The fulfillment of Theorem 2 allows the use of the Compensatory Fuzzy Ontology 
to estimate real values of the universal proportions from samples, the compound 
inference associated with the theorem makes easy to work with a sample of instances 
to infer knowledge. 

The knowledge represented trough fuzzy ontologies should be exploited by a 
reasoner using the definitions of all the elements in CFL. The reasoner can answer 
some requests trough simple evaluation of predicates and discover knowledge by the 
use of searching methods. 
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6   Case Study: Ontology for Competitive Enterprise 

The following ontology represents the basic domain knowledge for competitive 
enterprise. The represented knowledge by the ontology is a consensual knowledge of 
BIOMUNDI consulting firm. 

Following are presented the statements and their translation into the language of 
predicate calculus: 

A firm is competitive in a product line at a given market if 1) the economy of the 
company is solid and 2) its technology is advanced and 3) it is very strong in the 
product line at the market  

1. A company is financially sound if it has a good financial state and good sales. If 
the financial state is a not so good, it must be offset by very strong sales.  

2. A company has an advanced technological position if your current technology is 
good and also owns patents, or it has products in research and development, or 
significant amounts of money devoted to this activity. If their technology is 
somewhat behind, then it must have many patents, many products in research and 
development, or spend very substantial amounts of resources to this effort. 

3. A company is strong in a product line, if you have strength in the market, has a 
diversified product line and it is independent of the supplier. 

The following notation associates concepts to names of predicates that will be 
defined using the “translation” of the statement. 

─ c(x): Enterprise x is competitive 
─ s(x): Enterprise x has solid economy 
─ t(x): Enterprise x has advanced technological position 
─ l(x): Enterprise x is strong in the product line 
─ f(x): Enterprise x has good financial state 
─ v(x): Enterprise x has good sales 
─ g(x): Enterprise x has a good technology nowadays 
─ p(x): Enterprise x is the owner of patents 
─ i(x): Enterprise x many products in research and development 
─ d(x): Enterprise x or spend very substantial amounts of resources in research 

and development 
─ m(x): Enterprise x has strength in the market 
─ vl(x): Enterprise x has a diversified product line 
─ ip(x): Enterprise x is independent of the supplier 

The compound predicate c(x) obtained from the expressed definition of Competitive 
Enterprise is the property that defines the fuzzy class C෨  that represents competitive 
enterprise: 

 (16) 

where the use of the exponent 2 means “very” and is used as a modifier like is usual 
in Fuzzy Logic literature. The correspondent no fuzzy class is  ܥ ൌ ܵ ת ܶ ת  ଶ. (17)ܮ

where C,S,T and L2 are the respective non fuzzy classes associated to the properties 
s(x), t(x) y l2(x) respectively.  

)()()()( 2 xlxtxsxc ∧∧=
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According with the statements the following predicates are the properties associated 
to fuzzy classes that represents Solid Economy Enterprises, Advanced Technology 
Enterprises, and very strong Line of Products Enterprises: 

(18) 

 (19) 

 (20) 

The used predicates, like components in s, t and l are called basic predicates. All of 
them define fuzzy classes too. 

Notice that 0.5 is used in the same way that 2 was used before, like a modifier 
expressing the word more or less. 

Figure 2 illustrates the ontology through a logical tree. In the tree, conditional 
expressions are expressed, by placing on the arc the predicate corresponding to the 
premise; and as the end of the arc itself, the thesis. 

The sigmoidal function of Fig. 3 illustrates the way to define the basic predicates 
and correspondent classes by membership functions. 

Table 1 illustrates the answers that could be obtained requesting about if certain 
instances are part of each class defined in the ontology. 

Compound predicates incorporated to the ontology using defined classes, defined 
connectives and modifiers are axioms. Axioms can be incorporated from human 
sources or by knowledge discovery. 

For example the conditional s(xሻ ՜ c(xሻ, or the disjunction t(xሻ l(xሻ could be 
axioms. Equivalences of the form p(x)՞ a where p(x) is a predicate and “a” is a real 
number, could be very useful, using the possibilities of CFL to discover and to 
express knowledge from samples. 

Table 1. Answer to fuzzy queries 

Empresa x f(x) v(x) g(x) p(x) i(x) d(x) ip(x) 

A 0.5 0.47 0.3 0.93 0.81 0.61 0.6 

B 0.6 0.63 0.5 0.41 1 0.95 0.8 

C 0.9 0.75 0.7 0.62 0.55 0 1 

D 0 0.99 0.8 0.81 0.79 0.7 0.5 
  

 vl(x) m(x) s(x) t(x) l(x) l2(x) c(x) 

A 0.23 0.1 0.5 0.516 0.234 0.058 0.246 

B 0.77 0.4 0.611 0.682 0.627 0.393 0.545 

C 0.92 0.8 0.812 0.584 0.903 0.815 0.728 

D 0.39 1 0 0.763 0.58 0.336 0 

))())((()()()( 25.0 xvxfxvxfxs →¬∧∧=

))()()(()((

))()()(()()(
2225,0 xdxixpxg

xdxixpxgxt

∨∨→¬∧
∧∨∨∧=

)()()()( xipxvlxmxl ∧∧=

∨
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Fig. 2. Logical tree 

 

 

Fig. 3. Sigmoidal function 

7   Conclusions 

Properties of Compensatory Fuzzy Logic make possible a very useful representation 
of the knowledge: Compensatory Fuzzy Ontologies. They allow selection of relevant 
information, and useful knowledge discovery, very important for decision making.  

Properties expressed by theorems 1 and 2 are especially important. Theorem 1 
establishes that Compensatory Fuzzy Logic offers a way of reasoning completely 
compatible with the Boolean Logic. 

Compensatory Fuzzy Ontologies can be used for querying and knowledge 
discovery from data and other properties, getting a way of automated ontology 
enrichment.  

The fulfillment of Theorem 2 allows the use of the Compensatory Fuzzy Ontology 
to estimate real values of the universal proportions from samples, the compound 
inference associated with the theorem makes easy to work with a sample of instances 
to infer knowledge. 

17V(40)=0.5 V(15)=0.1 16i(10)=0.5 i(5)=0.1
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Abstract. The aim of this work is to propose a methodology for classifying, 
analyzing and visualizing data of patients with different symptoms from 
gynecological database. The application implements a variant of WITT 
algorithm for conceptual clustering. Pre-clustering algorithm is proposed that 
includes a tradeoff between overlapping of the initial clusters and displacing the 
center of clusters far away from the region of great density. To overcome the 
problem with weak correlation different coding schemes for cases are tested. 
Successful approach was to take square root of attribute value intervals to 
achieve the intervals with different sizes. Two different datasets from 
gynecological database are used: data related to polycystic ovary syndrome and 
data relevant to diagnose pre-eclampsia.  
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1   Introduction 

Conceptual clustering is a type of unsupervised learning: object descriptions are used 
as input in the system and a classification scheme is produced [3]. As opposed to 
learning from examples conceptual clustering is learning by observation [1]. 
Conventional cluster algorithms lack descriptions of the clusters created. Conceptual 
clustering techniques, on the other hand, provide such descriptions. 

The WITT algorithm for conceptual clustering is described by Hanson and Bauer 
[2]. The clusters created are accompanied by the correlational structure of the attribute 
values of the cases in those clusters. This correlational structure can be used to 
describe the clusters. Additionally, this structure enables determining the extent to 
which a new case belongs to each of the already defined clusters. This property also 
allows for incremental learning. Once a new case is added to a cluster, the 
correlational structure of that cluster may be updated. Talmon et al. [4] [5] found 
some undesirable properties of the measures that govern the clustering process and 
proposed some alternatives which overcome the problems they identified.  

The organization of this paper is as follows. First, the WITT algorithm and 
corrections of clustering parameters are described. Next, the experimental results 
using gynecological database are presented. The paper ends with a short discussion of 
the results and conclusions.  
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2   WITT Algorithm and Corrections of the Clustering Parameters 

WITT algorithm describes the created clusters using features of the members in a 
cluster. The main idea of this algorithm is to find clusters with members which have 
highly correlated feature sets that represent the clusters.  

The measure that Hanson and Bauer propose for determining the cohesiveness 
between the existing clusters and a new cluster c is given by the formula 

Oc

Wc
Cc =

 
(1) 

where Wc represents the within-cluster cohesion and Oc represents the average 
cohesion between c and all other clusters. 

To compute Wc a contingency table is used. Contingency table Fij is a two - 
dimensional matrix where each element contains the number of cases with the same 
value l for attribute i and same value m for attribute j. The within-cluster cohesion Wc 
is defined as the average variance in the co-occurrences of all possible attribute-value 
pairs for a given cluster 
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In the above formula, D(i,j) is the co-occurence distribution which can be 
computed from the contingency table Fij, and K is the number of attributes. D(i,j) is 
defined as 
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with L and M being the number of distinct values of attributes i and j respectively. L 
and M are equal to the number of rows and columns of the contingency table Fij. 

Analyzing the D-measures Talmon et al. [4] [5], have noticed several misleading 
properties: 

The value of D(i,j) is 1 when there is no variance at all in the co-occurences i.e. for 
each attribute all cases in the cluster have the same value. When the cases are evenly 
distributed in the contingency table, then the value of D(i,j) should be 0. In the 
contingency table with evenly distributed cases, when the number of cases is doubled, 
D(i,j) is greater and not the same, as was expected intuitively. So if the number of 
cases goes to ∞, D(i,j) goes to 1, which means that Wc also goes to 1. In the situation 
when the number of added cases in all clusters increases, it is difficult to distinguish 
these two situations. It is desirable that the size of contingency tables does not 
influence the value of D(i,j).  
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To overcome the observed problems, Talmon et al. [4] [5] propose using fraction 
of cases Fij= Fij /N, instead of Fij, where N is the number of cases in the cluster.  So 
the entropy for the contingency table is computed as 
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and it ranges from 0, when all cases are located in one element, to lnT when all cases 
are evenly distributed over the contingency table. T is the number of entries in a 
contingency table (T=L*M). The new formula for D-measure is obtained by 
normalizing E(i,j) with lnT and subtracting the result from 1 
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Symbol δ  is used for this new D-measure. The term Oc is the measure of the average 
cohesion of a cluster with all other clusters. It is defined as 
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where P is the number of clusters or categories. Bck is relative cohesion between two 
clusters c and k. New measure βck  proposed for Bck that is computed as 
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With formula (7) βck  is defined as the difference in within-cluster cohesion for the 
maximally similar and the disjunct union of the clusters, divided by the difference in 
the within-cluster cohesion for the maximally similar and the real union of the 
clusters. The union of two clusters results in a maximal value when as many as 
possible non-zero elements of the contingency tables of the first cluster are matched 
with non-zero elements of the contingency tables of the second cluster. On the 
contrary, the minimal value for the union of two clusters is obtained when as many as 
possible non-zero elements of the contingency tables of the first cluster are matched 
with zero elements of the contingency tables of the second cluster. Formula (7) shows 
that if clusters are maximally disjunct, the numerator and denominator are equal and 
βck  has value 1, and if they are not disjunct βck  is greater than 1. So Oc, which is 

an average of  βck  for a cluster c and all other existing clusters will vary between 1 
and . 

In the original WITT algorithm the measure Cc is used to assess whether some 
case might be added in the existing cluster. Talmon et al. propose a normalized  
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difference in within-cluster cohesion, rather then using the within-cluster cohesion of 
a cluster with one case added Wc+1  
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Minimal within-cluster cohesion is achieved when the case that is added to a cluster is 
completely different from the cluster, so Wc+1min  might be computed by 
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where Nc is the number of cases in a cluster c, and NT  is the number of contingency 
tables. 

2.1   Pre-clustering and Refinement Algorithm 

The conceptual clustering algorithm consists of two components: a pre-clustering 
algorithm and a refinement algorithm.  

The basic idea of the pre-clustering algorithm is to have few initial clusters formed 
by pairs of cases, close enough to each other, and far away from other clusters. As a 
measure it takes the distance in a multidimensional space between the attribute values 
of the cases. First cluster is created from two cases that are most similar i.e. the 
distance between these two cases is smallest. After that, second cluster and other 
clusters take into account the distance between the centers of the new cluster and all 
of the existing clusters. The next cluster is created from two cases for which quotient 
d/Dist is minimal. The number of initial clusters N, depends on the previous 
information, regarding the number of expected groups. The main problem is how to 
code this information in the algorithm for the purpose of creating initial clusters. 

The distance measure d for two cases i and j is defined as 
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where K is the number of attributes.  
The other measure used in the previous description of the pre-clustering algorithm, 

Dist is computed as a sum of distances between the centers of each of the existing 
clusters and the new cluster 
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where C is the number of existing clusters, including the new one. DC is the distance 
between the centers of an existing cluster and the new cluster, as can be seen from the 
following formula 
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where K is the number of attributes, and center_c [k] is an array with the coordinates 
of the cluster's center. In the above formula center_n is the center of the cluster that 
should be created. Coordinates of the cluster's center in the multidimensional space, 
taking into account that every initial cluster consists of two cases, can be computed as  

2

][][
][_

kjki
kccenter

+=  (13) 

where i and j are two cases that form the cluster c. 
The refinement algorithm adds cases to the initial clusters when those cases are 

similar enough to one of these clusters. When the refinement algorithm fails the pre-
clustering algorithm tries to make new clusters using cases not yet assigned to 
existing clusters. When this process fails, existing clusters could be merged.  

The algorithm does not always cluster all cases. When the remaining cases cannot 
be clustered and there are no clusters that can be merged, the algorithm stops. 

3   Experimental Results 

The application is used for clustering of two different datasets: data relevant to 
diagnose pre-eclampsia [6] and data related to polycystic ovary syndrome [7].  

3.1   Clustering Data from Pre-eclampsia Database 

Pre-eclampsia is a mediacal condition with pregnancy induced hypertension in 
association with significant amounts of protein in the urine. The database (see Table 1) 
consists of 154 cases with 3 attributes associated to protein excretion: amount of urinal 
protein, protein/creatinine ratio and activity of the urinary enzyme beta NAG. These 
parameters are measured for normotensive (with normal blood pressure) women in the 
first (22 cases), second (20 cases) and third (22 cases) semester of pregnancy and 
healthy women that are not pregnant (70 cases). The last group consists of 20 cases 
that represent women with pre-eclampsia. 

Table 1. Sample of the pre-eclampsia database  

urinal protein (mg/l) protein/creatinine ratio (mg/g) NAG (U/g) 
20 19.23 6.49 
30 22.22 15.46 
…. … … 
3020.2 1037.35 40.02 
9600 8250 34.90 

 
Several experiments are performed varying the number of initial clusters from five 

to two. Although five initial clusters are expected because of five different groups of 
cases experiments show overlapping of the clusters. Cluster of healthy not pregnant 
women overlaps with the three clusters of normotensive women.  
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Results show that the clustering process is independent of the size of the clusters, 
because the cohesion measure takes into account the size of the contingency tables 
from which it is derived. The γ values for the initial clusters remain same in the 
situations when the initial clusters have one, two or ten cases. The last parameter that 
is examined is the number of distinct values for each attribute. Varying the number of 
values for attributes might change the number of cases that have the same value for 
different attributes and might help when cases are not well correlated. 

The best results are obtained with 10 distinct values for each attribute and with two 
initial clusters. Linear coding scheme is used for the cases i.e. the intervals that 
represent distinct values for each attribute are same. Plots that represent results of the 
clustering process are shown in Fig. 1.  

Cases with numbers from 1 to 64 belong to the groups of women in the first, 
second and third semester of pregnancy and from 65 to 134 to the control group. 
Cases that represent pregnant women with pre-eclampsia with numbers from 135 to 
154 have large values for their attributes. The number of cases with the same large 
value is small and this leads to spreading these cases in different intervals. 

 

 
a) Cluster of normotensive pregnant women and control group. Wc= 0.8874 

 

 
b) Cluster of women with pre-eclampsia. Within-cluster cohesion is Wc= 0.5934. 

Fig. 1. Histograms with results of the clustering process. Threshold 1 is 0.4, the number of 
distinct values for attributes is 10 and coding of cases is linear. 
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3.2   Clustering Data from Polycystic Ovary Syndrome Database 

Several experiments are performed using a polycystic ovary syndrome (POS) 
database. POS database is formed from the following groups of patients: normal, 
normoinsulinemic slim (NIS), normoinsulinemic fat (NIF), hyperinsulinemic slim 
(HIS), hyperinsulinemic fat (HIF). Each group consists of 30 patients.  

In the database 14 attributes are stored for each patient but just the first 6 are used 
because their correlation structure is representative for the categories. These 14 
attributes are: BMI - body mass index calculated as weight divided by square of 
height, WHR – waist/hip ratio, leptin, glycemia – concentration of glucose in the 
blood,  insulin, G/I – glycemia/insulinemia ratio, TL – total lipids, TCh – total 
cholesterol, TG – triglycerides, HDL Chol – high density lipoprotein, LDL Chol – 
low density lipoprotein, F4 hormone, cortisol and age. 

Age is dropped from the list of attributes because it does not contribute to the 
process of clustering. Attributes from 7 to 13 that form the lipid profile of the patients 
are also dropped. These attributes just put noise in the structure and are not relevant 
for the clustering process. They have been dropped after examination whether their 
absence will produce increase in the quotient Wc/Oc for all the clusters. 

 

 
a) Cluster of normoinsulinemic fat (NIF). Within-cluster cohesion is Wc= 0.5581. 

 

 
b) Cluster of hyperinsulinemic slim (HIS). Within-cluster cohesion is Wc= 0.7171. 

Fig. 2. Histograms with results of the clustering process for POS databse. NIF cluster in 
addition to NIF cases contains HIF cases. HIS cluster besides HIS cases contains NIS cases. 
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a) Cluster of control group. Within-cluster cohesion is Wc= 0.7683. 

 

 
b) Cluster of NIS and NID patients. Within-cluster cohesion is Wc= 0.5723. 

 

 
c) Cluster of HIS and HID patients. Within-cluster cohesion is Wc= 0.4867. 

Fig. 3. Histograms with results of the clustering process for POS databse with three initial 
clusters. Cluster of normals overlaps with the cluster formed from NIS and NID patients.  

Plots in Fig. 2 are obtained with five initial clusters, number of distinct values for 
each attribute 10 and linear coding of value intervals. Only the cluster of 
normoinsulinemic fat (NIF) and hyperinsulinemic slim (HIS) patients are represented. 
Almost all of the patients with normal characteristics are in the cluster of normals. 
Some of the patients from the category normoinsulinemic slim (NIS) are in the HIS 
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cluster, and some of the patients from the category hyperinsulinemic fat (HIF) are in 
the NIF. The antropometric parameters like BMI and WHR influence the clustering of 
these incorrectly classified cases that belong to other categories. 

One reason that slim and fat normoinsulinemic patients are not clustered together 
might be that the cases in the initial clusters are not good representatives of these 
clusters. The same applies for clustering of the slim and fat hyperinsulinemic patients. 
Some alternative ways of creating initial clusters are considered. For example, the 
distance from formula (11) can be computed as 
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With this change the distance between clusters is smaller, which can result in finding 
clusters that are not very far away from each other but they might be in the 
multidimensional space with greater density of cases. 

Next experiment is performed using formula (14) for the distance Dist and starting 
the clustering process with three initial clusters. In this experiment a lot of cases 
remain outside of clusters showing that the cases were not well correlated. Different 
coding schemes were considered to overcome this problem. For example, the square 
root is taken from the intervals which represent the distinct values for the attributes, 
so that the first intervals are smaller and the last bigger. Other alternative that is 
examined is taking the same number of cases in each interval, and the third alternative 
was leaving the intervals with great number of cases (number of cases greater than 
square root of the number of cases in the data base divided by 2) the same and 
widening the intervals with smaller number of cases to have the 'necessary' number of 
cases. The best results are obtained when the square root is taken from the intervals.  

Plots in Fig. 3 show the values of γ c  for cases in this experiment. Patients with 
normal values for the attributes are in the cluster of normals. The second cluster is 
constructed from the NIS and NID patients and the third from the HIS and HID 
patients. 

4   Conclusion 

The clustering process with the proposed alternatives for clustering measures is 
independent of the size of the clusters, because the cohesion measure incorporates the 
size of the contingency tables from which it is derived. The γ  values for the initial 
clusters remain same when the initial clusters have one, two or ten cases. 

Working with data from gynecological databases, several alternative ways for 
creating initial clusters are considered, because it is obvious that the clustering 
process is very much dependent on them. If there is overlapping among the initial 
clusters, the γ c  measures are very small, because the Oc measures are large. On the 
other hand, choosing the initial clusters that are far away from each other may result 
in finding the initial clusters which are not well correlated with the other cases that 
have to belong in the same cluster and they are not good representatives of their 
category.  So the pre-clustering algorithm has to include a tradeoff between these two 
situations.  
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Visually, the ideal initial clusters have to be part of the multidimensional space 
where points are 'densely' packed, but to be far away from each other. If this 
requirement is not satisfied, for example if the region with great density for one of the 
categories does not exist, then the cases from that category are not clustered.   

Another point to bear in mind is that there is prior information regarding the likely 
number of groups and this is helpful in finding the initial clusters. The main problem 
is how to include this information in the pre-clustering algorithm.  

One useful suggestion for creating initial clusters is that the Oc measure has to be 
used to determine their number. As long as the Oc measures are 1 for every existing 
cluster c, they are acceptable as initial clusters, because they are disjunct. 
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Abstract. This work presents a system that facilitates prediction of the winner 
in a sport game. The system consists of methods for: collection of data from the 
Internet for games in various sports, preprocessing of the acquired data, feature 
selection and model building. Many of the algorithms for prediction and 
classification implemented in Weka (Waikato Environment for Knowledge 
Analysis) have been tested for applicability for this kind of problems and a 
comparison of the results has been made. 

Keywords: Data acquisition, data processing, decision-making, prediction 
methods. 

1   Introduction 

It is common knowledge that for many sports enormous amount of data is collected – 
for each player, team, game and season. Obviously this is too much data to be 
analyzed manually. This gave us the idea to test some algorithms for data mining on 
data sets that contain records of sport games. The data mining can be done from 
various aspects – prediction of final outcomes, prediction of player’s injuries [8], 
prediction of future physical performances [7], discovering specific patterns (e.g. 
player B has made 60% of his field goals when player A was at point-guard position 
and has made 40% of his field goals when other point-guard was on the field [6]), as 
well as some other aspects. The goal of our research is to test various data mining 
algorithms for prediction of the final outcome (the winner) of a game. We don’t aim 
to find out the exact reasons why a particular outcome was obtained, but to use a large 
set of outcomes to predict an unknown one. The classifiers that are used in the 
prediction process are implemented in Weka (Waikato Environment for Knowledge 
Analysis) [9]. 

A lot of research has been made in this area by experts who have the necessary 
domain knowledge for a particular sport, but also a solid background in mathematics. 
In many cases, they came up with complex formulas for particular type of performance 
in a game (offensive, defensive, etc.) and formulas for overall rating of players and 
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teams [1] [2] [3] [4] [5]. The team rating formula can be very complex (it can contain 
more than 15 parameters), but also very important for the classification process. 
Sometimes the team ratings are used by some bookmakers to adjust the odds for a 
game. 

Section 2 outlines the architecture of the proposed system. In section 3 each module 
of the system is described in more detail. The results of this research are presented in 
section 4 and a comparison of the results, obtained by different classifiers, is made. 

2   System Design 

In every data mining and knowledge discovery process the initial data has to go 
through few stages of processing in order to extract useful information. For this 
particular case of data mining in sports data, the stages of data processing are shown 
on Fig. 1. 

 

 

Fig. 1. The steps of data mining in records of sport games 

 
The data processing in stages would be easier if the system is designed in a 

modular way. By doing that, each of the modules can be implemented and tested 
independently of the others, but also makes it easier to do modifications in one 
module without having to redesign the others. Each of the modules is dedicated to the 
processing of the information at a certain stage. There is a central module that 
integrates all specialized modules into a single system. Another good thing about this 
design is that other modules can be easily added to the system. That can be 
accomplished in the following way: first a new module would be designed and 
implemented and then the central module should be modified so it can use the new 
one. Such modules can contain implementations of algorithms for prediction or 
clustering that aren’t contained in WEKA. The modular design of the introduced 
system is shown on Fig. 2. 



 System for Prediction of the Winner in a Sports Game 57 

 

Fig. 2. The modular design of the system for outcome prediction 

2.1   Data Collection 

Obviously, to start testing algorithms for this problem a data set of games’ records is 
needed. Although it is fairly easy to find the result and the statistics of a certain game 
on the Internet, to our knowledge there isn’t any publicly available data set that can be 
downloaded and imported into some database. This enforces our system to have a 
module for acquiring information (“crawler”) for the games of interest from the 
internet and storing it into a database.  

2.2   Data Preprocessing 

After all required data is stored in a relational database, it must be preprocessed. The 
preprocessing may refer to: normalization and/or discretization of some parameters in 
a given range; or generating new parameters that didn’t exist in the original database. 
New parameters are generated by reviewing the data for the previous games of the 
current season. Previous games refer to games that were played before the date of the 
game whose data is being preprocessed and can contain data of games played by 
teams playing that particular game, but also games played by other teams. This means 
that none of the generated parameters uses “future” data, i.e. data that wasn’t known 
before the beginning of a particular game. In other words, each generated parameter is 
time dependant and team dependant. Some of the parameters that are generated in this 
module of the system are: 

• Number of injured players in Team A before a particular game. This parameter can 
be generated by reviewing the data from the previous game that Team A played, 
because it contains information why a particular player didn’t play – either it was 
coach’s decision or the player was injured. Additionally, there are websites that 
publish information about injured players on a daily bases. The information 
retrieval from this kind of websites can also be automated.  

• Winning streak (w) of Team A before a particular game. This is done by counting 
how many games in a row have won (w is positive) or lost (w is negative) before 
that game. 
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• Fatigue of Team A before a particular game. We are introducing this parameter to 
indicate how many times did Team A have to travel in order to play the previous 7 
games. Because the schedule of the games in NBA, WNBA, NHL and some other 
American sports is very busy (2-4 games per week), sometimes teams have to 
travel a lot in order to keep up with the schedule. Traveling a lot contributes to 
fatigue of the team. On the example shown on Fig. 3 the fatigue of Team A before 
game 27 (the particular game) is estimated to be 5/6 because it had to travel 5 
times. The maximum fatigue is 1 (if the team traveled 6 times) and the minimum is 
0 (if the team played all the relevant games at home). 

• Home, away and overall winning percentage. The number of games won at home, 
divided by the number of games played at home, gives the home winning 
percentage. The calculation of the other parameters is similar. 

• Offensive, defensive and overall ratings of the team. These ratings are calculated 
by formulas which are described in more details for various sports in [4] and for 
NBA basketball in [1] [2] [4]. 

 

 

Fig. 3. Example of fatigue estimation 

2.3   Feature Selection 

Regardless of the domain of the problem and regardless of the classification or 
clustering algorithm, the training and test data have to be represented as a set of data 
points. Each data point is N dimensional space and each coordinate of the data point 
represents a feature. 

The preprocessing phase enriches the set of available parameters for each game. 
However, it isn’t practical to use all available parameters because it can lead to 
performance and precision degradation. It is important to determine which of the 
available parameters will be selected as features for the training and the test datasets. 
Some set of features may give better precision than other sets. The presented results in 
this research are obtained using 10 features. Some of these features are the ones 
described in the previous section. Another tweak that is done is grouping of two 
compatible parameters into one feature (e.g. instead of using as two different features 
the offensive rating of the home team and the offensive rating of the visiting team, 
their difference is used as a single feature). The names or the IDs of the teams that 
play a game aren’t used as features of the game. 

2.4   Training and Test Data Sets 

For the purpose of this research we collected data for 2 consecutive NBA seasons 
from the official NBA website. This data contains detailed statistics of each game 
played during a season. The data from the first season is used as a training set and the 
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data from the second season as a test set. There are 30 teams in the NBA league and 
each of them plays 82 games during a regular season, so a total of 1230 games are 
played. However, the first 20 games in a season of each team aren’t considered 
neither for training nor testing, because they couldn’t be represented by the features 
that we selected. Namely, in order to present a game as a data point to any prediction 
algorithm, it should be represented as a set of features. Some of the features that we 
decided to be most suitable for this problem need data from previous games (in the 
same season) and if we use the games from the beginning of a season then this data 
would be missing or would be incomplete. The following example shows why these 
games are avoided for training and testing: suppose we have a trained model and we 
want to predict the outcome of Game 6 of Team A. However, for a feature that 
corresponds to the average point margin of last 10 games we would need data from 
the previous 10 games (in the same season) of Team A and such data doesn’t exist. 

3   Implementation 

In section 2 was given an overview of the design of the system and the purpose of each 
module and in this section their implementation will be discussed, conducted with the 
programming language C# using the .Net platform and a SQL Server database. 

3.1   The Crawler 

The task that the crawler performs is collecting data for games in a specific league 
and in a specific time period and inserting it in the SQL database. The data can be 
collected from the official website of the sport of interest where detailed statistics of 
many parameters are published. 

Fortunately, the process of data collection from NHL, NFL, NBA, WNBA etc. can 
be automated. By manually examining the URLs where the final scores of games 
played on a particular date we have concluded that they have consistent format. 
Knowing that format, URL for any desired date can be automatically constructed. If 
there weren’t any games on the specified date, then a web page for that date wouldn’t 
exist or if it existed it would show a warning message. Either way, we would know 
that it doesn’t contain information that is of any interest to us. Furthermore, the 
format in which the data is published on the webpage is also consistent – there are 
tables that contain the summary of the game and each player’s accomplishments and 
they have a constant number of columns in a specific format. This enables HTML of 
the webpage to be parsed and the needed data to be stored in a database. 

Everything mentioned here suggests that it is possible to develop an application 
that can fill in a database automatically for a given range of dates of games in a 
particular league. The collected data contains statistics of each player’s and team’s 
performance on each game. The crawler has to be specific to a particular sport and a 
particular league, since it uses its website to collect the needed data. Another 
limitation is that a major reconstruction of the webpage would imply that the crawler 
has to be modified as well. However, since our goal is to build a model from a data 
set of previous games to predict the outcome of future ones, we only need the data 
from few seasons. The data from the first one or two seasons can be used for training 
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and the data from the following year for test and validation. The algorithms would be 
rated according to their precision on the test data set. 

3.2   Preprocessing 

Some of the preprocessing is done online while the data is being collected, because 
this way is more efficient. Most of the preprocessing methods are implemented as 
stored procedures and functions in the database. Some of them represent potential 
features, while others are just facilitating the computation of the former. The feature 
computation methods are invoked before the beginning of each training phase or test 
phase, meaning that they aren’t invoked just once and their result stored in the 
database. Each time they are invoked their result is used as an input to the ARFF [9] 
generating module that prepares the input to the WEKA system. The results from the 
feature computation methods are not stored in the database for flexibility and 
scalability reasons. Namely, if the results are stored in the database, adding a new 
feature would entail redesign and update of the tables that store the results. There isn’t 
such issue in the design we use. If a new feature is to be added, the function that 
computes it has to be implemented and invoked in the feature selection phase, which 
is far less complicated than the other possible solution. 

3.3   Feature Selection 

The feature selection is manual, i.e. we have to decide which features are to be taken 
into account. It is implemented as a stored function in the database that returns a table 
as a result. Each column in the resulting table represents a value of one feature, and 
each row represents a data point. This stored procedure takes as an input only two 
valid dates1 and for each game played between those dates, a data point with the 
selected features is generated. 

3.4   Interface to WEKA 

In order to invoke classification, clustering or filtering algorithms from WEKA, an 
interface has to be implemented. WEKA algorithms can be invoked from the 
command line with a single command that has some specific parameters [9] – input 
ARFF file [9], model input/output file, algorithm name, etc. The ARFF files contain 
the input data set for the algorithm that is being invoked. They are generated using the 
results from the feature selection module. The output format from WEKA can be 
configured with the same command. The output has to be captured and then parsed so 
the parameters of our interest (e.g. predicted value) can be stored. 

4   Results 

In this section the results from our research are presented. The training and test data 
set contain data points corresponding to 930 NBA games each. The data that is in the 

                                                           
1 Valid dates are dates from the regular season and dates that aren’t in the beginning of the season 

for reasons explained in section 2.4. 
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training data set doesn’t exist in the test data set. A referent classifier to which the 
others (implemented in WEKA) will be compared is a classifier that uses the 
following logic: 

Let Team A (the home team) has rating A, and Team B (the visiting team) has a 
rating B before the beginning of a game that they are going to play. The rating is 
calculated using the Hollinger team rating formula [2]. If A-B+3>0, decide that this 
game will be won by Team A. Adding 3 in favor of Team A represents the home 
court advantage. 

Table 1 shows the precision of the tested classifiers. 

Table 1. Precision of the classifiers 

Classifier 
Total 
Games Correct Incorrect Precission 

functions_Logistic 930 677 253 0,728 

meta_MultiClassClassifier 930 677 253 0,728 

meta_ThresholdSelector 930 664 266 0,714 

trees_NBTree 930 662 268 0,712 

meta_RandomSubSpace 930 660 270 0,710 

rules_JRip 930 658 272 0,708 

functions_RBFNetwork 930 657 273 0,706 

functions_VotedPerceptron 930 657 273 0,706 

functions_SMO 930 651 279 0,700 

trees_LMT 930 651 279 0,700 

trees_ADTree 930 646 284 0,695 

bayes_NaiveBayesUpdateable 930 646 284 0,695 

meta_LogitBoost 930 646 284 0,695 

meta_FilteredClassifier 930 644 286 0,692 

bayes_NaiveBayes 930 644 286 0,692 

meta_MultiBoostAB 930 641 289 0,689 

meta_RandomCommittee 930 639 291 0,687 

trees_RandomForest 930 639 291 0,687 

trees_SimpleCart 930 639 291 0,687 

trees_BFTree 930 632 298 0,680 

bayes_BayesNet 930 632 298 0,680 

Referent Classifier 930 631 299 0,678 

meta_AdaBoostM1 930 629 301 0,676 

rules_OneR 930 623 307 0,670 
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Table 1. (continued) 

trees_REPTree 930 620 310 0,667 

trees_DecisionStump 930 617 313 0,663 

meta_Bagging 930 615 315 0,661 

functions_MultilayerPerceptron 930 611 319 0,657 

trees_J48 930 610 320 0,656 

rules_NNge 930 608 322 0,654 

misc_HyperPipes 930 596 334 0,641 

meta_Stacking 930 592 338 0,637 

rules_ZeroR 930 592 338 0,637 

rules_PART 930 590 340 0,634 

rules_ConjunctiveRule 930 583 347 0,627 

trees_RandomTree 930 569 361 0,612 

bayes_NaiveBayesSimple 930 482 448 0,518 

 
The results show that the best classifiers have 5% better precision than the referent 

classifier which favors the team with better rating. They are 9 % better then the zero-
R classifier that predicts the most common class (in this case the predicted winner is 
always the home team because it’s the most common winner). Note that almost all of 
the classifiers from WEKA were used with their default settings. All of the classifiers 
in Table 1 are described in more detail in [9] and some of them in [10]. 

5   Conclusions and Future Work 

This research showed that a system for prediction of the winner of a sports game can 
be designed and implemented. The precision it can provide is dependent on many 
parameters: the particular sport, the available data, the selected features, the 
classification algorithm, etc. Unfortunately, we have no base for comparison of our 
results. The referent classifier we define in section 4 uses greedy logic and we can’t 
rely only on it. We couldn’t find any set of predictions made by human expert or by 
some state-of-the-art artificial system for a complete season of some sport. If we 
could test our system on such set of games and compare our predictions to their 
predictions on the same set, then a better evaluation of our system could be made. 

However, there are few things that can be done in order to improve the precision of 
the predictions. One thing that we can do is first to cluster the training and test data 
sets and then use a different model for each cluster. The logic behind this idea is that 
some teams rarely lose many games in a streak, while others rarely win many games 
in a streak. There is no guarantee that this modification will contribute to more precise 
predictions, but it’s something worth trying. Another thing that can be tried is to use 
aggregation of different classifiers in order to improve the degree of belief of some 
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predictions or to improve the overall precision of all predictions. As it was mentioned 
earlier, the feature selection is manual. This phase can be modified by automating it, 
so different combination of features can be tested. Such modification may contribute 
to better results because the human factor in the feature selection would be removed. 
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Abstract. The Internet has broken down the barriers that exist be-

tween people and information, effectively democratizing access to human

knowledge. Nowhere is this more apparent than in the world of news.

According to a recent survey news browsing and searching is one of the

most important internet activity. The huge amount of news available on

line reflects the users need for a plurality of information and opinions.

We believe that more information means more choice, more freedom and

ultimately more power for people. TIME.mk is our attempt to connect

users with the most important current news stories. It pulls together

the most reported stories on its front page so that users do not have

to examine the web for up-to-date stories. In this paper we present the

architecture of TIME.mk and describe all the details of its functioning.

Keywords: news engine, information extraction, text similarity, clus-

tering, classification.

1 Introduction

According to a recent survey [1] made by Nielsen/NetRatings for Newspaper As-
sociation of America, news browsing and searching is one of the most important
internet activity. In June 2009, there were more than 70.3 millions of active news
users in U.S.. The huge amount of news available on line reflects the users need
for a plurality of information and opinions. News Engines are then a direct link
to fresh and unfiltered stream of information. There are many commercial news
engines. Google News retrieves news information by more than 4,500 sources,
organizes it in categories and automatically builds a Web page with the most
important news for each category. Yahoo news runs an analogous service on more
than 5,000 sources. A list of commercial news engine is given in [2].

Despite this great variety of commercial solutions, we found just few aca-
demic papers on this subject. NewsInEssence [3] is a system for finding and
summarizing clusters of related news articles. Chung [4] proposes a topic mining
framework for news data stream. Henzinger [5] finds news articles on the web
that are relevant to TV news currently being broadcast. Reis [6] proposes a tool
to automatically extracting news from Web sites. We think that the few scientific
publications cause the news engine technology to remain largely a secret art.

http://www.time.mk/trajkovski/
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2 TIME.mk as a News Engine

In this paper, we introduce a general framework to build a News Engine. Our
system, TIME.mk, is a complete news engine for retrieving, indexing, clustering,
classifying, ranking and delivering news information extracted both form the
Web and from news feeds. Currently TIME.mk collect news from 50 Macedonian
news sources (TV stations, newspapers, news agencies, etc. and every day we get
more requests for inclusion), groups similar articles together and displays them
in order of their calculated importance.

By linking people to so many news sources, TIME.mk makes it much easier
for them to read about stories from different angles and to search for more
information on issues of their interest. The strength of this project is the respect
of copyright. TIME.mk never shows more than the headline, a snippet and a
thumbnail image of the news article. If people want to read the entire news story
or see the full photo, they have to click through to the news source’s website.

TIME.mk is similar by function to the Google’s search/news engine in that
it collects all the news it can find, creates an index of that information, and
serves it to the users via a simple web interface. Our goal is to give users the
most relevant, objective results, which is why we generate them automatically
and without human intervention.

TIME.mk organizes articles so that many texts from different sources of a sin-
gle news story appear in a group. We call these ’news clusters’. This approach
groups headlines from different publications together, providing users with mul-
tiple viewpoints on a given news story. Publishers often ask us how we decide
which clusters and type of news appears on the TIME.mk homepage. The short
answer is: we don’t decide.

The headlines on the TIME.mk homepage are selected entirely by an algo-
rithm, based on many factors including how often and on which sites a news
story appears elsewhere on the web. Basically, we look at the number of original
articles being produced and published by editors in order to determine the size
of a news story, which we also weight based on how recent it is.

Say, for example, that TIME.mk registers that in a one-hour period of time a
cluster of two news articles about a football match in Germany appears; whereas
a news story about EU-Serbia-Kosovo talks nets 20 articles. The algorithm de-
tects that the latter is a bigger news story and gives that cluster priority in the
ranking.

The system is made up by the modules depicted in Fig. 1 and has a Web
interface at http://www.time.mk/. In the following, we describe them.

2.1 Retrievers

The task of this module is gathering links of news articles and extracting text
and images from the web pages of these news articles.

TIME.mk uses two methods for links gathering. One is with RSS and another
with regular expression(s) directly from the web pages of the news sources. In

http://www.time.mk/


Computer Generated News Site – TIME.mk 67

Fig. 1. Architecture of TIME.mk

the second method, for each news source we have to write regular expression(s)
for detecting the relevant links.

Text extraction is the problem of selecting text and image on a web page
that represents the content of the news. TIME.mk uses two methods for solving
this problem. The first method sees news artislec’s web page as simple array
of characters, which is translated into array of numbers, one number for each
character. If the character is a part of a HTML tag, then it is translated into
a negative number, othervise it is translated into a positive number. Then the
problem of text extraction is transformed into the search of continuous subarray
with maximal subsum. The second method first creates DOM (Document Object
Model) tree of the HTML data. Then it extracts all the text that is found inside
news source specific set of tags (nodes).

Table 1. Comparision of the text extraction methods

Method Advantages Disadvantages

Maximal subsum General, it works for

all news sources

not suittable for short texts, it can ex-

tract text that is not part of the news

DOM tree Accurate requires news site specific html tags

If links of the news articles are not gathered by RSS, for each source we need
to provide urls where links of the news articles can be found. These urls are
called ’hubs’. By providing the hubs for given news source, we also provide the
category of the news articles found at these hubs. Thus, the news articles enter
the system as already classified (by category) and can be used as clean data
for training the classifier that is used for classifying news articles that are not
categorized.

2.2 Keywords Extraction

Keyword extraction process is used after the text of the news articles is extracted
and its task is to extract single words (terms) characteristic for the news article.
Extracted keywords are used for classification and clustering of the news articles.



68 I. Trajkovski

For solving this task we used vector space model [7] for representing news
articles. A document is represented as a vector and each coordinate of the vector
corresponds to a separate term. If a term occurs in the document, its value in the
vector is non-zero. Several different ways of computing these values, also known
as term weights, have been developed [7]. The dimensionality of the vectors is
the number of words in the vocabulary (the number of distinct words occurring
in all news articles).

In the classic vector space model proposed in [7] the term specific weights in
the document vectors are products of local and global parameters. The model is
known as Term Frequency-Inverse Document Frequency (TF-IDF) model. The
weight vector for document d is:

vd = [w1,d, w2,d, ..., wK,d]T

where:

wt,d = tft · log
|D|
|Dt|

and:

– tft is term frequency of term t in document d (a local parameter)
– log |D|

|Dt| is inverse document frequency (a global parameter), where |D| is the
total number of news articles; |Dt| is the number of news articles containing
the term t and K is the number of distinct words occurring in all news
articles.

After the term weights are calculated the news article is represented with the
top Nkw terms (keywords) and its appropriate weights. At the end this vector
is normalized (‖vd‖ = 1).

One applications of this kind of representation is the computation of news
articles similarity, by calculating the angle between news articles vectors. In
practice, it is easier to calculate the cosine of the angle between the vectors
instead of the angle, that is why it is called cosine similarity:

cos θ =
v1 · v2

‖v1‖‖v2‖
A cosine value of zero means that the news articles are orthogonal and have no
major similarities.

2.3 Image Processor

This module analyzes information stored in the news database and tries to enrich
each news article with an associated image. In the easy case the news source has
already associated an image to a given news in the RSS feed. In other cases, we
have a news n, extracted by a Web page p or by a RSS feed, with no associated
image which refers to a Web page p. In this case we use heuristic to identify the
most suitable image to be associated to n, from other news articles that have
an image. We take the image from the n’s most similar news article (that has
image) in the news database.
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2.4 Classifier Engine

All not classified news articles needs to be classified. The categories in the system
are predefined and given in Table 2. Note that a (relatively large) part of the RSS
feeds and hub pages are already classified from the originating news source. As a
consequence, the key idea for classifying is to use the classifier in a mixed mode:
as soon as an already classified news by a news source is seen, the classifier
is switched in training mode; the remaining unclassified news are categorized
with the classifier in categorizing mode. We use a naive Bayes classifier [8]. The
probability of a given document d composed of words w1, w2, ..., wn, belonging
to a class C, is:

p(C|w1, w2, ..., wn) =
p(C) p(w1, w2, ..., wn|C)

p(w1, w2, ..., wn)

In practice we are only interested in the numerator of that fraction, since the
denominator does not depend on C and the values of the words wi are given,
so that the denominator is effectively constant. Using the “naive” conditional
independence of occurance of the words wi, the numerator is equivalent to the
joint probability model:

p(C, w1, w2, ..., wn) = p(C)
n∏
i

p(wi|C)

where: p(C) is the fraction of article belonging to C, and p(wi|C) is the proba-
bility that document beloning to C will contain the word wi. Both parameters
are easily computed.

Finally, the corresponding classifier is the function classify defined as follows:

classify(d) = classify(w1, w2, ..., wn) = argmax c p(C = c)
n∏
i

p(wi|C)

2.5 Clustering Engine

Clustering engine has a task to group together news articles that report about
the same event. These groups are called news stories. We don’t know in advance
the exact number of news stories and their coverage (number of articles covering
a single story). Therefore we use hierarchical agglomerative clustering (HAC)
for solving this task [8]. HAC treat each news article as a singleton cluster at
the beggining and then successively merge (or agglomerate) pairs of most similar
clusters until all clusters have been merged into a single cluster that contains
all news articles. A HAC clustering is typically visualized as a dendrogram as
shown in Fig. 2.

HAC does not require a prespecified number of clusters. However, we want
a partition of disjoint clusters. In this case, the hierarchy needs to be cut at
some point. We cut at a prespecified level of similarity. For example, we cut the
dendrogram at 0.4 if we want clusters with a minimum similarity of 0.4.
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Fig. 2. A dendrogram of a HAC clustering of 30 documents is shown. Cut of the

dendrogram at 0.4 is shown. 24 clusters are formed. Borrowed from [8].

2.5.1 Time Complexity of HAC
The naive implementation of HAC is O(n3). We need O(n) steps of selecting the
most similar clusters, mergin these two clusters and recalculating the similarity
of the new cluster with the remaining ones. Naive selection of the most similar
clusters is O(n2). We used centroid clustering for calculating the similarity be-
tween clusters which give us O(1) time for merging two clusters. All these steps
in total give O(n3) complexity, which is quite slow if we try to cluster thousands
of news articles. But if we use priority queue (PQ) for storing the similarity ma-
trix then the total complexity will be O(n2 log(n)). Keep in mind that inserting
and deleting an element in PQ is O(log(n)) and selecting the minimum is O(1).

2.5.2 Classification of Clusters
After the news stories are created as a result of the news article clustering, we
need to classify each news story into one of the ten categories. This classification
is needed becouse we can not expect that all articles in one cluster will be from
one category. For example, event about the world economic crisis one source can
publish it in the world section, and another source can publish it in economy
section. We solve this problem by simple majority voting. If two categories have
the same number of votes we clasify the article with the more specific category
(Balkan is more specific than World, Economy is more specific than Macedonia
and Word, etc.).

2.6 Ranker

Ranking news articles is a rather different task than ranking Web pages. From
one side, we can expect a smaller amount of spam since news stories come from
controlled sources. When a news article is issued, we can have two different
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scenarios: the news article can be completely independent on the already pub-
lished stories, or can be aggregated to a (set of) news articles previously posted.
Anyway, we stress that, by definition, a news article is a fresh piece of informa-
tion. For this reason, when a news article is posted there is almost no HTML
link pointing to it. Therefore, HTML link based analysis techniques, such as
PageRank, can produce a limited benefit for news ranking.

Any ranking algorithm for news stories (clusters) should have at least the
following four properties:

– Time awareness. The importance of a piece of news changes over the time.
We are dealing with a stream of information where a fresh news story should
be considered more important than an old one.

– Important News articles are Clustered. An important news story is proba-
bly (partially) replicated by many sources. From the news engine point of
view, this means that the (weighted) size of the cluster is a measure of its
importance.

– Authority of the sources. The algorithm should be able to assign different
importance to different news sources according to the importance of the news
articles they produce. So that, a piece of news coming from “BBC” can be
more authoritative than a similar article coming from say “Kirilica”, since
“BBC” is known for producing good stories.

– Diversity. News story reported by big number of sources should be more
important than news story reported by small number of sources.

This is the formula used by TIME.mk for calculating the weight of the cluster c
at moment t:

WC(c, t) = SourceEntropy(c) ·
k∑

i=1

WN(ni, t)

where:

– k is the size of the cluster c. ni, (1 <= i <= k) are the news articles
composing the cluster c.

– SourceEntropy(c) represents the entropy of the set of news sources that are
included in the cluster. This value is scaled and its value range is from 1 to
2. If all sources in the cluster are different SourceEntropy(c) = 2. If k > 1
and all sources in the cluster are the same then SourceEntropy(c) = 1.

– WN(ni, t) the weigth of news article ni at time t which has been published
at time ti:

WN(ni, t) = A(source(ni)) · e−α(t−ti), t > ti

The value α, which accounts for the decay of “freshness” of the news story,
is obtained from the half-life decay time θ, that is the time required by the
rank to halfe its value, with the relation e−αθ = 1

2 . This α can depend on the
category to which the news article belongs. For instance, it is usually a good
idea to consider ‘Sport’ news decaying more rapidly than ‘Fun/Showbiz’
news.
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– A(s) accounts for the authority of the source. One source is more authoritive
if it is more cited than other sources. Every time when our system detects a
duplicate of a news article, published by two or more different sources, the
source that first published the article gets a credit. Duplicate news articles
are detected by n-gram method.

The final step is sorting the clusters according to their weight and creation of
the static HTML files that are served to the users.

3 Implementation Details

The news engine is running on a single PC with a Pentium IV 3GHz, 2GB of
main memory. It is completly implemented in programming language Python.

Currently, we selected a list of 50 news sources (most popular TV stations,
newspapers, news agencies, etc.). For efficiency reason, the space of news sources
is partitioned and this module is composed by several processes which run in
parallel. The data is collected 24h per day, updated every 10 minutes - 144 times
a day, and the stream of information is stored into a news database.

The complete cycle of crawling the all 50 sources, extrcting the text from the
new news articles, clustering the news articles and scoring the news articles and
news stories, takes approximatelly 3 minutes (depending on the response time of
the web sites of the news sources). Clustering is performed only on news aritcles
published in the last 2 days, which gives us approximatelly 2500 news articles.
This number of news articles is clustered in less than one minute.

Number of keywords, Nkw, was determined experimentaly and it has a value
of 7. We don’t take all the words in a news article in its representation, becouse
most of them have small weight compared to the 5-6 most important keywords.
Also clustering algorithm is running faster becouse the time complexity of the
cluster similarity function is linear in the dimensionality of the representation
vectors. We can not chose less keywords, becouse small number of keywords can
not accurately represent the content of the news article.

Also, not all news sources have the same categories as those predefined in
our system. Therefore we need to map news source’s categories into TIME.mk
categories, if such a mapping is possible. Othervise news articles are left un-
categorized and we leave classifier to categorize them. In some cases we help
the classifier, by suggesting that news article is belonging into one of the two
presumed classes, so classifier need to decide between two classes, not between
ten classes. For example, if some source has not category Balkan, it publishes
its article about Balkan in section World. We suggest to the classifier that news
articles from this hub belong to the category Balkan or World. Now classifier
has much easier job to do (the classification error is smaller).

4 Results

For space reason, we report just the most important results. For evaluating the
quality of the results, we used the data set collected by TIME.mk, gathering
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news articles from more than 50 continuously updated sources. The data set
consists of about 300,000 news articles collected over a period of one year (from
01/07/08 to 30/06/09) and classified in 10 different categories (see Table 2).

Table 3 and Table 4 present the precision and recall data of the two clas-
sification problems. In the first problem, if the news articles was labeled with
two categories, the classification was considered correct if classifier classified the
article in one of these two categories. For the second problem we used random-
lly choosed 100 (per category) manually labeled clusters as an evaluation set.
Selected clusters had minimum two news articles. As we can see the precision
and recall numbers are hight, becouse the probability that more than half of
the articles to be incorrectly classified is very low. Most of the rare errors, come
from classification of small clusters (size two or three) that rearly come on the
homepage, so basically on the homepage we have more than 99% accuracy.

Table 2. Number of news articles, per category, in a data set

Category #news Category #news

Macedonia 58,596 Sport 43,498

Balkan 19,341 Chronicle 10,108

World 29,647 Culture 16,933

Economy 29,754 Technology 5,755

Skopje 7,325 Fun/Showbiz 37,798

Uncategorized 58205 Total 316960

Table 3. Precision/Recall of the Naive Bayes classifier for classifying articles.

Category Precision Recall Category Precision Recall

Macedonia 84% 90% Sport 92% 86%

Balkan 82% 81% Chronicle 80% 77%

World 90% 87% Culture 78% 82%

Economy 78% 80% Technology 91% 94%

Skopje 73% 62% Fun/Showbiz 89% 88%

Table 4. Precision/Recall of the majority voting algorithm for classifying clusters.

Category Precision Recall Category Precision Recall

Macedonia 95% 98% Sport 98% 96%

Balkan 94% 96% Chronicle 98% 98%

World 98% 98% Culture 98% 96%

Economy 97% 96% Technology 98% 98%

Skopje 98% 96% Fun/Showbiz 98% 97%
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5 Conclusion and Future Work

In this paper we have presented an implementation details of a full scale news
engine. Our work has been motivated by the large usage of news engines versus
the lack of academic papers in this area. An extensive testing on more than
300,000 news articles, posted by 50 sources over one year, has been performed,
showing very encouraging results.

The future work on the engine will be focused on scoring the clasters. At the
moment the score of the news articles does not depent from the amount of new
information that they introduce. For example if new news article is published
and is clustered in a news story, most probably it will be ranked first in its cluster
(except if it is duplicate), even if it does not introduce any new information. The
idea is to include amount of new facts, that one article brings to the news story,
into the score of the news article. This will require a more advanced semantic
model for representing news, compared to the current “bag of words” model.
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Abstract. This paper presents an implementation of bagging techniques over 
the heuristic algorithm for induction of classification rules called SA Tabu 
Miner (Simulated Annealing and Tabu Search data miner). The goal was to 
achieve better predictive accuracy of the derived classification rules. Bagging 
(Bootstrap aggregating) is an ensemble method that has attracted a lot of 
attention, both experimentally, since it behaves well on noisy datasets, and 
theoretically, because of its simplicity. In this paper we present the 
experimental results of various bagging versions of the SA Tabu Miner 
algorithm. The SA Tabu Miner algorithm is inspired by both research on 
heuristic optimization algorithms and rule induction data mining concepts and 
principles. Several bootstrap methodologies were applied to SA Tabu Miner, 
including reducing repetition of instances, forcing repetition of instances not to 
exceed two, using different percentages of the original basic training set. 
Various experimental approaches and parameters yielded different results on 
the compared datasets.  

Keywords: Bagging, Bootstrap, Simulated Annealing, SA Tabu Miner, Tabu 
Search, Data Mining, Rule Induction. 

1   Introduction 

The SA Tabu Miner (Simulated Annealing and Tabu Search based Data Miner) [1] is 
developed to perform the classification task of data mining in an integrated medical 
expert system. It is a rule induction algorithm which creates rules incrementally, 
performing a sequential process to discover a list of classification rules to cover as 
many training cases as possible with the highest quality. It uses a combination of 
Simulated Annealing and Tabu Search to perform the search for the optimal 
classification rule. It has been compared with CN2 and Ant miner algorithms on 
public domain data sets. The results showed that it obtained similar and often better 
results than the other approaches [1]. 

A major concern with a rule induction algorithm is how to improve its predictability. 
One possible solution is to use ensemble methods [2, 3, 4]. The ensemble methods were 
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designed to improve the predictive accuracy of various learning algorithms. Given a 
set S of training examples, a learning algorithm outputs a classifier, which is a 
hypothesis about the true function f. An ensemble of classifiers is a set of individually 
trained classifiers whose predictions are combined in some way (typically by 
weighted or unweighted voting) to classify new examples. The resulting classifier is 
often much more accurate than any of the single classifiers consisted in the ensemble. 

Many methods for constructing classifier ensembles have been developed [3]. One 
group of methods manipulates the training examples by using re-sampling techniques. 
These methods include bagging [3], boosting [7] and cross-validation committees 
[11]. Boosting generates the classifiers sequentially, increasing the weights of the 
misclassified examples which are provided as input to the next classifier, while the 
other two methods generate the classifiers in parallel. In this paper, we focus our 
attention towards the bagging method introduced by Brieman [5]. Inspired by its 
simplicity and motivated by its rare application in rule induction algorithms, we 
applied bagging with several bootstrap methodologies on the rule induction SA Tabu 
Miner algorithm, and obtained different results on different datasets.  

The paper is organized as follows: in the next section we describe the bagging 
approach. The implementation of bagging over the rule induction SA Tabu Miner 
algorithm is given in section 3. Section 4 covers our experimental results. The 
conclusions are presented in the final section. 

2   Bagging 

Bagging uses bootstrap sampling, which is sampling with replacement, to manipulate 
the input data in order to get several different versions of learning sets. Then, the 
learning algorithm is applied to the learning sets in order to obtain a set of diverse 
classifiers. Finally, the resulting multiple classifiers are combined by majority voting 
to form a composite classifier. The classifier trained on trail i is denoted as Ci, while 
C* is the bagged (the final, composite) classifier.  

At the time of its invention, only heuristic arguments were presented to explain 
why bagging would work. Breiman [3] presented empirical evidence that bagging can 
indeed reduce prediction error. He applied bagging over seven medium sized datasets 
and reported results that when the number of bootstrap replicates T is set at 50, the 
average error of the bagged classifier C* ranges between 0.57 and 0.94 of the 
corresponding error when a single classifier is learned. In context of the number of 
bootstrap replicates, he examined 10 to 100 replicates and suggested that fewer 
replicates should be involved when the output is numerical. He also introduced the 
concept of an order-correct classifier-learning system as one which, over many 
training sets, tends to predict the correct class of the test instance more frequently than 
any other class. He explained that aggregating classifiers produced by an order-
correct learner results in an optimal classifier, even though a single order-correct 
learner may not produce the optimal classifier. He also demonstrated that bagging is 
most effective for cart trees, due to their instability. Accordingly, he showed that 
bagging works especially well for unstable learning algorithms – algorithms where 
with small changes in the training set the resulting classifier experiences large  
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changes in its prediction. Decision-tree, neural network, and rule learning algorithms 
are all unstable. Linear regression, nearest neighbor, and linear threshold algorithms 
are generally very stable [3]. 

Recently bagging has attracted a lot of attention, both experimentally, since it 
behaves well on noisy datasets, and theoretically, due to its simplicity and also due to 
the popularity of the bootstrap methodology, which is an essential characteristic of 
bagging. Consequently, new researches have been conducted to explain the potential 
influence of training examples in the prediction process. In [9] experimental evidence 
is presented to support the hypothesis that bagging stabilizes prediction by equalizing 
the influence of training examples. Hence, influence equalization is mainly due to the 
absence of influential examples in 37% of bootstrap samples.  

On the other hand, Buja and Stuetzie [18] observed bagging U-statistics and 
reported nearly identical results when using bootstrap sampling with or without 
replacement, in terms of bias, variance, and MSE, for resample size Mw/o if N/Mwith = 
N/Mw/o − 1 = g (>0, <∞), where N is the size of the original training set, and Mwith and 
Mw/o the resample size of the training set when using re-sampling with and without, 
respectively. Hall and Samworth [19] study the properties of bagged nearest neighbor 
classifiers and address how performance depends on the resample size. It is 
interesting to note that the benefits of the random sampling could be applied to other 
ensemble algorithms. For example in [10], Friedman proposes to incorporate uniform 
random sub-sampling, at each stage of the gradient boosting algorithm. Buhlmann and 
Yu [13] reported that bagging is unnecessary for MARS (multivariate adaptive 
regression splines), but works for low-dimensional predictors, such as stumps. 
Furthermore they conclude that subbagging (a subsample aggregating) is as accurate 
as bagging, but computationally cheaper. More on the effectiveness of other resample 
schemes can be found in the studies of [15, 13, 14, 22] and can be understood in the 
perspective of creating diverse classifiers. 

Bagging and its variants have been applied to enhance many learning techniques 
such as decision trees, Bayesian classifier or discriminat function [3, 5, 12]. Its 
application in rule induction algorithms is seldom [6, 8]. Stefanowski [6] reported that 
bagging substantially improved the predictive accuracy of the MODLEM rule 
induction algorithm. Our goal was to examine the application of bagging to the SA 
Tabu algorithm, also an algorithm inducing decision rules. We tested whether the 
bagged classifier trained by the SA Tabu Miner could achieve a better predictive 
accuracy than the single SA Tabu Miner algorithm. Moreover, as a promising variant 
of bagging we analyzed the subagging (subsample aggregating) method. We choose 
the subsample size m to be a fraction m = a*N with 0 < a < 1 and N is the size of the 
original training set. In addition, we also tried a modified version of the bootstrapping 
technique, where the repetition of instances was forced not to exceed two.  

3   Bagging the SA Tabu Miner 

In this section, we describe the application of the bagging method over the SA Tabu 
Miner algorithm. A detailed description of the bagged algorithm is shown in pseudo 
code in Figure 1. The training data is first resampled or subsampled and bootstrap  
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samples are created. Then using each bootstrap sample, a classifier is created by the 
SA Tabu Miner algorithm. The final classifier is formed by performing a majority 
voting scheme over the generated classifiers. 

 
DiscoveredClassifiersList = [ ];  /*initialized with an 

empty list*/ 
While (number of classifiers planned are not generated) 
TrainingSet = {Determined % of all training cases}; 
DiscoveredRuleList = [ ]; /*initialized empty list*/ 
While (TrainingSet > Max_uncovered_cases) 
Calculate entropy and hence probability 
Start with an initial feasible solution S ∈ Ω. 
Initialize temperature   
While ((temperature > MinTemp) && (noDeadlock)) 
     Generate neighborhood solutions V* ∈ N(S). 
     Update tabu timeouts of recently used terms 
     Sort by (quality/tabu order) desc sol-s S* ∈ V* 
     S* = the first solution ∈ V*   
   While (move is not accepted or V* is exhausted)   
        If metrop(Quality(S) - Quality(S*)) then   
           Accept move and update best solution. 
           Update tabu timeout of the used term 
            break while 
        End if 
        S* = next solution ∈ V* 
     End while 
     Decrease temperature  
End While   
Prune rule S 
Add discovered rule S in DiscoveredRuleList 
TrainingSet = TrainingSet - {cases covered by S}; 
End While 
Calculate DiscoveredRuleList predictive ability 
Add DiscoveredRuleList in DiscoveredClassifiersList 
End While 
 
Where  
(i) Ω is set of possible solutions, 
(ii) S is the current solution and S∗ is the best found solution yet, 
(iii) Quality(S) is cost function, which values the quality of the rule, 
(iv) N(S) is neighbor of the solution S, and V∗ is sample of the neighbor solutions. 

Fig. 1. Bagged SA Tabu algorithm 

At the beginning, the list of discovered rules in every classifier is empty and the 
training set consists of all the training cases. Each iteration of the outer WHILE loop 
of SA Tabu Miner, corresponding to a number of executions of the inner WHILE 
loop, discovers one classification rule for one classifier. After the rule is completed, it 



 Applying Bagging Techniques to the SA Tabu Miner Rule Induction Algorithm 79 

is pruned from the excessive terms, to exclude terms that were wrongfully added in 
the construction process. The created rule is added to the list of discovered rules, and 
the training cases covered by this rule are removed from the training set. This process 
is iteratively performed while the following condition is satisfied  

number of uncovered train cases > Max_uncovered_cases 

where Max_uncovered_cases is a user-specified number of the unclassified training 
samples, usually 5% of all cases. 

The selection of the term to be added to the current partial rule depends on both a 
problem-dependent heuristic function (entropy based probability), a tabu timeout for 
the recently used attribute values and the metropolitan probability function based on 
the Boltzman distribution of probability. The algorithm keeps adding one term at a 
time to its partial rule until one of the following two stopping criteria is met: 

• Any term to be added to the rule would make the rule cover a number of cases 
smaller than a user specified threshold, called Min_cases_per_rule. 

• The control parameter “temperature” has reached its lowest value.  

Every time an attribute value is used in a term added to the rule, its tabu timeout is 
reset to the number of values of the particular attribute. In the same time, all other 
tabu timeouts of the other values for the particular attribute are decreased. This is 
done to enforce the use of various values rather than the most probable one, since 
often the difference in probability between the most probable one and the others is 
insignificant. Therefore, the final solution might not include the most probable values 
in the rule terms, but a combination of less probable ones. 

In some cases, when two or more attribute values have close probabilities which 
are significantly greater than the probabilities of the other attributes, a dead lock race 
starts among the algorithms. In the next iterations all attributes with close 
probabilities are switching places and this continues until the minimal SA temperature 
is reached. In order to avoid this behavior, there is a tabu list for preventing dead lock 
cycles, which contains recently appeared qualities of proposed solutions and their 
appearing frequency. If a solution from the tabu list appears given number of times 
(DeadLockTimes), then the iteration cycle ends, returning the best found rule.  

The entropy based probability guides and intensifies the search into promising 
areas (attribute values that have more significance in the classification), therefore 
intensifying the search. The tabu timeouts of the recently used attribute values 
discourage their repeated use, therefore diversifying the search. The metropolitan 
function controls the search, allowing greater diversification and a broader search at 
the beginning, while the control parameter temperature is big, and later in the process, 
when the temperature is low, it intensifies the search only in promising regions. 

According to the metropolitan probability, a simulated thermodynamic system 
changes its state from energy E1 to E2 with probability: 
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4   Experimental Results 

In this paper we examined the application of bagging over the SA Tabu Miner [1] 
algorithm, which is a rule induction algorithm, and checked whether the bagged 
classifier trained by the SA Tabu Miner could achieve better predictive accuracy than 
the single SA Tabu Miner algorithm. Moreover, we wanted to identify conditions 
under which the bagging method may improve the final prediction accuracy. Thus, we 
extended the bagging method with different resampling techniques:  

- the resampling without replacement technique, where the subsample size m is 
m = a*N with 0 < a < 1 and N i is the size of the original training set and, 

- the resampling with replication (bootsraping) technique, but the repetition of 
instances is forced to be not more than two. 

The predictive accuracy is evaluated using the ten-fold cross validation technique 
[21]. The whole dataset is partitioned to 10 equal-sized blocks with similar class 
distributions, which are then grouped in a 9 to 1 ratio blocks. Each block is in turn 
used as a test set, while the classifier is trained over the remaining nine blocks. The 
whole process is executed 10 times. The final result is then averaged. An ensemble of 
T sub-classifiers is created over each fold. All subclassifiers (single classifiers inside 
an ensemble) are induced by the SA Tabu Miner algorithm. The maximal temperature 
in the algorithm is set: 

 
 MaxTemperature = InitialNumberOfSamples * NumberOfAttributes 

 
The aforementioned value has been shown to give best results in single usage of 

our algorithm in comparison with the other rule induction algorithms. 
All the experiments were performed using seven public-domain datasets from the 

UCI (University of California at Irvine) machine learning repository [20]. A brief 
overview of the datasets features is given in Table 1. 

Table 1. Brief description of datasets 

Data Set Number of examples 
(instances) 

Number of attributes 

Hepatitis 155 19 
Haberman's Survival Data Set 306 3 
Bupa liver disorders 345 7 
New thyroid gland data 215 5 
Wisconsin breast cancer  569 32 
Ljubljana breast cancer 286 10 
Echocardiogram 132 12 

 
When creating the bootstrap samples we used resampling without replacement with 

different resample sizes; we tried m being {95%, 90%, 75%} of n, the original 
training set size.  
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The number of bootstrap samples T is an important parameter, not only for the 
predictive accuracy, but for computational considerations, as well. Quinlan obtained 
good results for small numbers such as 3, 7 and 10 [12], but Brieman tested bagging 
using 10 to 100 bootstrap samples and Fei Xia [17] reported best results using only 10 
bootstraps. Therefore, we choose T, the number of classifiers inside the ensemble, to 
be 10 and 50. In addition, we also tried a modified version of the resampling with 
replacement (bootstrapping) technique, where the repetition of instances would not 
exceed two. 

The results are given in Table 2. For each data set, the first column shows the 
predictive accuracy obtained by a single classifier, while the next two columns 
contain the results of the basic version of the composite bagged classifier for different 
numbers of bootstrap samples. The followinggroup of columns, holds the predictive 
accuracy of the bagging method where one instance may appear twice at most. 

Table 2. Results of different bagging approaches 

Bagging  
with different T 

Bagging where repetition  
does not exceed two 

Data set Single SA 
Tabu Miner

T = 10 T = 50 T = 10 T = 50 

Hepatitis 89.2 76 81.33 82.22 84 

Haberman's Survival 74.86 74.49 74.65 72.33 73.5 

Bupa liver disorders 67.7 62.65 62.06 66.67 58.82 

New thyroid gland data 92.44 87.14 88.57 90.79 89.76 

Breast cancer Wisconsin 90.3 87.16 89.4 89.55 89.78 

Ljubljana breast cancer 65.1 74.29 71.79 72.14 72.32 

Echocardiogram 54.4 51.67 52.5 52.08 50.83 

 
It is evident from the results that the bagging method applied to SA Tabu Miner 

achieves certain improvements to the predictive accuracy. Best improvement is 
obtained for the Ljubljana breast cancer data set. However, there are cases where due 
to the small number of examples in the training set, bagging gives no improvement 
at all. For the Hepatitis and New thyroid data it even decreases the predictive 
accuracy. 

Comparing the results obtained using plain resampling with repetition and 
resampling with repetition where the repetition of instances does not exceed two, we 
conclude that better accuracy is obtained when the instance repetition is limited. 

In order to further analyze the effect of the bagging ensemble method, we 
conducted experiments with different training data sizes. When creating the bootstrap 
samples we used resampling without replacement with different resample sizes. We 
tried m being {95%, 90%, 75%} of N, the original training set size. Buja and Stuetzle 
have shown that bagging is beneficial for Mwith_replacement > N/6 and Mw/o > N/7, but 
optimal is Mwith_replacement = N/3 and Mw/o = N/4. The results are shown in Table 3. 
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Table 3. Bagging without repetition with different T and different m 

Data set T = 10  
m = 75% 

T = 50  
m = 75% 

T = 10 
m = 90% 

T = 50  
m = 90% 

T = 10 
m=95% 

Hepatitis 82.67 82.67 81.33 79.33 82.67 

Haberman's Survival 72.67 73.67 73 73 72.33 

Bupa liver disorders 57.65 61.18 66.18 64.12 62.35 

New thyroid gland data 91.67 90.48 90 91.9 90.48 

Breast cancer Wisconsin 90.75 88.36 91.49 91.19 90.45 

Ljubljana breast cancer 72.86 71.43 72.5 72.14 72.5 

Echocardiogram 53.33 51.67 50.83 52.5 50.83 

 
The results of the experiments in Table 3 illustrate that best achievements are 

gained when using 90% of the base training set, while the number of bootstrap 
samples, that is voting classifiers, is only 10.  

By comparing the results in Table 2 and Table 3, it can be concluded that bagging 
and its extensions does not affect the predictive accuracy significantly in every data 
set. Additionally, due to the increased number of voting classifiers, there is a loss in 
the comprehensible, simple and interpretable structure of the generated rules. In the 
Table 4, for each dataset, the average number of rules is listed. As expected, the 
number of rules increases as the number of classifiers rise. 

Table 4. Average number of rules for each dataset 

Data set Hepatitis Haberman 
Survival 

Bupa New 
thyroid 

Breast 
cancer 

Wiscon. 

Ljublj. 
breast 
cancer 

Echocard. 

No bag 3.21 6.4 9.9 5.8 6.1 8.55 8.3 

T = 10 7.92 7.53 12.91 10.35 12.75 7.2 9.05 

T = 50 9.09 9.31 13.92 12.15 15.37 8.71 10.5 

T = 10  8.59 7.68 11.74 9.74 11.87 7 9.26 

T = 50  9.38 8.66 13.13 11.71 14.07 7.69 10.76 

T = 10 m=75% 8.3 7.62 11.54 9.58 12.24 6.91 9.7 

T = 50 m = 75% 9.72 8.881 14.23 11.69 14.34 7.8 10.45 

T = 10 m = 90% 8.41 7.44 12.31 9.41 11.54 6.62 9.22 

T = 50 m = 90% 9.29 8.82 13.87 11.64 14.04 7.73 10.99 

T = 10 m = 95% 8.55 7.16 11.64 9.14 11.95 6.56 9.79 

5   Conslusion 

This paper presented the implementation of bagging techniques to the SA Tabu Miner 
algorithm for classification rule induction. We have compared the performance of 
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various version of bagging techniques applied to SA Tabu Miner on public domain 
data sets. The results showed that certain bagging approaches with particular 
parameters can significantly increase the predictive accuracy of the algorithm. 
However, in some fewer datasets, due to their statistical nature and the number of 
instances, bagging does not bring any benefits. Thanks to the resampling component, 
bagging can be useful in poor training sets, or when it is impossible to get multiple 
samples. On the other hand, it cannot be applied in cases where there are small data 
sets, or the original sample is not a good approximation of the population. 

Since comprehensibility is important whenever discovered knowledge will be used 
for supporting a decision made by a human user, SA Tabu Miner often discovered 
simpler rule lists. However, with the application of bagging the advantage of 
comprehensibility is lost for the sake of greater predictive ability. In scenarios where 
human verification of the discovered knowledge is not important and maximized 
predictive accuracy is the goal, the approaches proposed in the paper can be applied. 
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Abstract. This paper presents the information/material processing synergy in 
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1   Introduction 

The understanding of genetic information processing evolved through several 
metaphors. A metaphor represents paradigm transformation – we use knowledge from 
a familiar system in order to understand and develop solutions in another system. The 
first metaphor explaining genetic processes was the biochemistry metaphor, which 
basically relied on the fact that “DNA is an acid”. The important breakthrough was 
the linguistic and information processing metaphor which stated that “DNA is a string 
of letters” [1], [2]. We proposed the robotics and flexible manufacturing metaphor [3], 
which pointed out that “DNA contains programs for machines and robots, and for 
example tRNA is a mobile robot”. The next metaphor we proposed [4] is the 
operating systems and systems software metaphor, which states that “DNA is the cell 
real-time distributed operating system”. This paper continues our research in 
understanding genetic information processing using the metaphors we proposed.  
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The idea is that a biological cell has some kind of distributed operating system, 
which resides on several minidisks (chromosomes) [4], [5]. The paper we are 
presenting here elaborates further in that direction, emphasizing that in addition to 
being a parallel distributed information processing system, a genetic system is also a 
real-time and parallel distributed material processing system [3], [6]. The basis for 
the material/information processing synergy is presented in Table 1.  

Table 1. Information/material synergy  

 Information Material 
Processing Information processors Material processors 
Transport Information transmission Material transportation 
Storage Information bases Material bases 

 
The information/material synergy is interesting for both computer science and 

manufacturing science. In the following sections, we will focus the attention to the 
parallel and distributed information/material processing system of a biological cell. In 
this paper we also propose that a CAD/CAM concept is being used in genetic 
manufacturing.  

2   The Cell and Its Parallel and Distributed File Processing 
Features 

When we, as computer engineers, think of parallel features of computer systems, we 
always imagine segments of code that could be processed in parallel. Sometimes, we 
have the opportunity to design the hardware components of the system in order to 
maximize the parallel features of the software we work with. Sometimes we are able 
to design both, the hardware and the software for the needed system, and make its 
parallel features as optimal as the price/performance ratio allows us. 

With the living beings this conformism is not applicable. When there is a specific 
situation, the living system has to act in a certain, fast manner, so it could survive. 
Therefore, the parallel and distributed features of the living systems are incorporated 
in the way they are constructed.  

Here we will present some analogies between human made systems and biological 
systems regarding the parallel and distributed nature of information and material 
processing systems. 

2.1   Cell Files 

When studying genetics, the crucial concept is the concept of a gene. Thus, a very 
natural question is “What is a gene?” A usual answer is that a gene is a segment of 
DNA that encodes for either protein or RNA. Also, one could encounter slightly 
different definitions [7].  

In computer science and engineering, a usual reasoning about an information 
processing system considers the files of that system. So, for genetic information 



 Information/Material Processing Synergy 87 

processing we might ask the question “what are the files of the genetic information 
processing system?” Is the concept of a gene analogous to the concept of a file? 
Having this as a starting point, in this section we will present our understanding of 
DNA organization and DNA computing in terms of files and related concepts. 

Looking for a concept of a file in DNA, we found that the transcription units (or 
scriptons [8]) are analogous to cell files. A transcription unit is a segment of DNA 
that eventually becomes transcribed to RNA. In prokaryotes (cells without a nucleus), 
a transcription unit often produces a transcript with several genes (so-called 
polycistronic RNA). In eukaryotes (cells with a nucleus containing DNA) it produces 
a precursor RNA (pre-RNA), which contains the information about a single gene, but 
in order to obtain it, additional processing needs to be performed.  

The eukaryotic files are rather complex and contain segments of a gene, interleaved 
with segments that do not belong to the gene. Those segments are known as introns 
(interleaving segments), as opposite to exons (gene expressing segments). To the people 
involved with genetics, there is a standard question considering this phenomenon: how 
did it happen that eukaryotic genes became segmented? However, for computer 
engineers introduced to the concept of a file, the answer is straightforward – busy files 
are fragmented. Defragmentation is sometimes needed in computer file systems. 
Moreover, it is expected that between two fragments of a file an entire different file 
could be placed. This fact points to the concept of distributed file systems [9], [10]. And 
indeed this is the case in molecular genetics: after the first evidence that Tetrahymena 
ribozyme is actually an intron [11], more evidence has been found that genetic files 
could be found within a different file [12].  Therefore, our file-centered approach offers 
simple answers to nontrivial problems in genetics [13]. 

Now, let us consider the exons, the gene expressing segments. Using our approach, 
it is easy to see that exons could be functional units, such as subroutines (or methods 
in OOP) of a more complex program file. The subroutines could be reusable, meaning 
that the same exon could be used in different RNA’s. An example of such a 
phenomenon could be the building of mRNAs for antibody proteins. 

 We believe that while the genes are the proper concept when talking about 
heredity, we propose that the concept of a file is very useful in describing the DNA 
transcription process. This makes the first step in the analogy between computer 
systems and genetic systems. We believe that the whole transcription process could be 
better explained in file processing terms instead of linguistic terms. The cell, 
especially the eukaryotic cell, undergoes extensive file processing: from copying the 
pre-RNA file to obtaining the RNA message. This process includes operations like: 
cut (introns), join (exons), right append (trailer string), left append (header string), 
letter replacement and so on, which are standard file processing operations in every 
modern computer operating system [4]. 

2.2   Cell Disks 

Following the same line of reasoning, another very important question would be: what 
is a disk in a genetic information system? The initial observation could lead to the 
conclusion that the DNA offers a tape based [14] information processing system. 
However, a careful examination reveals that DNA tapes are randomly accessible – 
they are not sequential tapes. So, due to the nature of their accessibility, we may 
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consider them as disks. It is important to observe that DNA can easily be represented 
by the classical concept of a cylinder. The cylinder means that, although it is on 
different disk plates, the information can be read in the same time by several disk 
reading heads. In a sense, the concept of a cylinder enables spatially distant 
information to be processed in parallel. And indeed, the cell disk (the complete 
genome) is distributed over several disk plates, or minidisks (chromosomes). The files 
on different chromosomes could be processed in parallel. For example, the files 
needed for producing an important organism substance, the hemoglobin, are 
distributed over both chromosome 11 and chromosome 16; parallel distributed 
processing is needed in order to obtain a single molecule of hemoglobin. 

2.3   Process Management vs. Memory Management 

Classical process management in computer systems considers a resource and several 
processes competing over that resource. Several mechanisms have already been 
developed to address this issue [15]. Basically, a mutual exclusion mechanism is used, 
where one process is using a resource while other processes are blocked, waiting.  

It seems that in genetic systems that mechanism is not employed. Instead of 
process management, genetic systems rather utilize memory management. They 
simply keep many copies of files that are frequently used. It seems that the 
redundancy in the genetic system really enables parallelism. It also enables more 
space where the processes could be processed, since the files themselves are spatially 
distant. The execution can be run on several processors, distributed spatially. 

Examples of such files are rRNA files needed for production of ribosomes. Those 
files are kept in thousands of copies [7]. In order to function in real time, a genetic 
system needs to produce many copies of the rRNA in the same time, in order to 
respond to a change in the environment. This means that no waiting for this vital 
resource is allowed. So, in genetic systems, in order to achieve a real-time response, 
many copies of rRNA files are utilized, and they are all processed in parallel, and 
distributed over a vast region in the cell. They are produced to become part of 
ribosomes, the cell processors. 

During evolution, the files could be produced in as many copies as needed. This is 
a possible cause for file fragmentations. It also gains to redundancy. But, each process 
could work on its own copy of the same file. This is a space management mechanism, 
rather than a time management one. It is interesting that the novel approaches toward 
operating systems design propose a similar prospective. In the Nooks approach [16] 
the kernel module is cloned and then the clone is modified outside the kernel. The 
cloning mechanism is used in resolving the issues with threads, where instead of 
blocking a thread on access to shared data, a proxy of the data is generated, like in the 
Promisses approach [17].  

There is another, very popular and rapidly developing system, which supports the 
claim that space management tends to replace process management. The Google File 
System (GFS) [18] is a scalable distributed file system for large distributed data-
intensive applications. It provides fault tolerance while running on inexpensive 
commodity hardware, and is used by a large number of users. The large cluster used 
provides hundreds of terabytes of storage across thousands of disks on over a 
thousand machines, and it is concurrently accessed by hundreds of clients. The design 
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space for this file system emphasizes that the space management, file redundancy and 
statistically based algorithmic approach are the key concepts in making GFS the 
supreme contemporary file system.  

2.4   Time-Sharing vs. Autonomy 

It seems that the time-sharing concept is not applied in the living systems. Their 
components are built to be extremely autonomous while they have a task to run. If the 
process is vital, no waiting for a processor is allowed. Instead, the new routine, run by 
a newly built processor will be started, it will build the needed autonomous processor, 
distribute it through the cell, and the desired process will be started. And, most 
probably, many copies of that same process will be started on many newly built 
processors for solving that particular problem. 

2.5   Consistency 

Keeping files in many copies requires a mechanism of file consistency. It seems that 
the voting mechanism is used in a cell to keep some files unchanged in the evolution 
process. For example, the rRNA files are particularly stable. Also, the fact that the 
DNA is a two-strand molecule, in which one strand is a complement to the other, 
enables repair of an error and consistency in obtaining copied information from a 
DNA strand [7]. 

2.6   Pipeline Processing 

The cell system is a highly distributed one and many processes are running in parallel 
and some of them are running in a pipeline. One prominent example is the polysome, 
sequence of several ribosomes over a single mRNA in prokaryotes. Many ribosomes 
are actually accessing the same file, but in a pipeline manner! 

2.7   Parallel Processing: Inter-thread Communication 

In such a system it is possible to assume an existence of communicating threads that 
compose one process. In order to study possible mechanisms of such an inter-process 
communication, we developed a software model of a minimal protein biosynthesis 
system (Fig. 1).  

Three agents – RNA polymerase, aminoacil-tRNA synthetase, and ribosome – are 
engaged in inter-thread communication during the protein biosynthesis. The process is 
initiated on demand for a protein which activates an RNA polymerase agent. It reads 
the DNA bases and appends an RNA base to the evolving RNA. Once an mRNA is 
released, a ribosome reads it, codon by codon. For each codon it looks for 
corresponding anticodon-tRNAaa, which will bring the needed aminoacid aa (Fig. 1). 
Actually, the physical representations of the genetic code are the tRNAs. The 
ribosome assembles the protein and releases it. Another agent, aminoacil-tRNA 
synthetase, works in parallel with the ribosome and RNA polymerase. It assures that 
the tRNA is loaded with the corresponding aminoacid. It receives an appropriate 
amino acid, receives an appropriate tRNA, loads the amino acid to the tRNA, and 
then releases the loaded tRNA.  
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Fig. 1. Understanding protein biosynthesis using inter-thread communication metaphor 

Our model uses the receive and release primitives for inter-thread communication. 
The amino-acid handling part is modeled using robotic language commands, such as 
load, unload and assemble. Instead of using the primitives receive and release, one 
can use the standard primitives receive and send, or some classical primitives such as 
wait and post [19] which were used in some pioneering real-time multithreading 
robot control efforts [20], [21].  

The software model above is not intended to be a detailed simulation of the protein 
biosynthesis process. Details involving proteins as initiation, elongation and 
termination factors are neglected. The model studies only possible inter-thread 
communication between the main protein synthesis agents. Petri nets have been also 
used for modeling the process shown above [4], [22]. 

2.8   Compilation as Manufacturing – From Source Code to a Robot 

In building autonomous robots the software is developed separately from the 
hardware. A source code is compiled into an executable code and then an EPROM is 
produced that is embedded into a robot. Our research suggests that the robot 
producing process in cells is an extension of the compilation process: the cell 
operating system takes a source file (gene) and produces a robot in the form of an 
RNA (ribozyme) or a protein (enzyme). The cell robots and other cell machines are 
produced real-time, on demand. So, once demand is sensed by the DNA, it makes an 
appropriate source file accessible, out of which the requested program is read (the 
linear form of RNA). This program is then compiled and assembled into a robot by 

thread RNA polymerase 
repeat  
  receive demand (protein) 
  initiate reading gene(protein) 
  repeat 
    read DNA_base from gene(protein) 
    append mRNA_base(DNA_base) to mRNA 
  until stopcondition(gene(protein)) 
  release  mRNA   
until degradation 

thread   ai-tRNA synthetase 
     repeat     

           receive ai 
receive tRNAi 
load  ai to tRNAi 
release aitRNAi(anticodon) 

until degradation 

thread Ribosome 
begin 

receive mRNA 
  repeat 
     read codon from mRNA 
     receive aitRNAi (anticodon(codon)) 
      unload ai from aitRNAi 
      assemble ai  to protein  
 until stopcondition(mRNA) 
 release protein 
recycle
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obtaining its 3D functional structure. An example of such a robot is the tRNA, which 
is a shuttle robot that carries amino acids into a ribosome for protein assembly. 
Another example is the rRNA, which, being a part of a ribosome, performs a protein 
assembly function. In addition to RNA robots, the cell produces protein robots, i.e. 
enzymes, which are the major working force in a cell. This includes carrier mobile 
robots like kinesin, which travels along the cell cytoskeleton, or a two-armed robot, 
lac-repressor in E. Coli, which grabs the DNA and disables its access.  

Here we propose that protein manufacturing is actually the CAD/CAM (Computed 
Aided Design/Manufacturing) system in a cell. The CAD part consists of the genes 
carrying software for protein or RNA production, while the CAM part is the entire 
machinery (the genosome) that obtains the product described in a gene.  

3   Just-in-Time Manufacturing 

The cells are just-in-time (JIT) systems, rather than just-in-case (JIC) systems. When 
need is sensed, they produce the needed elements very promptly. Most of those 
processes are actually running in parallel: from parallel information processing, to 
parallel material processing in distributed sites in the cell. Not only the information, 
but all the products, including needed machinery and robots, are produced on demand. 
That makes them the ultimate real-time systems: from processing information in real 
time, through producing tools and robots in real time, to producing the final product. 

In order to do so, the cell keeps many copies of the most needed programs, in order 
to access them all in parallel when need is sensed. Furthermore, it will produce all the 
needed machinery for processing these programs in parallel. 

3.1   Common Building/Coding Blocks 

Additional adaptation towards parallel processing of a cell is that it keeps just a small 
number of building blocks: there are only 20 different aminoacids used for protein 
synthesis. This enables rapid switching between demanded products and flexible 
manufacturing.  

It should also be noted that the cell produces its software (e.g. mRNA) and its 
hardware (e.g. enzyme or ribozyme) in a similar way, by appending building blocks 
to a sequence which in turn folds into a 3D structure. It seems that this approach in 
interleaving the software and hardware should be the next step in human made 
systems. 

4   Nanotechnology and the Future of Parallel Processing Systems  

Parallel distributed computation is about speeding up the applications. Real-time 
application in general is due to the need of real-time product. Our study shows that 
the future parallel distributed processing systems needs to integrate parallel 
distributed material and information processing. And this is what the nature has done 
long ago. 

Today scientists make efforts to bring information and material processing closer 
to one another. Nanotechnology science makes it possible to produce nanostructures 
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that do some kind of processing while having the means to produce other nanorobots 
that do specialized work in cells (and possibly self-replication) [23]. These robots 
have their software and hardware interleaved in the same building-coding blocks. 
There is also a concern of using the combination of DNA information-encoding and 
recognition properties, and the enzymatic machinery capability for DNA 
manipulation in the field of DNA computation [24]. 

One open problem today is how to construct carrier nanorobots, for example robots 
that could transfer an atom, or a whole another molecule, from one place in the 
medium, to another place [25]. However, in 2005 there were some reports on 
nanorobots that could move in a desired direction, and were symbolically named 
nanocars [26], [27]. The future of these nanovehicles is to be able to carry controlled 
load, so they could be used for precise drug delivery. There has been a suggestion 
[28] that nanomachines based on the RNA are needed. It relates nanotechnology 
vehicles research with our early suggestion that tRNA is a mobile robot. 

Having the aforementioned in mind, and the possibilities that nanotechnology 
science offers, we could presume that, perhaps just like the evolution of natural life, 
the evolution of artificial life will also continue from the nano level. 

Of course, it is important that along the way we be interested in faster algorithms, 
for example for floating point division, but ultimately the effects of that algorithm 
will be used in some real-time application, for example robot jumping, or for just-in-
time production. Therefore, probably it is sensible to try to speed up the whole 
process, just as the nature has done – create the hardware and the software of the 
machines from the same “material”. 

5   Conclusion 

The integration of information processing and material processing is present in 
biological systems since the existence of life. Humans are now building flexible 
manufacturing systems realizing that they were actually invented by biology. 
Therefore, the information/material processing synergy, the concept we introduce in 
this paper, is essential for life.  

Our research is based on two approaches: a biocybernetics one and a bionics one. 
The biocybernetics approach observes the biological cell as a flexible manufacturing 
system, controlled by a cell operating system and systems software. The bionic 
approach suggests improvement in human made systems by implementing the 
knowledge we’ve gained from studying biological systems.  

Future systems should be built from modules that inherently contain features of 
mutual communication and self assembly, similar to proteins. The lesson that we 
could learn from molecular biology is that the compilation process in cells is actually 
a CAD/CAM process. We discussed that the cell robots and other OS embedded 
systems, such as lac-repressor or tRNA, are developed in a single program 
compilation/production line, not separately, as in today’s technologies. To do so, the 
cell builds both hardware and software using the same material. These building blocks 
are constantly recycled, which is another important feature of genetic manufacturing 
and information processing.  
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The integration of material and information processing is already of great interest 
in the scientific community. Nanotechnology science makes it possible to produce 
nanostructures that do specialized work in cells. These robots have their software and 
hardware interleaved in the same building-coding blocks. Perhaps, just like the 
evolution of natural life, the evolution of artificial life will also continue with big 
steps from the nano level. In human-made systems this feature is not implemented, 
although there is some effort in this direction [29].  

We believe that our approach based on flexible manufacturing and robotics offers 
better understanding of genetic processes. Conversely, from genetic information 
processing we have learned that the synergy between material and information 
processing is a crucial approach in the manufacturing and information processing and 
should be used in building human made systems.   
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Abstract. Estimating the position of a mobile robot in an environment is a 
crucial issue. It allows the robot to obtain more precisely the knowledge of its 
current state and to make the problem of generating command sequences for 
achieving a certain goal an easier task. The robot learns the environment using 
an unsupervised learning method and generates a percept – action- percept 
graph, based on the readings of an ultrasound sensor. The graph is then used in 
the process of position estimation by matching the current sensory reading 
category with an existing node category. Our approach allows the robot to 
generate a set of controls to reach a desired destination. For the learning of the 
environment, two unsupervised algorithms FuzzyART neural network and 
GNG network were used. The approach was tested for its ability to recognize 
previously learnt positions. Both algorithms that were used were compared for 
their precision. 

Keywords: Mobile robots, Position estimation, Unsupervised learning. 

1   Introduction 

Position estimation is a challenging task in mobile robotics, especially when dealing 
with a previously unknown environment. The mobile robot must be able to learn the 
environment by memorizing the states that it has previously visited and in the same 
time recognize the previously visited positions. Position estimation is also used in the 
problems of environmental mapping and localization problems. There are many 
approaches in the literature for both environment learning and mapping problems and 
localization and position estimation problems. [1][2] 

Many approaches for solving the mapping and localization problem are proposed 
in the literature. For the environmental learning problem, the occupancy grid map is 
an elegant way of representing the knowledge about the environment. For the problem 
of localization in a known environment some of the proposed approaches are Grid 
localization, Montecarlo localization and many other localization approaches [1]. 
These proposed approaches use the previous knowledge of the environment (a map of 
the environment) and localize the robot in the known environment. 

The problem of Simultaneous Localization and Mapping (SLAM), which urges the 
robot to learn the environment and estimate its position in the same time, has many 
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different approaches [1]. There are many proposed variations of SLAM algorithms 
based on Kalman filters, Particle filters and other types of filters that give good results 
in the SLAM problem and are widely used.  

The action planning problem is also an important issue in mobile robotics. One of 
the most widely used approaches are the Markov decision process (MDP) and the 
partially observable MD. These methods, however, are computationally expensive for 
large maps [1]. 

Artificial neural networks have been used for the problem of environment learning 
and localization [2]. They give good results in qualitative localization but not in fine 
localization. 

Artificial neural networks are also widely used in the area of object recognition, 
classification [3] and in control problems [4] where they are used for robot 
navigational behavior.   

For a mobile robot to be able to automatically move and in the same time learn an 
unknown environment all of these problems must be solved in the same time, thus the 
need of combining the solutions in a single system. A fully autonomous robot must be 
able to perform the previously stated actions. 

This approach is proposing a solution that combines the environmental learning, 
position estimation and action planning in a single solution, as it was presented in [5]. 
In this paper we are using GNG network for the learning of the environment, and 
comparing it with the FuzzyART network, used for the same purpose. The mobile 
robot is behaving autonomously and explores the environment by learning the new 
positions and in the same time recognizing the previously visited position. The 
obtained knowledge of the environment can be used for generating control sequence 
for the robot to be able to reach a desired position. 

2   System Architecture 

In this paper we are using an integrated system for environmental learning, position 
estimation and planning of actions of a mobile robot [5]. The goal of this system is for 
the robot to be able to learn a previously unknown environment and be able to use the 
knowledge about the environment to generate actions for achieving a certain goal or a 
certain position in the environment.  

The system is using a Percept – Action – Percept model [6] [7] of learning, in 
which, the positions of the robot are evaluated by the sensor readings. Each position is 
connected to another position by the action that the robot performed or needs to 
perform in order to reach that position. The Percept – Action –Percept model is shown 
in Fig 1. 

The data about the environment is organized as a connected graph. The nodes 
contain the information of the robot state, and the links contain the information about 
the action that is needed for transition from one state into another as in Fig 2. This 
type of data organization makes the problem of action planning very simple. All the 
robot needs to do is to use a graph search algorithm and find the action sequence 
needed to reach the desired position. During the process of executing the actions, the 
robot must verify that its current position is the one that is desired by the action plan. 
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Fig. 1. Percept – action – percept model 

 

Fig. 2. State graph representation of the environment with typical actions 

Each percept at the robot’s position is categorized by using an unsupervised 
learning algorithm. Two algorithms, which are used for that task, are the FuzzyART 
neural network [8] [9] in the first approach (already considered in [5]) and the GNG 
network [10] [11] in the second approach (considered in this paper). A Lego 
Mindstorms NXT robot is used as a robot platform and its ultrasound sensor is used 
for perceiving the environment. The robot uses two servo motors for the movement in 
the environment and one servo motor to rotate the ultra-sound sensor in different 
directions. For each robot position, 12 measurements in different directions are taken. 
These measurements define the percept of the position. 

The GNG network is used for remembering and estimating the positions of the 
mobile robot in the environment. Each percept acquired by the robot is normalized 
and then used as input in the GNG neural network. After a category is selected, the 
graph is checked for an existing node. If none exists, the new category is added to the 
graph as a new state and a new action link is created from the previous category. If 
the category exists, then if necessary, a new action link, containing the necessary 
action as in Fig. 2, is created to connect the previous one with this category. The state 
represents the position in which the robot is at the moment. Different state means that 
the robot estimated it is as a different position. The percept in a robot position is used 
for determining the state. In Fig. 3 is given the activity diagram of the developed 
processes. 

Adaptive resonance theory (ART) networks develop stable recognition codes by 
self-organization in response to arbitrary sequences of input patterns. They are able to 
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continue to learn from new events without forgetting previously learned information. 
ART networks model several features such as robustness to variations in intensity, 
detection of signals mixed with noise, and both short- and long-term memory to 
accommodate variable rates of change in the environment. There are several 
variations of ART-based networks, but we have used FuzzyART, which has analog 
inputs, as most appropriate for these kinds of tasks [5]. 

 

Fig. 3. UML Activity diagram 

The GNG algorithm is an unsupervised incremental clustering algorithm. Given 
some input distribution in the input space Rn, GNG incrementally creates a graph, or 
network of nodes, where each node in the graph has a position in Rn. GNG is an 
adaptive algorithm in the sense that if the input distribution slowly changes over time, 
GNG is able to adapt, that is to move the internal nodes, so as to cover the new 
distribution. The algorithm constructs a graph in which nodes are considered 
neighbours if they are connected by an edge. The neighbour information is maintained 
throughout the execution by a variant of competitive Hebbian learning [11]. The 
nodes of the GNG graph tend to follow the distribution of the signals. Each node in 
the GNG algorithm is consisted of the following:   

• a reference vector, in Rn, 
• a local accumulated error variable, and 
• a set of edges defining the topological neighbours of the node k.  
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The reference vector represents the node in the signal space. The local accumulated 
error is a statistical parameter that is used for determination of the place where a new 
node should be inserted. Each edge between the nodes has an aging parameter used 
for removing old and inactive edges. This is necessary since the nodes are moved.  

The GNG algorithm first initializes two nodes, and links them. For each signal that 
is received, a winner node (the node that is closest to the signal in Rn space) is found 
and the second closest node is found. The winner node is moved towards the signal and 
all topological neighbours are moved towards the signal too. The error variable is 
updated for the winner node and its topological members. Then the age of the edges of 
the winner node are reset to 0. If there is an edge between the winner node and the 
second closest node, it is reset to 0, if an edge does not exist, it is created. If a creation 
criterion is met, usually when the number of iterations reaches a certain multiple of a 
constant number λ, a new node is created between the nodes that have the largest 
accumulated error. The error of these nodes is updated. Edges that reach a certain pre-
specified age and nodes that don’t have topological neighbours are deleted. In this way, 
the algorithm creates nodes and clusters of nodes in the areas where the input signal 
distribution is highest. The algorithm stops when certain stopping criterion is met. 

In our case each node cluster is a position of the robot. The robot therefore 
remembers the positions by placing nodes, or clusters of nodes in the Rn space of the 
GNG network. Each node or node cluster represents the information about the percept 
of the robot. The GNG algorithm does not have stopping criteria in our case, as the 
robot needs to learn the environment constantly. 

3   Experiments and Evaluation Results 

The system was implemented as in [5], on a PC and tested on a Lego Mindstorms 
NXT robot with rotating ultrasound sensor. The sensor readings were sent by the 
Lego NXT robot on the PC and the necessary calculations were done on the PC. This 
was done because of the limited memory and data structure organization that were 
available on the brick alone.  

The system was tested in an indoor environment. The robot was given a task to 
explore an unknown environment by moving in a loop and memorizing the new and 
in the same time, recognizing the learnt positions. The robot also actively memorizes 
the sequence of actions it took in order to arrive at a certain position. After the 
learning process, the robot is expected execute a command sequence that would take 
it to a desired position. 

The robot starts at an initial state. For each state the robot takes 12 readings from 
the ultrasound sensor in 12 different directions. These directions are then reordered 
according to the angle they were taken from. In absolute angles, from the initial 
direction (the direction of the initial pose) of the robot, the readings are taken from -
180, -150, -120, -90, -60, -30, 0, 30, 60, 90, 120 and 150 angle degrees. If the robot 
direction is different from the initial direction, the relative angle of the reading 
directions is changed respectively. These values are then normalized for the GNG 
input in the presented approach and thus become the feature of the robots state 
(position). The GNG is then used to decide whether the robot’s state is a new one or 
an old one, as in Fig 4. The obtained category identifies the state of the robot and is 
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invariant of the robots direction angle. Which means that the sensor readings are 
ordered so that the array of the readings always start with the reading taken at -180 
degrees and ends with 150 degrees in a global coordinate system for the environment. 
For simplicity the robot was allowed to rotate for 90 degrees in any direction and to 
move for a fixed length forward or backward.  

Tests were made to evaluate the ability of the approach to recognize already visited 
states with the GNG algorithm. This allowed an estimation of the precision that the 
system has in learning the states. Due to the errors in the movement of the ultrasound 
sensor used, the robot tends to get different readings in the same state and map it as a 
different one. It also recognizes a new state as a state that it has already visited. For 
testing of the approach, the robot was ordered to move in a closed squared loop, as in 
Fig 5. The goal was for the robot to learn the new states and to recognize an old state 
when needed to. In the first loop the robot initializes the graph and remembers the 
states and the actions performed. 

 

Fig. 4. Category determination using GNG network 

The states are on a single step distance from each other. For each state the robot 
takes the measurements using the ultrasound sensor and the GNG network estimates 
the state that the robot is into. The robot was expected to recognize the states it has 
visited. The example labeling of the states is given in Fig 5. In this way we measured 
the precision of this method for the purpose of state recognition of the robot.  

 

Fig. 5. States of the robot used for testing 
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The action planning for reaching a certain state using this method is a simple graph 
search algorithm that extracts the actions needed for reaching a certain position from a 
given position both represented as states.  

The results of the tests are given in Fig 6. The experiment showed that both of the 
algorithms give similar results in the position estimation task. The FuzzyART is, 
however, slightly better than the GNG algorithm in the estimation of the state of the 
robot.  The FuzzyART algorithm also tends to learn the positions faster, giving a 
stable position even after only one loop. The GNG algorithm learns the positions a bit 
slower and tends to recognize old states as new ones and continue to recognize them 
as the newer state in the next loops.  

 

Fig. 6. Percentage of guessed categories 

4   Conclusion 

The obtained results showed errors in the state estimation. The reasons for these 
errors are the imprecision of the ultrasound sensor that is prone to miss some readings 
of the distance, especially if the object is a surface that has large angle with the 
ultrasound waves. This reason, combined with the angle errors of the rotation of the 
ultrasound sensor, tended to give imprecise readings that contained significant errors. 
These errors led the system to miss a state or to recognize two different states as the 
same category. The results shown in this paper are similar to the ones shown in [5]. 
The GNG approach however, was slightly less accurate.  

These experiments showed that relying on a single ultrasound sensor for state 
estimation gives imprecise estimates. A good approach would be to use 12 or more 
different distance sensors attached in the appropriate angles in order to avoid the 
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rotation errors of the single sensor. The nearly same error of both unsupervised 
learning algorithms confirmed the above statement. 

Another reason for the obtained results is the ambiguity of the environment. The 
positions, which the robot was expected to recognize, were too close to each other and 
the errors of the sensor measurements of +-3cm were more than 10% of the distance 
between the positions, which also contributed to the error of the estimation. 
Furthermore the small distance between different positions narrows the gap between 
them in the state space also. Both the FuzzyART and the GNG networks occasionally 
tend to classify neighboring positions as the same one. 

Another issue to be taken in consideration is that the robot learns the environment 
on the fly. This gives additional uncertainties in the state estimation. The main 
advantage of this approach however, is that the path planning of the mobile robot 
becomes a typical graph search problem that is easily solved.  

In the future the same experiment would be repeated with 12 or more distance 
sensors including different types of equipment that would remove or at least minimize 
the errors that were made due to the imperfectness of the equipment used for these 
experiments. 

Since the ultrasound sensors have shown to be imprecise and the learning of new 
positions and recognizing old ones, based on the data acquired from them, prone to 
errors, further consideration would be done to use different kinds of sensors for 
acquiring the environment data.  
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Abstract. In the field of artificial intelligence and mobile robotics, calculating 
suitable paths, for point to point navigation, is computationally difficult. 
Maneuvering the vehicle safely around obstacles is essential, and the ability to 
generate safe paths in a real time environment is crucial for vehicle viability. A 
method for developing feasible paths through complicated environments using a 
baseline smooth path based on Hermite cubic splines is presented in this paper. 
A method able to iteratively optimize the path is also presented. This algorithm 
has been experimentally evaluated with satisfactory results.  

Keywords: path planning, path optimization, Hermite cubic spline, obstacle 
avoidance, environment sensing. 

1   Introduction 

Path planning with motion modelling is an important and challenging task that has 
many applications in the fields of robotics, artificial intelligence (AI), virtual reality, 
autonomous agent simulation, etc. The basic task for the motion constraint path 
planning is to perform navigations from one place to another by coordination of 
planning, sensing and controlling whilst maintaining a smooth motion trajectory. For 
point to point navigation, calculating suitable paths is computationally difficult. 
Maneuvering the vehicle safely around obstacles is essential, and the ability to 
generate safe paths in a real time environment is crucial for vehicle viability. 

Numerous motion planners consider the car-like vehicle as a three-dimensional 
system moving in the plane and subjected to constraints on the curvature in addition 
to the non-holonomic constraint of rolling without slipping. The pioneering work by 
Dubins [1] showed that the minimal length paths for a car-like vehicle consist of a 
finite sequence of two elementary geometrical components: arcs of circle and straight 
line segments. From then, almost all of the proposed motion planners compute 
collision-free paths constituted by such sequences [2]. As a result, the paths are 
piecewise C2: they are C2 along elementary components, but the curvature is 
discontinuous between two elementary components. To follow such paths, a real 
system has to stop at these discontinuity points in order to ensure the continuity of the 
linear and angular velocities. Continuous-curvature curve generation has become a 
key problem for on-going research in this area. 
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A few types of splines have been proposed to solve this problem. Gómez-Bravo  
et al [3] proposed a method for continuous curvature B-spline-based path planning for 
parking manoeuvres; Berlung et al [4] used the Bezier curve in path planning, having 
considered minimizing the square of the arc-length derivative of curvature along the 
curve. Shimizu et al [5] presented a method that uses clothoid curve for smooth path 
generation for mobile robot which is equipped with an omni-directional camera and a 
laser rangefinder. Scheuer [6] and Fraichard [7] also used clothoid curves in their 
vehicle control experiment. Unfortunately, clothoids do not have a closed form 
making the control of their shapes difficult and dangerous in the presence of 
obstacles. Other recent works [8], [9] adopted cubic splines in their trajectory 
generation algorithm. Later methods progressed to higher order polynomials [10]. 
However, previous work has mainly been focused on the static trajectory generation 
problem and on finding feasible solutions for 2D applications. All these solutions 
often require a great deal of computational power as they evaluate the entire path 
space [4], [11]. In a real time environment it is beneficial to directly compute feasible 
paths continuously to allow for variations in the environment, control error and 
unmodelled sensor error.  

In this work a practical method for developing feasible paths, for nonholonomic 
car-like robot, through dynamic environments using a baseline smooth path based on 
Hermite cubic splines is presented. The developed method takes into consideration 
robot constraints. A method for adjusting and bending the spline to avoid obstacles is 
developed. This method is able to iteratively refine the path to more directly compute 
a feasible path and thus find an efficient, collision free path in real time through an 
unstructured environment. The efficiency of the proposed solution is evaluated in a 
custom, physics-based simulation environment provided by Open Dynamics Engine 
(ODE) [12]. In the simulation a simple car-like robot model equipped with 3D 
scanner and GPS has been developed. The generated motion path is smooth and has 
continuous curvature on the whole state space of the motion, thus satisfying the major 
requirements for the implementation of such strategies in real-time navigation. 

2   Path Objectives 

One of the objectives in this work is to study and develop a path planning algorithm 
for autonomous robot navigation or exploration in dynamic environments. The task 
can be divided into three parts: to plan a main path according to the pre-information, 
to keep tracking the difference between the map and the real environment, and then 
locally to amend the pre-designed path. This strategy can efficiently use the available 
information and reduce the re-planning time. It is supposed that the vehicle accepts a 
sequence of GPS waypoints used to define the high level mission. The robot’s task 
then is to traverse through each waypoint. 

The robot uses the 3D scanner to detect the surrounding environment and obtain 
the local information. The sensor is fixed to the robot body, and obstacles are mapped 
relative to the robot position and heading. The robot then uses the local information to 
generate the path to the destination.  

Therefore, it is naive to pre-plan the entire robot path from the outset. Thus, the 
path is re-planed from the current position and heading, and using the most current 
obstacle map. The path is also limited to only look ahead past the next waypoint. In 
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this way, the next turn will be feasible and once executed, a new path will be 
generated to maneuver the vehicle into a suitable position for the following turn. For 
this reason, only three consecutive waypoints are used at a time, the most recently 
passed, and the following two points. This approach can be also used in the cases of 
unknown environments, where no pre-information is available before the path 
planning algorithm has been executed.  

3   Path Planning Using Hermite Cubic Splines 

In this paper the implementation of Hermite cubic splines as a tool for path planning 
is adopted. The mathematics involved in creating splines (which are piecewise 
polynomial functions), allow easy construction of smooth paths through a given, finite 
set of control points. Given N+1 control points, and knowing the robot starting and 
goal position and orientation, a series of N spline segments are generated, with the 
three-order polynomial functions of variable t (t ∈ [0, 1]), to traverse these points, as: 
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where X(t), Y(t) are the coordinates of any point on the cubic spline, ax, bx, cx, dx and 
ay, by, cy, dy are the coefficients to determine. 

As the first derivative of the path is proportional to the vehicle heading, a non-
continuous derivative would result in an infeasible path for this type of vehicle, but 
the second derivative is proportional to the vehicle steering angle and any 
discontinuities would force the vehicle to stop at each control point to adjust its 
steering. By creating a path with continuous derivatives, a smooth vehicle control, to 
remain in motion throughout the vehicle path, is guaranteed. 

For these N segments of cubic spline, the required number of equations is (8N) in 
order to solve out all the coefficients. The known conditions are: 

 

• the initial and final position and the robot orientation in these points; 
• the continuity of positions at (N-1) control points; 
• the continuity of 1st derivatives at (N-1) control points; 
• the continuity of 2nd derivatives at (N-1) control points; 

 
The total number of know conditions is (6N+2) which remove (6N+2) degrees of 

freedom from the 8N ones. The number of remained degrees of freedom is 2(N-1). 
This number is exactly the same as the unknown x-, y-coordinates of (N-1) control 
points. One set of points determines one path. By searching for the suitable control 
points, a feasible cubic splines path can be determined. 

Considering just the local parameterization of the ith cubic spline sequence in only 
the x direction, we will have: 

32)( tdtctbatx iiiii +++=  . (2) 
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Any cubic equation can be used to construct a cubic spline by identifying the 
constants ai, bi, ci and di; however, the natural Hermite cubic polynomial has a unique 
property where it satisfies all four of the following boundary conditions: 
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By re-arranging and writing 1)1( += ii xx , we will have: 
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If equate the 2nd derivatives p=1 for the (i-1)th segment, p=0 for the ith segment we 
will have: 

[ ]
[ ]

[ ]
)(34

2)(32

)(26

2)(32

262

1111

11

11

11

11

−++−

++

−−

−−

−−

−=++⇒
−−−

=++−−+
−−−⇒

=+

iiiii

iiii

iiii

iiii

iii

xxDDD

DDxx

DDxx

DDxx

cdc

 . (5) 

At the first point, 0)0('' 0 =x . So c0=0 and 3(y1-y0)-2D0-D1=0, so: 
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Similarly for the end section 0)1('' =Nx . So 2cm+6dm=0 from which 
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Gather all this together the solution of the spline path in the matrix form, will be: 
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As mentioned previously, obstacles are mapped from various sensors and stored 
into the map Fig. 1. It should be noted that each obstacle must be inflated by at least 
half the width of the vehicle to guarantee that a collision does not occur (in the future 
discussion, talking about obstacles, the inflated obstacles will be considered). 
Considering this, and knowing the start and goal positions and orientations, for each 
pair of segments, the initial path composed of Hermite cubic splines (dashed line in 
Fig. 1) is constructed. 

 

 

Fig. 1. Spline path passing through the initial control points (dashed). The introduction of 
additional control points can keep the initial path away from obstacles and decrease the path 
length (dot-dash). 

4   Path Refinement and Optimization 

After the construction of the initial spline path it is useful to include additional points 
along the straight line path, connecting the initial control points. 

The quantity and number of these points depend greatly on the relationship 
between the individual path lengths and the obstacles distribution. By including 
additional points, the initial path is kept closer to the nominal straight line path and it 
is therefore shorter. These points are only used for the initial path optimization and 
will not be rigid constraints in the final path. For demonstration, in the previous 
example depicted in Fig. 1, we have included two additional points PS1 and P2G 
which are midpoints of the first and third path segments respectively. The path 
containing these points is depicted as a dot dash line. As one may observe, addition of 
such points can iron the path and can be very useful in the environments where the 
robot has to traverse a corridor or a narrow passage. In order to evaluate the quality of 
the paths, the following optimization function is introduced: 
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where the lmin is the Euclidian distance between Start and Goal, α is a weight constant 
of the distance from robot to obstacles, k is a weight constant of the minimum radius 
for robot driving, l is the total path length, dmin is the minimal distance between any 
point on the path and the obstacles, given by: 

22
min )()(minmin oPoP

PathPOo
YYXXd −+−=

∈∈
 . (10) 

where P denotes any point on the path, O is the set of all obstacles in the environment. 
Rmin is the minimum radius along the whole path and Rrmin is the minimum turning 
radius, the robot can deal with. By minimizing this function, it is possible to shorten 
the path length, keep the robot as far as possible away from obstacles and smooth 
enough. Eventually the optimal path is a compromise of all the requirements. This 
optimization function strictly penalizes the trajectories that cause collision with the 
obstacles. 

If it has been determined that the path collides with an obstacle, the spline has to be 
manipulated to avoid that obstacle. The proposed method is based on adding of an 
additional control point to the spline segments between the intersection points, to 
guide the path around the obstacle. As multiple collisions may have occurred, we will 
have a list of collision points. In order to minimize the computational time this 
method first calculates the convex hull of the obstacle. Then it calculates the pair of 
intersection points of the spline path and the convex hull of the obstacle. First point 
corresponds to the entry point of the spline into the convex hull and the second one, to 
the exit point, where the spline goes out of the hull area. 

 

 

Fig. 2. Initial spline path (dot dashed line) intersects the computed convex hull (bolded line 
polygon) around the obstacle (filled grey). Modified path after the first optimization is 
presented as dashed line, the final save path obtained after the second optimization is depicted 
as solid line. 
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The method then adds an additional point, Pa, on the segment, between the entry 
point (Pe) and the exit point (Px)(Fig. 2). Then this point is moved perpendicularly to 

the segment xe P P , by a predefined small distance (dm) at each iteration, in both 

directions. The point Pa is continually updated, evaluated and checked against the 
obstacle’s hull, until Pa is free of collision. This means that a path through Pa will no 
longer collide with the obstacle at that point. Pa is than added to the list of path 
control points. A new spline (depicted as dashed line in Fig. 2) is computed through 
these points still having the desired characteristics but also passing through the new 
point. For each new spline the process is repeated. If the new spline still intersects the 
hull (Pe2 ,Px2), the collision will be shorter and closer to the edge of the hull. Thus the 
algorithm will continue to displace the spline around the remaining portion of the 
hull. Because the points are fit with cubic functions, a large number of control points 
within close proximity to each other can cause large deviations in the path and 
increasing of its curvature. To avoid this, when adding a new point, any other control 
point within a given radius is removed. Therefore, in the example in Fig. 2, the new 
added point Pa2, obtained in the second optimization step, replaces the point Pa1, 
calculated in the previous step. 

5   Simulation Experiments and Results 

In order to test the path planning algorithm a physics-based simulation environment 
provided by ODE has been developed. For the scope of this work a four wheels 
mobile robot model which has a similar structure to the normal car is considered (i.e. 
two front steering wheels and two driven rear wheels). The developed moving robot 
model has two degrees of freedom and the dynamics of the model can be represented 
as a set of motion’s equations in terms of mass, accelerations and steering angles as 
well as external force conditions, such as ground friction. The dynamics of a moving 
robot must follow the basic law of motion dynamics, which may be represented as a 
set of general ordinary differential equations in the form: 
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where,
∧∧

∧

θ,,
.

aX  are approximate values of motion velocity, acceleration and direction 

of motion (i.e. a steering angle) respectively, and the motion control δ is a function of 
acceleration a and moving direction θ. A desired or predicted motion state of the 
moving object is pre-estimated by a set of approximate functions according to the 
state of moving object and the environment conditions related to the surrounding 
obstacle–space. The actual motion track is then computed. The difference between the 
predicted motion and the actual motion will be used for estimating the control input to 
mobile robot system. 
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All robot wheels have the same diameter and two rear wheels are conventional 
fixed wheels on the same axle and two front wheels are centered orientation wheels. 
The wheels are modeled using ODE's basic collision primitive, cylinder, and they are 
connected to the base body using motorized hinge joints with a horizontal rotational 
axis (vertical rotation plane). ODE also provides the possibility to set a desired 
velocity with a maximum force for each wheel.  

The steering angle can be expressed as: 

)/tan( RLa=φ  . (12) 

where L is the robot length and R is the distance from the middle point PM of the rear 
wheels to the instantaneous center of curvature (ICC). The axes of all four wheels 
pass through the ICC during the driving. Due to the fixed rear wheels, the robot is not 
permitted to change its orientation on the spot like the omni-directional robots.  

The nonholonomic constraint for this kind of robot is expressed as: 

MM
PP xy

..

/tan =θ  . (13) 

The angle θ stands for the orientation of the robot frame. This constraint says that 
the direction of the translational velocity is the tangent direction of the path. The 
physical meaning of this constraint is that there is no possible motion in the axial 
direction. The robot is also equipped with 3D scanner and GPS sensor simulation 
models. Simple testing environment with rectangular shape and dimensions 20x20m, 
cluttered with random positioned obstacles with random shape and dimensions, was 
created, start and goal robot positions and orientations were set up (Fig. 3). 

 

 

Fig. 3. 3D Simulation environment 

One simple map with the obstacles and safety margins around, as well as the spline 
path computed in real-time using the algorithm presented in this work are depicted in 
Fig. 4a. The optimal path in this case is calculated in real time after two iterations. 
The efficiency of many path planning algorithms decreases dramatically in spaces 
with narrow passages. The proposed algorithm is also tested in the case of a simple 
narrow passage between two obstacles and the collision free path is found after a 
single iteration (Fig. 4b). 
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a) b) 

Fig. 4. a) Calculated spline path after two optimization steps, b) Final path through a narrow 
passage between two obstacles obtained after a single optimization step. 

The path, as defined by the algorithm, ensures safe passage of the vehicle through 
its environment and contains all necessary information. The steering angle can be 
derived from the second derivative of the path. Feedback is applied to keep the 
vehicle on the spline path. The average end-position error in the process of path 
following, along the whole path, in all cases is less than 30 mm. 

6   Conclusion and Future Work 

A novel motion constraint path planning approach for real-time navigation of mobile 
robots is proposed in this paper. The algorithm is able to produce a collision-free, 
time-optimal smooth motion trajectory. A 3D simulation has been conducted and the 
result is quite promising. The simulation result is quite satisfactory. The next step of 
our research is to refine the algorithm and make the method more robust in complex 
environments. 
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Abstract. To understand the structure-to-function relationship, life sciences 
researchers and biologists need to retrieve similar structures and classify them 
into the same protein fold. In this paper, we propose a 3D structure-based 
approach for efficient classification of protein molecules. Classification is 
performed in three phases. In the first phase, we apply fractal descriptor ma-
tching as a filter. Then, protein structures which satisfy the fractal and radius 
tolerance are classified in the second phase. In this phase, 3D Fourier 
Transform is applied in order to produce rotation invariant descriptors. Additio-
nally, some properties of primary and secondary structure are taken. In the third 
phase we use k nearest neighbor classifier. Our approach achieves 86% 
classification accuracy with applying fractal filter, and 92% without fractal 
filter. It is shown that fractal filter significantly shorten the classification time. 
Our system is faster (seconds) than DALI system (minutes, hours, days), and 
we still get satisfactory results. 

Keywords: Protein classification, fractal descriptor, 3D Discrete Fourier 
Transform, DALI. 

1   Introduction 

The structure of a protein molecule is the main factor which determines its chemical 
properties as well as its function. All information required for a protein to be folded in 
its natural structure is coded in its amino acid sequence. Therefore, the 3D representa-
tion of a residue sequence and the way this sequence folds in the 3D space are very 
important. The 3D protein structures are stored in the world-wide repository Protein 
Data Bank (PDB) [1], [2] which is the primary repository for experimentally determi-
ned proteins structures. With the technology innovation the number of 3D protein 
structures increases every day. As the number and variety of proteins continue to 
grow there has been an increasing interest in applications to help navigate through 
these large databases. There are various methods for protein retrieval and 
classification according to their structure. 

In [3], the ray-based method as a 3D-model retrieval technique is introduced. 
Silhouette, depth buffer, volume and voxel-based feature vector are presented in [4].  
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The geometric hashing method to perform protein surface matching to identify 
similar binding sites is presented in [5]. Two techniques, α-hull and 3D reference 
frames, are adopted to reduce the complex computation.  

In [6], another protein structure retrieval system is proposed. They constructed an 
indexing structure to avoid exhaustively chain structure alignments. Relevant signatu-
res have been extracted from 2D distance matrices.  

Protein classification plays a central role in understanding the function of a protein 
molecule. With the rapid increase in the number of new proteins, the need for automa-
ted and accurate methods for protein classification is increasingly important. 

In [7], a new scheme for automatic classification of 3D protein structures is 
presented. It is a dedicated and unified multiclass classification scheme. A nearest ne-
ighbor classifier has been adopted. A filter-and-refine scheme is used.  

In [8], nine different protein classification methods are included for the performance 
analysis. The nine methods used are the profile-HMM, support vector machines 
(SVMs) with four different kernel functions, SVM-pair wise, SVM-Fisher, decision 
trees and boosted decision trees.  

In this paper, we present a system for classifying protein tertiary structures. First, 
we apply fractal descriptor [9] matching as a filter. Then, protein 3D structures with 
satisfactory fractal and radius tolerance are classified in the second phase. We have 
adopted the method given in [4] to extract the geometry descriptor. Additionally, 
some features of primary and secondary structure of protein molecule are taken as in 
[10], thus forming better integrated descriptor.  

There are many algorithms used for protein classification as Naive Bayesian 
classifier, nearest neighbor classifier, decision trees and so on. In our approach, we 
have used k nearest neighbor classifier [11]. The evaluation of the classification 
algorithm is made according to the DALI method [12]. We provide some experimen-
tal results concerning the usage of the fractal filter. 

The proposed research approach is given in section 2; while in section 3 the 
experimental results and evaluation of the system are presented. Section 4 concludes 
the paper and gives some future work directions.  

2   Our Approach 

The information about protein structure is stored in PDB files. The PDB files are 
stored in the Protein Data Bank (PDB) [2], which is the primary depository of 
experimentally determined protein structures. PDB files contain information about 
primary, secondary and tertiary structure of protein molecules. We will make the 
observation that one protein is totally described by the arrangement of its atoms in the 
3D Euclidian space.  

Our goal is to provide a system which provides structural classification of protein 
structures. Phases of our classification system are illustrated on Fig. 1. The user 
uploads the PDB file of the comparing protein. The information from PDB file is pro-
cessed and fractal descriptor [9] is extracted. Fractal descriptor is compared with 
fractal descriptors of the proteins in the database according to Euclidean distance. 
After some processing (triangulation, voxelization), 3D descriptor for the query 
protein is extracted. The 3D descriptor is compared with 3D descriptors of proteins  
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Fig. 1. Phases of our classification system 

which satisfy the fractal and radius tolerance (defined by the user). Then, protein is 
classified according to k-nearest neighbor method [11] and list of results is shown. 

2.1   Volume Fractal Descriptor 

We have used the fractal descriptor proposed in [9] as a filter. The 3D space is 
divided in elementary cubes with side length of l (the scaling factor). Then we 
compute the volume of the proteins 3D shape V(l) with the box counting method, by 
calculating the ratio of the number of non empty elementary cubes. For effective and 
robust results, l should be chosen small enough, because the volume V(l) would be 
invariant of l. We can obtain the volume fractal dimension of protein as in (1). 

)llog(

))l(Vlog(
limD

0l→
=  (1) 

For the software implementation for computing (1), we can use the method for 
linear regression taking the line equation y=ax+b as model. Let the first N discrete 
samples from this line are (xi,yi), 1 ≤ i ≤ N, where xi=log(li), yi=log(V(li). Plots of the 
points (xi,yi), 1 ≤ i ≤ N, for protein 7XIM are depicted on Fig. 2. The fractal dimension 
would be the slope a of the line y=ax+b. 

The experimental results showed that the fractal dimension of protein, as unique 
descriptor feature, cannot be robust describer of its geometric features. Two proteins 
can have very close fractal dimension, but one of them can be spatially much more 
nearer. Thus, we use the proteins radius as second feature. With the radius R of 
protein we represent the radius of the smallest sphere that encloses whole protein 3D 
shape. With only these two features an effective protein descriptor is build. This 
descriptor is no memory consuming. We use the L2 norm, so matching is very fast. 

A protein fractal descriptor on a smaller dataset plotted as points (D, R) is shown 
on Fig. 3. The red point is descriptor of query protein and it has four descriptors  
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Fig. 2. Plots for the protein 7XIM 
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Fig. 3. Plotting descriptors as points 

which satisfy the predefined threshold (fractal and radius tolerance). Fractal and 
radius tolerance are defined by the user. 

The fractal descriptor is not robust enough to retrieve the proteins that best match 
to the query protein, but using the k-nearest neighbors we can find the set of proteins 
which potentially match the query. In other words, we can reduce the database for up 
to 90% and then use some more robust methods, which are more time and memory 
consuming. 

2.2   Voxel Based Descriptor 

We have used the voxel-based algorithm presented in [4] to extract the geometry 
descriptor and the Euclidean distance as a metric for comparison. In [4], this 
algorithm is proposed for any kind of objects (airplanes, cars etc.). In this paper we 
have used this algorithm for building protein structure classification system. 

Since the exact 3D position of each atom and its radius are known (according to 
PDB file), it may be represented by a sphere. First, we perform triangulation in order 
to build a mesh model which presents the protein structure. The surface of each 
sphere is triangulated. In this way, a sphere consists of a small set of vertices and a set 
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of connections between the vertices. Finally, a protein is comprised of a set of 
spheres, along with the corresponding vertices and the connections among them. 
Then, the centre of mass is calculated and the protein is translated so the new centre 
of mass is at the origin. The distance dmax between the new origin and the most distant 
vertex is computed and protein is scaled, so dmax =1. In this way, we provide 
translation and scale invariance. 

After triangulation, we perform voxelization. Voxelization transforms the 
continuous 3D-space, into discrete 3D voxel space. The voxelization proceeds in three 
steps: discretization, sampling, and storing. Discretization divides the continuous 3D-
space into voxels. With sampling, depending on positions of the polygons of a 3D-
mesh model, to each voxel vabc a value is attributed equal to the fraction of the total 
surface area S of the mesh which is inside the region µabc (2).  
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, 0 ≤ a,b,c  ≤ N - 1. (2) 

Each triangle Tj of a model is subdivided into pj
2 coincident triangles each of which 

has the surface area equal to  δ = Sj / pj
2,  where Sj is the area of Tj . If all vertices of 

the triangle Tj lie in the same cuboid region µabc, then we set pj = 1, otherwise we use 
(3) to determine the value of pj, as in [4].  
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For each newly obtained triangle, the center of gravity G is computed, and the 
voxel µabc is determined. Finally, the attribute vabc is incremented by δ. The quality of 
approximation is set by the parameter pmin. In our implementation we have set  
pmin =32000.  

The information contained in a voxel grid can be processed further to obtain both 
correlated information and more compact representation of voxel attributes as a 
feature. We applied the 3D Discrete Fourier Transform (3D-DFT) to obtain a spectral 
domain feature vector which also provides rotation invariance of the descriptor. A 
3D-array of complex numbers F = [fabc] is transformed into another 3D-array by (4).   
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Since we apply the 3D-DFT to a voxel grid with real-valued attributes, we shift the 
indices so that (a; b; c) is translated into (a–M/2; b–N/2; c–P/2). Let M=N=P and we 
introduce the abbreviation (5).  

abc
'

2/Pc,2/Nb,2/Ma υυ ≡−−−  (5) 

Thus, the origin (0; 0; 0) is shifted to (N/2; N/2; N/2). We take magnitudes of low-
frequency coefficients as components of the vector. Since the 3D-DFT input is a real-
valued array, the symmetry is present among obtained coefficients, so the feature vector 
is formed from all non-symmetrical coefficients (6).  



120 G. Mirceva et al. 

1 ≤ | p | + | q | + | s | ≤ k ≤ N/2                                (6) 

We form the feature vector by the scaled values of  f’pqs by dividing by |f’000|. This 
vector presents geometrical properties of the protein. 

Additionally, characteristic attributes of the primary and secondary structure of the 
protein molecules are extracted, forming attribute-based descriptor vectors as in [10]. 
More specifically, concerning the primary structure, the ratios of the amino acids’ 
occurrences and hydrophobic amino acids ratio are calculated. Concerning the secon-
dary structure, the ratios of the helix types’ occurrences, the number of Helices, 
Sheets and Turns in a protein are also calculated. These features and the weights 
assigned to them are listed in Table 1. 

Table 1. Structural features and their weights 

Secondary structure features Weight (%) 
Ratios of Helix types 1 
Number of HELICES 1 
Number of SHEETS 1 
Number of TURNS 1 
Primary structure features Weight (%) 
Hydrophobic residue ratio 6 
Residue ratios 90 

 
Hydrophobic amino acids tend to be in the centre of the protein 3D structure, while 

hydrophilic amino acids tend to be on the surface of the protein 3D structure. Thus 
hydrophobic amino acids ratio very well gives primary information about 3D 
structure of the protein. That’s why a significant weight is assigned to this feature.  

In the process of retrieval, voxel descriptors are compared according to their Eucli-
dean distance. 

The geometrical descriptors are compared in pairs by using (7), as in [4].  
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For p = 2, the parameter α is computed by using (8).  
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The structural similarity is evaluated by (9), where additionally different weights 
(see Table 1) to the attributes were assigned. 
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The overall similarity is determined by (10). As it can be seen from (10), our 
algorithm is mainly based on geometrical features (90%) rather than structural 
features (10%). 
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D= k1DG+ k2DS   ,    k1=90%,     k2=10% (10) 

By using the overall similarity measure, the distance between descriptor of compa-
ring protein and descriptors of proteins which satisfy the fractal and radius tolerance 
are calculated, and a list of results according to Euclidean distance is returned. 

2.3   Distance-Weighted k Nearest Neighbors Classifier 

There are many algorithms used for protein classification as Naive Bayesian 
classifier, nearest neighbor classifier, decision trees and so on. In this approach we 
have used k nearest neighbor classifier [11] in the classification of proteins. As the 
name indicates, k-nearest neighbors of the query protein q, are used to determine the 
class of q. Different weights are assigned to the k neighbors based on their distance 
from the query protein, namely inverse square of the distances is used as weight. The 
effectiveness depends on the number k as well as on the weighting of the k neighbors. 

We have used (11) in order to classify the query protein, where function f(i,Cl) is a 
binary function which present if the i-th most similar protein belongs to class Cl. 
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3   Experimental Results 

We have implemented a web-based system for protein classification. The dataset 
consists of 1065 proteins from 26 classes from the FSSP/DALI database [13]. Some 
experimental results for classifying the protein transferase are shown on Fig. 4. The 
first protein that is shown (n. 1) is the most similar protein of the winning class; the 
second one is the most similar protein from the second winning class and so on. Only 
classes to whom the first k proteins belong are shown.  

 

 

Fig. 4. Experimental results for classifying the protein transferase 
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We have compared our results on a test set of 50 randomly selected proteins with 
the results of DALI system and we got more than 92% classification accuracy without 
applying fractal filter and 86% classification accuracy with applying fractal filter. 
From the performance point of view, the analysis showed that our system is faster 
(takes few sec) than the DALI system which lasts much longer (minutes, hours), and 
we still get satisfactory results. 

First, we examined the classification time taken from our system with using fractal 
filter against classification time taken by the DALI system. The ratios between the 
times taken from our system by using fractal filter and the DALI system are presented 
on Fig. 5. As it can be seen, DALI takes much longer than our system. For example, 
for the first selected protein, DALI system response time was 91 sec., while the 
response time of our system was 1.87 sec., so the ratio 1.87/ (1.87+91) = 2% 
corresponds to the first experiment on Fig. 5. Corresponding ratios for the other 
proteins were calculated in the same way.  

In addition, we investigated the influence of using fractal filter. For the same test 
protein, by using fractal filter, our system’s response time was 1.875 sec, while in the 
case without fractal filter the response time was 6.26 sec. The ratio of classification 
time with and without applying fractal filter is shown on Fig. 6. It can be seen that 
classification lasts less time when we use the fractal filter. The difference between 
classification times of our system with and without fractal filter will significantly 
increase as the number of proteins in the database increases. 
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Fig. 5. The ratio of classification times of our system by using fractal filter and DALI system 
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Fig. 6. The ratio of classification times of our system with and without fractal filter 
 

4   Conclusion 

We have presented a system for protein molecules classification by using information 
about their primary, secondary and tertiary structures. We also applied fractal method 
as a filter, in order to obtain faster classifier.  

A part of the FSSP/DALI database, which provides a structural classification of the 
proteins, was used to evaluate the classification. The results show that our system 
achieves more than 92% classification accuracy without applying fractal filter and 
86% classification accuracy with applying fractal filter, while it is much simpler and 
faster (few sec) than the DALI system (minutes, hours).  

We also provide some experimental results concerning the usage of the fractal 
filter. It was shown that fractal filter significantly shorten the classification time, that 
will be much obvious on larger dataset. 

Our future work will be concentrated on increasing the efficiency of the system by 
investigating new descriptors and incorporating additional characteristics in the 
descriptors. Also, more sophisticated classifiers can be used that would lead to faster 
and more accurate system. 
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Abstract. The recent advent of high throughput methods has generated large 
amounts of protein interaction network (PIN) data. A significant number of 
proteins in such networks remain uncharacterized and predicting their function 
remains a major challenge. A number of existing techniques assume that 
proteins with similar functions are topologically close in the network. Our 
hypothesis is that the simultaneous activity of sometimes functionally diverse 
functional agents comprises higher level processes in different regions of the 
PIN. We propose a two-phase approach. First we extract the neighborhood 
profile of a protein using Random Walks with Restarts. We then employ a “chi-
square method”, which assigns k functions to an uncharacterized protein, with 
the k largest chi-square scores. We applied our method on protein physical 
interaction data and protein complex data, which showed the later perform 
better. We performed leave-one-out validation to measure the accuracy of the 
predictions, revealing significant improvements over previous techniques.  

Keywords: Protein interaction networks, Neighbourhood extraction, Protein 
function prediction. 

1   Introduction 

The rapid development of genomics and proteomics has generated an unprecedented 
amount of data for multiple model organisms. As has been commonly realized, the 
acquisition of data is but a preliminary step, and a true challenge lies in developing 
effective means to analyze such data and endow them with physical or functional 
meaning [1]. The problem of function prediction of newly discovered genes has 
traditionally been approached using sequence/structure homology coupled with 
manual verification in the wet lab. 

The first step, referred to as computational function prediction, facilitates the 
functional annotation by directing the experimental design to a narrow set of possible 
annotations for unstudied proteins. 
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Significant amount of data used for computational function prediction is produced 
by high-throughput techniques. Methods like Microarray co-expression analysis and 
Yeast2Hybrid experiments have allowed the construction of large interaction networks. 
A protein interaction network (PIN) consists of nodes representing proteins, and edges 
representing interactions between proteins. Such networks are stochastic as edges are 
weighted with the probability of interaction. There is more information in a PIN 
compared to sequence or structure alone. A network provides a global view of the 
context of each gene/protein. Hence, the next stage of computational function 
prediction is characterized by the use of a protein’s interaction context within the 
network to predict its functions. A node in a PIN is annotated with one or more 
functional terms. Multiple and sometimes unrelated annotations can occur due to 
multiple active binding sites or possibly multiple stable tertiary conformations of a 
protein. The annotation terms are commonly based on an ontology. A major effort in 
this direction is the Gene Ontology (GO) project [2]. GO characterizes proteins in three 
major aspects: molecular function, biological process and cellular localization. 
Molecular functions describe activities performed by individual gene products and 
sometimes by a group of gene products. Biological processes organize groups of 
interactions into “ordered assemblies.” They are easier to predict since they localize in 
the network. In this paper, we seek to predict the GO molecular functions for 
uncharacterized (target) proteins. The main idea behind our function prediction 
technique is that function inference using only local network analysis but without the 
examination of global patterns is not general enough to cover all possible annotation 
trends that emerge in a PIN. 

According to a recent survey [3], most existing network-based function prediction 
methods can be classified in two groups: module assisted and direct methods. Module 
assisted methods detect network modules and then perform a module-wide annotation 
enrichment [4]. The methods in this group differ in the manner they identify modules. 
Some use graph clustering [5, 6] while others use hierarchical clustering based on 
network distance [4, 7, 8], common interactors [9] and Markov random fields [10]. 

Direct methods assume that neighboring proteins in the network have similar 
functional annotations. The Majority method [11] predicts the three prevailing 
annotations among the direct interactors of a target protein. This idea has later been 
generalized to higher levels in the network [12]. Another approach, Indirect Neighbor 
[13], distinguishes between direct and indirect functional associations, considering 
level 1 and level 2 associations. The Functional Flow method [14] simulates a 
network flow of annotations from annotated proteins to target ones. Karaoz et al. [15] 
propose an annotation technique that maximizes edges between proteins with the 
same function. 

A common drawback of both the direct and module-assisted methods is their 
hypothesis that proteins with similar functions are always topologically close in the 
network. The direct methods are further limited to utilize information about neighbors 
up to a certain level. Thus, they are unable to predict the functions of proteins 
surrounded by unannotated interaction partners. 

We hypothesize that the simultaneous activity of sometimes functionally diverse 
functional agents comprise higher level processes in different regions of the PIN. Our 
hypothesis is more general, since a clique of similar function proteins can be  
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equivalently treated as a set of nodes that observe the same functional neighborhood. 
A justification for our approach is provided by Fig.1 which shows that proteins of 
similar function may occur at large network distances. 
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Fig. 1. Proteins sharing annotations do not always interact in the Filtered Yeast Interactome 
(FYI) [16] 

2   Research Methods 

Our approach divides function prediction into two steps: extraction of neighbourhood 
profile, and prediction based on the computed neighbourhood (Fig. 2). According to 
our hypothesis, we summarize the functional network context of a target protein in the 
neighbourhood extraction step. We compute the steady state distribution of a Random 
Walk with Restarts (RWR) from the protein. The steady state is then transformed into 
a functional profile. In the second step, we employ a chi-sqare method to predict the 
function of a target protein based on its neighbourhood profile.  

2.1   Extraction of Neighbourhood Profiles 

We summarize a protein’s neighborhood by computing the steady state distribution of 
a Random Walk with Restarts (RWR). We simulate the trajectory of a random walker 
that starts from the target protein and moves to its neighbors with a probability 
proportional to the weight of each connecting edge. We keep the random walker close 
to the original node in order to explore its local neighborhood, by allowing transitions 
to the original node with a probability of c, the restart probability. 

Let G = (V;E) be the graph representing a protein-protein interaction network, 
where V is the set of nodes (proteins), and E is the set of weighted undirected edges,  
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where the weight shows the probability of interaction (or functional association) 
between protein pairs. We define the proximity of a node v to a start node s, ps(v), as 
the steady state probability that a random walk starting at node s will end at node v. 

 

 

Fig. 2. Function prediction process: extraction of neighbourhood profile, and prediction based 
on the computed neighbourhood 

Random walk method simulates a random walker that starts on a source node, s (or 
a set of source nodes simultaneously). At every time tick, the walker chooses 
randomly among the available edges (based on edge weights), or goes back to node s 
with probability c. The restart probability c enforces a restriction on how far we want 
the random walker to get away from the start node s. In other words, if c is close to 1, 
the affinity vector reflects the local structure around s, and as c gets close to 0, a more 
global view is observed. 

The probability ps(v)
(t)

, describes the probability of finding the random walker at 

node v at time t. The steady state probability ps(v) gives a measure of proximity to 
node s, and can be computed efficiently using iterative matrix operations. Fig. 3 
shows the iterative algorithm, which provably converges. The number of iterations to 
converge is closely related to the restart probability c. As c gets smaller the diameter 
of the observed neighborhood increases, thus the number of iterations to converge 

gets larger. The convergence check requires the L1-norm between consecutive 

)(Vp s

→
s to be less than a small threshold, e.g., 10-12. In our experiments, for c=0,30 

the average number of iterations to converge is around 55.  
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A possible interpretation of the neighborhood profile is an affinity vector of the 
target node to all other nodes based solely on the network structure. 

 
Input: the interaction network G = (V;E); 
            a start node s; 

restart probability c; 

Output: the proximity vector )(Vp s

→
; 

 

Let )(Vr s

→
 be the restart vector with 0 for all its entries except a 1 for the entry 

denoted by node s; 
Let A be the column normalized adjacency matrix defined by E; 

Initialize )(Vp s

→
 := )(Vr s

→
; 

while ( )(Vp s

→
 has not converged): 

            )(Vp s

→
 := (1 - c)A )(Vp s

→
 + c )(Vr s

→
; 

Fig. 3. The iterative algorithm to compute the proximity of all the nodes in the graph to a given 
start node s 

2.2   Chi-Square Method for Protein Function Prediction 

The second step in our approach is predicting the annotations of a given protein Pi 
based on its neighborhood profile Nei(i). We use a method to infer protein functions 
based on χ2-statistics. For a protein Pi, let ni(j) be the number of proteins interacting 
with Pi and having function Fj. Let ei(j) = #Nei(i) × πj be the expected number of 
proteins in Nei(i) having function Fj , where #Nei(i) is the number of proteins in 
Nei(i). Define 
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For a fixed k, they assign an unannotated protein with k functions having the top k  
χ2-statistics.  

The two steps of our approach are completely independent, different approaches 
can be adopted for neighboorhood extraction and classification. 

3   Results 

Our study assessed the reliability of two different groups of protein-protein interaction 
data: the protein physical interaction data and the protein complex data. The protein 
physical interaction data included two yeast two-hybrid data sets, by Uetz et al. [17]  
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and DIP [18], a collection of protein interactions from the literature and the yeast two-
hybrid assays. The protein complex data included experimentally determined MIPS 
physical interaction data set [19], obtained by systematic purification of protein 
complexes and protein identification via mass spectrometry, and a set of 
experimentally determined protein complexes called “MIPS Complex” [19]. 

We separated protein complex data from protein physical interaction data because 
of their obvious difference: not all protein pairs in a complex interact with one 
another, and not all physically interacting protein pairs are in the same complex. 
Many protein complexes such as ribosomes and RNA Polymerases are essential for a 
cell, and the interactions within a complex are generally more stable and stronger and 
have a longer life span than most other physical interactions, while other physical 
interactions include other important interactions such as signal transductions. 

We compare the accuracy of the techniques by performing leave one-out validation 
experiments. We use leave-one-out validation because many annotations in the actual 
network are of relatively low frequency, and thus limiting the training set. Our 
method is working with actual networks, containing significant number of 
uncharacterized proteins and hence this is a realistic measure of the accuracy. In this 
setup, a target protein is held out (i.e. its annotations are considered unknown) and a 
prediction is computed using the rest of the annotation information in the network.  

The accuracy of the predictions is measured as follows. The method randomly 
selects an annotated protein and assumes it as unannotated. Then we predict its 
functions by using our method. We then compare the predictions with the annotations 
of the protein. We repeat the leave-one-out experiment for K proteins, Pi, … , PK. Let 
ni be the number of known functions for protein Pi, mi be the number of predicted 
functions for protein Pi, and ki be the overlap between the set of observed functions 
and the set of predicted functions. The specificity (SP) and the sensitivity (SN) can be 
defined as: 

∑
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K
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For comparison, we implement the neighbourhood counting method [11] and the 
χ2 method [12] for functional annotation. We choose the top 1, 2, 3, 4 and 5 
functions, respectively, and assign these functions to each unannotated protein. The 
results of the comparison with the Uetz, DIP, MIPS physical and MIPS complex data 
sets are shown in Figures 4,5,6 and 7 respectively. As can be seen our method 
outperforms by a margin on every single data set. Figure 8 presents the assessment of 
the data sets in terms of their reliability when used in the process of protein function 
prediction. Our results confirm that the components of a protein complex can be 
assigned to functions that the complex carries out within a cell. The complex data sets 
generally perform better in function predictions than do the physical interaction data 
sets. 
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Fig. 4. Sensitivity and specificity of functional prediction using the Uetz data set 
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Fig. 5. Sensitivity and specificity of functional prediction using the DIP data set 
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Fig. 6. Sensitivity and specificity of functional prediction using the MIPS physical data set 
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Fig. 7. Sensitivity and specificity of functional prediction using the MIPS complex data set 
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Fig. 8. Sensitivity and specificity of functional prediction for different PIN data sets 

4   Conclusion 

A new method for protein function prediction using protein interaction networks was 
presented. It is based on a general hypothesis, since a clique of similar function 
proteins can be equivalently treated as a set of nodes that observe the same functional 
neighborhood. We exploit this hypothesis by employing Random Walk with Restarts 
on the PIN, and extracting the neighborhood profile of an unannotated protein from 
which we later make the decision of assigning functions to the target by using a “chi-
square” method. We validated this two-phase approach by applying it to two different 
groups of protein interaction data: protein physical interaction data and protein 
complex data. Experiments revealed that the prediction accuracy of our method 
outperforms existing techniques by a margin regardless of the data set used. These 
results are one more proof of the hypothesis that we based our method on. We also 
assessed the different data sets regarding their reliability on protein function 
prediction which showed that complex data sets generally perform better than do the 
physical interaction data sets. 
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Abstract. The protein function is tightly related to classification of proteins in 
hierarchical levels where proteins share same or similar functions. One of the 
most relevant protein classification schemes is the structural classification of 
proteins (SCOP). The SCOP scheme has one negative drawback; due to its 
manual classification methods, the dynamic of classification of new proteins is 
much slower than the dynamic of discovering novel protein structures in the 
protein data bank (PDB). In this work, we propose two approaches for 
automated protein classification. We extract protein descriptors from the 
structural coordinates stored in the PDB files. Then we apply C4.5 algorithm to 
select the most appropriate descriptor features for protein classification based 
on the SCOP hierarchy. We propose novel classification approach by 
introducing a bottom-up classification flow, and a multi-level classification 
approach. The results show that these approaches are much faster than other 
similar algorithms with comparable accuracy.  

Keywords: Structural Classification of Proteins (SCOP), C4.5 Classification, 
Protein function prediction. 

1   Introduction 

Proteins play vital structural and functional role in every cell in living organisms. They 
are constructed by long chains of amino acid residues folding into complex three-
dimensional polypeptide chain structures. This three-dimensional representation of a 
residue sequence and the way this sequence folds in the 3D space are very important to 
understand the logic in which a function of a protein is based on. In fact, the concept of 
function typically acts as an umbrella term for all types of activities that a protein is 
involved in, be it cellular, molecular or physiological. Also, evolutionary evidence 
could potentially be derived from conserved protein structures existed in multiple 
spices. The knowledge of protein function is a crucial link in the development of new 
drugs, better crops, and even development of synthetic biochemicals. 
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Since the determining of the first 3D structure of the protein myoglobin, up to now, 
the complexity and the variety of the protein structures has increased as the number of 
the new determined macromolecules has. Therefore, a need for a classification of 
proteins is obvious, which may result in a better understanding of these complicated 
three-dimensional structures, their functions, and the deeper evolutionary procedures 
that led to their creation. In molecular biology, many classification schemes and 
databases (CATH [16], FSSP [15] and SCOP [2]) have been developed in order to 
describe the different kinds of similarity between proteins. 

The Structural Classification of Proteins - SCOP database [2] describes the 
evolutionary relationships between proteins of known structure. It has been accepted 
as the most relevant and the most reliable classification hierarchy [3]. This is due to 
the fact that SCOP strictly builds its classification decisions based on visual 
observations of the structural elements of the proteins made by human experts. 
Therefore, this manual approach during the classification process of new structures 
clarifies that SCOP is completely biased towards reliable and precise protein 
classification. The main levels of the SCOP hierarchy are Family, Superfamily, Fold, 
and Class. Using the terminology of the SCOP database, two proteins that belong to 
the same fold share a common three-dimensional pattern with the same major 
secondary structure elements (SSEs) in the same arrangement with the same 
topological connections. In the SCOP hierarchy, folds are grouped into different 
classes, where a class is defined by the topographical arrangement of the secondary 
structures of its member proteins. Although SCOP is highly reliable and precise 
system, it has one negative drawback. Namely, due to its manual classification 
methods, the dynamic of classification of new proteins in SCOP can’t follow the 
dynamic of discovering novel protein structures stored in PDB (38.200 proteins 
classified in SCOP vs. 59.800 protein entries in PDB in August 2009). This clearly 
brings in front the necessity of a system which will classify proteins in a precise and 
reliable manner as SCOP does, but in an automated fashion.  

There are various approaches for protein classification which are trying to offer 
efficient and completely automated protein classification. These approaches have 
different characteristics in terms of algorithm for determining protein similarity. 
Basically, the protein similarity metric used defines the complexity and the efficiency 
of the classification approach. 

One way to determine protein similarity is to use sequence alignment algorithms 
like Needleman–Wunch [19], BLAST [18], PSI-BLAST [17] etc. They offer fast and 
efficient recognition of overlapping subsequences in two protein structures which 
leads to detection of closely related protein structures, but these methods cannot 
recognize proteins with remote homology.  

Instead of sequence alignment methods, structure alignment methods like CE [5], 
MAMMOTH [6], DALI [7], etc. are used to detect and highlight distant homology 
relations between protein structures. In general these methods are very precise and 
efficient and they have high degree of successful mapping of existing structures in 
new proteins. Structure alignment methods perform one-against-all proteins 
comparison in order to find the most similar existing protein to a novel protein 
structure. Having in mind that the number of classified proteins, for example in 
SCOP, is ever increasing and that structure alignment methods are quite cost 
expensive, the speed of classification with these methods is always questioned. For 
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example CE takes 209 days [5] to classify 11.000 novel protein structures. The 
bottom-up classification approaches proposed in this paper took around 6 hours to 
classify 9.994 proteins. 

There are numerous research approaches that combine sequence and structure 
alignment of the proteins. SCOPmap [8] is a system that uses a pipelined architecture 
for the classification. SCOPmap uses four sequence alignment methods: BLAST [18], 
PSI-BLAST [17], RPS-BLAST and COMPASS [11] and two structure alignment 
methods: VAST [20] and DaliLite [10]. This pipelined approach brings to front high 
complexity of the classification process. FastSCOP [9] is another, more efficient 
system than SCOPmap which is based on 3D-BLAST [21] and MAMMOTH [6]. 3D-
BLAST is structure alignment method that is used as a preprocessing filter to produce 
the top 10 scores. Afterwards, these top 10 results are used by MAMMOTH in order 
to find the most similar protein structures to the query structure. Although fastSCOP 
possesses high precision, the used combination of methods eventually in future, 
considering the ever increasing number of novel proteins, will produce increasing 
classification complexity. 

Instead of using the alignment methods, the classification based on the mapping of 
the protein structure in the high-dimensional uniform descriptor space can be found as 
very promising. In [14] protein descriptor is formed by first producing distance 
matrix, which is treated as image, and local and global protein features are extracted 
from the image histograms. The whole descriptor dimension is 33, consisted from 24 
local features and 9 global features. This protein descriptor afterwards is used for 
protein classification into the SCOP hierarchy based on the E-predict algorithm [14]. 
In [1] protein descriptor is generated solely from the protein sequence information in 
order to avoid complex structure comparison. The protein descriptor gives 
information for the number of different amino acids, the hydrophobicity, the polarity, 
the Van der Waals volume, the polarizability and for the secondary structures in the 
protein structure. With this protein descriptor, proteins are classified hierarchically 
into the SCOP hierarchy with Naive Bayes and boosted C4.5 methods [1].  

In this work, we propose two classification processes based on generated protein 
descriptors in combination with C4.5 decision tree classification algorithm. As a 
classification scheme, the SCOP classification hierarchy is used. First we introduce 
the classification flow that is based on a bottom-up classification according to the 
SCOP hierarchy. The implemented classification logic is original and new due to the 
fact that according to the related work there were no protein classification approaches 
which use similar classification architecture. Second we adjust the multi-level 
modification of the C.4.5 decision tree algorithm to solve the SCOP classification. 
The implemented approaches introduce tremendous speed up compared with the 
structure alignment algorithms. They are ~816 times faster than CE [5] and ~68 times 
faster than MAMMOTH [6]. They are less correct than fastSCOP [9] which has 
accuracy of 98% for the SUPERFAMILY level compared with our 84% for bottom-
up approach and 80% for multi-level approach. However, our algorithms are ~70 
times faster than MAMMOTH. 

In section 2 we present the classification process architecture and the used 
classification methods. Section 3 presents the experimental results, while the section 4 
concludes the paper. 
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2   Classification Process Architecture and Methods 

The classification process architecture has three main features. First, this architecture 
is based, and it uses the SCOP classification scheme. Second, it uses 3D protein 
descriptor [13] which transforms the protein tertiary structure into N-dimensional 
feature vector, and additionally gives some other protein structural features. And 
finally, as a classification algorithm decision trees trained with C4.5 are used. 

 

Fig. 1. Classification process architecture 

Chronologically (as can be seen from the Fig. 1) the system is consisted of two 
phases: training phase and testing or classification phase. The training or offline data 
flow takes into consideration the knowledge given in the SCOP hierarchical database 
to build predicative classification flow for each SCOP hierarchy level. The training 
procedure can be divided in two general processes. The first one is the descriptor 
extraction (shown on Fig. 2) and data set generation process. Descriptors consisting of 
450 features (416 of them describe the protein’s geometry, while 34 of them give 
information for the primary and secondary protein structure) are generated for each 
protein forming a training set for the C4.5 decision tree algorithm. This descriptor 
relies on the geometric 3D structure of the proteins. After triangulation, normalization 
and voxelization of the 3D protein structures, the Spherical Trace Transform is 
applied to them to produce geometry - based descriptors, which are completely 
rotation invariant. 

The second process is the process of forming and training of the decision trees for 
the protein classifiers. We propose two approaches in solving this classification task.  
 

 

Fig. 2. Protein descriptor generation process 
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First one is the bottom-up classification approach, while the second one is the multi-
level modification of the C4.5 algorithm. The classification logic of both classifiers is 
based on the fact that the SCOP classification hierarchy is tree–like hierarchy, 
providing only one parent node for every child node in the hierarchy. According to 
this fact, if we know the domain of the protein, then we know the upper SCOP levels 
(the whole hierarchy) for that protein. These two classification approaches are 
explained in the following subsections. 

2.1   Bottom-Up Classification Approach 

Basically this classification flow is by all means very much similar to the classical  
top – down approach, except that the starting point is changed. Instead of starting the 
classification from the root, it is started from the leafs.  

Decision trees are built for each level of the SCOP hierarchy, providing separate 
trees for classification in class, fold, superfamily, family and domain. Also we provide 
additional level-specific decision trees that are trained for classification in specific  
 

 

Fig. 3. Bottom-up classification approach 
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cases. Namely if we use domain specific decision tree trained for all protein instances 
it is obvious that this classifier will be low accurate. In cases when we know the upper 
level of the SCOP hierarchy of a given protein, than we can use additional decision 
trees trained on the subset of the protein data taking into account only the descendant 
proteins grouped in the lower levels of the SCOP hierarchy. In this way, there are 
class specific, fold specific, superfamily specific and family specific decision trees for 
determination of domain. Also, additional decision trees are built for determination of 
one-level up SCOP levels (class specific decision trees for fold determination etc.). 
These decision trees are afterwards used in the classification process of novel 
proteins.  

As can be seen from the Fig. 3, the unknown protein is passed through the domain 
specific classifier. If the domain classifier correctly classifies unknown protein, then 
there is no need to classify the protein in the upper levels. The classification process 
can associate the upper hierarchy labels from the background knowledge extracted 
from the SCOP hierarchy. If the domain classifier incorrectly classifies the protein, 
than the protein is being preceded to the classifier into the higher level of the 
hierarchy, in this case the decision tree for family determination. If the classified 
family is correct, than the rest of the levels of the hierarchy for the protein are known, 
except the domain, which remains unknown. To correct this, we precede the protein 
to the level-specific decision tree for determination of domain, trained only with 
instances from the predicted family. In this way we lower the false positive hits in the 
classification flow if we use separate decision trees for separate SCOP levels. If the 
classified family is mistaken, the classifier continues one level up into the hierarchy, 
in this case it continues with predicting the superfamily level of the new protein. This 
step is also the next step if the family specific decision tree mistakes the protein 
domain. Otherwise the classification is finished. The process of protein classification 
continues with the backward recursion explained in the previous paragraph until it 
reaches the top level of the SCOP hierarchy, the class level. If there is no success in 
recognizing the correct protein domain, then the protein is announced as a protein 
with unknown SCOP label, possibly a candidate for a new label in the SCOP 
hierarchy. 

2.2   Multi-level Modification of the C4.5 Algorithm 

Traditional single-label classification is concerned with learning from a set of 
examples that are associated with a single label l from a set of disjoint labels L, |L|>1. 
If |L|=2, then the learning problem is called a binary classification problem, while if 
|L|>2, then it is called a multi-class classification problem. The problem of classifying 
proteins in SCOP hierarchy is a standard multi-class or multi-level classification 
problem. 

For the purposes of the protein classification, we have used and readapted the 
modification of the C4.5 algorithm [22] for multi-label data. In order to automate the 
SCOP classification we need to: (1) have information about the hierarchy of classes, 
(2) calculate the entropy, and (3) check the membership of the new protein in the 
existing hierarchy. We have provided flat text file with the SCOP hierarchy labels  
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organized in tree-like manner. The modification of the C4.5 algorithm for multi-label 
data is made by changing the entropy calculation: 

 
(1) 

where p(ci) = relative frequency of class ci and q(ci) = 1−p(ci). Also there is allowed 
multiple labels in the leaves of the tree. 

By applying the multi-label C4.5 classification the end result is one decision tree 
that can classify new protein structures in branch of the SCOP hierarchy at once. 

3   Experimental Results 

All of the experiments were conducted on a PC with a 2.2 GHz Intel Core 2 CPU and 
2GB RAM. The SCOP hierarchy from the last two versions SCOP1.71 and SCOP 
1.73 were downloaded and integrated into Oracle 10g database. The protein descriptor 
generation was made in C++. The bottom-up classification approach was 
implemented in C#.NET by using the C4.5 decision trees generated by WEKA data 
mining toolkit. The multi-level modification of the C4.5 algorithm was implemented 
in C#.NET. 

In the training phase, 73.642 out of 75.930 classified protein chains from SCOP 
v1.71 were used for training the decision trees for both classification strategies. For 
the bottom-up approach, instead of having one decision tree for each level of the 
SCOP hierarchy, ensemble of decision trees is used for each level of the SCOP 
hierarchy. The idea for ensemble of trees came as a result of the huge memory 
requirements of the approach with one tree per level. The number of trees per 
ensemble in one level and number of output classes per tree in each level are 
presented in Table 1. 

Table 1. Number of trees per ensemble in one level and number of output classes per tree in 
each level 

Level Classes per tree Number of trees per level 
CLASS 11 1 
FOLD 256 5 
SUPERFAMILY 169 12 
FAMILY 341 11 
DOMAIN 659 14 

 
In the test phase, 3.576 protein chains from the SCOP v1.73 were taken. We have 

selected only those proteins that were not previously classified in the SCOP v1.71, 
and the domain of the selected protein from the SCOP v1.73 must be present in the 
SCOP v1.71 hierarchy. 

The classification results for our proposed classification approaches, bottom-up 
classification approach and multi-level modified C4.5 approach are shown on the 
Table 2 and Table 3 respectively. 
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Table 2. Results of the classification with the bottom-up approach 

Level Correctly classified Incorrectly classified Accuracy 
CLASS 3154 422 88,2% 
FOLD 3027 549 84,65% 
SUPERFAMILY 2993 583 83,69% 
FAMILY 2886 690 80,7% 
DOMAIN 2839 737 79,39% 

Table 3. Results of the classification with the multi-level modification of C4.5 

Level Correctly classified Incorrectly classified Accuracy 
CLASS 3050 526 85,29% 
FOLD 2957 619 82,69% 
SUPERFAMILY 2864 712 80,09% 
FAMILY 2839 737 79,38% 
DOMAIN 2821 755 78,88% 
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Fig. 4. Classification accuracy comparison of our approaches and the approaches presented in 
[14] and [1] 

We have compared our results with the protein classification approaches given in 
[1] and [14]. The dataset used in [1] is based on SCOP v1.67 and consists of 311 
training proteins taken from 27 most populated SCOP folds with no more than 35% 
sequence similarity between any two proteins. This approach presents only 
classifications by class and fold levels of the SCOP hierarchy. The dataset used in 
[14] is based on SCOP v1.69, and the test proteins are taken among two consequence 
SCOP versions. This approach provides only classification results for the fold level of 
the SCOP hierarchy. On Fig.4 we show the comparison results between classification 
results given in [1], [14], and our bottom-up approach and multi-level modification of 
C4.5 algorithm. As can be seen from the obtained results, the precision of the 
classification is satisfying. In classifying fold in [14] the precision is 92% for SCOP 
v1.69 when E-predict is used as a classification algorithm, but if C4.5 decision tree is 
used as classifier the precision for fold prediction is 82%. From this point of view our 
classifiers have comparable accuracy and produce classification results for the whole 
SCOP hierarchy, not by partial levels. It should be mentioned here, that fastSCOP [9] 
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predicts the protein superfamily with 98% accuracy compared with 84% accuracy in 
our bottom-up classifier, but our bottom-up classifier classifies proteins nearly ~70 
times faster then fastSCOP thus providing much higher efficiency.  

Also we have conducted the speed performance testing (as shown on the Fig. 5) of 
our classification approaches compared with the CE [5] and MAMMOTH [6] 
approaches. We have randomly selected around 10.000 proteins and passed them to 
all four systems. The bottom-up classification lasted 6 hours on a Intel Core 2 Duo 
machine with 2 GB RAM, while multi-level C4.5 modification lasted around 11,5 
hours (~1,95 times slower) on the same machine. The MAMMOTH results are 
obtained on Intel Pentium 2.8 GHz machine, while the CE results are obtained on Sun 
Ultra Sparc II machine.  
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Fig. 5. Speed comparison of protein classification by using different classification approaches 

4   Conclusion 

The objective of this paper was to make empirical tests of the usefulness and the 
contribution of the different protein features to the decision tree classification 
precision and the usefulness of the bottom-up classification approach and multi-level 
modification of the C4.5 algorithm. It is evident that these approaches which use 
protein descriptor and decision tree algorithms for classification introduces high level 
of efficiency which can be concluded from the time taken to classify unknown protein 
and the percent of correctly classified proteins. The multi-level modification of C4.5 
does not find as many rules as would be found by learning all the levels individually. 
This is to be expected, as the criteria for choosing nodes in the decision tree are 
slightly different, and a different amount of information is available.  

The provided comparison with some other relevant works proves the satisfying 
results obtained with this work. In the future we plan to extend the classification in 
order to solve the problem of classification of proteins in novel SCOP branches. 
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Abstract. With the recent development of technology, wireless sensor networks 
are becoming an important part of many applications such as health and 
medical applications, military applications, agriculture monitoring, home and 
office applications, environmental monitoring, etc. Knowing the location of a 
sensor is important, but GPS receivers and sophisticated sensors are too 
expensive and require processing power. Therefore, the localization wireless 
sensor network problem is a growing field of interest. The aim of this paper is 
to give a comparison of wireless sensor network localization methods, and 
therefore, multidimensional scaling and semidefinite programming are chosen 
for this research.  Multidimensional scaling is a simple mathematical technique 
widely-discussed that solves the wireless sensor networks localization problem. 
In contrast, semidefinite programming is a relatively new field of optimization 
with a growing use, although being more complex. In this paper, using 
extensive simulations, a detailed overview of these two approaches is given, 
regarding different network topologies, various network parameters and 
performance issues. The performances of both techniques are highly 
satisfactory and estimation errors are minimal.  

Keywords: Wireless Sensor Networks, Semidefinite programming, multi-
dimensional scaling, localization techniques. 

1   Introduction 

New technologies bring new possibilities, however, in the same time new questions are 
being opened. The area of wireless sensor networks solves a great amount of new 
problems. A wireless sensor network (WSN) is a network consisting of distributed 
sensor devices that cooperatively monitor physical or environmental conditions at 
different locations.  The development of wireless sensor networks was originally 
motivated by military applications. However, wireless sensor networks are now used in 
many industrial and civilian application areas, including industrial process monitoring 
and control, machine health monitoring, environment and habitat monitoring, healthcare 
applications and traffic control. Today, wireless sensor networks has become a key 
technology for different types of smart environments, and the aim is to enable the 
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application of wireless sensor networks for a wide range of industrial problems. 
Wireless networks are of particular importance when a large number of sensor nodes 
have to be deployed. 

A fundamental problem in wireless sensor networks is localization i.e. the 
determination of the geographical locations of sensors. Localization is a challenge 
when dealing with wireless sensor nodes, and a problem which has been studied for 
many years [1]. Nodes can be equipped with a Global Positioning System (GPS), but 
this is a costly solution in terms of money and power consumption. The localization 
issue is important where there is an uncertainty about some positioning. If the sensor 
network is used for monitoring the temperature in a remote forest, nodes may be 
deployed from an airplane and the precise location of most sensors may be unknown. 
An effective localization algorithm can then use all the available information from the 
nodes to compute all the positions. 

Most existing localization algorithms were designed to work well in wireless 
sensor networks. The performance of localization algorithms depend on critical sensor 
network parameters, such as the radio range, the network topology i.e. the density of 
nodes, the anchor-to-node ratio, and it is important that the solution gives adequate 
performance over a range of reasonable parameter values. 

In this paper we give an overview of two completely different localization 
approaches: Multidimensional scaling and Semidefinite programming. We present 
analysis and simulations of the algorithms, demonstrating the accuracy compared to 
each other, regarding different sensor network parameters.  

The Multidimensional scaling approach is an algorithm using connectivity 
information for computing the nodes’ localization with the help of some linear 
transformations [2]. The MDS-MAP algorithm first uses connectivity to roughly 
estimate the distance between each pair of nodes, then, multidimensional scaling 
(MDS) is used to find possible node locations that fit the estimations, and finally, it is 
optimized by using the anchors positions [3]. In section 2 we describe the classical 
MDS approach used in the simulations.  

Section 3 describes the Semidefinite programming (SDP) relaxation based method 
for the position estimation problem in sensor networks [4][5]. The basic idea behind 
the technique is to convert the nonconvex quadratic distance constraints into convex 
constraints by introducing a relaxation to remove the quadratic term in the 
formulation. The solving of the connection convex constraint is by using techniques 
of linear programming.  

In Section 4 we show results on both simulated algorithms with a discussion and a 
comparison of the two proposed methods and finally, Section 5 concludes the paper. 

2   Multidimensional Scaling 

First we will give a mathematical model of the wireless sensor network localization 
problem. In all the localization approaches the network is modeled by a graph 

( ), ,G V E=  where V  is the set of nodes some with known positions in the 

Euclidean space dimR  and E  is the set of edges defined by the network topology 

(connectivity). In one case a set of weights ( ){ }: ,ijd i j E∈ on the graph’s edges is 
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given, representing the (estimated) distances between the corresponding nodes. The 
problem is then to place all nodes in such a way that the Euclidean distance between 

every pair of nodes v  and ,w  where ( ), ,v w E∈  equals vwd . In the other case, 

ijd are not given a special value. It is only assumed that ijd R< , where R  is the 

range of the transmitter of a wireless sensor node. To describe the positions of the 
nodes of the network, we form a corresponding matrix and to store the available 

distance information we define the matrix { }, 1, 2,...,ijD d i j n= = .  

For the Multidimensional scaling approach we consider the node localization 
problem with defining the network as an undirected graph with vertices V and edges 
E. The vertices correspond to the nodes, of which zero or more may be special nodes, 
which we call anchors, whose positions are already known. We assume that all the 
nodes being considered in the positioning problem form a connected graph, i.e., there 
is a path between every pair of nodes.�

We focus on classical MDS in this paper. Classical MDS is the simplest case of 
MDS: the proximities of objects are treated as distances in a Euclidean space. The goal 
of MDS is to find a configuration of points in a multidimensional space such that the 
inter-point distances are related to the provided proximities by some transformation 
(e.g., a linear transformation). 

Let ijp  refer to the proximity measure between objects i  and j . The Euclidean 

distance between two points 1 2 3( ; ; ... )i i i i imX x x x x=  and 1 2 3( ; ; ... )j j j j jmX x x x x=  

in an m - dimensional space is 

2
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ij ik jk
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d x x
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= −∑  (1) 

The Euclidean distances are related to the proximities by a transformation 

( )ij ijd f p= . In the classical MDS, a linear transformation model is assumed, i.e. 

ij ijd a bp= + . The distances D  are determined so that they are as close to the 

proximities P  as possible. In that way, we define ( )I P D E= + , where ( )I P  is a 

linear transformation of the proximities, and E  is a matrix of errors. Since D  is a 
function of the coordinates X , the goal of classical MDS is to calculate X  such that 
the sum of squares of E  is minimized, subject to suitable normalization of X . 

In classical MDS, P  is shifted to the center and coordinates X  can be computed 
from the double centered P  through singular value decomposition. For an n n×  P  
matrix for n  points and m  dimensions of each point, it can be shown that 
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The double centered matrix on the left hand side ( B ) is symmetric. Having now 
calculated B  and performing singular value decomposition on B  gives B VAV= . 

The coordinate matrix becomes 1/2X VA= . 

Retaining the first r  largest eigenvalues and eigenvectors ( )r m<  leads to a 

solution in lower dimension. This implies that the summation over k  runs from 1 to 
r  instead of m . This is the best low rank approximation in the least-squares sense. 
For example, for a 2D network, we take the first 2 largest eigenvalues and 
eigenvectors to construct the best 2D approximation.�

2.1   MDS-MAP Algorithm 

MDS-MAP is a localization method based on multidimensional scaling [3]. The 
MDS-MAP algorithm consists of three steps: 

• Compute the shortest distances between all pairs of nodes in the region. The 
computed distances are used for building the distance matrix for MDS.  

•  Apply classical MDS to the distance matrix, retaining the first 2 eigenvalues 
and eigenvectors to construct a 2D relative map. 

• Given sufficient anchor nodes (3 or more), transform the relative map to an 
absolute map based on the absolute positions of anchors. 

In the first step, we assign distances to the edges in the connectivity graph. When 
the distance of a pair of neighbor nodes is known, the value of the corresponding edge 
is the measured distance. When we only have connectivity information, a simple 
approximation is to assign value 1 to all edges. Then a classical all-pairs shortest-path 
algorithm, such as Dijkstra’s algorithm, can be applied. In the second step, classical 
MDS is applied directly to the distance matrix. The core of classical MDS is singular 
value decomposition. The result of MDS is a relative map that gives a location for 
each node. Although these locations may be accurate relative to one another, the 
entire map will be arbitrarily rotated relative to the true node positions. In the third 
step, the relative map is transformed through linear transformations, which include 
scaling, rotation, and reflection. The goal is to minimize the sum of squares of the 
errors between the true positions of the anchors and their transformed positions in the 
MDS map. 

3   Semidefinite Programming 

Semidefinite programming is the other approach we are going to present in this paper. 
It is a new optimization algorithm that uses techniques of linear programming. 

It will be helpful to first introduce some mathematical notations to describe this 

technique. The trace of a given matrix A , denoted by )(Atr  is the sum of the entries 

on the main diagonal of A . A symmetrical matrix is called semidefinite if all its 

eigenvalues are nonnegative and is represented by 0A . 
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Suppose two nodes 1x  and 2x  are within radio range R  of each other, the 

proximity constraint can be represented as a convex second order cone constraint of 

the form Rxx ≤−
221 , and this can be formulated as a matrix linear inequality. 

0
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The mathematical model of the localization problem can be described as follows. 

There are n m−  distinct sensor points in dimR  whose locations are to be 
determined, and other m  fixed points (called the anchor points) whose locations are 

known.  The known nodes are indicated by a  and the unknown nodes by x , so that 

1 1,... , ,...,n m mX x x a a−
⎡ ⎤= ⎣ ⎦ . All ( ),i j E∈  where  i j<  and if j  is an anchor 

are denoted by aN , and all ( ),i j E∈ , where i j< are unknown is denoted by xN .  

The following constraints must be satisfied: 
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We consider the case when the node distances are known, therefore, let 

1;...;
T

n mX x x −⎡ ⎤= ⎣ ⎦ be the matrix in )(dim mnR −×  that needs to be determined. 

Define mn
ij Re −∈  with 1 on i -th position and with -1 on j -th position, and 

everywhere else zeros. If dimI  is the identity matrix, the constraints can be written: 
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= ∀ ∈
 (5) 

We now need to find a symmetric matrix dimdim×∈ RY  and X  that satisfy the 
following constraints: 

( ) ( ) ( )

( )

dim 2

2

; ; ,

,

T

k j k j kj aT

T
ij ij ij x

T

I X
a e a e d k j N

X Y

e Ye d i j N

Y X X

⎛ ⎞
= ∀ ∈⎜ ⎟

⎝ ⎠

= ∀ ∈

=

 

(6) 

This is the SDP formulation of the problem of wireless sensor networks 
localization. In [4] a relaxation of this method is proposed that we will use in our 
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simulations. The constraint TY X X=  is relaxed with XXY T . We can write this 

condition as follows 

0dim

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

YX

XI
Z T  (7) 

In this way the SDP problem can be written as min 0 , such that 

dimdim:1dim,:1 IZ =  

( )( ) 2;0;0 ij
T

ijij dZee =•    ( ) xNji ∈∀ ,  

( )( ) 2;; kj
T

jkjk dZeaea =•    ( ) aNjk ∈∀ ,  

0Z  

(8) 

Where )(ABtBA r=•  and 0  the zero vector of the corresponding dimension.  

When we have a solution to this problem, we can then easily extract the solution for 
the positions of the unknown nodes, since they are then defined by X  and are a part 
of Z . Practically this is solved by a SDP solver such as SeDuMi which we used in 
our simulations.  

4   Simulation Results 

In our experiments, we ran MDS-MAP and SDP algorithms on various topologies of 
networks in Matlab. Three different network topologies were considered: (1) random 
topology with a uniform distribution within a square area, (2) square grid topology 
with some placement errors, and (3) on a hexagonal grid topology with some 
placement errors.  

For the SDP approach the computational results presented here were generated 
using the interior-point algorithm SDP solvers SeDuMi [6] with their interfaces to 
Matlab.  

In a square grid, with a placement error, a random value drawing from a normal 
distribution N(0;1) is added to the node's original grid position. The placement error 
in a hexagonal grid topology is defined similarly.  

The data points represent averages over 20 rounds in networks containing 64 
nodes. The anchor nodes are selected randomly and the number of anchor nodes 
varies between 4 and 10 in each simulation.  The connectivity (average number of 
neighbors) is controlled by specifying radio range R. Nodes are placed in a square 
area with size of rxr (r=0.5). 

4.1   Random Network Topology 

In the case when the network has a random topology, 64 nodes are placed randomly 
in rxr square area (r=0.5). Figure 1 shows an example of this random placement and 
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the results in the SDP approach are given. The radio range here is 0.15r, which leads 
to an average connectivity of 14.625, and the number of anchor nodes is 6. Figure 2 
shows a comparison of MDS-MAP and SDP estimation errors in a random network 
topology with 64 nodes placed in a square area with size of rxr (r=0.5). The radio 
ranges (R) used are 0.15r, 0.18r, 0.2r and 0.25r, which lead to an average connectivity 
level of 13.31, 18.21, 21.55 and 29.75 respectively. The number of the anchor nodes 
used is 4, 5, 6 and 10.  

Figure 2 shows a better performance of the estimated errors in the SDP approach in 
comparison with the MDS-MAP algorithm. The estimation errors of the SDP  
 

 

Fig. 1. SDP simulation of a random network topology with 64 nodes placed in a square area 
0.5x0.5 and 6 anchors, average connectivity 14.625 

 

Fig. 2. Comparison of MDS-MAP and SDP estimation errors in a random network topology 
with 64 nodes placed in a square area with size of 0.5x0.5 
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approach are almost 2 times smaller than the MDS estimation errors. For example, 
MDS gives an estimation error of 0.1302R with connectivity level of 13.3125, and in 
contrast SDP estimation error is 0.0721R (in a case with 4 anchors), and moreover, 
for connectivity level of 29 and more SDP estimation errors are less than 0.01R. 
Obviously when the connectivity level rises, estimation errors are getting smaller 
even by half for connectivity level less than 18. An interesting result is that the 
number of anchor nodes does not effect much on the SDP estimation errors.  

4.2   Square Grid Network Topology 

In the case when the network has a square grid topology, we assume that the sensor 
nodes are deployed according to a regular structure. Actually, nodes are placed in the 
neighborhood of the vertices due to random placement error. 64 nodes are placed on a 
rxr (r=0.5) grid, with a unit edge distance r/8. This type of network topology is shown 
in figure 3. The results in the SDP approach are given here. The radio range is 0.15r, 
which leads to an average connectivity of 13.055, and the number of anchor nodes is 6. 
Figure 4 shows a comparison of MDS-MAP and SDP estimation errors in a square grid 
network topology with 64 nodes placed in a square area with size of rxr (r=0.5). The 
radio ranges (R) used are 0.15r, 0.18r, 0.2r and 0.25r, which lead to a average 
connectivity level of 12.97, 18.07, 21.19 and 30.14 respectively. 

Our results show that MDS and SDP obtain much better results on the grid layout 
than on the random layout for the same connectivity level. Estimation errors are 
lowered by half with this regular topology in comparison with the random topology. 
SDP outperforms MDS in the same way as in the random placement.  

 

 

Fig. 3. SDP simulation of a square grid network topology with 64 nodes placed in a square area 
0.5x0.5 and 6 anchors, average connectivity 13.375 

4.3   Hexagonal Grid Network Topology 

The case when the network has a hexagonal grid topology, is similar with the square 
grid topology. Sensor nodes are placed on the vertices of a hexagonal grid with a 
random placement error as in figure 5. Figure 6 shows a comparison of MDS-MAP  
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Fig. 4. Comparison of MDS-MAP and SDP estimation errors in a square grid network topology 
with 64 nodes placed in a square area with size of 0.5x0.5 

and SDP estimation errors in a hexagonal grid network topology with 64 nodes placed 
in a square area with size of rxr (r=0.5). The radio ranges (R) used are 0.15r, 0.18r, 
0.2r and 0.25r, which lead to a average connectivity level of 14.94, 20.35, 24.075 and 
33.45 respectively. The simulation results here are similar with the square grid case. 
SDP estimation errors are lower than MDS estimation errors, but the improvement in 
the estimation errors with the SDP approach is not as stressed as in the random layout.  

 

 

Fig. 5. SDP simulation of a hexagonal grid network topology with 64 nodes placed in a square 
area 0.5x0.5 and 6 anchors, average connectivity 14.925 
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Fig. 6. Comparison of MDS-MAP and SDP estimation errors in a hexagonal grid network 
topology with 64 nodes placed in a square area with size of 0.5x0.5 

5   Conclusions 

In the vast field of research related to wireless sensor networks, our focus has been on 
the problem of localization, one of the major challenges in the design of ad hoc 
networks. Our goal was to present two approaches that are of a rising interest: 
Multidimensional scaling with the MDS-MAP algorithm and localization with 
Semidefinite programming. They both work well, with a small amount of connectivity 
information about the network, however the Semidefinite programming approach 
with known distance network information outstands with its results in comparison to 
the Multidimensional Scaling approach. In conclusion, SDP as an approach is better 
than MDS for small sized networks (as used in our simulations) especially with 
random topologies. However, the time consuming factor is not considered. SDP as a 
more complex algorithm is slower than MDS, and for larger network sizes it will be 
very difficult to get any results. Although some research has been done concerning 
network topologies, some other irregular topologies should be considered in future 
with different network sizes. Furthermore, some hybrid algorithms which combine the 
advantages of this two approaches (greater performance with SDP and speed with 
MDS) should be developed.  
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Abstract. Greedy algorithms are one of the oldest known methods for code 
construction. They are simple to define and easy to implement, but require 
exponential running time. Codes obtained with greedy construction have very 
good encoding parameters; hence, the idea of finding faster algorithms for code 
generation seems natural. We start with an overview of the greedy algorithms 
and propose some improvements. Then, we study the code parameters of long 
greedy codes in attempt to produce stronger estimates. It is well known that 
greedy-code parameters give raise to the Gilbert-Varshamov bound; improving 
this bound is fundamental problem in coding theory. 

Keywords: Linear codes, Greedy Codes, Lexicodes, Gilbert-Varshamov Bound, 
Greedy Algorithms. 

1   Introduction 

Given an n -dimensional vector space n
qF  over some finite field qF , a code  C  is 

any subset of M elements. Let ( )yxd ,  denotes the Hamming distance between two 

vectors x  and y , i.e. the number of coordinates in which they differ; then we can 

define minimum distance d  of a code as ( )( )yxdd ,min= , Cyx ∈∀ , . We write 

( )dMn ,,  to denote a code of M elements and minimum distance d over m
qF . 

The main focus in this paper is on the linear codes. The kqM = codewords of a 

linear code form a k -dimensional subspace in n
qF . We write [ ]dkn ,,  to denote a 

linear code of dimension k  and minimum distance d . A linear code C  has a nk ×  

generator matrix G  and ( ) nkn ×−  parity check matrix H , such that 0=THG . 

Throughout the paper, we will assume that the generator and parity check matrices are 

in standard form [ ]AIG = , and [ ]IAH T−= . 

We use ( ) Ν∈xwt  to denote the Hamming weight of the vector x , i.e. the number 

of nonzero positions of x , ( ) ( )0,xdistxwt = . In addition, δ  will denote the relative 

distance of the code nd=δ , and R  will be the code rate ( ) nMR qlog= . A string 
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of n  ones, 111… ,  will be written as n1 ,  and the concatenation of two strings a  and 
b  will be represented with ( )ba | .  

In estimating the complexity of an algorithm, we adopt Random Access Machine 
(RAM) as a computational model. The time complexity is measured as the number of 
basic (sequential) steps needed for instance of the algorithm to end. It is considered 
that RAM has unlimited memory with instant access. Thus the space complexity is 
simply the number of registers used by an instance of the algorithm.  

In Section 2, we study the complexity of the greedy algorithms for code 
generation. In 2.3, we will introduce an algorithm that we call the Jenkins’ 
construction. We will show that this algorithm has better time complexity than the 
similar constructions (2.1 and 2.2). In 2.4, we will explain the Lexicographic 
construction- a greedy approach that originally was introduced in [1]. In this paper we 
will present faster and less memory demanding version of the algorithm, generalized 
over arbitrary alphabet ( )GF q . Our contribution to the algorithm is underlined with 

lemma 1 and theorem 1. Using them we avoid using long coset leaders and we work 
with their coset weights instead. 

It is obvious that due to the exponential nature of the greedy algorithm it is 
impossible to generate long codes in an acceptable time. Thus, in section 3, we want 
to estimate the code parameters of the long greedy codes.  In 3.1, we develop 
counting mechanisms (theorems 2, 3, and 4) that give better estimate on code 
parameters than the well-known Gilbert-Varshamov bound. In 3.2, we use theorem 3 
to improve some published results (see (12) and (13)). Some parts in section 3 have 
already been published in [14]; we present them again for the reason of completeness.            

2   Greedy Algorithms for Code Construction 

Fundamental problem in coding theory is how to find optimal codes. The code 
( )dMn ,,  is optimal if it has maximal number of codewords M  for a given n  and d . 

In general, finding an optimal code is considered to be a difficult problem. Trivial 
way to do this is by super-exponential search over all possible orderings of the field 

n
qF . For small fields ( 9≤q , 256≤n ), there exist tables of best known (some of 

them optimal) codes [7], but for larger spaces optimal-code parameters can be 
estimated with the Gilbert-Varshamov bound and its asymptotical variant. 

It is well-known fact that a simple greedy search produces a code with parameters 
δ  and R  that follow the Gilbert-Varshamov bound. In binary case, unproven 
conjecture is that this is the best known method for code construction. A particularly 
mysterious truth is that almost all random linear codes meet the asymptotic Gilbert-
Varshamov bound. 

2.1   The Gilbert’s Construction 

In general, Gilbert’s Construction produces a nonlinear ( )dMn ,,  code. Given the 

length n  and the minimum distance d , the algorithm searches over the entire space 
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n
qF  and greedily adds to C  the first vector x , such that ( ) Ccdcxd ∈∀≥ ,, . The time 

complexity of the algorithm is ( )( )nRnqO +1 , because there are nq  vectors to be 

checked against a set of at most M  codewords, RnqM = .  

Important to notice is that the space needed to store all M  codewords is Rnnq . 

This is one of the reasons why nonlinear codes are not very popular for practical 
purposes.       

2.2   The Varshamov’s Construction 

Given the codimension knm −=  and the distance d , the Varshamov’s algorithm 

searches over m
qF  and produces the parity check matrix H  of a linear code. The 

algorithm greedily adds to H the first vector x  that is not linear combination of 
2−d  or less columns of H . It can be verified that with this construction every 

combination of 1−d  columns of H is linearly independent; hence the resulting code 
is linear with minimum distance d . 

The time complexity of the algorithm is ( )( )( )δHRnqnO +−12 , because each of the 
knq −  vectors of m

qF  must be compared with at most ( )δnHq  linear combinations, 

where  ( )δH  is the entropy function, and ( )δnHq  represents all 2−d  or less 

combinations from an n -element set, when n →∞ . The space complexity of the 
Varshamov’s construction is proportional with the dimensions of the parity check 
matrix H . 

2.3   The Jenkins’ Construction 

The idea in this construction is to build the generator matrix of a systematic code 

[ ]AIG = . For each m
qFx∈  we form the vector ( )xck |0101 …=+ , n

qFc∈ . Then we 

check if all linear combinations of rows of the matrix ⎥
⎦

⎤
⎢
⎣

⎡
=

+
+

1
1

k
k c

G
G  have Hamming 

weight at least d . There are two important facts about the systematic codes that help 
to reduce the number and size of the row checks: every linear combination of d  or 
more rows of 1+kG  has Hamming weight d≥ , and  

( ) ( )
NN iiiiii aaawtNcccwt ++++=+++

2121
  

where each
jic is a row of 1+kG , and 

jia are the parity bits of 
jic  that belong to the A -

matrix. 

The worst-case running time of the algorithm is ( )( )( )RRHRnqnO /12 δ+− , because knq −  

vectors must be checked in ( )RnRHq /δ  linear combinations, while the space complexity 

is proportional with the size of the A -matrix. We named this algorithm Jenkins’ 
construction because, to our knowledge, it was first implemented by B. Jenkins in [2], 
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by using divide-and-conquer strategy in such a manner that first it checks all linear 
combinations of one vector, then all linear combinations of two vectors, and so on. 

2.4   The Lexicographic Construction 

Any linear code C , with parity check matrix H , partitions the entire space n
qF  into 

knq −  disjoint sets of kq  elements called cosets. Two vectors n
qFyx ∈,  belong to the 

same coset if and only if Cyx ∈− . Each coset has two special vectors: a unique 

syndrome kn
qFs −∈ and a coset leader ( ) n

qFse ∈ . The coset leader ( )se  is the 

minimum weight vector in the coset. The syndrome s  is obtained with TxHs ⋅= , 

where x  is any vector from the coset. Usually, all knq −  pairs ( )( )sse ,  are stored in a 

table of size knnq −  called standard array. The standard array is used to describe 

minimum distance decoding principle called syndrome decoding. In syndrome 

decoding, the error pattern n
qFe∈  that scrambled the transmitted message n

qFy∈  is 

considered to be the coset leader ( )se  associated with the syndrome TyHs ⋅= . The 

weight of the heaviest coset leader in the array is called covering radius ρ  of the 

code.  
In [1], A. Trachtenberg published an algorithm that uses the standard array of a 

binary [ ]dkn ,,  code C  to build a new [ ]dknk ,1,1 ++  code in a greedy fashion. The 

algorithm, named Lexicographic Construction, runs in time ( )knn −Ο 22  and space 

( )knn −Ο 2 . In [4], D. Spasov improved the space complexity of the Lexicographic 

Construction to ( )kn−Θ 2 , by demonstrating that the algorithm can work with the 

weights of the coset leaders ( ) Ν∈sw  instead of the coset leaders ( )se . In addition, in 

[4], the time complexity was reduced to ( )knn −Ο 2  by making the greedy choice less 

time consuming. In this section, we will describe the Lexicographic Construction, as 
implemented in [4], but generalized over ( )qGF .  

Given the code [ ]dkn ,, , let assume that the pairs syndrome-coset weight ( )( )sws,  

are stored in a table. The Lexicographic Construction is iterative algorithm that can be 
described in three steps. In the first step the covering radius of the code is found, 

( )( ) m
qFssw ∈∀= ,maxρ . In the second step, a vector from the maximum weight 

cosets is chosen, and a new basis codeword is formed. In the third step the table 
( )( )11, ++ kk sws  for the new [ ]dknk ,1,1 ++  code is computed from ( )( )sws, . 

Even though, for the second step, it seems that we can not obtain a coset member 
from ( )( )sws, , the following lemma shows how to get one for systematic codes: 

Lemma 1. Vectors l  and ( )sk |0  belong to the same coset if and only if sHlT = . 

Proof. ( ) ssH
Tk =⋅ |0                            ■ 
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Hence, in the second step, the algorithm chooses the syndrome s  of a maximum 

weight coset, ( ) ρ=sw , and attaches to it k  zeroes, ( )sk |0 . Then the new basis 

codeword 1+kc  is constructed by adding ρ−d  ones: 

( )sc kd
k |0|11

ρ−
+ =  (1) 

A proof that in binary case the code [ ]dknk ,1,1 ++  will have minimum distance d  

can be found in [1]. This proof can be generalized for any ( )GF q . 

The third step is an effective mechanism to build the table ( )( )11, ++ kk sws  from the 

existing ( )( )sws, . First, note that any vector 1+ks  that belongs to 11 −−+ kn
q

kF  is a 

syndrome of a coset. This syndrome 1+ks  is considered to be a concatenation of two 

vectors ( )svsk |1 =+ , such that v  and kn
qss −∈F, . Second, we need the following 

definition: 

Definition 1. Given two syndromes ks  and s , the syndrome companion set of sk with 

respect to s is the set: 

{ }qk F   ,s| ∈⋅+= isiyy ii  (2) 

There are 1−−knq  disjoint syndrome companion sets and each syndrome belongs to 

only one companion set. Next, we can proceed to the main result: 

Theorem 1. Given ρ , 1+kc , and ( )( )kk sws , .  The table ( )( )11, ++ kk sws  associated with 

[ ]dknk ,1,1 ++  can be efficiently constructed by carrying out the following 

minimization for each syndrome ( )kk svs |1 =+   

( ) ( ) ( ){ }
sisy

qi

i
d

k

ki

ywivwtsw

⋅+=

−=

−
+ ++=

1..0

1 min ρ . (3) 

Proof Outline. Any coset from 11 −−+ kn
q

kF  can be seen as concatenation of q  

companion cosets from kn
q
−F . In a simple case, the new coset leader is chosen to be 

the minimum weight coset leader among the companion cosets. Companion cosets are 
found by finding the syndrome companion set (2)  for each syndrome.                        ■ 

The Lexicographic Construction starts with the repetition code and iterates as long as 
there are available memory resources. The space complexity of the algorithm is 

( ) ( )⎡ ⎤( )( )nRqnO −⋅ 1lg2log . In practice, we can speak about implementation only for the 

case  constd = , thus the size of the registers needed for storing ( )ksw  can be 

considered constant and the space complexity becomes ( )⎡ ⎤( )( )nRq −⋅Θ 1lg2 .  

For reference purposes, theorem 2.2 published in [5] is a generalization of 
theorem 3 from [1] for q -ary alphabet. Our Theorem 1, not only shows that the 
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same conclusion can be derived for coset weights ( )sw , but also shows how to find 

the coset companions. In contrast, the method used for finding coset companions in 
[1] is binary search. 

3   Estimate of the Parameters of the Greedy Codes: The Gilbert-
Varshamov Bound 

Let H  is the parity check matrix of some binary code [ ]dkn ,1,1 −− . Let 
( )2, −− dknH  denotes the set of all unique ( )kn − -tuples that are linear combination 

of ( )2−d  columns of H . Then a code with parameters [ ]dkn ,,  does exist provided 

( ) 222, −≤−− −kndknH  (4) 

The existence of [ ]dkn ,,  lower-bounds the existence of the optimal code for given 

n  and d . Let ( )dnV ,  denotes the number of all possible d  or less combinations 

from an n -element set 

( ) ∑
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

d

i d

n
dnV

0

, . 
(5) 

Then, since ( )2, −− dknH  cannot be larger than ( )2,1 −− dnV  we obtain a simple 

combinatorial estimate of (4) 

( ) 222,1 −≤−− −kndnV  (6) 

known as the Gilbert-Varshamov (GV) bound. One of the most challenging problems 
in coding theory is how to improve the GV bound, especially for infinite code length 
n . In binary case, so far, only one asymptotic improvement is known [8], and a few 
non-asymptotic ones (see [10], [12], and [13]).  

3.1   Some Results on the Gilbert-Varshamov Bound 

We start with a simple improvement of the GV bound for the case when d  is even 
number: 

Theorem 2. Let the minimum distance d  is even number. Then the code [ ]dkn ,,  
does exist provided 

( ) 223,2 1 −≤−− −−kndnV . (7) 

Proof.  Construct the code [ ]tkn 2,,  from the code [ ]12,,1 −− tkn  by adding overall 
parity check. Use (6) to find [ ]12,,1 −− tkn .             ■ 

It can be shown that the right-hand of (7) is always smaller than the right-hand of (6) 
by a factor dn . Despite the simplicity of theorem 2, we have not found any 
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publication that mentions it. Theorem 3 was presented in [14]; however later we 
discovered that it was already published in similar fashion in [13]: 

Theorem 3. [13] The code [ ]dkn ,,  can be extended to a code with parameters 
[ ]dlkln ,,1 +++  provided that  

( )
( )

∑
−

+=
=

−≤−−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛2,min

2
1

22,
dl

ii
i

knidnV
i

l
. 

(8) 

Interesting to note is that the existence of [ ]dkn ,,  can be supported with the 
Varshamov bound (6), or by using (8) recursively. The recursion ends with the 
repetition code.  

Proof Outline. We build the parity check matrix 1+mH  recursively from mH , 

[ ]mmm LHH =+1 . In order to estimate ( )2, −− dknH , we count only those linear 

combinations that include odd number of vectors from mL . The parameter l  is the 

number of columns of the matrix mL .              ■ 

In absence of stronger evidence, simulations suggest that theorem 3 non-asymptotically 
improves the GV bound when const=δ . 

If we compare code parameters that are solution of (8) with the parameters 
obtained from running the greedy algorithm [4], we will notice a considerable gap. 
This implies that many linear combinations from ( )2, −− dknH  are counted multiple 

times. Theorem 4 attempts to improve this over-counting:  

Theorem 4. The code [ ]dkn ,,  can be extended to a code with parameters 
[ ]dlkln ,,1 +++  provided that  

( )
( )

( )( )
( )

kn
dl

tt
t

t

ii
i

id

itj

dl

ii
i

jditjiddnV
j

d

i

t

t

l

idnV
i

l

−

+=
=

+=
=

−

−=

+=
=

≤−+−+−−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

−−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

∑ ∑ ∑

∑

2',max','
'

2

1

',

',min

2
2

2
1

'

',min

2
1

. 

(9) 

where 2' −= dd . 

Proof Outline. We will show an example of the case when a vector is counted twice 
with (8). Let [ ]mmm LHH =+1 . Then for any two columns mLll ∈21, , there exist 

2−d  columns in mH  such that 022121 =+++++ −dhhhll . If we transfer some 

vectors on the right-hand side we obtain 

2212211 −++ ++++=++++ diii hhhlhhhl .  

Hence, we observe that the vector ihhhl ++++ 211  is counted twice. Theorem 4 is 

simply a generalization of this observation that includes all linear combinations of 
even number of vectors from mL .                       ■  
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For Hamming codes  ( )3d = , there is no difference between theorem 3 and 4; 

however, for 5d =  inequality (9) becomes slightly better, namely 

11 3 2
2 2 3

n kn l l
l n − −⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + − + ≤⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠
. 

(10) 

3.2   Comparison with Prior Work 

To the best of our knowledge, theorem 3 was first published in [13] in order to 
estimate the parameters of the greedy lexicodes. However, in [13] it is not mentioned 
that [ ]dkn ,,  needs not to be a greedy code, and that (8) can be used recursively, first 

to guarantee existence of [ ]dkn ,, , then the existence of [ ]dlkln ,,1 +++ . 
Elia [10] reported the following result: Let the code [ ]dkn ,1,2 −−  does exist. 

Then the code [ ]dkn ,,  does exist too, provided 

( ) 123,2 −−≤−− kndnV . (11) 

If we restrict l  to be at most 1  then (8) is precisely Elia's result. Moreover, letting 
2≤l  we obtain improvement of (11); namely, assuming prior existence of the code 

[ ]dkn ,2,3 −− , the code [ ]dkn ,,  does exist if the following holds true 

( ) 223,3 −−≤−− kndnV . (12) 

Even though (7) and (11) are the same inequality, they are used in a different 
context. In [10], inequality (11) is used only after the existence of [ ]dkn ,,  is secured. 
In theorem 2, prior existence of [ ]dkn ,,  is not required, but (7) is restricted only for 
codes with even minimum distance. 

Barg, Guritman, and Simonis [12] reported the following remark: The code 
[ ]dkn ,,  with covering radius 2−≤ dρ  can be extended to [ ]dkdn ,1,1 +−−+ ρ . In 

this context, if the covering radius of [ ]dkn ,,  is strictly less than 2−d , then (8) 

guarantees existence of the trivial lengthening [ ]dkn ,,1+ . However if we have prior 
knowledge of the covering radius, we can modify (8) so that we obtain at least the 
same result as in [12]. For example, similar to (11), we can extend remark 13 from 
[12], i.e. if 

( ) 12,1 −−≤− knnV α . (13) 

for some 1−≤ dα , then any [ ]dkn ,,  code can be extended to an [ ]dkdn ,2, +−+ ρ  

code. For 3−= dα  this reduces to (12). 
Jiang and Vardy have developed a graph-theoretic approach to asymptotically 

improve the GV bound for nonlinear codes [8], [9]. They were able to show that the 
code ( )dMn ,,  does exist provided 

( ) ⎡ ⎤Mn

n

dnV
c 2log2

1, −≤−
. 

(14) 
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where the constant c  is at least ( )121 o+ , as reported in [9]. How does (8) compares 

with (14)? So far, we were unable to prove that the left-hand of (8) can be smaller by 
a factor n . Hence, one may assume that (14) guarantees existence of a code with 
better parameters than (8). However, in general inequality (14) guarantees existence 
of a non-linear code, while (8) pertains to the linear codes. Gaborit and Zemor [11] 
proved that some linear double circulant codes follow (14), but only for code rates of 

21 . If a linear code is proved to comply with (14), then (8) and (14) will complement 

each other. Namely, Jiang and Vardy reported that (14) improves the GV bound when 
the relative distance δ  is constant. On the other hand, (8) improves the GV bound 
even when δ  approaches to zero. 

4   Conclusion 

In section 2, we have introduced four exponential-time greedy algorithms. In binary 
case these algorithms remain asymptotically the best known method for code 
construction. An open problem is to find polynomial-time construction that meets the 
greedy-code parameters, or to prove non-existence of such an algorithm.  

The exponent in the growth rate of an exponential algorithm is the key factor that 
determines the running time. Our goal was to find algorithms with smaller exponents 
in the worst-case running time; though improving the worst-case running time not 
necessarily guarantees faster algorithm. More important is the average-case running 
time. In the case of the Lexicographic Construction the worst-case equals the average-
case. However, in the case of the Jenkins’ construction, we leave the average-case 
complexity as open problem.  On the other hand, the best-case complexity of the 

Gilbert’s construction is ( )knqΟ . Comparing this best-case with the Lexicographic 

construction’s worst-case, we concluded that not only the Lexicographic Construction 
has better space complexity than the Gilbert’s construction, but also it is faster for, at 
least, code rates  21≥R .  

In general, finding a faster algorithm is a difficult task, since a faster algorithm will 

have to check only a fraction of the  knq −  codeword candidates or only a fraction of 

the ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
d

k
 row checks. The solution that we propose is combination of the 

Lexicographic construction and the Jenkins’ construction. First, as long as there are 
available memory resources, run the Lexicographic construction. Then, after the 
entire memory is used, continue with the Jenkins’ construction, while the table 

( )( )sws,  is still kept in memory for reducing the number of row checks.  

In section 3, we tried to count only once as many linear combinations as possible 
from of the parity check matrix H . The complex theorem 4 has the best possible 

estimate on ( ), 2H n k d− − . However, even for 5d = , there is a big difference 

between the estimated results (11) and simulated results [4]. The obvious conclusion 
is that there are still many combinations that are counted multiple times, but we 
believe that asymptotical improvements similar to [8] may exist for linear codes.  
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Abstract. In this paper we assess the vulnerability of different synthetic 
complex networks by measuring the traffic performance in presence of 
intentional nodes and edge attacks. We choose which nodes or edges would be 
attacked by using several centrality measures, such as: degree, eigenvector and 
betweenness centrality. In order to obtain some information about the 
vulnerability of the four different complex networks (random, small world, 
scale-free and random geometric) we analyze the throughput of these networks 
when the nodes or the edges are attacked using some of the above mentioned 
strategies. When attack happens, the bandwidth is reallocated among the flows, 
which affects the traffic utility. One of the obtained results shows that the scale-
free network gives the best flow performance and then comes random networks, 
small world, and the poorest performance is given by the random geometric 
networks. This changes dramatically after removing some of the nodes (or 
edges), giving the biggest performance drop to random and scale-free networks 
and smallest to random geometric and small world networks.  

Keywords: Vulnerability, NUM, complex networks, attack strategies, 
measurements, bandwidth allocation. 

1   Introduction 

In today’s everyday life we are surrounded with complex systems. These complex 
systems can be represented as networks with a certain number of nodes joined 
together by edges. Commonly cited examples include social networks, technological 
networks, information networks, biological networks, communication networks, 
neural networks, ecological networks and other either naturally occurring or man-
made occurring networks. The topology of these complex networks is one aspect that 
might help understand in details the surrounding complex systems and its exploration 
started with the graph theory introduced by Erdős and Rényi [1]. Erdős and Rényi 
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introduced random models in order to model the real complex systems and to capture 
some of the main characteristics of the real complex systems. However, these models 
could not give a clear picture of the topology of complex systems and there was an 
increasing need of new more realistic models. Watts and Strogatz found out that many 
real world networks exhibit what is called the small world property, i.e. most vertices 
can be reached from the others through a small number of edges, like in social 
networks. After the introduction of the Watts and Strogatz’s model, Barabási and 
Albert showed that the structure and the dynamics of the network are strongly 
affected by nodes with a great number of connections [2]. It was found that many real 
complex networks have a power-law distribution of a node’s degree and by that they 
are in fact scale-free networks. Additionally, many of the systems are strongly 
clustered with a big number of short paths between the nodes, i.e. they obey the small 
world property. Another contribution that helped understand the underlying topology 
of some real complex system, such as ad hoc networks, is made by Penrose 
introducing the random geometric graphs and their properties [3].  

The above mentioned models helped in understanding the dynamic processes that 
might occur in the network. Epidemic spreading [4,5], nodes’ protection so that the 
network can resist certain attacks or failures [6], gossip [7] or the process or spreading 
influence in the network [8], synchronization among nodes [9], cascading failures 
[10] are some examples of dynamic behaviors of complex networks. 

Recently, the primary interest in complex networks is the flow properties of the 
transport entities. In the complex systems there are many types of flows, such as: 
traffic flows, information flows, energy flows, chemical flows, idea flows, etc. In 
particular, the most interesting aspect is how the networks structure affects the flow 
properties, like traffic congestion [11]. In addition to this, many researchers have 
studied how attacks or failures of nodes affect the traffic performance in the network 
[12]. This is a present problem in the real-world networks like the power grids, the 
Internet, telephone networks and transportation networks. In [13] authors study the 
robustness to random and intentional node attacks. In this study when a node is 
attacked, the flows which go through the node have to reconfigure their paths which 
may affect the loads on the other nodes and may start a sequence of overload failures. 
Their results show that scale-free networks are highly robust to random node failures 
but fragile to intentional node attacks, while the random graphs are robust under both 
node attacks. In their results, the flow rates are assumed to be fixed even after the 
reconfiguration of flow paths. In [14] authors study the effect of random and 
intentional attacks on the traffic performance in the Internet. They define some 
indicators to measure the traffic performance and show how they are affected. In [15] 
authors analyze the total throughput of ad hoc networks with different network 
interaction models at communication level, such as: random, small world, scale-free, 
geographic, full mesh and star models. Their results show that the full-mesh network 
has highest throughput, while scale-free and star networks show lowest throughput.  

In this paper we are assessing the vulnerability of complex networks based on 
optimal flow measurements under intentional node and edge attacks. We are using 
four models of complex networks as underlying networks: random, small world, 
scale-free and geometric model. On these models we calculate the optimal bandwidth 
allocation solution for a given flow scenario. Then we are measuring the vulnerability 
of the network by using different strategies for node and edge removal and calculating 
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the reduction of the total flow under the given scenario, network model and attack 
strategy.  

Therefore, the main goal of this work is to measure and analyze the vulnerability of 
different complex networks under different node and edge strategies by measuring the 
total flow in the network. 

The rest of the paper is organized as follows. In Section 2 we present the network 
utility maximization problem with its constraints and utility function. Afterwards, in 
Section 3 we give the description of the various strategies for intentional node and 
edge attacks. Simulation results and analysis are given in Section 5 and Section 6 
concludes this paper. 

2   Network Utility Maximization Problem- NUM 

Consider a network with m edges, labeled 1, . . . ,m, and n flows, labeled 1, . . . , n. 
Each flow has an associated nonnegative flow rate fj; each edge or link has an 
associated positive capacity ci. Each flow passes over a fixed set of links (its route); 
the total traffic ti on link i is the sum of the flow rates over all flows that pass through 
link i. The flow routes are described by a routing matrix m x nR R∈ , defined as: 

                                      
1 flow passes through link

0 otherwise.ij

j i
R

⎧
= ⎨
⎩

                                      (1) 

Thus, the vector of link traffic, mt R∈ , is given by t = Rf. The link capacity constraint 
can be expressed as Rf c≤ .  

The aim of transmitting a flow of packets from their source to the destination is to 
get some benefit from the information transmission. Thus, it is natural to set a utility 
function Uj for flow j, and assume that Ui is related to its rate fj. In this work as a 
utility function we use a function which provides proportional fairness among the end 
users:  

                                                         ( ) logj jU f f=                                                     (2) 

This function is strictly concave, because the second derivative is negative. From 

the concavity of the utility function it follows that the optimal rates ˆ{ }jf  satisfy the 

following condition: 

                                                        
ˆ

0,
ˆ

j j

j j

f f

f

−
≤∑                                                      (3) 

This means that if rate of one transmitter rises, the rate of another transmitter will 
drop, and the drop will be proportionally larger than the rise. This property is known 
as the law of diminishing returns.   

In order to maximize the utility we have to solve the following convex problem: 

                                                   1
maximize log

subject to ,

n

jj
f

Rf c

=

≤
∑                                              (4) 

with variable f, and the implicit constraint 0f ≥ . 
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Some comments about the NUM problem are given in the text below.  
An unfair resource allocation is also possible, in which the goal is to maximize the 

overall throughput without any consideration about the fairness among the end users. 
If this is the case, then the unfair utility function would be: 

                                                            ( )j jU f f=                                                       (5) 

Additionally some reformulations and relaxations can be used by which the NUM 
problem can be decomposed both horizontally and vertically, and can be solved in 
distributed manner as in [16] and [17]. These decompositions are not needed for our 
analysis, because we are interested in overall network performance, so we solve the 
problem in a centralized manner.  

In order to represent the performance of the complex network we use the maximum 
end-to-end throughput (MT) as performance indicator. MT is the total amount of bits 
received by all nodes per second and is measured in Mega bits per second (Mbps): 

                                                      j
j n

MT f
∈

=∑                                                       (6) 

3   Attack Strategies 

In order to assess the vulnerability of the network we are considering two kind of 
intentional attacks: node and edge attack. In the network of computers attacks on 
nodes can be interpreted as breakdowns of servers by malicious hackers, while the 
attacks of edges may correspond to the cutting off the communication links. 
Additionally, the attacker can choose different strategies for node or edge removal, 
which are based on various centrality measures. These centrality measures can be 
based on the initial information about the network or on the information obtained by 
recalculation, when some of the nodes or edges are removed. We call the first ones 
initial and second ones recalculated. In the part below we will describe the different 
centrality measures that we are using for node or edge removal. 

3.1   Degree Centrality – DEG 

This measure is based on the idea that more important nodes (edges) are more active, 
that is, they have more neighbors in the graph [18,19]. It may be used for finding the 
core nodes (or edges) of a certain community. In order to use this measure for edge 
attack we are defining the edge degree ke from the local information of the node 
degrees [14]: 

                                                            e v wk k k≡                                                      (7) 

where the edge e connects two nodes v and w with node degrees kv and kw, 
respectively. 

3.2   Betweenness Centrality – BTWN 

This is a measure of the importance of a node in a network, and is calculated as the 
fraction of shortest paths between node pairs that pass through the node. Betweenness 
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is, in some sense, a measure of the influence a node has over the flow of information 
through the network. Let G be a graph given with set of nodes V and set of edges E. 
Let s and t are be nodes of the graph. stσ is the number of paths that pass from s to t.  

Let ( )st vσ  be the number of shortest paths that pass through the node v. The central 

betweenness of node v is: 

                                   

( )
( ) st

s v t V st

v
C v

σ
σ≠ ≠ ∈

= ∑
            

(8) 

Just like node betweenness denotes the importance of the nodes, the edge 
betweenness, in the similar way assigns values to links according to their importance. 
It is calculated as a number of shortest paths that pass through the edge. Let ( )st eδ  be 

the number of shortest paths from s to t that pass through the edge e and stδ be the 

total number of paths from s to t. The edge betweenness of edge e is: 

                                       

( )
( ) st

s t V st

e
C e

δ
δ≠ ∈

= ∑
             

(9) 

3.3   Eigenvector Centrality (Pagerank) - PR 

With this measure we can find out the importance of nodes according to the adjacent 
matrix of a connected graph [20,21]. It assigns relative scores to all nodes in the 
network based on the principle that connections to high-scored nodes contribute more 
to the score of a node than connections to low-scored nodes. In order to use this 
centrality measure for finding the importance of edges we first transform the node 
adjacency matrix into edge adjacency matrix and then we use the pagerank algorithm. 
The transformation is done in a way that we say that two links are neighboring if they 
are connected to the same node.  

4   Simulation and Results 

For our simulations we are using the above mentioned network models, where each 
network generator generates 5 samples of the 4 network models. Each sample has 100 
nodes and average node degree around 6. The number of flows in each scenario is 
1000 and each O-D (Origin – Destination) pair is generated randomly. The flow rate fj 
is also generated randomly and it is between 0 and 1. The capacity ci of the all links is 
equal to 1.  

In order to solve our network utility maximization problem defined with (4) we are 
using CVX [25]. CVX is a modeling system for disciplined convex programming 
(DCP). DCP is a methodology for constructing convex optimization problems and is 
meant to support the formulation and construction of optimization problems that the 
user intends from the outset to be convex. DCP imposes a set of conventions or rules. 
Problems which follow the rules can be rapidly and automatically verified as convex 
and converted to solvable form. Some problems can be reformulated to be made 
convex and then solved by appropriate methods for convex problems. 
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The simulation starts with calculating the maximum end-to-end throughput (6) for 
the given network. Afterwards, we attack a certain node (or edge) by removing it 
from the network, using one of the mentioned strategies in Section 3. The flows 
which originate or end at this node are randomly transferred to a different node, while 
the flows which go through the node reconfigure their routes to find new shortest 
paths. The removal of the nodes (or links) changes the entries in the adjacency matrix. 
Using the new routing information we compute a new optimal bandwidth allocation 
using (4). In these simulation scenarios we use static routing, that means that we do 
not take into consideration the load balancing. In addition, the simulation for a given 
network stops when the network falls apart into two or more islands. 

In the next part we will show and analyze some of the interesting results we have 
obtained in our simulations. 

In Fig. 1 we show the flow for the ER when nodes are attacked with the suggested 
recalculated strategies. One can see that the flow is decreasing in the same fashion for 
all the three strategies. The only difference between the strategies is that the pagerank 
disconnects the network when the smallest number of nodes is removed. By removing 
8% of the nodes the flow decreased by 43%. 

Fig. 2 shows the same analysis only now strategies based on initial information are 
used. We can see quite interesting phenomenon, i.e. by removing the third most 
important node, the flow increases instead of decreasing. For the explanation of this 
phenomenon refer to [14]. Additionally, with these attacks based on initial 
information when removing 8% of the nodes the flow decreased by around 37%. 
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Fig. 1. Maximum end-to-end throughput for the 
random networks (ER) when attacking nodes 
using recalculated strategies, such as: betweenness 
centrality (BTWN), degree centrality (DEG) and 
pagerank (PR) 

Fig. 2. Maximum end-to-end throughput for 
the random (ER) networks when attacking 
nodes using strategies based on initial 
information, such as: betweenness centrality 
(BTWN), degree centrality (DEG) and 
pagerank (PR)  

 
For the scale-free networks the recalculated strategies for attack gave the same 

performance and they disconnect the network only when 5% of the most important 
nodes were removed. For the attacks based on initial information, from comparing fig. 
3 with figures 1, 2, 4, and 5, one can see that the decreasing slop of the flow curve is 
much bigger than for the rest of the networks.  
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Fig. 3. Maximum end-to-end throughput for 
the scale-free (SF) networks when attacking 
nodes using recalculated strategies, such as: 
betweenness centrality (BTWN), degree 
centrality (DEG) and pagerank (PR). 

Fig. 4. Maximum end-to-end throughput for 
the random geometric (GR) networks when 
attacking nodes using strategies based on 
initial information, such as: betweenness 
centrality (BTWN), degree centrality (DEG) 
and pagerank (PR)  

Fig. 4 shows how the strategies based on initial information affect the flow in GR 
networks. It is noticeable that BTWN disconnects the network when the smallest 
number of nodes is removed. After which came pagerank and the degree strategy 
needs around 27% of the nodes in order to disconnect the network. In addition, the 
slope of the flow curve is the smallest, which means that this kind of attacks does not 
reduce the flow too much, like in the other networks. From Fig. 4 we can notice the 
same phenomenon, mentioned before, i.e. by removing certain nodes the maximum-
end-to-end throughput increases instead of decreasing. 
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Fig. 5. Maximum end-to-end throughput for the small world (SW) networks when attacking 
nodes using recalculated strategies, such as: betweenness centrality (BTWN), degree centrality 
(DEG) and pagerank (PR). 

For the small world network when using recalculated strategies by removing 10% 
of the nodes, the flow decreased only 27%, while when using strategies based on 
initial information it only decreased for 12% (Fig. 5). This means that this type of 
network is resistant to intentional node attacks when it comes to measuring the flow 
in the network. The three types of attack influenced the flow in the same manner. The 
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only difference is that network was disconnected firstly with BTWN, then PR and 
lastly with DEG. 

In Fig. 6 we show the total flow of the four types of network when using PR, based 
on initial information, as strategy for intentional node attack. The total flow in the 
networks before removing any node depends on the type of the network. For instance, 
the highest flow has the SF model, then the ER, SW and the last is the GR model. 
These results are equal with the results obtained when using game theory and the 
Method of Successive Averages as a technique for calculating the network 
vulnerability [26].  

The total flow changes dramatically when we start to attack nodes based on the PR 
technique based on initial information. The highest performance drop has the SF and 
ER networks. The problem with the GR networks is that they can be easily broken into 
several disconnected regions (by removing about 1% of the total number of nodes).  
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Fig. 6. Maximum end-to-end throughput for all 
synthetic complex networks when attacking 
nodes using pagerank based on initial 
information (PR) 

Fig. 7. Maximum end-to-end throughput for all 
synthetic complex networks when attacking 
edges using recalculated pagerank (PR) 

 
We encountered almost the same results when instead of nodes we were attacking 

edges using the recalculated pagerank algorithm (see Fig. 7). It is noticeable that SF 
and ER networks at the beginning show the best performance, but after removing 
some of the edges (around 12%) the SW and GR networks outperform the ER 
network. Then when we continue to remove more edges (around 21%) the GR 
network performance is close to that of the SF network. At the end when we removed 
around 27% of the edges the SW outperforms the rest of the networks, when we 
measure the maximum end-to-end-throughput. When we removed 15% of the edges, 
the highest drop in the flow performance showed the ER network (around 43%), then 
SF (around 42%), then SW (around 36%) ant the lowest drop GR (around 26%). In 
order to disconnect the network, by attacking the edges with the PR strategy, the most 
robust to attacks was the SF (around 30% of the edges were needed to disconnect the 
network), SW (around 28%), ER (around 22%) and GR (around 18%). 
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5   Conclusion 

This brief has studied the attack (node and edge) vulnerability of the different models 
for complex networks when the maximum end-to-end throughput of the network was 
taken into consideration. All of the models for complex networks show a considerable 
decline in performance when they encounter an intentional node or edge attack. One 
of the obtained results show that the scale-free networks have the highest maximum 
end-to-end throughput, but when removing nodes or edges the throughput decreases 
dramatically. The sharp decrease was also the case in the random networks. 
Additionally, it was shown that among the suggested recalculated and strategies based 
on initial information there is no big difference when we measure the throughput, 
whereas they differ in the percentage of nodes (or edges) needed to be removed in 
order to disconnect the network. The throughput is decreased more when instead of 
strategies based on initial information we are using recalculated strategies. 

As a future work instead of static routing we want to use dynamic routing with 
load balancing, which takes into account the current flow in the edges, and by that we 
want to obtain more realistic results. Another improvement would be, instead of 
removing nodes (or edges), to use certain nodes to generate jam traffic in the network 
in order to reduce the maximum end-to-end throughput in the network, which presents 
a more realistic scenario than to remove some important node (or edge) in the 
network, which can be highly secured and protected. 
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Abstract. In this paper we study the end-to-end outage performance of multi-
hop cooperative communication systems employing amplify and forward (AaF) 
relaying under Rayleigh, Nakagami, Rician and Weibull fading channels. The 
outage probability performances of multi-hop systems with fixed gain and 
variable gain relays is compared. The outage probability for multi-hop systems 
under Rayleigh, Nakagami and Weibull fading models can be determined only 
by combining analytical results with numerical integration techniques. We 
show that fixed gain system has a better outage performance compared to the 
variable gain for all fading scenarios. This performance gap increases by 
increasing the number of hops. 

Keywords: Wireless cooperative communications, outage probability, multipath 
fading, multi-hop relay systems. 

1   Introduction 

The newest trend in the contemporary wireless networks is based on the paradigm of 
partner cooperation, which has already occupied an entire new area of research in the 
wireless communications, called cooperative communications. Cooperative terminals 
exploit the properties of the multipath transmission of the radio signal in order to 
increase the efficiency and robustness of their communication. That means that the 
neighboring wireless stations, which are in the area of one transmitter-receiver pair, 
are “assisting” the communication between them in their “leisure time” by performing 
the function of relay, thus achieving  the effect of virtual diversity (e.g. virtual multi-
antenna array). The effect of spatial diversity is generated because the cooperating 
partners on different locations are resending independent copies of the signal over 
orthogonal channels. The receiver is combining the signal’s replicas from the source 
and other partners in a constructive manner in order to provide reliable decision of the 
transmitted symbol. 

In such cooperative scenario, the outage probability (OP) is the key performance 
measure of the cooperative relaying system. In this paper, we study the end-to-end OP 
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performance of the multi-hop relay systems operating over independent Rayleigh, 
Nakagami, Rician and Weibull fading channels. We consider amplify and forward 
(AaF) multi-hop systems with fixed and variable gains. A fixed gain relay requires 
knowledge of the average fading signal-to-noise ratio (SNR) of the previous hop, 
while the variable gain relay requires knowledge of the instantaneous channel state 
information (CSI) of each hop. 

The remainder of this paper is organized as follows. Next Section presents the 
system model and presents our novel analytical results. Numerical results are 
presented in Section 3, and Section 4 concludes the article. 

2   System and Channel Models 

Fig. 1 presents the studied non-regenerative multi-hop communication system, which 
consists of the source T, the destination D and (N–1) AaF relays. Each hop is 
subjected to the independent but non-identical Rayleigh, Nakagami, Rician or 
Weibull fading, for which the per-hop SNR  is distributed according to the 
probability distribution functions (PDFs) given by [5]: 
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respectively, where m in (2) is the Nakagami fading parameter,  is the average per-

hop SNR, K in (3) is the Rician factor, c in (4) is the Weibull parameter, ( )⋅0I  in (3) 

is the modified zero-th order Bessel function of first kind, and ( )⋅Γ  in (2) and (4) is 

the Gamma function. In case of AaF, relays amplify and then forward the received 
signal from the previous node, while, in case of decode and forward (DaF), the relays 
fully decode the received signal and then forward it to the next hop. The variable gain 
and fixed gain relaying is modeled according to concepts presented in [1] and [2], 
respectively.  
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Fig. 1. N-hop system model 

Fig. 1 presents the N-hop relaying scenario, with the (lowpass-equivalent) signal at 
the input of the n-th relay expressed as 

,)()()( 11 twtrGtr nnnnnn +⋅⋅⋅= −− εα   (5) 

where Gn-1 is the gain of the (n-1)-th relay, 
nα is the fading amplitude of the n-th hop, 

nε  is the transmitting power of the (n-1)-th relay, rn-1 is the signal at the input of the 

(n-1)-th relay, and )(twn
is an additive white Gaussian noise (AWGN) with average 

power nN0 . Based on (5), the powers of the useful signal and the noise at the receiver 

output are respectively given by:  
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By using (6), it can be shown that the signal-to-noise ratio (SNR) at the output of 
an N-hop multi-hop system, i.e., the receiver output, is expressed as 
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For the case of variable gain relays, the n-th relay gain is set to [1]:  
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where 
nα  is the n-th hop fading amplitude. In fixed gain case, the n-th relay gain is 

constant: 

n
n C

G
1= , (9) 

where, according to [2], ( ) 1

1
/1 )/1(

−
= nnn EeC n γγ γ . Note that )(1 ⋅E  is exponential 

integral function defined by [4, eq. (5.1.1)], and nγ is average SNR of the n-th hop.  

The OP is defined as the probability that the instantaneous output SNR falls below 

a predetermined threshold ratio thγ ,  
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To derive the analytical expression for the OP for the variable gain case, we used 
Moment Generating Function (MGF) based approach, devised in [1] and [5],  
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where 
eqγ/1M is MGF of the reciprocal of eqγ . For Laplace transform inversion, we 

used Euler numerical technique given in [5, appendix 9B]: 
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where 02,...,2,11 forandfor ==== nNn nn αα . We set ( )10ln10=A in order 

to have discretization error less then 10-10. 
In case of Nakagami and Rayleigh (mn=1) fading, we used the closed form 

expression for the reciprocal SNR of the n-th hop ( nγ1 ): 
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Under the assumption that the hops are subjected to independent fading and the 

variable relay gain is chosen according (8), the MGF of eqγ1  is product of the 

MGF’s of Nnn …,2,1,1 =γ  [1]. 

In case of Rician PDF, it is impossible to find 
eqγ/1M  in closed form, neither derive 

it with CAS (Computer Algebra System), therefore, we resorted to numerical 
integration. For the Weibull PDF, we modified PDF (4) in a more convenient form: 
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and then, we used symbolic integration for those values of the argument of s that are 
required by the Euler numeric technique, i.e.,  
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3   Numerical Results 

In this Section, we present some illustrative figures which depict the excellent match 
between the numerical results and the corresponding results obtained by Monte Carlo 
simulation implemented in Matlab. For the dual-hop (N = 2) fixed gain relaying under 
Rayleigh fading, we use the closed form expression for the OP  
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where ( )⋅1K is first-order modified Bessel function of the second kind.  

Fig. 2 presents the OP versus average per-hop SNR for dual-hop fixed gain system 

in Rayleigh fading. Note that 21 γγ = , and the thresholds thγ are set as 0, 5 and 10dB 

respectively. 
Fig. 3 presents the comparative curves of the OP of AaF system with fixed gain, 

AaF system with variable gain and a DaF system (used for comparison) with multiple  
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Fig. 2. OP performance of dual-hop system in Rayleigh fading with dBth 10and,5,0=γ   
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Fig. 3. OP for multi-hop system for N=2, 3 and 4 hops in Rayleigh fading when thγ  =5 dB 
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Fig. 4. OP for relaying system for N=2,3 and 4 in Weibull fading when γth=5 dB 

hops in Rayleigh fading. Note that N = 2, 3 and 4, and dBth 5=γ . It is obvious that, 

for the medium to large average SNRs, the two-hop systems with variable gain relays 
slightly outperform two-hop system with fixed gain relays, and for low to medium 
SNRs, the fixed gain systems outperform variable-gain systems. However, as the 
number of hops increase, the fixed-gain multi-hop systems outperform the correspon-
ding variable gain multi-hop systems for all regions of SNR given identical fading 
model is applied. We obtained the similar results for other types of channels as well. 
The illustrative results for the case of the Weibull PDF are presented on Fig. 4. It is 
important to mention that in our analysis saturation effect of the fixed gain relays is 
not taken in to account. 
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We also analyzed the multi-hop system with 4 hops and thresholds SNRs thγ of 0, 5 
and 10 dB under various types of fading. In Fig. 5 we present the results for a four-
hop system in case when all hops are subjected to Rayleigh fading, whereas in Fig. 6 
we present results for Nakagami fading. Fig. 7 and Fig. 8 present the results for 
Rician and Weibull fading, respectively. For this numerical analysis, we set the PDF 
parameters to following values: m=2.285, K=3 and b=1.5. In all cases for 0=thγ  

(except for Rician fading), results again indicate that, for medium to large average 
SNRs, the variable gain systems slightly outperform the fixed gain systems. However,  
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Fig. 5. OP for 4-hop system in Rayleigh fading dBth 10and,5,0=γ  
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Fig. 6. OP for 4 hop system in Nakagami fading where γth=0, 5, 10 dB, and m= 2.3 
 



184 J. Stosic and Z. Hadzi-Velkov 

for 0>thγ , we notice better performance of the fixed gain systems for all channel 

models. For higher thγ , the performance gap between the two systems is increased in 
favor of the fixed gain systems.  

For 4-hop systems in Rician fading, the fixed gain systems outperform the variable 
gain system in all SNR regions regardless of the thresholds thγ  (Fig. 7). The gap in 
OP performance increases as thγ  increases. We emphasize that the fixed gain relays 
achieve their best possible performance since the effect of the saturation sensibility of 
fixed gain system is not accounted for. Moreover, in all cases it can be observed that 
as the number of hops increase fixed gain system even slightly outperform DaF 
system due to sub-optimal power allocation in DaF systems [3]. 
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Fig. 7. OP for 4 hop system in Rician fading where γth=0, 5, 10 dB, and K=3 
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Fig. 8. OP for 4 hop system in Weibull fading (γth=0, 5, 10 dB)) 
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In Fig. 9 we compared the OP performances of 4-hop systems under Nakagami 
fading with fading parameter m= 2.2857 and Rician fading with the respective Rician 
factor K=3, calculated according expression (19). With such selection of the 
parameters similar fading effects should be expected. 
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Considering Fig. 9 we find out that such approximation is relatively successful 
since the OP performances for the two channel models are similar, particularly for 
low to medium average SNRs. As average SNR increases, the Nakagami fading 
model foresees lower OP compared to the Rician fading model. 
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Fig. 9. OP for 4 hop system in Nakagami and Rician fading (γth= 5 dB) 

4   Conclusion 

In this paper, the outage performance of multi-hop AaF wireless relay system with 
fixed and variable gain relays had been studied by combination of analytical, 
numerical and simulation methods. Due to the complexity of the output SNR, the OP 
for multi-hop systems under Rayleigh, Nakagami, Rician and Weibull fading models 
can be determined only by combining analytical results with numerical integration 
techniques, except for the dual hop case.  

Despite their lower complexity, the multi-hop system with fixed gain relays 
typically outperforms the variable gain system. The performance gap between these 
two systems increases substantially by increasing the number of hops for all 
considered fading channels regardless of the selection of the average per hop SNR. 
The increase of the SNR threshold further widens this gap. 
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Abstract. Email viruses are one of the main security problems in the Internet. 
In order to stop a computer virus outbreak, we need to understand email interac-
tions between individuals. Most of the spreading models assume that users in-
teract uniformly in time following a Poisson process, but recent measurements 
have shown that the intercontact time follows heavy-tailed distribution. The 
non-Poisson nature of contact dynamics results in prevalence decay times sig-
nificantly larger than predicted by standard Poisson process based models. 
Email viruses spread over a logical network defined by email address books. 
The topology of this network plays important role in the spreading dynamics. 
Recent observations suggest that node degrees in email networks are heavy-
tailed distributed and can be modeled as power law network. We propose an 
email virus propagation model that considers both heavy-tailed intercontact 
time distribution, and heavy-tailed topology of email networks. 

Keywords: Computer viruses, Dynamical systems, Complex networks. 

1   Introduction 

The concept of a computer virus is relatively old in the young and expanding field of 
information security. It was first developed by Cohen in [1, 2], and it still is an active 
research area. Computer viruses still accounts for a significant share of the financial 
losses that large organizations suffer for computer security problems, and it is ex-
pected that future viruses will be even more hostile. 

According to The WildList Organization International [3] there were 70 wide-
spread computer viruses in July 1993, and that number have increased up to 953 in 
July 2009 (Fig. 1). With the proliferation of broadband ‘‘always on’’ connections, file 
downloads, instant messaging, Bluetooth-enabled mobile devices, and other commu-
nications technologies, the mechanisms used by viruses to spread have evolved as 
well [4, 5]. Still, many viruses continue to spread through email. Indeed, according to 
the Virus Bulletin [6], the email viruses (email worms) still accounts for large share of 
the virus prevalence today.  

Email viruses spread via infected email messages. The virus may be in an email at-
tachment or the email may contain a link to an infected website. In the first case the 
virus will be activated when the user clicks on the attachment and in the second case 
when the user clicks on the link leading to the infected site. 
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Fig. 1. Number of viruses in-the-wild according to The WildList Organization International. 
This is a cooperative listing of viruses reported as being in the wild by virus information pro-
fessionals. The list includes viruses reported by multiple participants, which appear to be non-
regional in nature. The WildList is currently being used as the basis for in-the-wild virus testing 
and certification of anti-virus products by the ICSA, Virus Bulletin and Secure Computing. 

When an email virus infects a machine, it sends an infected email to all addresses 
in the computer’s email address book. This self-broadcast mechanism allows for the 
virus’s rapid reproduction and spread, explaining why email viruses continue to be 
one of the main security threats. While some email viruses used only email to propa-
gate (e.g. Melissa), most email viruses can also use other mechanisms to propagate in 
order to increase their spreading speed (e.g. W32/Sircam, Love Letter).  

Although virus spreading through email is an old technique, it is still effective and 
is widely used by current viruses. It is attractive to virus writers, because it doesn’t 
require any security holes in computer operating systems or software, almost every-
one uses email, many users have little knowledge of email viruses and trust most 
email they receive (especially email from friends) and email is private property so 
correspondent laws or policies are required to permit checking email content. 

Email viruses usually spread by connecting to SMTP servers using a library coded 
into the virus or by using local email client services. Viruses collect email addresses 
from victim computers, in order to spread further, by: scanning the local address 
book, scanning files with appropriate extensions for email address and sending copies 
of itself to all mail in the user's mailbox. Some viruses even construct new email ad-
dresses with common domain names. 

In order to eradicate viruses, as well as to control and limit the impact of an outbreak, 
we need to have a detailed and quantitative understanding of the spreading dynamics 
and environment. In most email virus models have been assumed that the contact proc-
ess between individuals follows Poisson statistics, and, the time between two consecu-
tive contacts is predicted to follow an exponential distribution [7-13]. Therefore, reports 
of new infections should decay exponentially with a decay time of about a day, or at 
most a few days [7–11]. In contrast, prevalence records indicate that new infections are 
still reported years after the release of antiviruses [4, 7, 14], and their decay time is in 
the vicinity of years, 2–3 orders of magnitude larger than the Poisson process predicted 
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decay times. This discrepancy is rooted in the failure of the Poisson approximation for 
the interevent time distribution. Indeed, recent studies of email exchange records be-
tween have shown that the probability density function of the time interval between two 
consecutive emails sent by the same user is well approximated by a fat tailed distribu-
tion [15-19]. In [20] the authors prove that this deviation from the Poisson process has a 
strong impact on the email virus’s spread, offering a coherent explanation of the anoma-
lously long prevalence times observed for email viruses. 

The email network is determined by users’ email address books, and its topology 
plays important role in the spreading dynamics. In [21] the authors use Yahoo email 
groups to study the email network topology. Although the topology of email groups is 
not the complete email network topology, they use it to figure out what the topology 
might be like. Their findings suggest that the email groups are heavy-tailed distrib-
uted, so it is reasonable to believe that email network is also heavy-tailed distributed. 
The problem of virus spreading in networks with heavy-tailed distribution has been 
studied in [7, 10, 21]. 

An epidemic threshold is a critical state beyond which infections become endemic. 
In [22, 23], the authors have presented a model that predicts the epidemic threshold of 
a network with a single parameter, namely, the largest eigenvalue of the adjacency 
matrix of the network. 

In this paper, we propose an email virus propagation model with nonlinear dy-
namical system, which considers both heavy-tailed intercontact time distribution and 
heavy-tailed topology of email networks. We use this model to reveal new form of the 
epidemic threshold condition. 

The rest of the paper is organized as follows. In Section 2, we define the network 
model, and analyze the email network topology and communication patterns. After 
that in Section 3, we propose a discrete stochastic model for Non-Poisson virus prop-
agation in email networks with power law topology and have-tail distributed intere-
vent times. Simulation results and analyses are given in Section 4 and Section 5 con-
cludes the paper. 

2   Email Network Model 

Let G = (V, E) be a connected, undirected graph with N nodes, which represent the 
email users, and m edges, which represent the contacts between the users. Every user 
has an address book in which he has all the users he contacts with. These address 
books are represented with the adjacency matrix A of the graph G, i.e., aij = 1 
if (i, j) ∈  E (user i have user j in his address book) and aij = 0 otherwise. 

At time k, each node i can be in one of two possible states: S (susceptible) or I (in-
fected). The state of the node is indicated by a status vector which contains a single 1 
in the position corresponding to the present status, and 0 in the other position: 
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be the probability mass function of node i at time k. For every node i it states the 
probability of being in each of the possible states at time k. 

The network topology is determined by the adjacency matrix A, i.e. by the users’ 
email address books. The size of a user’s email address book is the degree of the cor-
responding node in the network graph. Since email address books are private prop-
erty, it is hard to find data to tell us what the exact email topology is like. 

We use the Enron email dataset, described in [24] and available at [25], to study 
the email network topology. This set of email messages was made public during the 
legal investigation concerning the Enron Corporation. It is the only publicly available 
email dataset and consists of 158 users (mostly senior management) and 200,399 
messages (from which 9728 are between employees). The dataset contains messages 
from a period of almost three years. On Fig. 2 the degree distribution of the users’ ad-
dress books from this dataset is shown. We see that the power law P(k) ~ k -3.5  ap-
proximates well  a substantial part of the users’ degree distribution, but fails to ap-
proximate well for small degree values. This is mostly due to the fact that the number 
of users in the dataset is small, but nevertheless it gives us an insight into the real 
email network topology. Because of this degree distribution, and the findings from 
[21], it is best if we model the email network as a power law network. 

 

 

Fig. 2. Degree distribution of the address books from the Enron email dataset. The dashed line 
represents the power law decay P(k) ~ k -3.5. 

The contact dynamics responsible for the spread of email viruses is driven by the 
email communication and the usage patterns of individuals. To characterize these pat-
terns we also use the Enron email dataset. We use only the messages between the em-
ployees (9728 messages), and it is sufficient for accurate analysis. Let τ (interevent 
time) denote the time between two consecutive emails sent by a single user. The dis-
tribution of the aggregate interevent of all the users approximately follows a power 
law with exponent α ≈ 2.4 and a cut-off at large τ values (Fig. 3). 
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Fig. 3. Distribution of the interevent time between two consecutive emails sent by an email user 
in the Enron dataset. We aggregate the interevent times of all users (the distribution for single 
users is similar). The dashed line represents the power law decay P(k) ~ k -2.4.  

3   Email Virus Propagation Model 

The spreading dynamics is jointly determined by the email activity patterns and the 
topology of the corresponding email communication network. We propose a discrete 
stochastic model for virus propagation in email network with power law topology and 
communication pattern with heavy-tailed interevent time distribution.  

The Barabasi-Albert model [26] is used for generating email networks with power 
law topology, which is one of several proposed models that generate power law net-
works. The model is using a preferential attachment mechanism and generates net-
work which has degree distribution with the power law form P(k) ~ k-3. 

In order to compare power law networks against random networks, we use the Er-
dos-Renyi model [27] for generating random networks. In this model, a graph G(N, p) 
is constructed by connecting N nodes randomly. Each edge is included in the graph 
with probability p, with the presence or absence of any two distinct edges in the graph 
being independent. 

When an email user have received message with a virus attachment by some of his 
contacts, he may discard the message (if he suspects the email or detects the email vi-
rus by using anti-virus software) or open the virus attachment if unaware of it. When 
the virus attachment is opened, the virus immediately infects the user and sends out 
virus email to all email addresses on this user’s email address book. Different users 
open virus attachments with different probabilities, depending on their computer secu-
rity knowledge. We assume that the probability that an email user opens the infected 
attachment, after he has received some infected message is constant and denote it with 
β. The infected user will not send out virus email again unless the user receives an-
other copy of the email virus and opens the attachment again. 

It takes time before a recipient receives a virus email sent out by an infected user, 
but the email transmission time is usually much smaller comparing to a user’s email 
checking time. Thus in our model we ignore the email transmission time. In most 
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cases received emails are responded to in the next email activity burst [15, 17], and 
viruses are acting when emails are read, approximately the same time when the next 
bunch of emails are written. According to this email users’ activity can be represented 
as follows. Let bj(k) represent users’ j activity at time k. If user j is active at time k 
bj(k) = 1, otherwise bj(k) = 0. We assume that a user reads all his emails at the mo-
ment he is active. 

We model email users activity by using chaotic-maps. This method is used in [28, 29] 
for modeling packet traffic. The following map is convenient for our purposes: 

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

≥

−−

−
−

<

−
=+

−−

−−

dkx

kxc

kx

dkx

kxc

kx

kx

j

mm
j

j

j

mm
j

j

j

)(if,

)))(1(1(

)(1
1

)(if,

))(1(

)(

)1(

1

1

1
2

1

1

1
1

22

11

 (3) 

where 

1

1

1
1

11
−

−−=
m

m

d

d
c  (4) 

1

1

2
2

2

)1(

)1(1
−

−

−
−−=

m

m

d

d
c , (5) 

and d∈ [0, 1]. At each time k, the value of xj(k) is evaluated for each user j, and then: 
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We choose this chaotic map, because for values of m1 and/or m2 in the range 
(3/2, 2) the map generates interevent times that have heavy tailed distribution. More 
precisely for d=0.7, m1 = 1.53 and m2 = 1.96 the distribution approximately follows a 
power law with exponent α ≈ 2.4 and a cut-off at large τ values, very similar to the 
true interevent time distribution (this can be achieved with other values also). 

At the beginning (k = 0) there is a small number of initially infected users. Let V(k) 
denote the infected inbox matrix, where vij(k) = 1, if user j have unread infected email 
message from user i at time k, and otherwise vij(k) = 0. At time k = 0, vij(0) = 1, if user 
j have initially infected user i in his address book, and otherwise vij(0) = 0. At each 
time k: 
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Previously we assumed that a user reads all his emails at the moment he is active. 
So if user j is active at time k (bj(k) = 1), all the messages from the infected inbox ma-
trix V should be removed, vij(k+1) = 0 for all i. 

We introduce another parameter δ, which represents the curing probability. After 
some user gets infected, he may use some means (such as virus removal tool) to re-
move the virus from his computer. As with β we assume constant curing probability 
among users. Having defined all this, the equations describing the evolution of our 
email virus propagation model are: 
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4   Simulations and Analyses 

For our simulations, we use email networks with 1000 nodes representing the email 
users and 3000 links representing the users’ address books. First, we compare the 
spreading of email viruses in power law and random (Erdos-Renyi) network, by using 
both Poisson process approximation and true interevent distribution. For this simula-
tion we use δ = 0, because we are interested in the spreading dynamics, i.e. the num-
ber of new infections, instead of the total number of infected users. The other parame-
ter values are d=0.7, m1 = 1.53, m2 = 1.96 and β = 0.5.  From Fig. 4 we see that the 
spreading process in the power law email network evolves more rapidly than in ran-
dom network, i.e. the number of new infections at the beginning is higher. If we com-
pare the different interevent distributions, we see that the Poisson process approxima-
tion evolves much faster and the spreading process ends in one order of magnitude 
faster than in the true interevent time distribution. The number of new infections in 
power law networks, after the initial period, slightly deviates from exponential decay, 
while in random networks the decay is clearly exponential.  

Predicting the epidemic threshold condition is an important part of a virus propaga-
tion model. In [22, 23] the authors predict the epidemic threshold with a single pa-
rameter λ1,A, the largest eigenvalue of the adjacency matrix A of the network. They 
prove that if an epidemic dies out, then it is necessarily true that: 

A,1

1

λδ
β < . (11) 

 
 



194 M. Mirchev and L. Kocarev 

 

Fig. 4. Average number of new infections in Power-law network (red) and Erdos-Renyi (blue). 
After the initial period, the lines correspond to an exponential decay predicted by the Poisson 
process approximation (dash lines) and the true interevent distribution (solid lines). 

The epidemic threshold in power law networks is zero [22], so we make the epi-
demic threshold analysis on random networks. We analyze the dependencies between 
the parameters, β, δ, λ1,A and d at their threshold values, i.e. the values for which the 
system moves from a state where the virus prevails, to a state where the virus dimin-
ishes). The parameter d captures the characteristics of the communication pattern. We 
see (Fig. 5) that as in [22, 23] β and δ have linear dependency with λ1,A, while the 
threshold value of d exponentially increases, as λ1,A increases. According to this,  
the epidemic threshold condition would have the form given in (12), which captures 
the essence of both network topology and communication patterns. 

A,1λδ
β xd<  (12) 

 

Fig. 5. The dependencies of the parameters β, δ, λ1,A and d at the epidemic threshold. 
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5   Conclusion 

In this paper we analyzed the email network topology and the email communication 
patterns. We proposed a model for virus propagation in email network with power 
law topology and communication pattern with heavy-tailed interevent time distribu-
tion. The analysis showed that the prevalence time for true interevent time distribution 
is much longer than predicted by standard Poisson based models, which is coincident 
with real data. Although the number of new infections exponentially decays in ran-
dom networks, for email networks it slightly deviates from straight exponential decay. 

The epidemic threshold analysis has revealed a new form of the condition under 
which an epidemic diminishes, which captures the essence of both network topology 
and communication patterns. This form will be further analyzed. 
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Abstract. In this paper the impact of node communities on the ad hoc network 
performances is investigated. The community structures are viewed on the 
logical (application) level and on the physical level. They are modeled using 
complex network theory with which socially based mobility and communication 
patterns are developed. The different approaches in modeling offer the view of 
how the distribution of interconnections between the nodes influences the 
network performances. The results show that the logical interconnections have a 
great impact on the network performances especially in the cases when the node 
degree distribution follows the scale-free law. 

Keywords: communities, ad hoc network, performances, complex networks, 
logical and physical level. 

1   Introduction 

The wireless fidelity of today’s small and affordable devices have risen the massive 
need for instant and effortless networking on a whole new level that can not be 
satisfied with the usual access point configurations. What is expected from wireless 
devices today is the very definition of ad hoc networking: the ability to form a 
wireless mobile network anytime, anywhere without the use of any centralized 
administration or existing infrastructure [1].  

Ad hoc networks offer this effortless networking by employing a special routing 
protocol that treats every device as end-node and a router at the same time. In this 
way the nodes act benevolently forwarding packets from other sources towards their 
destinations. This behavior allows for two nodes that are not in their radio range to 
communicate via their intermediate neighbor nodes forming so-called multihop paths. 

However, the idea of creating an instant network as means for sharing information 
has influences on both, the networking protocols and the mobility and communication 
patterns. This means that as the need for the anytime, anywhere network establishing 
dictates the use of special ad hoc routing protocols, the same need of people to share 
information shapes the topology of the network as well as the traffic on the 
application level in the network. 

The people that want to use the ad hoc network as a means for information sharing 
are part of an underlying social network that depicts the way people are interconnected. 
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The connections in the social network show the way people communicate by indicating 
the friendships and communities of friends with stronger ties inside the community. 
When we apply communication via ad hoc network over this social layout, it is 
normally expected that the network users will continue to honor the social ties and 
merely use a technological way to share the information between friends [2]. 

Thus, while we strive to tweak the ad hoc network performances so they can 
satisfy the need for higher throughput, it is essential that we model the network 
deployment using appropriate techniques. This means that while we investigate the 
network behavior, we must use communication and mobility models that will produce 
data and movement patterns that will reflect the social life of the network users. 

In the light of this approach, we use the complex network theory in order to create 
a social model of the network users which will afterwards be used as an underlying 
basis for creating communication patterns and mobility scenarios in the network. 
When creating a model of a social network, there are few interesting characteristics 
that must be taken into account. It has been shown that all social networks which are 
part of the complex network family show certain global and local features that they 
have in common. This is the reason why complex network theory abandoned the 
social network modeling using the random graphs proposed by Erdos and Renyi, and 
moved on to the discoveries of the last decade which led to the small-world and scale-
free properties.  

We used the small-world and scale-free phenomena for modeling a socially based 
communication pattern for ad hoc networks and we investigated the impact this 
modeling had on the ad hoc network performances. The results presented in [3] and 
[4] show that the ad hoc network performances greatly differ when compared to the 
traditional way of modeling using a random communication pattern. This implies that 
the results obtained for the network performances behavior when investigating some 
special network aspects can be misleading. For example, the authors in [5] are 
investigating the performances of ad hoc networks that use different routing protocols 
on the basis of complete random traffic and random movement, which as we argued 
previously does not represent the real life deployment of the network. Similarly, in [6] 
the impact of coverage on the network performances in investigated using random 
models, but again this is under great influence of the social aspect of the network. In 
[7] performances of ad hoc networks using directional beams with group mobility are 
presented, and while the results include the physical aspects of social grouping, they 
also lack the application modeling of social information sharing. 

However, one other characteristic of social networks is the natural community 
forming that occurs in the network. Social network exhibit the occurrence of a 
number of communities in the network that point the groups of friends that establish 
closer relationships inside their group while scarcely communicating outside the 
group via a small number of intergroup links. This forming of groups influences not 
only the communication pattern of having intense traffic inside the groups and lower 
amount of traffic between groups, but also the physical positioning of the nodes and 
their mobility pattern. The nodes that belong to the same group are expected to stay 
close to each other and the group is expected to share a common goal when moving.   

The goal of this paper is to investigate how these community structures that occur 
in ad hoc networks because of their underlying social character influence the network 
performances. Of special interest is the question of how the link distribution density 
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in the network, expressed via the social node degree distribution, affects the network 
performances in accordance with the community structures. 

In order to pursue this topic we created several models of the logical and physical 
level of ad hoc nodes interactions creating socially based communication and mobility 
patterns that are socially based and reflect the small-world, scale-free and community 
forming phenomena of the network of users. 

The rest of this paper is structured as follows: In section 2 the underlying social 
network models that incorporate the small-world phenomenon and the community 
structures, as well as the scale-free phenomenon and the community structures, are 
presented. Section 3 describes the way these network models are used for creating 
communication pattern and mobility scenarios for the ad hoc network performance 
investigation. In Section 4 the simulation scenarios are presented, while Section 5 
gives an overview of the results obtained. Section 6 concludes the paper. 

2   Modeling Social Networks of User Communities  

The complex network studies in the last decade have shown that social networks share 
some ubiquitous properties that have captured the interests of scientists from many 
different fields. These properties that have be found as an integral part of many 
natural and man-made networks are the small-world and scale-free phenomena.  

The small world phenomenon [8] captures the so called low global separation in 
the network. Networks that exhibit the small-world phenomenon have a very small 
average path length when compared to the number of nodes in the network. For an 
example, the largest social network, i.e. mankind, has average path length of 5.8, the 
basis for the famous “six degrees of separation” statement.  

The small-world phenomenon is successfully captured using the Watts and 
Strogatz model [9] that creates a network that has a large clustering coefficient (high 
local density), but also a small average path length. The large clustering coefficient is 
another feature that characterizes social networks implying the higher probability of 
two friends to have a mutual friend. However, one of the downfalls of the model is 
that the resulting network has a uniform distribution of the node degree, as well as the 
inability to create a network with a desired number of communities. In order to 
address the later problem we created a new small-world network model that allows 
for creation of a network with the same characteristics of the Watts-Strogatz model as 
well as the ability to form a given number of communities in the network. The small-
world communities (SWcom) model is described in [3] and it emphasizes the 
existence of groups or clusters in the network wherein the nodes are tightly connected 
to each other while the network is holding by a number of inter-clusters links. That 
means that although the nodes tend to group, the inter-groups links create paths of just 
a few intermediate nodes to any destination in the network. 

On the other hand, the scale-free phenomenon [10] is mainly concerned with the 
node degree distribution in the network. Scale-free networks have a power law node 
degree distribution ( )p x Ax α−=  where for most of the observed networks1 3.5α≤ ≤ . 
This implies that there are a large number of nodes in the network with a few links, 
while a small number of nodes (known as hubs) have a great number of links and 
keep the network together. The work of Barabasi and Albert [10] has lead to many 
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scale-free models that usually introduce random preferential attachment mechanism 
and allow generation of a network with a power law distribution and a small average 
path length. However, the main drawbacks of the Barabasi-Albert model are the low 
clustering coefficient and the lack of ability to capture the community structures in the 
network. Thus, we created the scale-free communities (SFcom) model presented in 
[4] that incorporates the small world phenomenon and the scale-free property in such 
a manner that the obtained network is actually created as a network of a given number 
of clusters, i.e. communities, which have a scale-free property and are afterwards 
interconnected in a way that allows for the network as a whole to maintain the scale-
free property. In this way, the obtained network also has a large clustering coefficient. 
The model tends to give representation of the real life situations wherein each group 
has at least one ‘group leader’ that is represented as a hub in the network. 

The two proposed social network models were made in order to observe how the 
community structures influence the behavior of the ad hoc network on both the 
application and the physical layer of the network. The two variations of creating 
different communities offer another interesting insight in the network behavior. The 
SWcom offer a small-world network made out of nodes with a common node degree, 
thus creating a network that will be balanced when considering the frequency of 
interactions between nodes inside the community. The heavy load (in terms of 
interactions) can be found only at the nodes that act as groups interlinks.   

 

  
a) SWCOM - 4 communities b) SFCOM – 4 communities 

Fig. 1. Example social networks with 100 nodes created with the SWcom model (a) and the 
SFcom model (b) with 4 communities. 

On the other hand, when considering the SFcom network, this egalitarianism is non 
existent. The distribution of links inside the groups is according to the power law 
distribution thus creating bottlenecks at each group leader (hub) in the network. At the 
same time, these hubs also have the duty to act as interconnection points for inter-
group communication. For visual comparison, on Fig. 1 example networks obtained 
with both of the models are shown. 

3   Community Based Communication and Mobility Patterns  

Using the findings of the theory of complex networks, we created models that can be 
used to depict the physical connections between network devices, the routing of the 



 Impact of Community Structures on Ad Hoc Networks Performances 201 

data packets in a communication network, or the end-to-end communication between 
the network users. The main goal of the models is to realistically capture the social 
network of the ad hoc network users. These models are afterwards used to create 
traffic and movement generators that will mimic the way the ad hoc network is going 
to be used by its users in a real life situation. The models incorporate both the small 
world and the scale free properties while emphasizing the community structures 
which are constantly observed in the real social networks. 

In order to realistically simulate the conditions under which an ad hoc network 
would be used in real life situations as a means for information sharing between 
groups of humans, we used our SWcom and SFcom model in combination with 
specialized custom made application layers for the widely used open source NS-2 
network simulator [11]. 

Our custom application layers use the information read-in from the generated 
social network using the SWcom or SFcom algorithm. The obtained network defines 
the relationships between the ad hoc network users and their need for communication. 
In this way we define the social links (information links) for each node in the ad hoc 
network. We simulate each node of the ad hoc network as a different node of the 
underlying social network with its given links to other participants in the ad hoc 
network. Each node is allowed to communicate only with its defined information 
links (in this way we let the node send and receive data information only from its 
known ‘friends’). Whenever a node sends a new message using this application layer, 
the node randomly chooses a destination from the pool of known information links. In 
addition to the custom application layers, we created a traffic generator that generates 
traffic with a given offered load over the simulation time. 

In order to be able to incorporate the community influence on the node physical 
positions and movement patterns, we also created another tool that serves as a 
mobility scenario generator which is a modified version of the community mobility 
generator [12]. The generator is modified so that it works as follows: first, it reads in 
the generated social network according to one of our models, secondly, using the 
Girvan-Newman modularity method [13] it finds the communities in the network and 
than assigns proportional parts of the simulation area to each community. The nodes 
are uniformly scattered in the appropriate community area. During the simulation the 
nodes are moving within the boundaries of their respective community while sharing 
a common goal. 

4   Simulation Scenarios  

In order to investigate the impact of the different community structures on the ad hoc 
network performances we conducted several series of simulations. All of the 
simulations were performed on the SeeGrid infrastructure [14]. In our scenarios we 
observe the total end-to-end throughput in the ad hoc network (total received data bits 
per second in the whole network) while varying the offered load from 0.1 Mbps up to 
7 Mbps.  

The ad hoc network consists of 100 nodes that are uniformly distributed in a square 
area of 1 km2. The nodes are equipped with radios that use the IEEE 802.11 protocol,  
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while the multihop routing is provided using the AODV routing protocol [15], and on 
the transport level we use UDP. We were studying the ad hoc network for several 
different cases of node mobility for our movement generator: static nodes, nodes with 
average speed of 1 m/s, 2 m/s and 5 m/s. We decided to observe the performances of a 
social network with 4 communities which provided us with a network that has 
clustering coefficient and average path length that are closest to the ones observed in 
real life [2]. The additional parameters of both of the models are chosen so that 85% 
of the links in the network are links within the communities, while the rest 15% of the 
links are inter-community links. 

One of the goals of the paper is to observe the influence of the existing community 
structures in the network on the logical and on the physical level separately for both 
of the social communities’ models. Thus, the simulation scenarios also offer the 
possibility to use the created SWcom or SFcom social (information) network only on 
the logical (application) layer L, while the nodes are scattered and moving randomly 
in the complete simulation area P=GeomRND; or only on the physical layer P in 
which case the nodes are moving together within their communities, but the 
communication is completely random L=RND; or on both, physical and logical layers 
L and P wherein the communication and the movement pattern are according to the 
community modeling of one of the proposed models. 

5   Impact of Social Communities on Network Performances 

The first set of results is focused on presenting the ad hoc network performances 
when the network is modeled using the small-world and the scale-free communities 
social networks on the logical and/or physical layer of the network. The results 
obtained when the communities are modeled according to the SWcom are shown on 
Fig. 2, while the results obtained when the communities are modeled according to the 
SFcom are shown on Fig. 3.  

The results presented on Fig. 2 allow for a fair comparison of the network 
performances obtained the traditional way with random traffic and movement 
together with the results obtained when modeling communities in the network using 
the small-world communities model. It can be concluded that taking into account the 
existing communities on the physical layer does not greatly change the behavior of 
the network, while the impact of the communities structures on the logical level is 
more than slight. The network performances rise rapidly when the traffic is modeled 
according to the social ties of the users. This is even more evident when both layers 
are modeled taking into account the small-world communities that are overlapping 
(L=SWcom and P=SWcom). An overall impression is that the performances are 
saturating when the offered load reaches 1 Mbps, while the maximum throughput 
achieved is also 1 Mbps. This shows that 1 Mbps is a maximum throughput that can 
be achieved in a network with a balanced, that is, uniform, traffic between the nodes 
of the community. This uniform traffic is a result of the clustered small world 
behavior where all of the nodes that belong to one community have identical node 
degree and the distribution of source-destination pairs of nodes is uniform. 
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Fig. 2. End-to-end throughput in an ad hoc network modeled with and without small-world 
communities on logical and/or physical level using the custom SWcom application layer and 
movement generator for nodes that move with 1 m/s 

 

 

Fig. 3. End-to-end throughput in an ad hoc network modeled with and without scale-free 
communities on logical and/or physical level using the custom SFcom application layer and 
movement generator for nodes that move with 1 m/s 

When the same analysis is done using the scale-free communities model there are 
some similar results, but also different trends in the obtained performances (see Fig. 3). 
The behavior of the network for communities only on the physical or on the logical 
level is very similar as it can be expected. However, when considering communities 
on both layers at once (please note that this case is the one to be found in real life 
situations), the network performances show different behavior. They reach more than 
3 Mbps throughput for higher offered loads of 5 and 6 Mbps showing that the network 
does not get into saturation fast and allowing for a tremendous rising of the 
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performances. This is somewhat peculiar while one is expecting to see lower 
performances because of the increased number of bottlenecks in this network model. 
However, care must be taken to consider that the network medium is shared and that 
in cases when in most of the communication the hubs are either source or destinations 
for the packet, it is much easier to solve the contention for the medium without the 
need for too many backoffs. 
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Fig. 4. Percentage of received over sent packets for network with and without communities 
modeled according to the SWcom or SFcom model for static and nodes that move with 2 m/s 
average speed 

Fig. 4 offers some more insight on the ad hoc network performances from the 
perspective of how the percentage of received packets over the number of sent 
packets in the network changes when taking into account the social communities in 
the network using the small-world or the scale-free model instead of using the 
traditional random approach. It can easily be seen that while the random models 
predict only 1% of the packets to be delivered at their destinations for higher loads, 
when the traffic and mobility patterns depict the social activity of the network the 
simulations show that the percentage of received packets is several times higher than 
the expected and drops more slowly with the increasing load. Also, for the small-
world model certain resilience to the node mobility is present, while in the scale-free 
communities case the node movement adds to the network performances increasing 
them for around 20% for higher loads. The increase of performances due to node 
mobility is one of the intrinsic characteristics of ad hoc networks and these sets of 
simulations just confirm this fact [5]. 

A comparison of the achieved network performances for various node speeds is 
presented on Fig. 5. The relative difference in the end-to-end throughput for the 
different models is clearly visible for static and nodes moving with 1, 2 or 5 m/s. The 
small-world communities modeled on both the logical and physical level show up to 
10 times better performances than the traditional random scenarios. At the same time, 
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the scale-free communities show improvements over the traditional models that are 
over 20 times higher. When comparing the two different communities types, one can 
conclude that the scale-free communities show outstanding performances which are in 
average 2 times better than the small-world communities. This is due to the 
distribution of the traffic inside the communities since in the both cases the number of 
community members as well as the number of communities is the same, which means 
that on the physical level, the modeling is done in the same manner since the mobility 
generator is concerned with these two parameters only. 

The results clearly show that as much as the very existence of communities plays a 
major role in determining the network performances, the very distribution of the 
traffic in and outside these communities is a variable that has a vast impact on the 
network throughput. 
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Fig. 5. Comparative analysis of the ad hoc network performances when the application and 
physical layers are modeled traditionally or with communities models for various node speed 

6   Conclusion 

In this paper we investigated the impact of the social communities structures that exist 
between the users of ad hoc networks on the actual network performances expected in 
real life situations. We argue that since the ad hoc network is going to be used as a 
tool to share information between a given group of people, the usage of the network 
in terms of traffic pattern and node mobility pattern is going to be governed by the 
rules of the social network established between the network users. Thus, care must be 
taken that while studying the network we work with scenario generators that will 
mimic this social behavior. 

From this point of view, our main goal was to establish how the social grouping of 
users influences the overall throughput of the network. For this purpose we model the 
network users using small-world and scale-free communities on both the logical and 
the physical level. The results show that the communities on physical level cause a 
small rise in the network performances, while the communication pattern defined over 
communities on the logical level has a greater impact on the network performances. 



206 S. Filiposka and D. Trajanov 

Further more, when these two types of communities coincide, the ad hoc network 
performances are 10 to 20 times better when compared to the traditional simulation 
scenarios that are based on the random traffic and mobility patterns.  

One of the main findings in this paper is that while the communities themselves 
have a great impact on the network performances, the way the traffic is distributed 
within the communities has an equal or even greater impact on the network behavior. 
Moreover, the results show that the power law distribution inside the community as 
well as in the social network as a whole creates focal points in the network traffic (the 
group leaders, or hubs in the network) which actually help to increase the network 
throughput by lowering the contention for the shared medium in the network.   
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Abstract. In this paper we use the property of diatoms as bioindicators, to 
indentify which physical-chemical parameters are contained in the taken sample 
using machine learning algorithm – CN2. Important physical-chemical parameters 
such as conductivity, saturated oxygen, pH, organic chemical parameters and 
metals are important in the process of environmental monitoring. These physical-
chemical parameters have influence on the entire lake web food chain, thus 
disturbing the organism’s patterns and interactions between them, such as diatoms 
community. These communities have high coefficient of indication on certain 
process such as eutrophication and presence or absence of certain physical-
chemical parameters, which means that they can be used as bio-indicators of 
water quality. The machine learning algorithm – CN2 can produce rules in a form 
IF-THEN which is suitable for organizing knowledge from diatoms abundance 
data. In literature the diatoms have ecological preference organized in the same 
manner. The experimental setup is build to satisfy not only the algorithm 
properties, but also the ecological knowledge of the diatoms community. We used 
several modifications of the algorithm, from which then we compare the 
compactness and coverage of the induced rule. Nevertheless, for regression 
problems we compare the correlation coefficient, root mean square error (RMSE) 
and relative root mean square error (RRMSE) or rule quality to point which 
experiment proved to be most accuracy and more general. Several of the rules are 
presented in this paper together with the evaluation performance. 

Based on modifications of the CN2 algorithm parameters, we were able to 
extract certain knowledge form the data, which later have proved to be valid, or 
in some cases is novel for many newly discovered diatoms. In future we plan to 
investigate more modifications of the CN2 algorithm, also to implement multi-
target rule induction and compare these results to the single target. 

Keywords: CN2, coverage, water quality, diatoms, Lake Prespa, weighted. 

1   Introduction 

Rule induction is an area of machine learning in which formal rules are extracted 
from a set of observations. The rules extracted may represent a full scientific model of 
the data, or merely represent local patterns in the data.  
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The CN2 algorithm is a learning algorithm for rule induction. The original version 
of CN2 [1] used entropy as the heuristic evaluation function, while the later versions 
used accuracy as estimated by the Laplace relative frequency estimate [2] or the  
m-estimate [3, 4]. In the literature it can be found many improvements of the original 
CN2 method. The weighted approach, which is directly related to the rule learning 
method, is applied later in the paper on the diatom dataset. 

In this paper we will use CN2 modification, to see how the algorithm performs on 
discovering rules from the diatoms abundance data of Lake Prespa. The focus of this 
paper is the investigation of the certain physical-chemical parameters that determinate 
the existence of certain diatoms, thus using diatoms to determinate the physic-
chemical contents of the sample. This is done by using the measured data from the 
diatoms abundance and the machine learning technique.   

Water quality is defined with the physical, chemical and biological characteristics 
of water. The most common standards used to assess water quality relate to drinking 
water, safety of human contact, and for health of lake, rivers ecosystems. These 
physical-chemical parameters are vital to understand how these systems function 
which in turn helps to identify the sources and fates of the ecological status of the 
lake. 

The complexity of water quality as a subject is reflected in the many types of 
measurements of water quality indicators. Some of the simple measurements listed 
below can be made on-site; temperature, pH, dissolved oxygen, conductivity, and etc. 
More complex measurements that must be made in a lab setting require a water 
sample to be collected, preserved, and analyzed at another location. Making these 
complex measurements can be expensive. Beside these physical and chemical 
assessments of the water quality of lakes, there is also a biological assessment.  

Bioindicators – biological assessments are species used to monitor the health of an 
environment or ecosystem. They are any biological species or group of species whose 
function, population, or status can be used to determine ecosystem or environmental 
integrity. In this paper we will used the diatoms community as bio-indicators 
collected from Lake Prespa to asset the physical-chemical parameters. There is known 
ecological preference for many of the diatoms, still the biologist discovery many new 
diatoms which have unknown ecological classification. Diatoms have narrow 
tolerance ranges for many environmental variables and respond rapidly to 
environmental change. This is making them ideal bio-indicators [7].  

The data that we use were collected during the EU funded project TRABOREMA 
(FP6-INCO-CT-2004-509177). The measurements comprise several important 
parameters that reflect the physical, chemical and biological aspects of the water 
quality of the lake. The geographical location of the diatoms is not the limiting factor 
in the distribution of diatom species and the composition of communities; rather, the 
specific environmental variables prevailing at a particular location [8] are the limiting 
factors.  

The remainder of this paper is organized as follows. In Section 2, we describe the 
machine learning methodology of CN2 algorithm that is used for knowledge 
discovery. Section 3 describes the data and section 4 explains the experimental design 
that was employed to analyze the data at hand. In Section 5, we present the obtained 
results in a form of rules and discuss them, while the section 6 concludes the paper. 
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2   Rule Learning for Knowledge Discovery 

2.1   Rule Learning Basics 

Predictive models can be written in more or less understandable forms. Among them, 
sets of ‘if-then’ rules are one of the most expressive and human readable model 
representations [9, 10]. Rule induction from examples has establish itself as a basic 
component of many machine learning (ML) systems, and has been the first ML 
technology to deliver commercially successful applications. The continued development 
of inductive techniques is thus valuable to pursue. 

When compared to decision trees, rules are generally considered to be more 
understandable. Each rule, namely, represents an independent piece of knowledge that 
can be interpreted separately without other rules from the rule set while the decision 
rule has to be interpreted as a whole. A rule set consists of rules of the form ‘IF 
condition THEN prediction; in addition, the rule set usually also has a default rule, 
which is used for prediction of examples that do not satisfy the condition of any other 
rule from the rule set. 

There has been a lot of interest in rule learning within the machine learning and 
statistics communities. Most of the rule learning methods originates in the AQ series 
of methods [11, 12], which all employ the sequential covering algorithm. We will 
now briefly describe the covering algorithm as it is implemented in the CN2 method, 
which is one of more commonly used rule learning methods. 

2.2   CN2 Algorithm 

CN2 is an algorithm designed to induce “if...then...” rules in domains where there 
might be noise. The CN2 [1] is an algorithm that iteratively constructs classification 
(regression) rules.  

The CN2 algorithm consist of two main procedures: a search algorithm performing 
a beam search for a good rule and a control algorithm for repeatedly executing the 
search. During the search procedure, CN2 must evaluate the rules if finds to decide 
which is the best. They are several metrics of rule quality is its accuracy on training 
data. In the original version of the CN2 algorithm the entropy is used, which behaves 
very similar to apparent accuracy, also prefers rules which cover examples of only 
one class. Later, more modifications of the algorithm are made. 

2.3   Learning Regression Rules 

So far, we have only discussed the learning of classification rules. Unfortunately, 
there are only a few approaches that can learn regression rules. A brief overview of 
these follows. [5] have developed a system, called SWAP1R, which transforms a 
regression problem into a classification problem. Later, the authors added the 
possibility of combining this method with the k-nearest neighbour method. The idea 
of transforming a regression problem into a classification one was further developed 
by [6].They developed a system called RECLA, which acts as a generic pre-processor 
and makes it possible to use an arbitrary classification method to solve regression 
problems. A rule learning system that learns regression rules directly was proposed  
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by [13]. Another approach for learning regression rules is the patient rule induction 
method (PRIM) [14]. 

The methods presented so far learn rules directly. An alternative is to first learn a 
decision tree, and then convert it to a set of rules. The approach is applicable to both 
classification and regression problems. Rule sets constructed via trees may not be as 
understandable as rule sets constructed directly. A solution to this problem is post-
processing of rules which results in smaller and more understandable rule sets [15]. 

2.4   Coverage and Compactness 

Each rule should represent a general piece of knowledge. More generalization means 
that the rule covers more examples and in the end, it also means that the final rule set 
will have fewer rules and will be more comprehensible. Unfortunately, more 
generalization most often also means larger error in the model, and a compromise 
between the two must be found. The definition of relative coverage is straightforward. 
Sometimes, however, it is useful to introduce example weights that are not uniform. 
Each example ei then has an associated weight wi. The relative coverage of rule Ru in 
this case is simply the sum of weights of the examples covered by Ru divided by the 
sum of weights of all examples. For a given (partial) rule that covers a set of examples 
S, its quality is estimated as the average distance of an example in S to the prototype 
of S. We will call this the”compactness” of the rule. 

We will use the compactness (average distance of an example covered by a rule to 
the prototype of this set of examples). The compactness takes into account both the 
attribute and target variable dimensions and is a weighted sum of the compactness 
along each of the dimensions (the latter are normalized to be between 0 and 1). 

The compactness measure of a set of examples along one nominal attribute is 
calculated as the average distance of all examples in a set from its prototype. The 
distance between a rule r and a set of rules R can be defined as the average distance 
between the rule r, and each rule from the set R. For the attribute with K possible 
values (v1 to vK) the prototype is of the form (f1, f2,…, fK). The distance of an example 
with a value vK from this prototype is equal to (1−fK). The compactness measure for 
one numeric attribute is equal to the mean absolute error of the attributes value and 
it’s mean. The values of numeric attributes are normalized in advance.  

3   Data Description 

3.1   Measured Data 

The data that we have at hand were measured during the EU project TRABOREMA. 
The measurements cover one and a half year period (from March 2005 till September 
2006). Samples for analysis were taken from the surface water of the lake at several 
locations near the mout of the major tributaries. In total, 275 water samples were 
available, 218 from the lake measurements and 57 from the tributaries. On these water 
samples both physico-chemical and biological analyses were performed. The physico-
chemical properties of the samples provided the environmental variables for the 
habitat models, while the biological samples provided information on the relative 
abundance of the studied diatoms.  
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The following physico-chemical properties of the water samples were measured: 
temperature (ºC), saturated oxygen (in %), Secchi depth (meter), conductivity 
(µS/cm), pH, nitrogen compounds (NO2, NO3, NH4, inorganic nitrogen), total 
nitrogen (all in mg/L), SO4 (mg/L), Total Phosphorus (mg/L), Sodium (Na) (mg/L), 
Potassium (K) (mg/L), Magnesium (Mg) (mg/L), Copper (Cu) (mg/L), Manganese 
(Mn) (mg/L) and Zinc (Zn) (mg/L) content. 

The biological variables were actually the relative abundances of 116 different 
diatom species. Diatom cells were collected with a planktonic net or as an attached 
growth on submerged objects (plants, rocks or sand and mud). This is the usual 
approach in studies for environmental monitoring and screening of the diatom 
abundance [17]. The complete diatoms acronyms can be found in [18]. The sample, 
afterwards, is preserved and the cell content is cleaned. The sample is examined with 
a microscope, and the diatom species and abundance in the sample is obtained by 
counting of 200 cells per sample. The specific species abundance is then given as a 
percent of the total diatom count per sampling site [16].   

3.2   Experimental Design 

In this paper we have performed several analyses along several different scenarios 
taking the raw, as measured data from the lake ecosystem. These scenarios were 
applied on the lake measurements dataset, even the dataset which was gather from the 
TRABOREMA consisted from lake and river measurements. The entire dataset 
consist from 116 diatoms and the physical-chemical properties of the water describe 
earlier.  

In the CN2 algorithm we have applied different parameter strategies; the standard 
covering method and weighted covering method. The Beam search algorithm was set 
to its default values. Decision list was used for prediction method and the rules were 
always added, even the algorithm has options to define adding rules If and If Better. 
For evaluating the performance of the algorithm on the data, was used 10 folds cross-
validation. To assess the quality of the learned rules of knowledge that we have gain 
from the data, we have compared the correlation coefficient and RMSE for all the 
modified CN2 algorithms. In the next section only the best rules for each dataset are 
given and description of the ecological preference. 

4   Results Using CN2 Algorithm from Lake Measurements 

4.1   Standard Covering Method 

In this section we present the TOP10 best rules according the values of the coverage 
and compactness product evaluation criteria. The rules were induced only for the lake 
measurement datasets. Many of the rules are small but not general, and some of these 
rules are large in length and cover more general knowledge.  

In Table 1 are presented the experiment results from the coverage and compactness 
values of the given datasets using standard covering method. Ranking is done 
according the product between compactness and coverage. For example the Rule 63 
produced by the algorithm depicts the physical-chemical structure of the taken water 
sample with highest value.  We can easily note that this rule compared with the Rule 
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59 represent very different combination of parameters. This conclusion lead that the 
existence of the diatoms is determinate by the physical-chemical structure of the 
water, which is true according the ecological reference found in the literature [8].  

Table 1. Performance evaluation of Compactness and Coverage values for standard method 

Covering Method = Standard 

Rule No. Number of 
Rule 

Produce 

Coverage*
Compactne

ss 

Number of 
Rule 

Produce 
Coverage 

1 Rule 63 6.40 Rule 63 131 
2 Rule 62 3.48 Rule 62 87 
3 Rule 58 3.47 Rule 59 73 
4 Rule 59 3.02 Rule 58 55 
5 Rule 61 2.20 Rule 60 40 

Based on this conclusion, we can classify the diatoms in which water quality 
container belong based on several important physical-chemical characteristics of the 
water. 
 
1. Rule 63:  IF (Navicula krsticii (NKRS)) <= 0 THEN 
 

Temp SatO SD Conduc pH NO2 NO3 NH4 TotalN 
9.22 68.94 3.132 223.03 7.86 0.01 33.89 0.3 3.87 

OrgN SO4 TotalP Na K Mg Cu Mn Zn 
2.74 30.31 28.64 5.48 1.56 6.29 4.59 16.59 6.46 

 
According the Rule 63 the NKRS diatom can exist in mile water temperature, high 

values of conductivity, low levels of nitrogen components (NO2) and metals (Mn and 
Mg), which in many cases are toxic. Using the rule induction to discover the diatoms 
ecological preference could lead to find new knowledge from measured data. The 
variations of the elements inside of the output rule vector for the CN2 algorithm must 
be found in certain boundaries of known physical chemical parameters of the water 
body. In this way the algorithm is in direct connection between the physical 
environment and the diatoms. The Rule 59 depicts the environmental conditions 
where existence of the STPNN and GDEC diatoms in the water sample with high 
temperature and pH values, low values of NO2 and NH4 is suitable. 

 
2. Rule 59:  IF (Staurosirella pinnata (STPNN)) > 0 AND (Geissleria decussis 

(GDEC) <= 1) THEN 
 

Temp SatO SD Conduc pH NO2 NO3 NH4 TotalN 
19.37 87.11 2.65 187.33 8.25 0 1.4 0.3 2.56 
OrgN SO4 TotalP Na K Mg Cu Mn Zn 

2 32.19 22.9 4.4 1.79 6.45 5.03 8.32 10.72 
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The rule generated can be consisted from several AND inequalities of the test 
condition. This knowledge discovery leads to description of the appropriate environment 
for specific diatoms in diatoms community. 

4.2   Weighted Covering Method 

In this section we present the TOP10 best rules according the values of the coverage 
and compactness product evaluation criteria using the weighted approach. Table 2 
present the evaluation data for the lake measurements datasets using the weighted 
covering method. Ranking according the product between compactness and coverage, 
for example the Rule 4 produced by the algorithm depicts the physical-chemical 
structure of the taken water sample with highest value. 

 
3. Rule 4:  IF (Achnanthes sp. (ACH) > 0 AND Amphora aequalis  (AAEQ) <= 0) 

THEN 
 

Temp SatO SD Conduc pH NO2 NO3 NH4 TotalN 
14.33 86.72 3.63 212 7.97 0.01 0.8 0.27 1.56 
OrgN SO4 TotalP Na K Mg Cu Mn Zn 
1.17 19 21.94 3.96 2.19 5.9 5.53 7.71 9.87 

 
Very low test scores were gain using the weighted approach compared with the 

standard covering approach on the lake data. Nevertheless, the induced rules some of 
them were in line with the known ecological diatoms preference.  

Table 2. Performance evaluation of Compactness and Coverage values for weighted method 

Coverage Method = Weighed 

Rule No. Number of 
Rule 

Produce 

Coverage*
Compactne

ss 

Number of 
Rule 
Produce 

Coverage 

1 Rule 4 0.70 Rule 9 4 
2 Rule 9 0.54 Rule 8 4 
3 Rule 7 0.42 Rule 6 3 
4 Rule 1 0.32 Rule 7 3 
5 Rule 8 0.12 Rule 10 3 

For example, Rule 9 depicts the presents of two diatoms Sellaphora pupula (SPUP) 
and Cyclotella juriljii (CJUR) within the physical-chemical structure given by the 
rule, were the high levels of SatO means that this diatom is dependent from oxygen 
levels. Low levels of SD (Secchi Disk) indicated that the both diatoms are living in 
clear water, with moderate high values of pH. 
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4. Rule 9: IF (SPUP > 4 AND CJUR <= 2) THEN 
                     

Temp SatO SD Conduc pH NO2 NO3 NH4 TotalN 
22.03 100.62 2.33 193 8.04 0.01 3.07 0.34 3.88 
OrgN SO4 TotalP Na K Mg Cu Mn Zn 
2.92 46.68 19.8 3.41 1.29 5.75 4 12.15 5.25 
  
Compared with some of the rules generated from the algorithm for example Rule 4, 

it is easy and immediately can be noticed that the physical-chemical structure of the 
water is very different.  

 
5. Default Rule: 

                  
Temp SatO SD Conduc pH NO2 NO3 NH4 TotalN 
14.4 67.47 3.46 212 8.39 0.23 3.94 0.52 2.63 

OrgN SO4 TotalP Na K Mg Cu Mn Zn 
1.27 28.96 15.86 4.25 1.32 5.27 3.09 2.12 1.63 
  
All the rules that have been gain from the rule induction process are compared with 

the default rule generated from the lake dataset. The Table 3 concludes our research 
based on the rule induction from the diatoms abundance in Lake Prespa. The 
regression performance indices lower performance from the standard covering 
method approach. 

Table 3. Performance evaluation for TOP10 rules of the CN2 standard covering method based 
on the lake diatoms abundance dataset  

Covering Method = Standard / Weighted 
Parameters CC 

- Train 
CC 

- Test 
RMSE 
- Train 

RMSE 
- Test 

Temp 0.71/0.19 0.32/0.05 4.64/6.47 6.75/6.63 
SatO 0.51/0.19 0.21/0.08 16.08/18.37 19.32/18.74 
SD 0.68/0.26 0.04/0.02 0.52/0.68 0.82/0.71 

Conduc 0.61/0.13 0.29/0.04 21.9/27.557 28.31/27.94 
pH 0.59/0.23 0.05/-0.13 0.5/0.621 0.73/0.66 

NO2 0.82/0.18 0.16/-0.03 0./0.0403 0.05/0.05 
NO3 0.77/0.17 0.28/0.04 1.35/2.09 2.37/2.14 
NH4 0.69/0.29 0.04/0.07 0.13/0.17 0.21/0.18 

TotalN 0.68/0.24 0.21/-0.01 0.93/1.23 1.38/1.30 
OrgN 0.62/0.23 0.06/-0.03 0.86/1.07 1.24/1.13 
SO4 0.61/0.14 0.02/0.00 18.24/22.68 27.48/23.24 

TotalP 0.59/0.19 0.18/-0.04 12.35/15.00 16.13/15.92 
Na 0.61/0.20 0.11/-0.04 1.66/2.05 2.30/2.15 
K 0.65/0.34 -0.04/-0.13 0.50/0.62 0.79/0.70 

Mg 0.67/0.18 0.12/0.04 2.09/2.78 3.09/2.88 
Cu 0.58/0.42 0.06/-0.04 2.27/2.53 3.25/2.93 
Mn 0.31/0.08 0.03/-0.05 15.92/16.7 17.73/16.85 
Zn 0.55/0.20 0.16/-0.07 3.68/4.32 4.74/4.54 
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5   Conclusion 

In this paper, we applied machine learning methodology, in particular CN2 rule 
induction algorithm to induce knowledge from diatoms abundance for taken measured 
sample water physical-chemical property in Lake Prespa. We have made several 
experiments from the diatoms community that has different settings and different 
environmental preferences using modifications of the CN2 machine algorithm. 

The CN2 modifications, based on the different coverage method; standard and 
weighted produce rules that later have been compare with their correlation coefficient, 
RMSE and RRMSE, together with coverage and compactness ration. From the result 
of the experiment the standard coverage methods vs. weighted method have been 
proven to be more general in the knowledge expression and more accurate. 

From the observations of the obtained rules for define physical-chemical vector 
values we can note that the given species could be found to exist in combination with 
other diatoms in certain water sample with different combination of parameters. With 
this kind of knowledge representation, we can compare this knowledge with existing 
biological expertise. The known ecological preference for the diatoms can be 
compared with the induced knowledge from the data. Diatom combinations also play 
very important role in direction of classifying their ecological preference. 

Criticism for these models can be made, that the model does not utilize the whole 
diatom community, but rather a several number of dominant diatoms appear in the 
models, contrary to the established expert practice in the environmental monitoring 
where the whole community is evaluated regarding the water quality status. 
Nevertheless, TRABOREMA measurements are based on the work done for the 
saprobity and trophy status of Lake Prespa [3] and are aimed in detecting the principle 
physico-chemical parameters that are influencing the diatom communities in the 
region, and also their mutual correlations.  

Building this kind of expert system that consists from modified rule induction 
algorithm leads to improvement of decision-making systems for environmental 
engineers. With this conclusion on mind, we plan to investigate more novel 
algorithms and possible CN2 modification in future. One direction is to modify the 
weighted algorithm, and adopt for multi-target algorithm procedure on different water 
quality class define by certain physical-chemical parameters. 
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1 Introduction

Visualization is used as a tool to understand the data, to see the unseen. In
this process, interaction plays a fundamental role, as it can reveal insights that
a single representation or animation does not. One of the most interesting but
less studied type of interaction is the semantic one, which consists in interacting
with the data by means of the image that represent it. In this case, the user
could be interested in the original data that is behind a single pixel or in the set
of data that generates an area of the image. The purpose of data identification
and selection is not only to get a detailed and specific view of that data subset
but also to extract data for remodeling and further calculations [1].

Semantic interaction provides several advantages. First of all, it is more intu-
itive, as the user interacts with the final image but can think in terms of original
values and context [2]. Furthermore, it allows the user to concentrate on the task
at hand, instead of focusing in the interface itself, avoiding disruptive switch of
the cognitive context. This makes the interface more “transparent”, resulting in
the enhancement of the cognitive productivity. Finally, it simplifies the coupling
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of input and output in the interface, suggested by Ware [3] as a mimesis of the
objects of the real world, allowing that a visual object can potentially provide
output as a representation of data and also potentially receive input.

However, there are major obstacles to achieve semantic interaction, especially
in data-flow oriented systems, as one needs to be able to reverse the transforma-
tion of every module of the visualization pipeline. In the case of the enterprise
environment, there is another complication, given by the type of data used,
which is usually abstract and high-dimensional, without a pre-determined geo-
metric representation.

In this paper, we study a data-flow oriented visualization application used
in enterprise environments from the perspective of the type of interaction sup-
ported (Section 4). For this purpose, we propose a taxonomy which best adapt
to our goals, the selection of which is discussed in Section 3. Then, we analyze
the possibility to add semantic interaction (Section 5). In this section we also
review recent innovative approaches that attempt to use ontologies to link repre-
sentation with meaning, using it to enhance user interaction and comprehension,
and show an example of the type of interaction envisioned. Finally, conclusions
and issues for future research are given in Section 6.

2 Background

Interaction plays a fundamental role in the achievement of the traditional goal
of visualization, the extraction of knowledge from data. A user’s perception and
understanding of a given visualization can greatly increase by its manipulation,
e.g., changing one or more parameters at a time while observing the result, or
simply moving the viewpoint around to reveal structure in the data that may be
otherwise masked [4]. Besides, visualization is, by nature, an exploratory process:
the perceived insight could raise new questions and hypothesis, which in turn
trigger new interactions, in an iterative way [5,6].

In a general sense, visualization involves the transformation of raw data into
an image, according to some specification, which includes the algorithm(s) to
be applied and its parameters [6]. Following this basic model, there are two
possible forms of interaction: with the transformation or with the data. In the
first one, known as configuration and control, the user changes the algorithm or
its parameters, to generate different images, according to the task at hand. In
the second one, known as semantic interaction, the user identifies the application
data by interacting with the visual information presented to him. The purpose
of data identification and selection could be to get a detailed and specific view
of a data subset or to extract data for remodeling and further calculations [1].

Usually, the transformation of the data into an image involves not one but sev-
eral steps, each of which acts on some data to produce a new set of data, forming
a chain or pipeline. These steps can be classified, depending on the type of oper-
ation they perform; in filter, if it produces a reduced subset of data; mapping, if
an abstract geometrical object representing the data is generated; and rendering,
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if produces an image1. In visualization, this pipeline is commonly referred to as
the data-flow network or visualization pipeline, and the steps as modules. One
of the most desirable feature of a visualization system, is the possibility to build
such a pipeline by the dynamic allocation of the available modules. These sys-
tems, which we will call Data-flow Visualization Environments (DVE), are more
flexible, since they allow the user to customize a flow of visualization analysis.
Another beneficial feature, in certain way related with the aforementioned, is
the capability of the system to be extended with the incorporation, by the user,
of new modules. AVS, Iris Explorer and Open DX are examples of this type of
systems2.

However, there are major obstacles to achieve semantic interaction in VDEs,
as one needs to be able to reverse the transformation of the data as it passes
from its original source, to the image. As the process involves the successive
transformation of data in order to create the final rendered image, valuable in-
formation may be lost at each intermediate stage and the generated data first
entering the visualization process may already have been stripped of much of
its semantic content, specially if systems are aimed at satisfying general require-
ments [9]. Downstream modules have no possibility to access the information
available further upstream. Besides, upstream modules store the original data
but have no information about what happens further down the pipe and how
the resulting image is generated3.

To overcome this difficulty a variety of approaches are proposed in the lit-
erature. One of them is the Visualization Input Pipeline technique described
in [1]. Here a backwards pipeline is constructed parallel to the original visual-
ization counterpart. Each backwards-oriented module ’knows’ the functionality
and the parameters of the original module and inverses its data modification.
Some application builders provide a similar feature. AVS and IRIS Explorer,
for example, both use an augmented data-flow model supporting image probing
facilities based on feedback loops – functions that accept a geometrical position,
query the input data and return a value interpolated at the required point; but
information of higher semantic level cannot be regained.

3 Methods

In order to study the possibility to implement semantic interaction in data-flow
oriented visualization systems used in enterprise environments, we took on the
task of analyzing the kinds of interactions available in these systems. Taking into
consideration that it is very difficult to examine all existing systems and tech-
niques, and in order to simplify the process of decomposing and organizing the

1 This classification corresponds with the Upson et al. [7] model of Scientific Visual-
ization. Similar steps of data transformation, visual structure generation, and view
rendering is described by Card et al. [8] for Information Visualization.

2 Other classification for these systems is Modular Visualization Environments (MVE).
3 This depends on the architecture of the system.
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problem space, we began our research by reviewing existing taxonomies of inter-
action techniques for visualization, and selecting one appropriated for our ana-
lytical purpose. After that, we explore a visualization system used frequently in
enterprise environments. We tried that this system were representative in its area
of application. We also reviewed articles describing visualization and interaction
techniques in Information and Scientific Visualization (e.g., [10,11,12,13,14]).

We found that there are many taxonomic reviews relevant to visualization
interaction techniques, but they have significantly different levels of granular-
ity. Some categorize low-level interaction techniques, and other high-level user
tasks. Some are oriented toward a specific application area (e.g. decision support
environments [15] and graph visualization [12]) or research field (e.g. Scientific
Visualization and Information Visualization) and others use a more holistic ap-
proach4. We agree with [16] in that former classification or surveys on visualiza-
tion often mix up techniques and systems, specially in information visualization.

Taking into consideration these problems, we identified the following pre-
requisites the selected taxonomy must meet:

– to cover almost all the aspects and levels of the visualization process (e.g.,
data type, display mode, interaction style, analytic tasks),

– to include information and scientific visualization techniques,
– to analyze visualization and interaction techniques together, and
– to differentiate between visualization systems and techniques.

As a result of the study, we decided to use a taxonomy based in Qin et al.’s [16].
We will use the developer-oriented framework from this taxonomy, because we
are more interested in the modification of the systems under analysis than in its
use as a final user. According to this framework, each technique is classified along
two dimensions: representation mode and interaction level. The representation
mode dimension includes pixel-oriented, geometric projection, function trans-
formation, icon-based, hierarchy-based, and graph-based representation. The di-
mension of interaction level includes manual, mechanized, and steerable inter-
action. We considered convenient to add the directness - Direct Manipulation
(DM) or Indirect Manipulation (IM), taking into consideration the original work
of Tweedie [19] on which the Qin et al. taxonomy is based.

Besides the analysis of the visualization techniques offered by the system un-
der study, we also describe it along two categories: the scope and the architecture.
The scope includes a general description and its main purpose; and the architec-
ture, the general layout of the system (e.g., modular, monolithic, client-server).

4 Case Study

For the selection of the systems, we firstly chose a relevant application area in
the enterprise environment. Then, a representative visualization system used in
that area was selected. On the other hand, this area must also be characterized

4 For more detailed comparisons of visualization taxonomies see [16,17,18].
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by (1) the use of high data volumes, (2) the generation of complex - multivalued,
multiparametric, temporal and spacial - data, and (3) the necessity of interac-
tion with both the visualization and the raw data. Of course, we also take into
consideration that the systems can be classified as a DVE. The area selected was
Business Intelligence (BI) and the system, Pentaho.

Pentaho (http://www.pentaho.com) is a popular Open Source BI application
suite made from free component applications. The Pentaho project was born in
2005 as the idea of BI veterans from Cognos, Hyperion, IBM, Lawson, Oracle
and SAS.

Scope

The Pentaho BI Suite provides a full spectrum of business intelligence (BI) ca-
pabilities, including query and reporting, interactive analysis, dashboards, data
integration/ETL and data mining. The suite uses a number of third-party Open
Source components, as Mondrian OLAP Server and jPivot Analysis front-end,
Firebird RDBMS, Shark and JaWE Workflow, Kettle EII and ETL, JBoss Ap-
plication server, Hibernate and Portal, and Weka Data Mining.

Pentaho is a process-centric, solution-oriented platform. Every element of the
system is handled as a process, and the solutions to the business tasks are mod-
eled as a workflow of such processes, under the control of a Workflow Engine.
Every step of each process is implemented as a standalone, re-usable component
that can be directed to execute the activity required and can be used as a web
service.

Architecture

The platform is implemented as a layered architecture (Fig. 1). At the core
of the system is the solution engine, which loads and executes the BI processes
(named action sequences). In order to do this, it runs the run-time engine, which
in turn loads the needed resources and executes the action sequence. The run-
time engine can be seen as a BI virtual machine, because it integrates all the BI
components. Components are modules that can be added to the system and bring
the BI features, such as reporting, charting, OLAP, ETL, email and workflow.
Some of the components are self-contained, and other needs an external engine,
e.g., an email or print engine. They form the lower layer of the system. At the
other end, there is a user interface for interacting with the solution engine using a
browser or desktop application, and an API, which can be accessed using several
protocols such as HTTP, JMS, SOAP, AJAX, POJOs and BPEL.

This modular architecture is flexible and easily expandable with the use of
plugins and extensions. The element that wire up all these components together
is the action sequence interpreter. An Action Sequence is an XML document
(with .xaction extension) that defines the smallest complete task that the so-
lution engine can perform. It is executed by a very lightweight process flow
engine and defines the order of execution of one or more component of the Pen-
taho BI Platform. Action sequences can be executed as part of a more complex
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Fig. 1. Pentaho BI Platform components [20]

workflow, using the XML Process Definition Language (XPDL) and a XPDL-
compliant workflow engine like Shark. In the case where a solution needs to be
coordinated externally, any business flow defined in the system is available as
web services and return their results via SOAP packages. This allows actions to
be coordinated via an orchestration technology such a BPEL workflow engine or
a remote application.

An action sequence defines the interaction between one or more actions. An
action defines a task performed by a BI component. When the action sequence is
executed, its actions are executed sequentially. Each action produces an output
that the next action can use as input. This flow is conceptually similar to a
pipeline, except for the fact that loops and conditions are permitted. There are
another two BI components where similar data-flows can be defined, Pentaho
Data Integration and Data Mining, but they are not included in this research.
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Visualization techniques

Among the BI end-user capabilities available in the Pentaho Suite, the ones that
made a more intensive use of graphics are reporting and dashboards. Reports
are used to present more static information, with absence of interaction; for this
reason we concentrated our analysis in dashboards5 [21].

In Pentaho, a dashboard can contain a number of visual components, of which
four are more suitable for the presentation and analysis of great amount of data:
charts, dials, maps6 and time plot. Among them, charts are the most varied in
terms of available types. Some of the most representative visualization techniques
employed to generate this graph are:

(A) Scatter plot
Representation: Cases are represented by locations of points (geometric
projection)

Interactivity: (1) Users can select a single item by selecting any data point
(manual DM), (2) data is hidden (mechanized DM) or filtered (mechanized
IM) by selecting ranges.

(B) Pie plot, bar plot
Representation: A bar or a circle is used to represent the data (icon based)

Interactivity: (1) Users can select a single item by selecting the correspond-
ing icon (e.g., bar or pie section)(manual DM), this can trigger an action
specified in an url-template; (2) A tooltip may be displayed when mouse
hovers over a data item (manual IM)

(C) Glyph
Representation: Cases are represented as complex symbols whose features
are functions of the data (icon based). The symbol (parameter) depends on
the chart type, e.g., circles (diameter) in bubble charts.

Interactivity: (1) Users can select a single item by selecting the correspond-
ing symbol (manual DM), this can trigger an action specified in an url-
template; (2) A tooltip may be displayed when mouse hovers over a data
item (manual IM)

(D) Geographic map
Representation: Cases are represented by points located in a two-dimensional
map (geometric projection), each point can encode information using a glyph
(e.g., glyph shape and color)

Interactivity: (1) Users can select a single item by selecting any data point
(manual handle), the details of each location are obtained with a Pentaho
Action result content; (2) The user can navigate through the map (manual
DM, mechanized IM)

5 Using the Community Dashboard Framework (CDF) implementation.
6 Actually, there are two map components, but they are functionally similar.
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5 Discussion

Pentaho can not be considered a pure DVE, as MVEs are, because it does not
allow the composition of several visualization techniques in order to obtain the
final image. The visualization components, when used, are located at the end of
the workflow. Furthermore, the number of visualization techniques available in
the system are really small, in comparison with other more specialized tools, like
GeoVista Studio or GraphViz. However, its workflow paradigm is very similar
to the visualization pipeline, and its modular architecture allow the addition of
new components, which would allow to settle these setbacks.

Regardless the use of semantic interaction in Pentaho, there is not a mech-
anism to obtain a data that is several steps back in the workflow. In the case
of the dashboards, its elements can interact between themselves, but not with
individual elements of an action sequence. Dashboards also allow drilling down
and up, but only along the dimensions defined in the used cube.

Several alternatives emerge for the implementation of semantic interaction in
Pentaho. At a first look, it seems logical to apply the approach taken by other
DVEs, like AVS and IRIS Explorer. These systems provide probing modules,
which evaluate a dataset at some discrete points or plot it along a user defined
line segment. However, this is a partial solution, because information of higher
semantic level can not be regained.

One of the most promising alternative is the use of ontologies. As we said
at the beginning, the purpose of semantic interaction is data identification and
selection. Due to the great amount of data that is generally visualized, it is
unlikely that the user want to interact with a particular data instance. Normally
the intention of interaction is an object with certain meaning, or semantic, like a
fluid line or a cluster. However, the identification of such an object is not always
trivial, specially when visualization is used for exploration, where the user has
no idea what to look for. Ontologies offer a way to solve this problem, allowing
to link the representation with its meaning.

Once identified the intended object in the final image, this information must
go back in the pipeline, to determine the original data it represents. If we see the
visualization pipeline as a sequence of transformation steps (filter, mapping, ren-
dering), each one changing the semantic level of the input (from data to image),
then the ontology-based mapping must be used at every step. Following this idea,
Duke in [22] designed a component to provide ontology support to the visual-
ization pipeline, and described its implementation in the Visualization Toolkit
(VTK). In the same line of reasoning, Mikovec et al. [23] use semantic infor-
mation in the development of methods for optimizing the visualization process.
Here, the semantic metadata are used for data reduction and for emphasizing
interesting parts of the data.

As a last remarks, even though it was not an explicit requisite, the open
source condition of Pentaho was an important factor for its selection. It allows
to know in details the implementation as well as to modify the code for testing
new features.
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6 Conclusions and Future Research
Semantic interaction is an important feature for data visualization, that pro-
vides additional means for an analyst to explore their data sets. In this paper,
we evaluate the availability of this feature in a data-flow oriented visualization
applications used in enterprise environments, namely, Pentaho.

In our preliminary study, we detect that most Information Systems and Data
Analysis Tools used in enterprise environments are primarily output-oriented.
Users can specify and change the parameters that are controlling the analyt-
ical process, which results in different images or data representations, but no
mechanism is provided to really interact with the application data (semantic
interaction), that has been changed step by step by the analytical process. This
thesis was confirmed by our case study.

Of course, only one system is not enough for arriving to definitive conclusions.
We propose to extent this research with the analysis of others systems using the
methodology developed in Section 3.

This work also discussed alternatives to add semantic interaction in the sys-
tems under analysis. We considered that the use of ontologies to associate mean-
ing to the output of every step of the visualization pipeline, is a promising way.
This path has to be explore further.

The implementation of semantic interaction in data visualization applications
used in enterprise environments has and additional problem, given by the type
of data used in them, which is usually abstract and high-dimensional, without
a pre-determined geometric representation. For this reason, it could be difficult
for the user to identify the form of interaction with the features or categories
represented in the image. To confront this problem, it is required the design
of new visualization metaphors for the creation of visualization’s meta-controls
susceptible to semantic interaction for data analysis and decision making tasks.
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Abstract. The market of Semantic Web Services is a heterogeneous

volatile environment. Ability of the enterprise to adapt to it by finding

relevant and high quality resources is crucial. This paper presents an

approach for personalization in a peer to peer network by continuously

searching for relevant resources using a beehive like mechanism and ag-

gregating results in a fuzzy manner. We consider diversity, scrutability

and efficient traversal as key features to face difficulties of constructing a

successful market. And link the results and findings of our study to the

quality of electronic services, and will show how the proposed solution

shall enhance the overall user satisfaction based on specified dimensions

used to measure its level.
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Electronic Services, fuzzy logic.

1 Introduction and Background

A main benefit of Service Oriented Architecture (SOA) is giving the possibility to
delegate development of some functionality to the service creator while allowing
concentration on the full view of the system. Problems come with the ascending
acceptance and adoption of this method in the form of Web Services. Since many
vendors are and will be flooding the Web Service market every day. Finding our
sought-after service thats buried under a big pile of useless irrelevant ones can
be difficult and time consuming. Adding semantics to the description of Web
Services can raise findability by allowing the repetitive task to be assigned to
machines, and aids in loosening coupling and lowering dependency which can be
achieved by using semantic relations to allow the requester to have a clearer idea
about available alternatives. To solve the findability problem, IDEAS (Intelligent
Discovery of Enterprise Architecture Services) concept was introduced as a step
ahead in the field of intelligent discovery of Semantic Web Services [1], to take the

http://vlba.wi-ol.de
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burden off the shoulders of the human user, and delegate the task of discovery to
intelligent machines. IDEAS resides within a Web Services market, a commercial
P2P network. A distinctive feature of this market is high unpredictability; this
feature originates from a number of facts:

1. No conditions are required to enter the market since it is a P2P network; that
enables new players to join in any minute to provide their Web Services, and
allows players of all sizes to co-exist in this market providing a wide range
of quality and prices.

2. As an e-market, it is quickly affected by the slightest of changes, conforming
to a new customer need, market trend, change in offer and demand is almost
instantaneous.

3. Internet is the connection medium in this market, not only in the brokering
(discovery) phase as in most of e-markets but also in the delivery (execution)
phase. Variations in traffic over the internet can directly affect the quality
of provided Web Services.

4. Considering compound Web Services, the change in market state caused by
any of the aforementioned factors which affects a Web Service, also affects all
possible combinations that include it. In addition to that we can add factors
that shape traditional markets such as mergers and acquisitions.

Determining locations of the best resources within such a near-chaotic envi-
ronment is a difficult time-consuming task. Adapting to the new circumstances
of the environment as fast as possible is crucial. A beehive-like approach seems
logical within such an environment, an approach that is originally influenced by
the works of Thomas D. Seeley [2], and James Surowiecky [3] after him. The
case of the environment we have in hand is comparable to the case of a beehive
trying to find nectar sources.

In this context, we can benefit from the work accomplished in [4] and [5],
Where authors have tried to come up with a model of a beehive, and to build a
search engine based on it. Some practical statistics and results were achieved by
observation of different situations, and more research is still being conducted in
that area.

The rest of the paper will contain a description of the beehive model and its
working mechanism, follows that a section arranged around two main problems
and how to approach solutions based on that model. next we will show the impact
of this model on different dimensions of electronic services’ quality, and the last
section is assigned to discuss expected misuse cases and their workarounds.

2 From the Beehive Model to the Mobile Agents-Based
Solution

A beehive model was proposed by Pavol Navrat and Martin Kovacik [4], which
is a modified model of the one proposed by Fabiana Lorenzi et. al. [6]. We will
use a modified version of the Navrat and Kovacik model in our approach, main
differences come from:
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– Our model is for a more specific case, P2P network; semantically defined
Web Services are the resources we’re trying to search among. Whereas the
other model is more generic and it used the term web search in a rather loose
sense.

– Our case is an asynchronous search mechanism that preprocesses the search
space in order to enhance results of conventional search by getting more
relevant results. Search in our case is not initiated by a query received from
the user, rather it is a continuous automatic process which will receive user
criteria and preferences from a user model stored and maintained by the
requester host.

– Rather than offline searching in a frozen part of the web, as in the case of the
former model, our case involves searching in a living part where Web Services
are in continuous change, old ones might disappear and new ones are added
continuously. Searching in the open corpus is what gives this method its
efficiency compared to other searching methods.

– The logic used by the bees in [4] to evaluate quality of a pasture, dance
(advertise) for it, and decide whether to follow a dancing bee is a crisp
logic, and no diversity in beliefs or methodology of the working bees was
introduced; that can be the reason behind the experimental results found in
the same reference where although a big number of bees (2500) was used,
they nearly missed the best recommendation. Whereas our model uses a
fuzzy logic approach and introduces diversity in beliefs and methodology.

3 Main Benefits of Agents’ Action as a Beehive

3.1 Traversal of the P2P Network

Two main drawbacks in P2P networks are latency and incompleteness of tra-
versed nodes. Latency comes from the huge number of peers which will receive
the query very late in the process. Incompleteness comes as a result of the
freedom of peers to get on and off line arbitrarily, rendering some other peers
unreachable, and preventing the network from being completely traversed. These
two drawbacks can be overpassed by using power peers, which play the role of
central registry points giving the network multiple core points, but that com-
promises decentralization and constitute points of failure, manipulation and pro-
duces extra maintenance effort.

As suggested in IDEAS (see [1]) to trouble-shoot these two drawbacks, a local
cashing registry (namely In-UDDI) will be maintained. This registry will contain
potential services gathered from the web based on a user model by a software
agent working continuously in the background to keep this cashing UDDI fresh
and up-to-date. This mechanism increases probability of querying the majority
of peers. To overcome latency, search queries are executed first on this registry
with high probability to hit relevant results.

Traversing the P2P network in our approach is suggested to follow the honey
bees navigation system as illustrated in Fig. 1. Mobile agents go in scouting
surveys and come back to run on the home peer again, where they get to know
about their next destination.
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Fig. 1. The modified beehive model, showing an agent (SA1) as it’s been dispatched

randomly (to WS Registry 1) then either decides not to leave its source and migrates

to a neighbor of it (WSR 4), or leaves its source and follows another agent to a neigh-

bor of (WSR 2). On the left side we can see the user model module, which initiates

searching activities triggered either directly through an instant user query or indirectly

by generating semantic goals (semantic query) from the stored user model.

3.2 Maintaining Diversity to Solve Heterogeneity

A main point in the discovery and selection process is the matchmaking; which
is the process where a match or no match is decided between requirements of
the request and capabilities of the advertised service. Based on a number of
criteria and different methodologies, needs of the requester are compared to a
set of available services, and in many cases a list of services is returned, ordered
by relevance or what is called Degree of Match (DoM). Different studies about
Semantic Web Service matchmaking were conducted; they differ according to
many aspects [7]:

– Whether to use ranking and DoM or just return either a match or no match.
– Matching parameters, functional and non-functional properties.
– Service composition support.
– Matchmaking algorithm type: logic-based, hybrid-based, similarity-matching

e.g. [8] or graph-based matching e.g. [9].

In each application domain, these aforementioned aspects receive different
weights, affecting the decision of which matching approach to use. No single
matchmaking mechanism has proven to be significantly superior, and we can
add to this that no single language for expressing Web Service semantics was
approved as dominant.
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Instead of struggling to find the one and only matchmaking method, we can
keep the diversity among them and in the same time find a mechanism to ag-
gregate their outcomes and produce collective findings. Having diversity among
working bees allows us to avoid pitfalls mentioned earlier which are caused by
too much consensus (see from the beehive model to the mobile agents-based solu-
tion). Working bees will be created by instantiating prototypes that hold diverse
matching algorithms, and initialized with randomly generated beliefs. When
these dissimilar bees come back to the hive, they will be holding different opinions
about surveyed sources. These opinions are aggregated using the waggle dance
method, in which a bee advertises her opinion on the dance floor, while other
bees in the auditorium apply a fuzzy logic model that features uncertainty to sum
up all opinions of the dancing bees into a decision upon which dancer to follow.

Fig. 2. Flowchart diagram depicting different decisions and states of a working bee

A source of Web Services is analogous to a pasture of flowers; a pasture in
our case is defined as a set of peers grouped using one of these two relations:
1. Neighboring relation: all the peers are neighbors to at least one of them.

This relation is based on the assumption of neighbor to neighbor coherency,
i.e. on the fact that if a peer has services relevant to user’s requirements,
then there is a good possibility that its known peers also have relevant ones.
This relation can be noticed in peer to peer file sharing networks.

2. Semantic relation: all the peers contain Web Services that are connected to
one domain ontology. This relation requires a reverse resolving mechanism
to be implemented in order to resolve all services connected to the domain
ontology by having the ontology alone.
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4 Benefits of the Proposed Model in Improving the
Quality of Electronic Services

Electronic services are no longer regarded as trendy Internet applications; rather,
customers have become more and more demanding. Also, they are less tolerant
to poor services performance, and it is the delivery of high services quality that
makes customers come back and buy again [10].

Based on the model of Amer and Marx-Gomez [11], we shall study the effect
of using our proposed solution in enhancing the user perceived quality of ser-
vice. Figure 3 shows the quality of electronic services dimensions, as we can see
the core dimensions are: site features, security, responsiveness, reliability, acces-
sibility, information, communication, personalization, delivery, ease of use, and
customer support. For further information about the model please refer to [11].

Our proposed solution has the impact on the following dimensions:

1. Privacy: As mentioned earlier, the search is not initiated by a query received
from the user, rather it is a continuous automatic process which will receive
user criteria and preferences from a user model stored and maintained by
the requester host. This means that instead of having the search profiles
stored on a website or in the Internet, it is stored locally, which puts the
user model under the user’s control, and hence allowing for higher level of
privacy provided to the user during the searches.

Fig. 3. Electronic Service Quality Model



A Beehive-Like Multi-agent Solution to Enhance Findability 233

2. Personalization: First, Using a continuous search-and-cash mechanism
leads to creation of a personalized search space, this mechanism is based
on semantic goals that are generated from a user model. This model is di-
vided into smaller parts by the semantic goal generator (Fig. 1) and different
bees might be assigned semantic goals of different parts of it. A similar is-
sue was discussed also in the works of Pavol Navrat [4] and [5], by dividing
search criteria into separate attributes, and assigning an attribute or more
to a set of working bees. As the proposed application model is designed to
generate queries based on the user model, it features higher flexibility. This
flexibility and customization empowers the user to develop and maintain a
customized user model based on his preferences and desired specifications.
Giving the user these choices enhances the level of personalization to match
different applications, skill levels, and the size of the search space needed in
order to find the right solution. Second: not only the user has the choice to
generate queries in the previously explained manner, but he also can develop
a customized algorithm to adapt to his finest needs. Having the user model
as an independent unit makes it easier for many enterprises to extend it to
different application areas in different departments, and makes it possible for
these enterprises to integrate it with currently existing systems and software
to enhance and improve their operations. That allows moving to a new level
of personalization, by permitting the user to personalize not only the static
representation of his preferences (user model), but also the way these prefer-
ences are processed. Moreover, more than one matchmaking algorithm can
be used simply by assigning different algorithms to different mobile agents
as mentioned above, complying with the model suggested in [12].

3. Accessibility: Another technique used in the proposed solution is to store a
local repository in order to cache the most relevant information as an extrac-
tion of the space search. Using this cached repository shall make it possible
for the systems to search the most relevant information in the search space
first, which shall not only save network bandwidth and improve response
time, but also provide greater accessibility for the most relevant searches
by the user. On the other hand, dealing with a commercial network of peers
leads to a competition for higher positions on returned search result; in order
to prevent manipulation of results by providers, the matching algorithm is
implemented within the code of the mobile agent, and it is not only trusted,
rather also customized and parameterized by the requester to satisfy his
finest needs.

4. Security: The techniques used in the proposed solution yields to a higher
level of trust and scrutability, because a predictable behavior is performed
since the algorithm is hand-picked, and a clear explanation of the reason-
ing process can be generated upon request. Enhanced security for private
information is achieved since the provider will have no direct access to the
user’s preferences. Instead, the user model is accessible only by the mobile
agent using pre-specified and customized routines. Thus reducing phishing
possibilities of private information.
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5 Potential Misuse Cases and Workarounds

A Misuse Case describes something that is not supposed to happen, a negative
scenario which by it’s threat can impose new requirements. these scenarios can
appear in our case as follows:

– The bee agent can be kidnapped and manipulated by the remote host causing
the search result to be spammed with irrelevant results: this scenario is
probable since the organizational border of the requester lies directly outside
his host, so when an agent migrates to the provider’s host, it migrates out
of requester’s control. However such a misbehavior by the provider can be
easily detected using a simple periodical double-checking of returned results.
The set of returned results is enough for this checking and the full set of
provided services is not needed. When a spamming peer is detected, it can
be tracked and the system will learn from the bad experience. Sharing such
experience among peers ultimately builds a shared reputation system.

– Remote hosts might not trust the agent’s code: this scenario is probable due
to the risk of running a foreign code on providers’ hosts. However this can
be worked around by allowing mobile agents to run within a sandbox with
limited permissions; that is the agent framework.

– Communicating the code consumes extra bandwidth: sending the semantic
goal as in the traditional way is more bandwidth efficient than sending it
together with the code of the agent, and that puts us in front of three modes
of communicating the code:
1. Don’t send any code: this mode requires the case that all matching al-

gorithms are implemented by the remote hosts, and the requester has
only to choose which one to use. In this mode agents run locally on
the requester’s host and migrate only virtually; they communicate with
providers through conventional network interfaces. Even though this
mode can solve the trust issue mentioned above, it features minimal
customization possibilities for the requester, and requires all provider
peers to implement all matching algorithms.

2. Always send the code: although this mode features maximal customiza-
tion possibilities, and releases provider hosts from implementing match-
ing algorithms, it also means unnecessary bandwidth consumption when
sending the same agent again and again to the same host.

3. Send the code only if it isn’t cached by the host: This is a hybrid mode,
features agent code caching by providers’ hosts. Before the agent is sent,
the requester inquires about the agent being cached, in the case of yes,
it sends only the goal; in the case of no, it sends the goal and the agent’s
code. This mode has the same customization possibilities as the second,
and requires no unnecessary bandwidth consumption.

These three modes can be used interchangeably in communicating with dif-
ferent peers. However we are arguing that providers will tend to accept the
usage of the third mode in order to have a competitive edge.
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6 Related Work

The approach discussed in this paper belongs under the research area of adap-
tive applications. Years of research in this area created two intersecting research
communities: ”User Modeling” and ”Adaptive Hypermedia”. Whereas most of
the work in these two communities regarded the Web in its current state, some
contributions considered the Semantic Web as the upcoming medium for infor-
mation storage, retrieval and reasoning. In our approach, a simulation of a bee
hive is used instead of the more popular simulation of ant colonies, and that was
based on works referenced in [2] [3] [4] [5] and [6]. The decision to employ the
bee’s community simulation rather than ants’ was built on the results found by
Nyree Lemmens in [13].

7 Conclusion and Future Trends

In this paper we have presented a new beehive-based mechanism for Semantic
Web Services discovery in P2P networks as an extension of previous work by
the authors [1]; this mechanism is used to personalize the search space in order
to get faster and more relevant results. The approach has benefits on four main
axes in enhancing the quality of electronic services, further studies are under
way to implement a feasibility proof. Although practical results of applying the
base model were actually achieved by [4] and more by [5], the extended model is
yet to be applied and tested within its environment. An inter-peer social system
can incorporate ratings provided by other peers in the evaluation process of
certain services; i.e. new rating parameters will be involved as inputs for the fuzzy
aggregation model which can in turn be automatically enhanced by introducing
a stationary neuro-fuzzy agent that can learn from user feedback.

We also demonstrated the implication and potential benefits of the work in the
business domain, how it will improve user interaction with the system, and the
level of perceived quality. This can be compared to other currently used systems
to show any deviances in the implications of applying a beehive like approach,
to solve existing personalization problems which are faced daily by users of web
services. Furthermore, we discussed how to utilize the use of such techniques to
enhance the search methodology by a manner that will present results based on
the users quality metrics and his/her interactivity with the system.
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Abstract. This paper describes the development of a methodology and software 
for phonetics designed with the support of the Internet and web technologies. A 
web application was created as a data gathering instrument for a phonetic study 
which aimed to detect the most frequent segmental markers of Macedonian-
English accented speech as perceived by native speakers of English and to find 
out whether English native speakers of different backgrounds perceive the same 
segments as non-native. The results demonstrate the manifold advantages of the 
approach as well as the flexibility of its adaptation in applied linguistic research 
and second language learning/teaching. 

Keywords: web application, online experiment, phonetics, computer-assisted 
research. 

1   Introduction 

In recent years the incorporation of computer technology in various fields of scientific 
research has increased enormously and become necessity in itself. One such field where 
computer assistance marks advancement and yields remarkable outcomes is theoretical 
and applied linguistics, in particular phonetics, phonology and second language 
phonological acquisition [4]. Studies related to speech recognition, text-to-speech 
synthesis, spoken dialogue systems, and speech corpora (recording, archiving, tagging, 
transcribing) make use of specialist software packages. Furthermore, technology is more 
and more used to manipulate second-language phonological components in studies 
related to L2 speech perception and production, foreign accent phenomena, spoken 
comprehensibility and intelligibility, development of listening and speaking competence 
as well as to teach particular aspects of L2 pronunciation. 

Research practice with foreign accent ratings and segmental analysis studies has 
shown that traditional methodology of conducting such experiments can be lengthy 
and wearisome both for the researchers and the participants [2]. For the researchers, 
this usually involves hours and hours of speech materials preparation. The listeners, on 
the other hand, are expected to listen to recorded speech stimuli and complete various 
identification /discrimination tasks or to provide detailed phonetic analysis. As a result, 
they may become impatient, bored and indifferent thus compromising the validity of 
the responses. To avoid such problems, researchers started to use computer technology 
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to manipulate speech in order to gain empirical evidence of comprehensibility, fluency 
and native and non-native perceptions of foreign accents [8, 9]. However, such 
attempts were made in highly controlled laboratory conditions, with expensive 
equipment and with limited number of participants. 

Only recently have the possibilities that the Internet offers been challenged; apart 
from general linguistic questionnaires and surveys administered via the Internet and 
quiz-based applications for practicing phonetic symbols and target sounds, the study 
conducted under the auspices of the Utrecht Institute of Linguistics OTS in the 
Netherlands [11] employed a large-scale Internet survey which addressed the issue of 
intelligibility and acceptability of non-native pronunciation features by English native 
speakers. In this study the WWStim [13] software is used. WWStim is a perl CGI script 
for presenting web-based questionnaires and experiments. The system basically presents 
predefined sequences of template based HTML pages. One of the shortcomings for 
which we could not use this software was its inability to display phonetic symbols. 

In addition to the expensive equipment and the length of the experiments, another 
drawback with the phonetic studies that collect responses for segmental elements and 
global accent ratings is the specific listeners’ profile required for the experiment and 
their availability at the time of the study. Flege [5], for example, argues that despite 
the possibilities of gathering quantitative measurements of foreign-accented speech, it 
is the qualitative judgments of native speakers that remain “the golden standard”. 
Furthermore, many studies have concluded that ratings gathered from phonetically 
trained and experienced listeners have proved more reliable [1, 3, 10].  

The web application we created was part of a phonetic experiment which was 
designed to determine and describe the vocalic and consonantal markers of foreign 
accent in the speech of Macedonian speakers learning English as a foreign language 
as perceived by English native speakers who speak different English dialects. The 
choice for such approach was determined by the particular research context with 
respect to: a) the applicability of traditional methods employed in similar research 
studies; b) our knowledge of more recent attempts of Internet survey use; and c) the 
prerequisite for a specific target group of native speakers.  

In summary, for the purposes of the phonetic experiment we needed English native 
speakers speaking different English varieties with linguistic or phonetic expertise; to 
our misfortune, no such high profile specialists resided in Macedonia. We also wished 
to address a wider audience and gather relevant linguistic data in a short period. To 
avoid these shortcomings, the experiment was designed as a web application and 
eventually proved to be an invaluable tool for gathering authentic listeners’ data. We 
also wanted to design a general purpose software that can be easily adapted for the 
requirements of future research studies involving language phenomena and in the 
language teaching/learning practice not only for Macedonian and English but for any 
other language. 

2   Software Solution Description 

2.1   Software Requirements 

From a technical point of view, we were required to develop a web application that 
would be able to display a predefined set of questions and keep track of the checked 
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answers by each of its users (namely the English native listeners). In addition, our 
team had to provide an easy way to play audio files inside the web page itself. Also, 
the experiment administrator was able to create accounts for the users. Users could 
choose answers from check box lists or radio button lists, and free text boxes were 
also available so that the listeners could make comments on speech phenomena they 
had heard or noticed. The users were not allowed to go backwards with the 
experiment. They were, nevertheless, allowed to opt for a break during the 
experiment. To finish the experiment, they were instructed to log in again and 
continue where they had stopped i.e. by being redirected to the next question. At the 
end of the experiment, the users were given an option to choose whether they wished 
to receive an e-mail notification about the results of the phonetic experiment. 

2.2   Development Tools and Environments 

For the development of the application, we used the Microsoft ASP.NET 3.5 
technology, which is especially suitable for developing dynamic web applications, 
such as the Phonetic Experiment Web Application. The code was written in C# 3.0 
and Microsoft Visual Studio 2008 was the development environment which was used 
in order to design and program the application. The collected data were kept in a 
Microsoft SQL Server 2005 database. Additionally, a Flash component was 
developed in order to play the audio files.  

The application work with the most popular Internet browsers available today: 
Internet Explorer 7+, Mozilla Firefox 2+, Opera or Google Chrome. Because the 
component that was used to play the audio files was based on Adobe Flash, note that 
the latest Flash Player was also required. 

2.3   Software Design 

The idea behind the software solution was to create a general-purpose, flexible poll- 
based application, adapted for the requirements of the experiment. This way, the 
application was not dependant on the set of questions that were provided, allowing us 
to change the number of questions as desired, without changing a single line of code. 
The same pattern can be reused in various similar applications, not necessarily related 
to phonetics or, if phonetic in nature, not necessarily for Macedonian and English 
language. By having the context separated from the logic, we could readapt the same 
code in different situations with minor changes. 

Our data tier was represented by the SQL Server database that we used, the 
business logic tier consisted of C# classes, which acted as wrappers for the business 
logic; they were responsible for calculations, binding the questions and the answers 
and invoking the database queries that were previously written. The presentation tier 
was represented by the user controls and pages that displayed the results of the 
business logic that stayed behind them. It is important to note that only one .aspx page 
was created for the presentation tier, and no query string parameters were passed 
during the experiment. Session variables were used instead, mainly for security 
reasons. The session lasted 20 minutes. The audio player Flash component could be 
observed as add-on to the presentation tier, since it played the mp3 files that were 
located on the server. 
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Fig. 1 present screenshots of the phonetics experiment start web pages. 

 

 

Fig. 1. Phonetic experiment start page 

2.4   Experiment Flow 

A total of 17 Macedonian speakers were recorded producing a free speech in English. 
They were all Skopje residents, 19-25 years old. All of them were students majoring 
in English Language and Literature. Their English language proficiency level was B2 
(n=6) and C1 (n=11). None of them had a longer stay in an English-speaking country.  

One English native speaker who worked at the Department of English Language 
and Literature was recorded speaking and was part of the experiment; he served as a 
control speaker in the accent rating section. 

The Macedonian speakers and the control speaker were recorded in a sound prove 
booth. They were given a ‘free speech’ task with four optional topics and were 
expected to speak on the chosen topic for about 2 minutes. The recordings were then 
edited and tested for authenticity. The total duration of the speech samples that were 
part of the experiment was 373 seconds (approximately 6 minutes). 

The application was advertised as a research project on the LINGUISTLIST 
http://www.linguistlist.org/ and the IATEFL Pronunciation Special Interest Group - 
PronSIG yahoo group http://uk.groups.yahoo.com/group/iatefl_pronsig/. These sites 
are well-known and acknowledged as useful discussion forums as well as media for 
notification and exchange of information related to current research and conference 
details.  Another method for listener recruitment included direct approach to experts 
in the field by e-mail and personal acquaintance. 

A total of 14 English native speakers completed the experiment and rated the 
speech produced by the Macedonians. They were 28-71 years old (median 49 years). 
All of them had gained higher level university degrees and had the phonetic-
phonological expertise (some had experience as raters too). As reported in the 
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questionnaire, they spoke the following English variants: Southern British English 
(n=6), American English (n=6), Irish English (n=1) and Canadian English (n=1). 

The web application consisted of several parts organized in separate webpages: 1) 
introduction and instructions;  2) user account window; 3) participation agreement; 4) 
personal background details; 5) experiment questions (Q1-Q4) with audio files 
(repeated for every speaker): consonantal variables, vocalic variables, foreign accent 
ratings, general variables for foreign accent evaluations; 6) impressionistic comment 
on Macedonian-English speech; 7) comments on the experiment.  

 

 

Fig. 2. Question web page 

The listeners were expected to listen to the individual speaker’s audio file and 
answer the questions as instructed. The procedure was repeated for every speaker. 
Two types of data were collected: a) quantitative  (frequency of phonetic segment 
variables and global foreign accent ratings on a 5-point scale), and b) qualitative 
(open-ended questions with comment boxes). 

The administrator first created accounts for each listener and then sent the 
username and password to the listener via e-mail. Having received the username and 
password, the listener was expected to log into the system. First, the user had to agree 
with the terms of usage for the Phonetic Experiment Web Application. Then the 
application displayed a page with questions rendering data about the listeners’ 
personal data, educational background and prior experience with accent ratings. Once 
this had been fulfilled, the user was redirected to another page and could start 
answering the experiment questions. The questions were divided in three parts. An 
audio file was associated with the set of questions. A list of check boxes and radio 
buttons was provided for each answer, in addition to a free text box for comments 
(Fig 2).  
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The listener answered each question on the page and then had to click on the 
button to be redirected to the next set of questions (for another speaker). Once the 
user listened to all speakers and answered the questions, he/she was redirected to a 
Impressions and comments page (Fig 3). If the listener did not complete the whole 
experiment in one sitting, he/she could log in again and continue where he/she had 
stopped, since the application kept track of the user’s answers.  

The total duration of the experiment was 1-1,5 hours (as reported by listeners who 
completed the pilot version of the experiment). 

 

 

Fig. 3. Impressions and comments page 

2.5   Security Issues 

Security is one of the most important aspects when developing web applications. User 
data must be secure from any threats. For the sake of increasing the level of security, 
we decided to keep the query string clean and pass no variables through it. That way 
we ensured that the user could not manipulate the question he/she was answering. 
Moreover, if the user clicked on the Back button of the browser, he/she could not 
return to that question because the session variable that was used for tracking the 
current question was kept on the server, and not on the client. Every time the user 
clicked on the Submit button, the database was updated as well, meaning the user 
could leave the application any time he/she wanted.  

As every application that collects sensitive data from its users, we published a 
privacy policy, stating that all data had been used for the phonetic experiment only. It 
was also stated that cookies had been used, which contained the session keys and 
other useful data. Our application displayed the privacy policy at the bottom of every 
page. By using this application, the user agreed to participate on voluntary basis and 
no payment compensation was given to any participant. 
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2.6   Data Collection and Data Extraction 

One of the reasons for the development of this application was the creation of a small-
scale corpus of listeners’ responses on segmental aspects related to Macedonian-
English speech. This allowed for access to data that would be already stored and 
eventually easily grouped for faster analysis.   

The database behind the application was carefully designed for easy data 
extraction, meaning tables were connected with each other, containing the primary 
keys from other related tables, so that SQL queries were much simpler. Once the 
phonetic experiment was over and all participants had completed it, the data was 
required to be extracted in a human-readable format. However, the statistical analysis 
was conducted using SPSS program and this required additional data input to 
calculate the frequency of checked variables.  

3   Results 

The satisfactory number of listeners who responded to the project advertisement and 
their successful completion of the experiment suggest that the Phonetic Experiment 
Web Application demonstrates a great potential that is yet to be enhanced. 

From a linguistic point of view, the experiment in the form of a web application 
fully met our expectations. The variables used in the questions were typical 
mispronunciations observed in the phonetic literature related to Macedonian-English 
speech and in the teaching practice in Macedonia. The result analysis shed light on the 
predicted phenomena and pointed out to three variables as the most frequent markers 
of Macedonian-English accented speech: obstruent devoicing in final word position, 
vowel shortening and substitution of English dental fricatives with Macedonian dental 
plosives. It also reflected phonetic aspects that we were not aware of or phenomena 
that used to be poorly explained in the reference literature such as allophonic 
distributional differences between the two languages and intonational mismatch 
(sporadic use of weak forms and frequent inappropriate use of rising tones). Based on 
the listeners’ responses (both qualitative and quantitative) we were able to construct a 
detailed profile of the English speech produced by the Macedonian learner of English 
(the typical representative of our sample) and to propose practical pedagogical 
implications. 

From a technical point of view, the advantages of the application, being the first of 
this kind administered in Macedonia, surpass its limitations. As part of the 
application, the listeners had an opportunity to provide comments about the 
experiment itself. We have gathered really constructive responses. The positive 
comments highlighted the clarity of the instructions, the high quality of the recordings 
in the audio files and the well-defined and user-friendly experiment as a whole. The 
negative comments addressed the length of the experiment and the need for a pause 
button in the audio file icon. 

The use of the Internet as medium also proved rewarding by making the 
application global and reachable from anywhere in the world. The targeted group had 
no problems finding the experiment application. It addressed wider audience i.e. we 
had respondents from the USA, Canada, the UK, Ireland, New Zealand . It proved to 
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be time-saving rather than time-consuming both for the researcher and the 
users/listeners. There was no need for the researcher to directly supervise experiment 
completion as the procedure was pre-programmed and could be administered on 
various locations at the same time, and the users were allowed to conduct the 
experiment according to their own schedule. Another gain was the speed and 
efficiency of data collection, the researchers receiving immediate results and a 
database being instantly created and regularly updated. This also meant that data was 
easily managed because there was no need for manual data input. Most importantly, 
the application can be easily adapted for the requirements of similar research studies 
due to its flexible software design. 

4   Conclusion  

Phonetic Experiment Web Application is an example of how a modern approach can 
be applied when conducting linguistic experiments. There is room for improvement 
and adaptation not only for research purposes but also in the area of language 
teaching, learning and assessment.  

Our team hopes that this application will become popular with online linguistic 
communities and improve the methodology employed in linguistically-related 
experiments. In the educational context, this application can be modified as part of 
learning management software where teacher-student interaction is preferred. The 
students can record themselves and upload their speech as an audio file. The teacher 
on his/her part can mark their mispronunciations, give immediate feedback, and 
monitor their progress. Alternatively, as part of their exams, students may be required 
to record themselves and upload the file and the teacher can assess their pronunciation 
on a set of predefined phonetic items that are expected to be acquired throughout the 
academic year. 

Finally, this approach is ideal for the promotion of research in lesser-developed 
countries, as is the case with Macedonia, where people and resources are always 
limited and insufficient. This positive experience also shows the continuing need for 
theoretical and applied linguists to collaborate with computer technology experts in 
order to improve methods and bridge the gap between research and practice. 
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Abstract. Current technology used for displaying Windows forms is about 15 
years old and it is based on two parts of the Windows operating system - 
User32 library and GDI/GDI+ API. Microsoft’s new technologies in this area, 
WPF and XAML, improve current situation by offering better optimization of 
code execution, extended code reusability and a fresh new visual appearance. 
New technologies improve quality of created GUI and increase the usage area. 
Usage of these new technologies in implementing GUI for dental charts 
application which is developed as a part of a broader medical information 
system is described in this paper. Achieved results confirm improved quality 
which is brought by new technologies.  

Keywords: User Interface Design, WPF, XAML, Dental Charting. 

1   Introduction 

From the very beginning of programming languages development primary goal was to 
make programming more efficient. During all this years, programming languages 
were constantly improved. The ideal language should provide possibility to describe 
solutions naturally and hide unnecessary details. Also, it should be expressive enough 
in the problem domain and should provide guarantees on properties critical for the 
problem domain. Developing of domain specific languages was always good solution 
for specific problems which couldn’t be solved by using general-purpose languages. 
Specific problem which is addressed in this paper is development of graphical user 
interfaces (GUI).  

In last decade, Extensible Markup Language (XML) takes part in data exchange 
between different applications, file formats etc. XML is hard for humans to read and 
write, but it seems that is very well accepted by leading technologies in software 
industry. This acceptance is visible in almost all technologies by supporting XML 
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formats in different use cases. XML usage and its tool support are spreading. One of 
new aspects is using XML in representing graphical user interfaces. Extensible 
Application Markup Language (XAML), is a language for representation of GUI in 
Windows Presentation Foundation (WPF) and Silverlight applications of .NET 3.5, as 
described in [6] and [7]. 

It is very important to mention that technology used for displaying Windows forms 
is 15 years old [1]. A standard Windows application relies on two well-worn parts of 
the Windows operating system to create its user interface: 

 
• User32 provides the familiar Windows look and feel for elements such as 

windows, buttons, text boxes, etc. 
• GDI/GDI+ provides drawing support for rendering shapes, text, and images at 

the cost of additional complexity. 
 
Over the years, both technologies have been refined, and the application 

programming interfaces (APIs) that developers use to interact with them have 
changed dramatically. But whether you are crafting an application with .NET and 
Windows Forms, or lingering in the past with Visual Basic 6 or MFC-based C++ 
code, behind the scenes the same parts of the Windows operating system are at work. 
Newer frameworks simply deliver better wrappers for interacting with User32 and 
GDI/GDI+. They can provide improvements in efficiency, reduce complexity, and 
add new features so you don’t have to code them yourself; but they can’t remove the 
fundamental limitations of a system component that was designed more than a decade 
ago. 

Microsoft created one way around the limitations of the User32 and GDI/GDI+ 
libraries: DirectX. DirectX began as toolkit for creating games on the Windows 
platform. Its design mandate was speed, and so Microsoft worked closely with video 
card vendors to give DirectX the hardware acceleration needed for complex textures, 
special effects such as partial transparency, and three-dimensional graphics. 

Medical information systems represent a specific group of information systems 
with requirements for carefully designed user interface. Dental chart application is 
one of more demanding parts of medical information systems regarding GUI. Beside 
standard GUI components for data manipulation (such as buttons, text boxes, combo 
boxes, data grids) an efficient, interactive tool for graphical modeling of patient’s 
teeth state is needed.  

In this paper we present our implementation of Windows forms drawing when 
advanced controls and animations are desired for end-user convenience. The basic 
idea of our work was to avoid these difficulties by using XAML and WPF. Section 
two describes basics of new concepts introduced in WPF related to GUI. In section 
three one part of large medical information system which uses concepts from section 
two is described. It is shown there that usage of new technologies has led to GUI 
implementation which satisfies end-user needs. The last part contains conclusions and 
plans for future improvements. 
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2   XAML Basics 

The only thing that changed over the past 10 years in Windows display system is 
DirectX component. But, because of its raw complexity, DirectX is almost never used 
in traditional types of Windows applications. 

Windows Presentation Foundation changes all this. In WPF, the underlying 
graphics technology is not GDI/GDI+. Instead, it is DirectX. Remarkably, WPF 
applications use DirectX no matter what type of user interface it is created. That 
means that whether programmer is designing complex three-dimensional graphics or 
just drawing buttons and plain text, all the drawing work travels through the DirectX 
pipeline. As a result, even the most simple business applications can use rich effects 
such as transparency and anti-aliasing. There is also benefit from hardware 
acceleration, which simply means DirectX hands off as much work as possible to the 
graphics processing unit (GPU), which is the dedicated processor on the video card. 

Extensible Application Markup Language is a markup language used to instantiate 
.NET objects. Although XAML is a technology that can be applied to many different 
problem domains, its primary role is to construct WPF user interfaces. In other words, 
XAML documents define the arrangement of panels, buttons, and controls that make 
up the windows in a WPF application. 

With traditional display technologies, there is no easy way to separate the graphical 
content from the code. The key problem with Windows Forms application is that 
every form is defined entirely in C# code. As programmer drop controls onto the 
design surface and configure them, Visual Studio quietly adjusts the code in the 
corresponding form class. Unfortunately, graphic designers do not have any tools that 
can work with C# code. WPF solves this problem with XAML. When designing a 
WPF application in Visual Studio, the window that is designed is not translated into 
code. Instead, it is serialized into a set of XAML tags. When the application is run, 
these tags are used to generate the objects that compose the user interface. 

It is unlikely that human will write XAML by hand. Instead, they will use a tool 
that generates the XAML that they need. If they are graphic designers, that tool is 
likely to be a graphical design and drawing program. If they are programmers they 
will probably use Visual Studio. 

It is important to mention that WPF does not require XAML. There is no reason 
Visual Studio could not use the Windows Forms approach and create code statements 
that construct WPF windows. But if it did, that window would be locked into the 
Visual Studio environment and available to programmers only. 

The creators of WPF knew that XAML needed to not just solve the problem of 
design collaboration, but also needed to be fast. And though XML-based formats such 
as XAML are flexible and easily portable to other tools and platforms, they are not 
always the most efficient option. XML was designed to be logical, readable, and 
straightforward, but not compact. WPF addresses this with Binary Application 
Markup Language (BAML). BAML is a binary representation of XAML. When a 
WPF application is compiled in Visual Studio, all XAML files are converted into 
BAML and that BAML is then embedded as a resource into the final DLL or EXE 
assembly. BAML is tokenized, which means lengthier bits of XAML are replaced 
with shorter tokens. Not only is BAML significantly smaller, it is also optimized in a 
way that makes it faster to parse at runtime. Most developers will not worry about the 
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conversion of XAML to BAML because the compiler performs it behind the scenes. 
Also, it is possible to use XAML without compiling it first. This might make sense in 
scenarios that require some of the user interface to be supplied just-in-time (for 
example, pulled out of a database as a block of XAML tags). 

3   XAML in Medis.Net.Dental Application 

Medis.Net.Dental is a part of a medical information system (MIS) which is being 
developed at The Faculty of Electronic Engineering in Niš (http://medisnet.elfak. 
ni.ac.rs) in cooperation with The Health Care Center in Niš. Development of medical 
information system is a central part of a project supported and funded by The 
Ministry of Science and Technological Development of Republic of Serbia.  

Main task of Medis.Net medical information system for ambulatory care facilities 
(Fig. 1) is direct mapping of all administrative procedures to information system with 
important improvement in communication between them. For each paper based 
document a related look-a-like Windows form is created to make the system easier to 
use for medical personnel, since they will not change their standard procedures, 
except using MIS instead of filling paper documents. Medis.Net consists of central 
database and several client modules. There are both modules common for all users 
(such as modules for authorization and appointments) and user specific modules (such 
as general purpose record, dental record, specialist’s workspace). Authorized users are 
allowed to access application modules corresponding to their work area and patients’ 
data for their patients only. More details about this medical information system can be 
found in [6].  

One of user specific modules in Medis.Net is Medis.Net.Dental, a software 
solution for dental clinics and dental practices (Fig. 2). It allows its users to handle the 
data about their patients’ teeth current state, history of the patients’ teeth state, applied 
therapy, used materials, invoices for given services, work schedule of medical 
personnel, patients’ appointments etc.  

Very important functionality of Medis.Net.Dental is managing descriptions of 
patients’ teeth state by careful charting of both visual (Fig. 4) and radiographic 
findings (Fig. 3) which allow dental practitioners to collate information needed to 
assess the patient's level of dental and periodontal health or disease. For majority of 
diagnoses and therapies radiographic images are not necessary or even undesirable 
because in process of their creation patient is exposed to radiation. Therefore central 
part of this application is patient’s dental chart which is mostly filled according to the 
visual findings of the dentists.  

Dental charting provides a graphic description of the conditions in a patient's 
mouth, including caries (i.e., decay), restorations, missing or malposed teeth, 
furcation (root) involvement, mobility, pocket depths and other deviations from 
normal. Other conditions that may be charted include use of prostheses, dental 
implants, bridges, crowns and other restorative procedures [2]. Charting should be 
updated with each visit to follow the patient's progress with home care, monitor 
disease progression, and to track completed dental procedures. In that way a  
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comprehensive history view of patient’s teeth state will be available to the dentist 
during patient’s future visits. Teeth history view is available as a preview of all 
modifications of one tooth or as a chart of all teeth on a specified date.  

 

 

Fig. 1. Diagram showing position of Medis.Net.Dental in complete medical information system 

Medis.Net.Dental application (Fig.2.) is implemented as a .NET 3.5 Windows form 
application in C# programming language. It is implemented by using standard 
windows forms mechanism from .NET Framework with well known controls. Only  
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for implementation of graphically more complex controls such as tooth chart control 
in upper part of the form (Fig.4.) and outlook bar in the left WPF and XAML were 
used. This form can be used as an example to show differences in visual appearance 
between controls rendered in old and new technology. 

 

 

Fig. 2. Basic dentist’s view in Medis.Net.Dental application. The most important part of this 
view is tooth chart control for graphic description of patient’s teeth status.  

 

Fig. 3. A view of radiographic image in Medis.Net.Dental application 
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XAML implementation of tooth chart control (Fig. 4.) was separated into 3 classes:  
 

• ToothPieceShape,  
• Tooth,  
• Teeth.  

 
ToothPieceShape class is used for drawing single tooth part such as root or crown 

part (facial, mesial, distal, lingual or incisal surface). It extends Shape class from 
WPF and mostly exploits methods for drawing graphical primitives from 
StreamGeometryContext class such as BeginFigure(),LineTo(),ArcTo(), etc. for 
drawing tooth parts. Equivalent primitives are also available in GDI/GDI+ but WPF 
methods are in advantage because of performing the drawing by specialized graphics 
hardware. Using GDI/GDI+ would waste CPU time for these operations, possibly 
leading to application becoming slow and non-responding.  

Tooth class is used for drawing a tooth represented as a collection of 
ToothPieceShape objects. It is implemented as a combination of both XAML and C# 
code. XAML code (see the code listing bellow) defines design related features such as 
color scheme, shadow and opacity effects, layout of roots and crown parts and 
appearance of tooltips. Methods for zoom in / zoom out tooth, changing states 
(diagnoses and therapies) of tooth parts and event handlers are written in C# and are 
using WPF libraries. This enabled nice and smooth animations when in a MouseEnter 
event a tooth is zoomed in and when in a MouseLeave event a tooth is zoomed out.  

Teeth class is used for drawing tooth chart represented as a collection of Tooth 
objects. It also combines XAML and C# code and, similarly to Tooth class, in XAML 
part layout of teeth and color scheme were defined.  

Outlook bar control was less complex to implement and only one class was used. It 
is almost completely written in XAML.  

 

 

Fig. 4. Tooth chart control for graphic description of patient’s teeth. The control was developed 
using XAML. 

In all classes with XAML code some new features and concepts such as 
dependency properties and routed events were used.  
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A XAML code fragment in class Tooth which represents a single tooth 

<UserControl x:Class="Medis.Dental.Tooth"> 
 <UserControl.Resources>  
  <Style TargetType="{x:Type ToolTip}"> 
  <Setter Property="Opacity" Value=".95"/> 
  <Setter Property="Template"> 
   <Setter.Value> 
    <!-- modify the tooltip control template to  
         add a drop shadow--> 
    <ControlTemplate TargetType="{x:Type ToolTip}"> 
     <Grid Background="Transparent" Margin="5" 
           Width="{TemplateBinding Width}" 
           Height="{TemplateBinding Height}"> 
      <Rectangle Fill="White"  
                 Height="{TemplateBinding Height}"  
                 RadiusX="7.5" RadiusY="7.5"> 
       <Rectangle.BitmapEffect> 
        <DropShadowBitmapEffect ShadowDepth="3"/> 
       </Rectangle.BitmapEffect> 
      </Rectangle> 
      <ContentPresenter Margin="5"  
                        HorizontalAlignment="Center"  
                        VerticalAlignment="Center" /> 
     </Grid> 
    </ControlTemplate> 
   </Setter.Value> 
  </Setter> 
  <Setter Property="ContentTemplate"> 
   <Setter.Value> 
    <DataTemplate> 
     <!-- bind the stack panel datacontext to  
         the tooltip data context --> 
     <StackPanel Orientation="Horizontal" 
                 DataContext="{Binding Path=DataContext,  
                  RelativeSource={RelativeSource  
                  AncestorType={x:Type ToolTip}}}"> 
      <!-- navigate to the pie piece and obtain  
         the percentage --> 
      ... 
     </StackPanel> 
    </DataTemplate> 
   </Setter.Value> 
  </Setter> 
 </UserControl.Resources> 
</UserControl> 
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In addition to using regular Common Language Runtime (CLR) properties, WPF 
also uses dependency properties. Dependency properties use more efficient storage 
and support higher-level features such as change notification and property value 
inheritance (the ability to propagate default values down the element tree). 
Dependency properties are also the basis for a number of key WPF features, including 
animation, data binding, and styles. A dependency property can only be created in a 
class which derives from the System.Windows.DependencyObject class. That class is 
very high up in the WPF class hierarchy, which allows the majority of classes in WPF 
to use dependency properties. Properties in WPF can be accessed both from C# code 
and XAML (as it can be seen in the code listing above). In Medis.Net.Dental 
collection of Tooth class instances is set as a dependency property in Teeth class to 
trigger re-drawing of Teeth object each time when a Tooth is modified.  

The second new feature is higher-level events concept (besides ordinary .NET 
events) called routed event feature. Routed events are events with more traveling 
power – they can be transferred down or up the element tree and be processed by 
event handlers along the way. Routed events allow an event to be handled on one 
element (such as Teeth class) even though it originates on another (such as 
ToothPieceShape class).  

Described WPF controls are easily integrated into Windows forms application by 
using ElementHost class from WindowsFormsIntegration assembly. This work is 
done automatically by Visual Studio designer after dragging a WPF control to a 
Windows form. Also it can be done manually by instantiating an ElementHost object 
and setting its property Child to point to the WPF control.  

In addition to good interoperability between WPF and .NET Windows forms, it 
should be mentioned that adopting of new technologies by developers already familiar 
with old ones didn’t significantly slow down development of this application. Some 
more studies about programmers’ experiences with XAML can be found in [3].  

4   Conclusion and Future Work 

Current technology used for displaying Windows forms, based on User32 and 
GDI/GDI+, although being widely used and well known among developers has its 
weakness. Therefore we combined them with Microsoft’s new technologies, WPF and 
XAML, in our work on Medis.Net.Dental application and found several benefits.  

Benefits of using XAML in this case are compact and readable source code, fast 
and smooth animations as responses to user actions without significant CPU time 
consumption as well as source code reusability. Currently, Medis.Net.Dental is 
implemented as a desktop client application. In certain cases for a large number of 
users web application could be in advantage over desktop client application (no need 
for installation, easy software update). If such architectural modification is required, 
XAML provides a nice feature that GUI components developed in a Windows 
application can be completely reused in web applications [4].  

Next step in our work should be replacing currently used Windows forms with new 
components developed in XAML. Expected effect of suggested modification is 
certain performance improvement and it should be examined by measuring 
performances and consumption of resources in both applications. This modification 



256 I. Marković, S. Pešić, and D. Janković 

will also open up possibility of relatively straightforward transformation of 
Medis.Net.Dental into a web application in order to maximize number of users. Here 
presented desktop application forms should preserve their current look although will 
be rendered in different web browsers.  
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Abstract. Enterprise Cloud Computing becomes more and more preva-

lent in the IT and Business Application Industry. The scientific approach

is now, to overcome most of the disadvantages of legacy on-premise so-

lutions. Therefore, the existing different research streams, requirements

and semantic perspectives need to be converged into one central ubiq-

uitous, standardized architectural approach. The goal is to perform on-

demand and cross-enterprise business processes in the context of Very

Large Business Applications (VLBAs). Also in this context cloud stan-

dardization is one of the biggest challenges of the Open Cloud Manifesto.

This paper discusses and outlines, how a semantic composition and feder-

ation based reference model (federated ERP-system) can be established

for Enterprise Cloud Computing and set up for business operation. Fur-

thermore, it is debated, how enterprises can develop and maintain en-

terprise software solutions in the Cloud Community in an evolutionary,

self-organized way complying to Cloud Standards. In this context a met-

ric driven Semantic Service Discovery and the Enterprise Tomograph can

be seen as an entrypoint to an organic, gradable marketplace of processes

exposed by cloud based Service Grids and Data Grids in graded levels

of granularity and semantic abstractions.

Keywords: Federated ERP, Enterprise Tomography, Cloud Computing,

Green Cloud, Enterprise 2.0, Semantic Service-Oriented Architecture.

1 Introduction

Regarding Enterprise Cloud Computing, conflictual requirements and design
principles need to be resolved. A convergence of the polymorphic streams to-
wards a shared, cloud-based platform can be observed. The main motivation in
utilizing Enterprise Cloud Computing for a customer is the reduction of TCO
in different aspects: Pooling of resources and services regarding consumption
peaks or simplification of legacy infrastructure from onpremise solutions towards
an on-demand solution. From the perspective of an Enterprise Cloud Provider
virtualization with multi-tenancy functionality proves as suboptimal. There is a

http://vlba.wi-ol.de
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higher degree of sharing and reuse possible. This leads to federated service-based
cloud software which can grow organically. The scientific challenge is to provide
a controllable reference model which serves as a common standard, where stan-
dards overcome the typical vendor-lock-in phenomenon and are prerequisite for
acceptance.

In general, Federated ERP Systems (FERP Systems) based on web-services
are heterogeneous software systems processing business data complying integra-
tion rules, so different customers have different views, i.e. access points to the
FERP. Since the typical software ownership (provider-consumer) is transformed
from 1:n to m:n [1,2] and the complexity of such information eco-systems is in-
creasing in the course of the life cycle, the superordinate target in the context
of Enterprise Cloud Computing is to provide methodologies and mechanisms
for streamlining and controlling the integration in federated ERP systems. The
organic growth of interlinked Enterprise Services Network needs to follow compli-
ance rules. Therefore semantic deviation-analysis of enterprise service consump-
tion, Monitoring, Tracking becomes essential in distributed consumer-provider
networks along the life cycle.

The Enterprise Tomography approach enables the monitoring of the complete
life cycle of a federated Enterprise Software. With Enterprise Tomography it is
possible to make consumption patterns comparable. This comparison is based
on a common interlingua represented as lightweight ontologies and is achieved
by applying Delta Operator which determine the differences between system-
status A and system-status B in a cloud. To be more precise, the comparison
and evolution-tracking of integrated business process scenarios in a cloud rep-
resented as interlinked enterprise services ensembles is possible. The Enterprise
Tomography approach provides the possibility to visualize differences with help
of tomograms which aggregate indicators, metrics and serves as a decision basis
in the governance process and Integration LifeCycle Management of an Enter-
prise Cloud [3].

Figure 1 illustrates an overview of the topology of a Cloud Farm. Different
aspects and fundamental pillars of FERP reference model are shown. The proce-
dure, how Enterprise Cloud Evolution can be controlled is outlined in Figure 2.

2 Federated ERP in a Cloud

In reality, on-premise Standard Enterprise Software is widely used within the
enterprise community. Standard means, there are common business process pat-
terns which are highly configurable and extensible according to the business
requirements. Typically, this methodology results in similar composed, config-
ured and enhanced Enterprise Software Systems deployed to many Enterprise
Data Centers. Similarity means redundancy, which can be eliminated with the
FERP approach.

According to Figure 2, in the cloud-based Federated ERP approach we have
one single software instance active for all participating enterprises. Each enter-
prise is encapsulated in a Cloud Tenant according to the Separation of Concerns
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Fig. 1. Topology of an Enterprise Cloud Computing Farm based on FERP and Enter-

prise Tomography

Fig. 2. Enterprise Tomography driven Governance of FERP in a Cloud Farm
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Paradigm. Each Tenant is provided a view on the single software and data in-
stance. Basically, the software and data instance is a network of shared Busi-
ness Objects that are projected on columnar In-Memory databases [6]. The In-
Memory Databases can be regarded as intelligent Caches [4]. In-Memory Colum-
nar Databases significantly reduces the redundancy in the data volume and pro-
vides instantaneous access to non-materialized aggregates and business object
collections. Aggregates are being calculated on the fly and are exposed as services
via endpoints of Data Grids. It is possible to keep the Business Object Network
consistent according to the ACID transactional OLTP methodology. Columnar
In-Memory Database Models provide extensibility by nature.

Non-frequent used Business Objects are physically stored in a distributed
fashion. A read access of a Business Object means data retrieval of distinct frag-
ments for reconstruction of the original Business Object. A Business Object is
regarded as a tree serialized to a document. This document is fragmented. The
fragments are coded and distributed within the Data Grids. A document can
be seen as a sequence of numbers which defines a mathematical polynom. Ac-
cording to the fundamental theorem of algebra, this document can be uniquely
reconstructed, if there are only n distinct fragments (out of a redundant coded
set) available. While retrieving, inconsistent fragments can be ignored and sub-
stituted by distinct consistent fragment retrieved from remote Data Grids [5].

In the FERP approach technical references to Business Objects are the pay-
load of messages. E.g. if company A wants to send company B an invoice (Busi-
ness Object) only the reference of the Invoice is sent as a payload. The invoice
is in this case a shared and ubiquitous accessible Business Object. Company A
has an individual view-based access to the Invoice via the reference only. The
same applies to company B. Receiving the message, company B will change the
status of the invoice to the value ’paid’ as soon as the real payment is executed.

Columnar Databases are based on Inverted Indexing known in classical Infor-
mation Retrieval. In [6] it is shown that this algorithmic approach is well-suited
for parallel multicore hardware. Systolic Arrays are in the position to acceler-
ate string position/value matching even further with the rate of clock frequency
speed [7].

View-based access via references to Business Objects has the big advantage,
that no mapping and technical transformation of the Business Object is required.
Business Objects needs not to be moved within the memory. There is no need
for asynchronous processing and updating anymore. This leads to tremendous
scalability which is a prerequisite for cloud computing. Having instantaneous
services in places, completely new quasi real-time applications will be possible
in future.

In addition, the FERP reference model leads to a more data-consistent behav-
ior. The cloud software can become much more lean in comparison to classical
stacked on-premise enterprise software solutions are therefore less error-prone. A
closed-loop feedback development process ensures a promptly iterative correction
cycle. This leads to quality ensurance.



Enterprise Tomography Driven Governance of Federated ERP in a Cloud 261

3 Enterprise Tomography Driven Governance of
Integration Lifecycle Management

The Federated ERP model can be regarded as a central shared and ubiquitous
accessible network based approach. An error in the enterprise cloud software can
lead to dramatic consequences and might have serious business impact.

An Enterprise client can extend its own business processes or even create
and compose its individual business process schemas. The individual part of
functionality can be shared with related tenants. So FERP leaves the classical
Software Vendor / Software Client ownership model. In FERP approach each
individual Tenant can be simultaneously in the role of a service consumer as well
as a logical service provider. The services are exposed via a Semantic Service
Discovery [4]. The essential point here is, that each service, composite service or
business process is potentially provided with a set of alternatives distinguished
by Quality of Service (QoS) and metrics.

To be more general, the FERP approach can be seen as a definition of a
governed service marketplace. Each individual participant can contribute mate-
rialized cloud content as shared services and shared (sub)-processes. Each par-
ticipant can virtually compose his own ERP. In fact he gets a view on an service
of an one software and data instance.

With Enterprise Tomography it is possible to make similar data contexts
comparable. The comparison is based on a common Interlingua represented as
lightweight ontologies. With a Delta Operator it is realizable to determine dy-
namically the differences between Service offering A and Service offering B. The
Enterprise Tomograph provides the possibility to visualize semantic differences
with help of tomograms. A comparison between two service offerings is possible
as well as a comparison of a service offerings between two points in time. E.g. in a
project a consulting team implements business processes and therefore changes
Customizing or the alters the composition of a Enterprise Service Ensemble.
This delta is of common interest. E.g. as an indicator for the quality of security
evolvement in the last period of time.

An other use-case is to determine the delta after an functional upgrade in
the cloud. The delta is calculated between the previous reference version and
the active version of Enterprise Service Ensemble. The delta in this case is the
equivalent of new or changed functionality. This delta, represented as an hier-
archical ontology tree, is a good basis for evaluation of new functionality. Test
and training teams therefore can focus on new/changed functionality only. This
results automatically in cost containment.

One more interesting use case for Enterprise Tomography is to calculate the
data footprint of a selected business transaction or a business process in a cloud.
Between two points in time the update on database is calculated with help of
the Delta Operator. Based on the business data delta, the IT experts are in
the position to assess the correctness of the behavior of the executed business
transactions more efficiently. This is an highly efficient diagnostics approach
for root cause analysis for given error symptoms. Based on the delta, the Undo
Operator resets the business transaction. This business transaction can executed
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again with same preconditions and data contexts. In this way repetitive testing
of business processes is enabled.

The Enterprise Tomography approach allows the construction of an early
warning system based on semantic metrics and indicators. If the distance - com-
puted by the delta operator - exceeds a threshold, actions (= cloud based ser-
vices) can be executed to control the usage of dedicated Enterprise Services. For
example, the Enterprise Tomograph can execute process mining. When the quota
exceeds a threshold, the Enterprise Tenant needs to be invoiced for funding the
cloud infrastructure he has used. This is a simple example to implement selfor-
ganized feedback control system based on the generic Enterprise Tomography
approach.

Each participant can contribute service based software as materialized cloud
content. This naturally leads to high redundancy in offerings of business pro-
cesses. The Enterprise Tomograph can evaluate the services and business pro-
cesses according real consumption patterns. Business processes with low traffic
on the cloud infrastructure are regarded as nonvalue added processes and will
be disabled. The decision of disablement is based on dynamic calculated results
of the Enterprise Tomograph. The most useful services - or more general - the
services with the highest Quality of Services will survive the market competition.
This example illustrates, how Enterprise Tomography approach can control the
Integration Lifecycle Management of Enterprise Clouds and increase the overall
quality in an Enterprise Cloud according to free definable metrics while fulfilling
requirements in a prioritized manner.

4 Related Works

The approach Enterprise Tomography driven Governance of Federated ERP in
a Cloud is complementary to the research areas Application Lifecycle Manage-
ment of VLBAs and governance of Semantic SOA respectively. In Semantic SOA
there are dedicated procedures in alignment of semantic entities and semantic
services [8]. The Enterprise Tomography approach generically unifies a set of
ontology matching approaches and is primarily based on algorithms for genetic
engineering known in Bio-Informatics [9,10,11,12]. The mathematical model of a
family of matching algorithms for large data sets in genetic engineering is trans-
formed to semantic matching and delta determination. The delta indicators can
be interpreted as generic software metrics in a specific domain called semantic
view. The software metrics are the decision basis in the governance procedure.
Regarding metrics, service provisioning and consumption (dependency graph),
business data as well as metadata is taken into consideration.

5 Conclusion

In this paper we have outlined the Federated EPR approach in the context of
Enterprise Cloud Computing. It was discussed how FERP can increase scalability
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in a cloud. In addition we adumbrated the Integration Lifecycle Management of
a Federated ERP network in a Cloud. With help of closed-loops the evolution of
an shared Federated ERP system can be controlled according to cloud metrics,
which are indicators calculated by the Enterprise Tomograph. The Enterprise
Tomograph acts as a generic Delta-calculating search engine, which permanently
crawls and observes the materialized cloud content. The search engine of the
Enterprise Tomograph can be executed in delta mode as well as in full mode.
With help of extractors for the Enterprise Tomograph we can have polymorphic
search operator or delta operator which delivers the indicators as decision basis
in the governance procedure.
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Abstract. The aim of this survey is focused on measuring the level of e-
readiness of the enterprises in the Republic of Macedonia with an emphasis on 
the concept of “e-business strategy readiness”.  

The survey resulted in 348 responses from the Macedonian enterprises 
structured according to their economic activity (8 groups) and divided into 8 
regions in accordance with Nomenclature of Territorial Units for Statistics – 
NUTS proposed by State Statistical Office of the Republic of Macedonia. 

Based on this, we examine the indicators of the e-business strategy readiness 
index. This index is comprised of three core sub-indices: the level of adoption 
of ICT, the level of ICT usage, and the level of ICT strategy readiness. 
Furthermore, the e-business strategy readiness index and its composite sub-
indices for the enterprises in the Republic of Macedonia have been calculated. 

Keywords: composite index, e-business readiness, e-business strategy readiness. 

1   Introduction 

The concept of e-readiness and especially the concept of e-business strategic 
readiness are one of the most important indicators to show how efficiently a country 
could fight the competitiveness on the global market. By measuring these indicators 
the business entities will provide a way to realize their strengths and weaknesses in 
the process of digital restructuring and to see to the world trends, but also to realize 
the volume of its capacity for participation in the new global digital economy as well.  

Assessment of the capacity of a certain nation for participation in the new economy 
is the first step in taking action in the ICT sector, whether it is an activity initiated by 
the government or the business sector. E-readiness assessment should be an incentive 
for improving the capacities of countries with a high index of e-readiness and their 
improvement, especially among those with lower index e-readiness, and the entire in 
order to be competitive in the global economy. On the other hand, many business 
strategies begin with examinations or assessments of the current state of the 
enterprises for highlighting the relative strengths and weaknesses and opportunities. 
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During the development of business strategies that included information and 
communication technology, the assessment of the current situation represents the 
baseline for the extent of the changes that are indispensable to take in the future. 
Starting from these assumptions, in this research was made analysis of factors 
affecting composite index of information and communication readiness for 
investment, use and implementation of e-business strategies in the operations of 
business entities in Macedonia. 

The term e-readiness in a broad context can be defined as the capacity of a nation 
to participate in the digital economy or the ability of a nation to establish ICT 
connection with the rest of the world. E-readiness measures the level of ICT adoption 
and the capability for ICT use in all the fields related to socio-economic functioning. 

The purpose of this survey is not allocated on the common definition for e-
readiness but the focus is initially placed more precisely upon the e-business strategic 
readiness of the business entities in the Republic of Macedonia. The concept of e-
business strategy readiness enables for the assessment of the level of implementation 
and ICT usage among business entities, as well as the readiness for incorporating e-
business concepts in their business strategy and policy. 

From these reasons, it is very important for every country to know the volume of 
its capacity for participation in the digital economy, not only for the purposes of the 
statistics, but from the aspect of comparison with other countries and undertaking 
appropriate measures for ICT expansion which will improve the business climate and 
attract foreign investors. 

2   Survey Instrument and Methodology 

2.1   Indicators of the Composite Index of e-Business Strategic Readiness 

The index of e-business strategic readiness has been composed of three groups of 
indicators: ICT adoption, ICT use and ICT strategic readiness. The first two are 
defined by the Joint Research Centre of the European Commission. But, one of the 
main goals in this survey was to include one more group of indicators that refer to the 
ICT strategy readiness of the companies. Thus, taking into consideration the 
importance from strategic way of investment and special use of information and 
communication technology as the main pillar and basis for development of e-business 
concept, here, for the first time, a third group of indicators is introduced and applied 
on the level of business entities. This group of indicators refers to strategic aspects of 
electronic business. The indicators were chosen in order to correspond with the main 
components that the management of the business entity should know while defining 
and formulating the e-business strategy. In choosing this group of indicators from the 
large number of alternative indicators, a special care has been taken of those that 
show representation of these problems and crucially sublime the problems as a whole, 
theoretically described in the strategic e-business management. In addition, a care has 
been taken of the questions. They are simple, structural, easily understandable, closed  
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and they should give answers to the crucial questions, essential while giving general 
evaluation for the state of this field in the Republic of Macedonia. 

Therefore, the composite index of e-business strategy readiness has been composed 
by following indicators: 

I. Adoption of ICT: basic indicators 
(a1) Percentage of enterprises that use Internet; 
(a2) Percentage of enterprises that have web/home page; 
(a3) Percentage of enterprises that use at least two 2 security facilities at the time 

of the survey; 
(a4) Percentage of total number of persons employees using computer with their 

normal work; 
(a5) Percentage of enterprises having broadband connection to internet; 
(a6) Percentage of enterprises with LAN and using an Intranet or Extranet. 
 
II. Use of ICT: basic indicators 
(b1) Percentage of enterprises that have purchased products/services via the 

internet, EDI or any other computer mediated network where these are >1% of total 
purchases; 

(b2) Percentage of enterprises that have received orders via the internet, EDI or 
anyother computer mediated network where these are >1% of total turn over; 

(b3) Percentage of enterprises whose IT systems for managing orders or purchases 
are linked automatically with other internal IT systems; 

(b4) Percentage enterprises whose IT systems are linked automatically to IT 
systems of suppliers or customers outside their enterprise group; 

(b5) Percentage of enterprises with Internet access using the internet for banking 
and financial services; 

(b6) Percentage of enterprises that have sold products to other enterprises via a 
presence on specialized internet marketplaces. 

 
III. ICT strategic readiness: basic indicators 
(c1) percentage of business entities that have had clear image for potential e-         

business gains, applications, trends, possibilities and models that could be used in 
their firm; 

(c2)  percentage of business entities that have surveyed strategic initiatives of some 
of their competitors and other participants in the sector and have also considered how 
the implementation of these initiatives could affect their competitiveness; 

(c3) percentage of business entities that have been familiar with the characteristics 
of some types of e-business strategies; 

(c4) percentage of business entities that have had employed ICT experts in their 
firm; 

(c5) percentage of business entities that in the vision and mission of their have 
been emphasized separate segments of e-business; 

(c6) percentage of business entities that have been familiar with the legal 
framework which regulates the subject matter connected with e-business in our 
country. 
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2.2   Sample 

The aimed group of survey was the active business entities in the Republic of 
Macedonia. Namely, these business entities were classified into two groups, and the 
survey was performed in two phases, since the calculation of the composite indexes of 
e-business readiness was performed according to economic activities and the result is 
common, that is, it refers to all business entities in the Republic of Macedonia. 

The business entities which meet the criterion of “large companies”, according to 
their total incomes realized in 2006 and published in the edition “The largest 200”, 
were classified in the first group. “The largest” companies from these 200 made a 
total annual income of 494 million euros, while the “least” made a total annual 
income of 6 million euros. In the second group, there are the business entities that 
made total annual income lees than 6 million euros, classified according the National 
classification of economic activity in 7, or rather 8 groups (all business entities, whose 
economic activity does not belong to no one of 7 defined activities, are included in the 
eighth group under the name of other activities) and divided into 8 regions in 
accordance with Nomenclature of Territorial Units for Statistics – NUTS proposed by 
State Statistical Office of the Republic of Macedonia. 

The survey was performed from June 2007 to June 2008 principally by e-mail or 
verbal communication with liable persons of companies covered by this survey. The 
survey resulted in 348 responses from the Macedonian enterprises from different 
activities. 

The schedule of the polled business entities and their sectors and regions is 
presented in Table 1. 

Table 1. Structural schedule of all polled business entities 

 
 

3   Results and Discussion 

The results received from the poll are divided in groups of indicators in Table 2, 
Table 3 and Table 4. 
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I. Manufacturing 6 5 3 8 21 9 5 6 63
II. Construction 3 1 1 1 9 1 1 1 18
III. Wholesale and retail trade 18 13 10 17 59 13 16 14 160
IV. Finance 3 1 1 1 8 1 2 1 18
V. Transport, storage and comunication 2 2 2 3 15 2 3 2 31
VI. Catering and tourism industry 3 1 1 1 8 1 1 1 17
VII. Motion picture, video, radion and TV activities 2 2 1 2 8 2 2 2 21
VIII. Other industries 1 1 1 2 9 2 2 2 20

Total 38 26 20 35 137 31 32 29 348
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Table 2. ICT adoption  

I. Manufacturing 43 68,25% 24 38,10% 31 49,21% 28 44,44% 48 76,19% 21 33,33%
II. Construction 11 61,11% 6 33,33% 8 44,44% 5 27,78% 12 66,67% 7 38,89%
III. Wholesale and retail trade 124 77,50% 71 44,38% 89 55,63% 96 60,00% 114 71,25% 37 23,13%
IV. Finance and busines activities 16 88,89% 16 88,89% 16 88,89% 16 88,89% 14 77,78% 9 50,00%
V. Transport, storage and comunication 26 83,87% 14 45,16% 21 67,74% 19 61,29% 19 61,29% 14 45,16%
VI. Catering and tourism Industry 9 52,94% 9 52,94% 8 47,06% 9 52,94% 9 52,94% 4 23,53%
VII. Motion picture, video, radio and TV activities 20 95,24% 15 71,43% 17 80,95% 17 80,95% 17 80,95% 5 23,81%
VIII. Other industries 10 50,00% 4 20,00% 6 30,00% 8 40,00% 11 55,00% 4 20,00%

Total 259 74,43% 159 45,69% 196 56,32% 198 56,90% 244 61,25% 101 29,02%

а4 а5 а6

affirmative 
answers

affirmative 
answers

affirmative 
answers

affirmative 
answers

affirmative 
answers

affirmative 
answers

                                          Indicators

Sector          

а1 а2 а3

 

Table 3. ICT use  

I. Manufacturing 4 6,35% 2 3,17% 27 42,86% 3 4,76% 36 57,14% 4 6,35%
II. Construction 1 5,56% 1 5,56% 2 11,11% 1 5,56% 11 61,11% 2 11,11%
III. Wholesale and retail trade 12 7,50% 5 3,13% 84 52,50% 5 3,13% 89 55,63% 20 12,50%
IV. Finance and business activities 2 11,11% 2 11,11% 10 55,56% 2 11,11% 15 83,33% 3 16,67%
V. Transport, storage and comunication 2 6,45% 1 3,23% 5 16,13% 1 3,23% 11 35,48% 5 16,13%
VI. Catering and tourism Industry 2 11,76% 3 17,65% 6 35,29% 1 5,88% 11 64,71% 6 35,29%
VII. Motion picture, video, radio and TV activities 1 4,76% 2 9,52% 0 0,00% 0 0,00% 9 42,86% 5 23,81%
VIII. Other industries 1 5,00% 1 5,00% 1 5,00% 0 0,00% 4 20,00% 1 5,00%

Total 25 7,18% 17 4,89% 135 38,79% 13 3,74% 186 53,45% 46 13,22%
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answers
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Table 4. ICT strategic readiness 

I. Manufacturing 32 50,79% 9 14,29% 34 53,97% 16 25,40% 9 14,29% 9 14,29%
II. Construction 7 38,89% 2 11,11% 5 27,78% 2 11,11% 1 5,56% 2 11,11%
III. Wholesale and retail trade 98 61,25% 24 15,00% 99 61,88% 11 6,88% 14 8,75% 18 11,25%
IV. Finance and business activities 16 88,89% 11 61,11% 16 88,89% 14 77,78% 11 61,11% 12 66,67%
V. Transport, storage and comunication 22 70,97% 14 45,16% 16 51,61% 11 35,48% 9 29,03% 15 48,39%
VI. Catering and tourism Industry 11 64,71% 9 52,94% 8 47,06% 2 11,76% 2 11,76% 2 11,76%
VII. Motion picture, video, radio and TV activities 10 47,62% 10 47,62% 6 28,57% 9 42,86% 4 19,05% 4 19,05%
VIII. Other industries 7 35,00% 3 15,00% 2 10,00% 1 5,00% 0 0,00% 1 5,00%

Total 203 58,33% 82 23,56% 186 53,45% 66 18,97% 50 14,37% 63 18,10%
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From the Chi square testing of hypothesis for the dependence between measured 

indicators and the sector of the business entities in this segment, a conclusion could be 
made that a part of the factors is in statistic dependence on the sector of the business 
entities, while the other part is not. 

Therefore, the testing hypothesis could lead to a resume that there is a difference 

between possessing web page and the sector of the company ( 067,14510,272 >=χ , 
7=df , 0003,0<p , 05,0=α ). Also, whether one business entity uses a broadband 

Internet connection or some other type of it, does not depend on which sector it 

belongs to, but this is produced by other factors ( 067,14717,82 >=χ , 
7=df , 274.0<p , 05,0=α ). 
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From Chi square testing the indicators connected with ICT use, two hypotheses 
could be separated. Therefore, the hypothesis for dependence between using Internet 
approach for separate bank and financial services in relation to the sector of the 

business entities ( 067,14363,222 >=χ , 7=df , 002,0<p , 05,0=α ) and the 

hypothesis which shows that there is a statistic dependence (but on a higher significant 
level of 0,1) between the sector of the business entity and the fact whether it sells 

products to other firms via specialized electronic markets ( 017,12602,132 >=χ , 
7=df , 059,0<p , 1,0=α ). 

The results of the Chi square testing for ICT strategic readiness of business entities 
from different sectors, show that one part of the entities do not have equally clear 
image for the potential e-business gains, applications, trends, possibilities and models 
that could be applied. In other words, there is dependence between the variable that 
describes these categories and the sector of the business entities themselves 

( 067,14540,192 >=χ , 7=df , 007,0<p , 05,0=α )). This indicates that the 

business entities from particular sectors are more informed compared to business 
entities from other sectors. Also, the testing has shown that there is a high statistic 
significance at a level of 0,05, i.e. the “awareness” depends on the sector of the 

business entity ( 067,14146,392 >=χ , 7=df , 0001,0<p , 05,0=α ). 

4   Calculation of the Composite Index of e-Business Strategic 
Readiness 

Composite index of e-business strategic readiness, as has been previously noted, is 
composed of three sub-indices (composite index of e-business strategic readiness and 
its components is shown in Figure 1). The main goal is to aggregate all those sub-
indices under one common index. Initially, the sub-indices of ICT adoption, ICT use 
and ICT strategic readiness are calculated, and then the composite index of e-business 
strategic readiness is assessed. Linear aggregation has been used and all the 
calculations were carried out using the XLSTAT software tool. 

Most of the composite indicators are based on equal weighting, i.e. all the variables 
involved are equally important for the composite index. But, weighting can be taken 
into account so to reflect the quality of statistical data. In this case, the determination 
of the weights can be done by multivariate PCA/FA analysis (this method is described 
by the Joint Research Centre of the European Commission). 

 

 
 
 
 
 
 
 
 

Fig. 1. Conceptual framework for evaluation of the composite index of e-business strategic 
readiness and its integral sub-indexes 

Composite index of e-
business strategic readiness 

composite sub-index of 
ICT adoption 

composite sub-index of 
ICT use 

 

composite sub-index of 
ICT strategic readiness 

 



 Composite Index of e-Business Strategy Readiness of the Enterprises 271 

4.1   Calculation of the Composite Sub-indices 

The composite sub-index aict
sCI −  of ICT adoption for specific sector s is a linear sum 

of the products of the weights akw  ( 10 ≤≤ akw  and )1
1
∑
−

=
k

i
akw and the normalized 

values of the sub-indicators of this sector ska . This means that  

∑
=

− =
k

i
skak

aict
s awCI

1

 (1) 

Following the steps of calculating the weights of each of the indicators first is 
calculated the correlation matrix. The values of the correlation matrix are given by the 
Table 5.  

The marked values in the correlation matrix are significant at the level of  
05,0=α (two-tailed test). This means that there should be a relatively large number 

of significant values for using this method1.  

Table 5. Correlation matrix of the ICT adoption variables 

 
 
 
 
 
 
 

In order to provide stronger arguments for the existence of correlation Bartlett's 

sphericity test has been performed ( 996,24575,502 >=χ , 0001,0<p , 05,0=α ). 

The next step is to calculate the eigenvalues and to determine the number of factors 
that should be retained in further calculations. The eigenvalues are given in Table 6. 

Table 6. Eigenvalues for indicators of ICT adoption  

  F1 F2 F3 F4 F5 F6 

Eigenvalue 4,042 1,149 0,518 0,225 0,065 0,000 

% variance 67,368 19,151 8,635 3,755 1,089 0,003 

Cumulative % 67,368 86,519 95,154 98,908 99,997 100,000 

 
According to the criterion of explained variation from the previous table, we can 

conclude that it is necessary to keep the first two factors as they cumulatively explain 
more than 80%, or more precisely 86.519% of the total variation. 

                                                           
1 If there is no correlation between the indicators, the PCA/FA method can not be used for 

determining the weight coefficients and then it is necessary to use other methods. 

а1 а2 а3 а4 а5 а6
а1 1 0,738 0,928 0,703 0,773 0,423
а2 0,738 1 0,922 0,663 0,581 0,411
а3 0,928 0,922 1 0,673 0,683 0,533
а4 0,703 0,663 0,673 1 0,461 -0,152
а5 0,773 0,581 0,683 0,461 1 0,283
а6 0,423 0,411 0,533 -0,152 0,283 1
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The next step is the rotation of factors’ loadings, retaining only the first two 
factors. The percentage of variation explained after rotation remains the same. 
Factors’ loadings after Varimax rotation are shown in the Table 7. 

Table 7. Factor loadings after Varimax rotation 

F1 F2
а1 0,919 0,243
а2 0,865 0,246
а3 0,920 0,354
а4 0,874 -0,400
а5 0,759 0,208
а6 0,205 0,960  

The last step is the construction of the weight coefficients of the Factors’ loadings 
matrix after Varimax rotation. In this case, we have used the approach proposed by 
Nicoletti G., Scarpetta S., Boylaud O. Namely. First, each factor loading is squared. 
Then, those with the greatest values are chosen. Values are divided by the sum of the 
largest factor loadings, so the weight coefficients of each indicator are obtained. 
Consequently, the weights akw  determined using PCA/FA methodology are shown in 

the Table 8. 

Table 8. The weights for indicators of ICT adoption obtained using PCA/FA 

 
 
 
 
 
 
 
 
 

By analogy, the weights of composite sub-indices of ICT use and ICT strategic 
readiness are calculated. The weights are shown in Table 9 and Table 10, respectively. 

 

 
 
 

 
 
 
 
 
 
 
 

 

Using the previously defined models, the composite sub-indices and the composite 
index of e-business strategy readiness by sectors are given in Table 11. 

1aw  0,180

2aw  0,159

3aw  0,180

4aw  0,162

5aw  0,123

6aw  0,196
 

Table 10. The weights for indicators  of ICT 
strategic readiness obtaind used PCA/FA 

Table 9. The weights for indicators of ICT 
use obtained used PCA/FA 

у р

1bw  0,115 

2bw  0,185 

3bw  0,172 

4bw  0,175 

5bw  0,163 

6bw  0,190 

у

1cw  0,177 

2cw  0,127 

3cw  0,142 

4cw  0,171 

5cw  0,199 

6cw  0,185 
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Table 11. The values of the composite sub-indexes and overall composite index of e-business 
strategy readiness 

 
 
 
 
 
 
 

 
Figure 2 shows the total composite index of e-business strategic readiness by 

sectors. 
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Fig. 2. Composite indexes of e-business strategic readiness 

The performed calculations generally show that the quantitative scores for ICT 
adoption are relatively higher than the indices of ICT use and ICT strategic readiness. 
The performed tests for the Spearman’s rank correlation coefficient show that there is 
no quantitative reconciliation between the first and the second group of indicators, 
that is, the Spearman’s rank correlation coefficient for these groups of indicators is 
0,357, which means that at a level of importance 05,0=α  the null hypothesis for the 
existence of significant correlation should not be neglected. This is not the case here, 
although the theoretical assumptions would be that there is a significant correlation 
between the ranges of the first and the second group of indicators. The non-existence 
of significant correlation primarily lies in the inappropriate way of using the ICT that 
the business entities have invested in. The coefficient of range correlation between the 
indicators of ICT investment and ICT strategic aspects is interesting. Namely, there is 
a significant dependence between the ranges of these two groups of indicators 
(Spearman’s rank correlation coefficient of 0,881), which means that the null 
hypothesis for the non-existence of significant correlation should be neglected (level 
of importance 05,0=α ). These results lead to a conclusion that the largest part of 
ICT investment has been strategically premeditated. But, the Spearman’s rank 
correlation coefficient of 0,381 between the ranges of business entities for ICT use 

 S e c t o r s
I. M anufacturing 0,447 0,200 0,283 0,310
II. Construction 0,425 0,166 0,173 0,255
III. W holesale and retail trade 0,542 0,224 0,258 0,341
IV. F inance and business activities 0,726 0,316 0,738 0,593
V. T ransport, storage and com unication 0,557 0,135 0,464 0,385
VI. Catering and tourism  Industry 0,430 0,290 0,314 0,345
VII. M otion picture, video, radio and TV activities 0,682 0,138 0,331 0,384
VIII. O ther industries 0,301 0,066 0,113 0,160

aict
sCI − uict

sCI − srict
sCI − ebsr

sCI
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and ICT strategic aspects shows that there is no statistically important range 
correlation, i.e. ICT is not used with previously premeditated strategic concepts. 

The performed analyses could also state that business entities from certain sectors 
are positioned beyond the level of their potential capabilities – although the business 
entities have invested in ICT, they neither used the capacities of ICT investment nor 
strategically used such investments. 

The performed comparison of calculated indices for e-business readiness with 
those of the EU countries could lead to a conclusion that although this index is lower 
in the Republic of Macedonia, it still hasn’t fallen behind to a great extent – on the 
contrary, it is followed by the index of some countries in eastern Europe (Table 12). 

Table 12. The values of the composite indexes for e-business readiness of the EU countries 
(JRC 2006) and Macedonia (author’s survey, June 2007-June 2008) 

 

5   Conclusion 

The evaluation of the index of e-business strategic readiness of the enterprises is very 
important towards encouraging their innovation and competitiveness. The performed 
calculations generally show that the quantitative scores for ICT adoption are relatively 
higher than the indices of ICT use and ICT strategic readiness. In addition, it can be 
concluded that the highest index of e-business strategic readiness of 0.593 have the 
enterprises performing financial and business activities, while the highest index of e-
business strategic readiness of 0.255 have the companies with economic activity in 
the construction sector. 

The questions and dilemmas left behind give wide opportunities for future 
research, given that there is a need of continuous annual survey that will lead to 
calculation of the index of e-business strategic readiness in a longer period of time. 
This will be an excellent base for predictions, but also comparisons of the indices in 
the Republic of Macedonia with other European countries in the period ahead. 
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Performance Evaluation of a New Approach for 
Automatic Question Production 

Mile Jovanov and Marjan Gusev 

Institute of Informatics, FNSM, Gazi Baba b.b., 1000 Skopje 
{mile,marjan}@ii.edu.mk 

Abstract. Nowadays, е – testing is an often used method for evaluation in the 
process of learning. In this paper, we discuss the е – testing problem of creating 
large question set that will reflect the knowledge of some domain. A new model 
of E – testing is introduced with a proposal of a new solution to the problem of 
creation a large question set for a given domain. Then, we present a methodol-
ogy for comparison of the results and the contribution of the new model and re-
alization on the automated creation of large number of questions, and we evalu-
ate the quality and the vulnerability of the question set, as well. It is shown that 
the new model increases the speed of question production by more 10 times. 
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1   Introduction 

Semantic Web is an evolving extension of WWW, in which the meaning of informa-
tion and services on web are defined in such way to allow computers to understand 
and satisfy human requests using the web content. The goal is to develop standards 
and technologies designed to help machines understand more information on the web 
so that they can support richer discovery, data integration, navigation, and automation 
of tasks.  

Semantic Web is an attempt to address the initial goal of the web enabling automa-
tion. Short term goal of the Semantic Web is interoperability, and long term goal is to 
make computers work on our behalf instead of using them like tools [1].  

OWL, as one of the developed technologies, is the language for description of on-
tologies. OWL document describes an existing ontology. 

Semantic Web technologies can be employed  in many areas of computer science. 
In this paper we use OWL documents in area of e-learning, particularly e-testing. 

E-learning is a process of education in electronic form through Internet network or 
the Intranet with the use of management system for education. Evaluation is important 
step in learning and e-learning process.  

The process of electronic evaluation of students is referred to as e-testing, web 
testing, online quiz, etc. 

An e-test consists of set of questions that could be: multiple choice, true/false, 
ordering, matching, drag and drop, essay, etc. 
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The test could have a time limit or not, even more, every question could be time 
limited with different time. The question set could be predetermined or the questions 
could be given depending on the previous answers of the student. 

Advantages of e-testing over regular testing are numerous. For example, among the 
possibilities offered by “Moodle” platform are the following [2]: 

 

• Teachers can define a database of questions for re-use in different quizzes; 
• Questions can be stored in categories for easy access, and these categories 

can be "published" to make them accessible from any course on the site;  
• Quizzes are automatically graded, and can be re-graded if questions are 

modified; 
• Quizzes can have a limited time window outside of which they are not 

available; 
• At the teacher's option, quizzes can be attempted multiple times, and can 

show feedback and/or correct answers; 
• Quiz questions and quiz answers can be shuffled (randomized) to reduce 

cheating;   
• Questions allow HTML and images;    
• Questions can be imported from external text files;    
• Quizzes can be attempted multiple times, if desired;    
• Attempts can be cumulative, if desired, and finished over several sessions. 

 

E-testing allows evaluation of large number of students which can be very helpful 
in institutions where student-teacher ratio is high.  

Additional features offered by e-testing provide learning manager (i.e. teacher) a 
tool for student self evaluation in the process of learning. Also, large set of different 
type of questions permit more accurate evaluation of the student. The possibility of 
re-grading the quizzes after modification of some question(s) offers flexibility and 
quick recovery if some mistake or inaccuracy in given questions is noticed. 

2   Weaknesses of e-Testing 

E-testing as well as regular testing has more weaknesses. One of major ones is 
collecting (printing, saving, etc…) questions by the students and sharing the copies 
among them. This can happen when the test is set to be taken by the student in 
unattended (and unsecured) environment, and also when the testing is performed in 
classroom where students are proctored by someone. 

If the environment (web or application) of the test is not secure enough, possibility 
of cheating through going forward and backward, delaying the time, accessing other 
recourses is also present.  

But, most important issue is question database. The questions included in e-tests 
can be taken from question database. With every test a part of the database is exposed. 
If students can save this questions they can quickly have the question database (or 
main part of it) so after that results from the testing will not illustrate the knowledge 
of the student on the subject, but just on the database.  
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When dealing with students that have more computer skills (IT students) one 
should be aware that they could try to attack the database directly using SQL 
injection, URL manipulation, buffer overflow, remote command execution, weak 
authentication and authorization, etc. [4] 

When students have the questions in electronic format then if access to other 
applications and processes on the computer where the e-testing occurs isn’t protected, 
students may simply search thru the list of questions (as simple as option “Find”), and 
just see the right answer of the given question. 

Feeling comfortable about test security usually comes down to feeling comfortable 
that (a) the person whose name is associated with the test is indeed the person who 
took the test and (b) the students were not exposed to the test items before taking the 
test. If that comfort isn't provided through an honor code, it has to be established 
through the testing procedures. [5] 

But, the main question is if there is a way to discourage students to make a 
collection of the questions from the set of questions that the teachers have. One 
solution already implemented in some e-testing environments is randomizing the 
question order and the order of answers (for example, [3]). It makes the printouts a lot 
less useful. 

Creating larger question banks and giving tests with random subsets is also an 
effective strategy. If students can only print a small number of questions at a time, 
they will need to view the test again and again, and then sort the questions to 
eliminate duplicates. In this way, memorizing the questions will be rather difficult. 

Very clear observation made by many researchers (for example, [7]) is that 
creating a question database is time-consuming. This is the task that nowadays should 
be done by teachers. Creating only a minimal set of questions could take more than 10 
hours work per week. [6] 

The question that remains open is how to create a large set of questions. This is the 
question of interest in this paper.  

3   How to Create a Large Set of Questions for e-Testing? 

One direction in which one could look for the solution is the existence of large 
community of teachers that can use same standard for produced questions. For 
example, Advanced Distributed Learning (ADL) has offered Sharable Content Object 
Reference Model (SCORM) which integrates a set of related technical standards, 
specifications, and guidelines designed to meet SCORM’s high-level requirements — 
accessible, reusable, interoperable, and durable content and systems. SCORM content 
can be delivered to learners via any SCORM-compliant Learning Management 
System (LMS) using the same version of SCORM. [6] 

In this way, large sets could be easily created but only in languages that are 
massively spoken and only on more common topics. Additionally, great effort should 
be put in division of questions in categories and subcategories. 

The other direction that we propose is use of software for automatic creation 
(generation) of the questions. The proposed software should be able to produce a 
large set of questions using files that contain knowledge of a certain domain. These 
files should contain knowledge in “non-linear” way, difficult to be memorized by the 
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students. The application should offer different structures of questions and possibility 
to change the fixed text of the question. 

4   A Model for Automatic Question Production for e-Testing 
Systems 

The model that we propose is given on Figure 1. 
Semantic web technology, OWL (web ontology language) in particular, offers a 

way of “non-linear” description of knowledge. Nowadays, OWL files describing 
ontologies are produced every day for many specific domains. These files are used as 
sources for the produced software built on the model. The software extracts the 
knowledge from the file by parsing and then produces a large number of questions 
concerning the described domain. The questions can be of different type, but more 
preferably multi-choice and true-false questions, easy for computer grading. 

Produced questions can be used in two ways. First option is, an other part of the 
software to generate the test by choosing a random subset of the questions. The test 
can be used to grade a student (or more students). Second option is to export this  
 

selftest

 

Fig. 1. A model for automatic question production for e-testing systems 
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questions in some format (preferably XML) and to store them. This option gives 
additional possibility for the set to be checked by qualified instructor in order to make 
corrections to some of the questions (syntax and/or semantic) or to completely reject 
some. Such refined question set can be used in any Learning Content Management 
System that allows e-testing, self-testing and/or e-lessons. 

The process of question generation consists of phase in which the knowledge is 
extracted from the input ontology, and the phase of question generation. 

In the first phase, the document is parsed, and the data structures containing 
detected concepts (classes, properties) are created.  

In the second phase, using the elements of the mentioned structures, different form 
of questions are created.  In the software that we produced based on the proposed 
model there are 27 different types of  multi-choice and true-false questions (such as, 
questions about relations between classes, properties, characteristics of classes and 
properties). Different type of sub algorithm decides on the false answers that will be 
offered in the multi-choice questions, to mach the question itself. With exhaustive 
search every possible question is created. 

5   Methodology to Evaluate the Model 

Proposed model tries to solve the problem of the question set vulnerability. Therefore, 
the following characteristics are evaluated: 
 

• Question production speed, 
• Good question formulation, 
• Solvability of the questions. 

Question production speed is key criteria for measuring the quality of the pro-
posed solution, as the main goal of the solution is fast production of questions. It is 
measured through the time interval for creating a question (or fixed number of ques-
tions), the time interval for checking a question (or fixed number of questions), which 
sums up to the time for producing a question. The result is compared to the time for 
manual production of a question.  

Good question formulation as a quality is measured by counting the rejected and 
fixed questions in the process of question checking (refinement phase) in both ways 
of production. 

Solvability of the question represents “the possibility” for the question to be solved 
by the student. In reality, there are questions that can be solved by almost anyone, and 
as opposite, questions solvable by very small number of students. Coefficient of ques-
tion solvability is calculated for every question using: 
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where t represents the number of true options, f – number of false options, pi – num-
ber of students that have chosen the i-th true option, qi – number of students that have 
chosen the i-th false option, and N – total number of students that had the possibility 
to answer the question. 
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A coefficient of answering the question is also calculated by: 

N

n
k =2  (2) 

where n – is the number of students that have tried to answer the question, and N – 
total number of students that had the possibility to answer the question. It should be 
stated that every inaccurately answered question gives negative points to the final 
score of the student, so some of them decide not to answer some question. 

6   Comparative Analysis of the Results 

The software that we use in testing the model performance is 
“OWL_Question_generator“. It is produced, as visual application, based on the model 
in Microsoft Visual Studio C++ 2005 Express Edition. It parses the OWL document 
on input and stores the extracted knowledge in various data structures. Then, using 
different algorithms generates different forms of multi choice questions. Questions are 
exported in suitable XML format. 

We compare the performance of this model to the existing solution of manual pro-
duction of questions. The results for the creation and checking (refinement) of the 
questions are gained through experiments done by 8 qualified instructors on the topic 
of Object and Visual Programming. The result about solvability of the questions are 
calculated from the results of the exam given to the students taking the course Object 
and Visual Programming. 

Table 1 shows the results for the manual production of questions. Given that aver-
age time for production of question, the calculated question production speed is 
0,1814 questions/min. 

Table 1. Estimated time in the process of manual question production 

 Average time in minutes Standard deviation 

Question creation 4,131 1,086 
Question checking 1,381 1,068 
Total time for question production: 5,512  

 
Table 2 shows the results for the automatic creation and manual checking of ques-

tions. Given that average time for production of question it is calculated that question 
production speed is 1,944 questions/min. 

Table 2. Estimated time in the process of automatic question production 

 Average time in minutes Standard deviation 

Question creation 0,0004 ~0 

Question checking 0,514 0,292 
Total time for question production: 0,5144  
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According to the previous result, we may conclude that even when the process of 
manual refinement of question set is included in the question production, the new 
model offers almost 11 times faster production. 

If we consider the good question formulation according to the results in the proc-
ess of manual production of questions 39,88% of the questions were repaired 
(changed) and 7,14% were rejected. On the other hand, in the process of automatic 
production 2,44% were repaired and 0,35% rejected. So, in both cases (repairing or 
rejecting) process of automatic production shows over 16 times better results. 

Solvability of questions is calculated on every question in both sets by giving the 
questions to large number of students. The gained interval for the coefficient of solv-
ability in both cases is [-0.3, 1]. Table 3 defines the boundaries of “classes” of solv-
ability.  

Table 3. Defined boundaries of the classes of solvability 

Class Interval of coefficient k1 
1. “very hard to solve“ question [-0,3; -0,04] 

2. “hard to solve“ question (0,04; 0,22] 

3. “standard solvable” question (0,22; 0,48] 

4. “easy to solve“ question  (0,48; 0,74]  

5. “very easy to solve“ question (0,74; 1] 

 
Figure 2 and Figure 3 show that produced questions in both ways are distributed in 

the 5 classes of solvability with no significant differences. 
In the case of automatic production of questions slightly greater solvability, but 

more important in both cases there is non-uniform but good distribution among 
classes. 
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Fig. 2. Column charts showing the number of questions per class of solvability, produced 
manually (on left) and automatically (on right) 
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Fig. 3. Bar charts showing the percentage of questions per class of solvability, produced manu-
ally (on left) and automatically (on right) 

Figure 4 represents coefficient of answering the question by classes. Here, the co-
efficient is in the interval [0; 1], and the five presented classes are [0; 0,2], (0,2; 0,4], 
(0,4; 0,6], (0,6; 0,8], (0,8; 1]. It can be concluded that students more bravely were 
answering the automatically produced questions. This  is, probably, due to the fact 
that for automatically produced questions there is finite number of formulations of the 
questions. 
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Fig. 4. Column charts showing the number of questions per class of answering the question, 
produced manually (on left) and automatically (on right) 

Additional qualities offered by the new model are: 

• Creating the questions unmistakably  
• Form of question storage 

Creating the questions unmistakably is an important quality which can be offered 
by any (well done) software in a process versus a process done, or partly done by 
human. In our case this quality depends on the produced software based on the model 
and on the ontology used as input in the software. 

Form of question storage can have a great effect on the vulnerability of question 
set. Software based on presented model, can test the student even without a stored 
question set, because the questions can be produced in the same moment. In this case 
the advantage of this model is obvious, because in this way the knowledge is coded in 
the ontology, not in the question set. So, someone who tries to game the system can 
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only get the ontology, but if she learns all the concepts and relations in it, she will 
have the necessary knowledge. 

However, if we decide to use this approach we well have to sacrifice the possibility 
to store the questions in a database. In this case the testator will not be able to check 
the created questions and to select just part of them as a pool for testing. 

On the other hand, even if we decide that we need to store the questions (to have 
possibility to check them) there is still an advantage because the main goal of a large 
question set is achieved. 

7   Conclusion 

The problem of vulnerability of the question set in e-testing systems motivated our 
research. In this paper we presented a performance evaluation of  a new model for 
automatic question production that uses Semantic Web ontology (OWL document) as 
input. The model allows very fast production of large question set. Even with the 
additional checking of produced questions the production speed is 10 times bigger 
than in the process of  manual production. Good results of the model are also shown 
on “good question formulation” quality. We showed that the set of automatically 
produced questions doesn’t significantly defer from the set of manually produced 
ones, in the sense of question solvability. So, the presented model could be used in the 
process of creation of questions for e – testing purposes. 
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Abstract. Full (complete) integration is not yet achieved in supply networks; this 
is a complex challenge because of the importance of integration for management 
in this environment. Reducing the gap between semantic, Business Process 
Modeling and Interoperability solutions; will significantly (dramatically) improve 
the information flow in the chain and its understanding. For this purpose we 
present a proposal for a framework design that combines the semantic supported 
modeling with the orchestration of integration processes in the approached 
context. This will translate in better decisions based on latest and best 
information. There is also presented a possible support decision model that could 
be used for the validation of this framework. 
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1   Introduction 

Inter-enterprise coordination is a core issue in Supply Chain Management (SCM). The 
challenge is to allow that every supply network member makes decisions based on the 
latest and best information from everyone else [1]. Companies invariably need to 
electronically exchange information and integrating such information into each member 
information system. The traditional solution consists on providing interfaces that allows 
the access of providers and clients to the necessary data for management [2]. However, 
because of the large number of diverse information systems, the data format (syntax) of 
each exchange (message) and the meaning (semantics) of both of them usually differs 
from company to company, or sometimes even within the same company if more than 
one software product is used as information system [2-5]. This makes it very 
challenging to exchange information in an interoperable way. Interoperability in this 
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context means “the ability of two or more systems or components to exchange 
information and to use the information that has been exchanged” [6]. So, users either 
have to agree on a common model to express the data to be exchanged or they have to 
individually translate the data received from the business partner to the data format 
they own. 

Despite the fact that process modeling languages allow the combination of process 
definition (their structure) with Web services orchestration (as process execution 
structure), they are not able until now to define the integration mechanisms for 
heterogeneous data schemas. On the other hand, the solutions designed to achieve 
interoperability of the information systems don’t achieve a complete integration since 
they don’t include the integration at processes level. The previously expressed 
features shows exactly the gap that our research will try to progressively reduce with 
the merging of the semantic supported process modeling in the frame of logistical 
management with focus on Supply Chain (in the tactical-strategic level), with their 
orchestration (via the usage of a service oriented architecture); reducing the 
integration efforts starting from the reduction of heterogeneity and uncertainty in 
decisions making in the tactical-strategic level of Supply Chain Management. 

In this paper we present a proposal for the framework design that combines the 
semantic supported modeling with the orchestration of integration processes in the 
approached context; including the process model in the schema mapping of the 
exchanged data; and there is also presented a possible support decision model that 
could be used for the validation of this framework.  

If integration technology could be associated to the requirements of a supply 
network type using truth grades as the extent to which these technologies meet the 
given integration requirements; this result can be used as a support decision model for 
the selection of technologies when implementing a new integration solution or to 
evaluate the combination of technologies in existing solutions, reducing the 
uncertainty related to it. It also can help software vendors or developers to identify the 
impact that their solutions can have in supply chains or to whish chain type to direct 
their efforts exposing the integration requirements that they should meet.  

2   The Need for Integration 

Traditionally there have been several systems for several activities, each application 
specializing on some specific activity type, in order to reduce time and increase 
effectiveness in each specific area of work. These autonomous and dissimilar systems 
were not made to collaborate among them, holding related data without the proper 
global administration [2]. Also in different department the same task were made using 
different software. This isolated information systems have a very negative impact on 
business efficiency and their effectiveness [7]. The more complex business processes 
brought the need for a combined effort among areas to give a coordinate answer to the 
clients regardless of how many internal systems were necessary to consult. In this 
environment the integration of information systems becomes significant in order to 
guarantee continuous and harmonic information flow in the enterprise frame [2, 3].  

The necessity of integration of the information systems in the enterprise pave the 
way for the development of integration solutions, among them the most involving, 
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and therefore the most popular have been the Enterprise Resource Planning (ERP) 
systems [1-3, 5, 8, 9]. The ERP systems provide an integration framework by re-
implementing disparate enterprise application systems on the basis of an integrated 
and consistent database and accommodate many features of an organization’s 
business processes, but they are highly complex, integrated systems that require 
careful consideration before selection, implementation, and use [2, 9] given the 
tremendous implementation cost and the difficulties to adapt the enterprise to the 
system [9, 10] specially in Small and Medium-sized Enterprises [11].  

On the other hand, the increasingly competitive and time-sensitive market set the 
need for managing all companies involved in the flow of the same kind of goods and 
services as a coordinated system, in order to decrease global cost and time to market, 
and increase efficiency and customer service level. New types of information systems 
were developed to meet these new necessities, as Customer Relationship Management 
(CRM) systems and Supply Chain Management (SCM) systems. Now, those and 
other systems coexist in the supply chains in order to satisfy different needs, but they 
face similar problems to the ones used inside the enterprise frame regarding to the 
lack of ability to collaborate and the danger of data inconsistencies [2, 5, 7], the 
difference is that the tremendous complexity and costs do not allow to solve the 
problem using a single integrated system [2].  

Supply networks need to work as a synchronized entity in order to reduce buffered 
inventory, lead times and, therefore, be able to reduce total cost across the entire 
system and increase responsiveness in order to match supply and demand in the 
market in ever-shorter time-frames. That is a complex task involving a great challenge 
of coordination and information integration in order to allow visibility and reduce 
uncertainty in the demand through the complete network [12]. In order to accomplish 
this every member of the network must be connected to each other by means of 
shared information [12]. This situation makes the integration of information systems 
across the whole network a necessary element in order to provide a shared foundation 
of information. The information systems are responsible for the visibility and for 
accomplishing that they must be design in relation to common predetermined 
objectives for all members involved. “The use of these systems has the potential to 
convert supply chains into demand chains in the sense that the system can now 
respond to known demand rather than having to anticipate that demand through a 
forecast.” [12] 

Nevertheless, to enable these benefits represents a tremendous task that requires a 
high level of process alignment [12]. The problems that make this task so difficult 
find their source in technological, strategic and organizational reasons. On one hand, 
there are findings arguing that companies share information selectively, they are often 
willing to share some information to ensure the flow of materials through the 
network, but very few seem to be willing to provide online access to their ERP-
systems or access to sensitive areas such as design or strategic decisions, due to 
potential loss of proprietary information and loss of control [8].  

Also there are many technologies to connect information systems, but none of 
them have claim to overcome all the integration problems and is necessary the use of 
combinations that are different according to the integration requirements of the supply 
networks [5]. So, the problem is which combination fits better a given integration 
necessity. 
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3   Integration Challenges 

The process for enabling the previous mentioned benefits of the supply chain 
integration represent a tremendous task which progress is measured in years and even 
decades [1] confronting a great number of challenges. Several supply network partners 
regret the lack of visibility, the latency and inaccuracy of information gathering, and 
the impact on collaboration and confident decision making, influencing that many of 
the exchange of information is done using phone, fax, email, spreadsheets, etc. [13]. As 
was mentioned before sometimes managers and employees do not want to share their 
data, as they fear they would lose control over their processes, and as result their role 
might be diminished or eliminated [7, 8]. In top of that lies the resistance to change, the 
existence of many disparate systems or legacy systems that cannot be changed just to 
be connected to an integration solution, the cost to develop, implement, operate and 
maintain these integration solutions, the internal politics and the extra difficulties 
caused by the redesign of business processes [3, 7]. 

There are other several problems that can be associated to strategic, organizational 
or technical issues. Some strategic problems are related to low customer satisfaction, 
decline in market share, increased pressure from competitors, the inability to respond 
to customer demands [7]; also with maintaining balance between network and firm 
allegiance, financing network infrastructure, assessing and sharing risk and liability in 
the network, lack of frameworks for cooperation (security standards, legal standards, 
etc.) and establishing control and decision making in the network [4]. In the 
organizational related problems can be mentioned the mismatches between 
organizational and technical architectures, the semantic resolution of process, the data 
and process ownership disputes and others that make harder the collaboration between 
employees and departments across the organisations further impacting the business 
manageability [4, 7]. And finally, among the technical problems can be mentioned:  
tools and data sources can’t always be standardized across network, identifying 
standards for data exchange and tool interoperability, maintaining a reliable 
infrastructure for communication, semantic resolution of data, and other issues also 
related to the organisation’s information technologies infrastructure. [3, 4, 7] 

4   The Gap + Idea 

The integration costs for enterprise applications cooperation are still extremely high, 
because of different business processes, data organization, application interfaces that 
need to be reconciled, typically with great manual (and therefore error prone) 
intervention [14]. 

Towards the ultimate goal of seamless interaction among networked programs and 
devices, industry has developed orchestration and process modelling languages such as 
XLANG, WSFL and BPEL4WS (more recently WS-BPEL since version 2.0). 
Unfortunately, these efforts leave us a long way from seamless interoperation. 
Researchers in the Semantic Web community have taken up this challenge proposing 
top-down approaches to achieve aspects of Web Service inter operation. Unfortunately, 
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many of these efforts have been disconnected from emerging industry standards, 
particularly in process modelling [15]. 

Business Process Management (BPM) has gained significant attention by both 
research and industry, and a multiplicity of BPM tools are already available and in 
use. However, the degree of mechanization in BPM is still very limited, creating 
inertia in the necessary evolution and dynamics of business processes. 

There are several developed and ongoing researches on the topic [16-20] with the 
intention to include semantics in the process. On one side there are approaches 
applying ontologies to describe enterprise models and business processes in general, 
to show the potential benefits of the application of ontologies for companies; 
following with the automation of the transition from business process models to 
monitored execution, and the analysis of what went wrong using the business 
vocabulary that could be delivered by ontologies; and the latest steps, with attempts to 
automate processes using SOA and semantic web services. 

Following these guidelines business analyst can use well-known flowchart-like 
graphics to model a new business process on his computer. This terminology can be 
matched to concepts and relations from ontologies; this means the process elements as 
ontology entities are specified in a machine-readable manner. 

From these outputs, the executable description of the process is deployed. 
Semantic business process configuration involves composition (implementation of the 
process using web services), then translation from a business process modelling 
ontology to a semantically enhanced business process execution language, which is 
then further serialized to an executable specification. Finally, the executable process 
model is ready to be deployed to a process engine for execution. 

With the development of these approaches business managers and analysts are 
acquiring very powerful tools, they can model new business processes, search for 
existing process fragments, automatically fill in the missing elements in the process 
model, search for semantic web services that will deliver the functionality, compose 
business processes out of available web services and execute implemented business 
process models; but never looking at the inconsistencies regarding the heterogeneity 
of the data representation schemas, specially related to cross company interaction, as 
it is the case of integration processes in a supply chain. 

One of the most difficult problems in any integration effort is the missing 
interoperability at the data level. Frequently, the same concepts are embedded in 
different data models and represented differently. When facilitating interoperability at 
the data level one faces the problem that different data models are used as the basis 
for business formats. For example relational databases are based on the relational 
model, while XML Schema is basically a hierarchical model. The mapping process is 
intended to work on a neutral representation, which abstracts from the specific syntax 
and data model of a particular business schema definition. Therefore, all incoming 
business schemata are expressed in a neutral format. Emerging messaging systems, 
such as ebXML, need to include structural support for these semantics [14].  

There are also approaches to consider in this area [21, 22]; however these solutions 
don’t achieve a complete integration because they don’t include the process level. As 
expressed before, we can see now that neither approach covers the integration 
requirements for an integrated process management in the addressed environment.  
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5   Details of the Framework  

In this section we present a proposal for the framework design that combines the 
semantic supported modeling with the orchestration of integration processes in the 
approached context; including the process model in the schema mapping of the 
exchanged data. 

 

Fig. 1. Proposed Framework 

The proposed framework combines semantic Business Process Modeling, with 
support from the SCOR (Supply-Chain Operations Reference-model) ontology; this 
will allow to model the logistic integration processes in the Supply Chain based on a 
recognized standard. The resulting model could be included then in the schema 
mapping process for the data elements associated to each process element, as the tree 
of elements should provide a hierarchy useful for the improvement of the procedure. 

As result from the mapping system you get a transformation language (could be 
expressed in XSLT), it will be used to generate the web service which will be used as 
translator for the different schemas in the current information interchange. This way 
seamless interoperation at the process level is achieved including these translators in 
the executable process model of the workflow. 

6   Validation 

The technology development process could be extremely challenging, however there 
is also an open question regarding the evaluation of these technologies as exposed in 
several researches [5, 23, 24]. A way to reduce the uncertainty related to the selection 
of technologies when implementing a new integration solution, or to evaluate the 
combination of technologies in existing solutions, could be to associate these 
combinations to the requirements of a specific supply network type. Compensatory 
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fuzzy logic could be applied to find the extent to which these technologies meet the 
given integration requirements. 

Themistocleous, Irani and Love [5] proposed a framework for the evaluation of 
Enterprise Application Integration (EAI) technologies that can be used as reference to 
determine desirable permutations of integration technologies that can be used to unify 
applications. According to these authors findings the possible permutations of 
integration technologies must be based on: technologies functionality, integration 
requirements, and constrains of existing information systems infrastructures. The 
framework proposes a classification of the systems types that are generally integrated 
and the integration layers, using these two criteria, plus application elements, as 
technology evaluation criteria. As a result expose a qualitative classification of a set 
of EAI technologies. The analysis suffers from poor integration requirement 
description and recommends further generalization of the exposed findings.  

This framework is being used as starting point for the development of a decision 
support model in order to reduce the uncertainty in the selection of integration 
technologies. The proposed model seeks to establish the foundations for a decision 
method that clarify the selection of “the best” technological combination given the 
supply chain requirements, assigning truth grades of integration technologies, or 
combinations of it, towards integration requirement of a given supply chain type using 
compensatory fuzzy logic. 

Since the fit that a technology can reach depend on the characteristics of the supply 
chain, is recommendable to establish a classification of supply networks types (given 
that they are a main conditioning factor of the integration requirements), or at least a 
set of supply set of attributes that can be linked to specific requirements in a more 
detailed approach to a given logistic system.  

Once the supply chain type was determined is possible establish the integration 
requirements that must be associated with the given supply chain, and the truth grades 
that express how related they are, as shown in Fig. 2, step 1.  

These requirements can help to distinguish the technologies or the combinations 
that must be evaluated for each chain type given their functionalities, for this will also 
be determine truth grades as a measure of the relation between requirements and 
technologies, as it appears in Fig. 2, step 2. To complete is also necessary establish a 
compatibility coefficient among technologies, otherwise the technology combinations 
can’t be properly set up due the need to find the combinations of the most compatible 
technologies to each other.  

At the end the idea is to determine the truth grades in a technology that fulfills the 
integration requirements of a certain chain, as the Fig. 2, step 3 illustrated. 

The definition of supply chain types, integration requirements, technologies and 
technology combinations used in this analysis must be subjected to experts’ criterion, 
using, for instance, Delphi Rounds[25], as a way to validate and strengthen partial 
findings of the ongoing investigation.     

Also, in order to somehow quantify the pertinence that an integration requirement 
has with a supply chain and, equally, the fittingness that a technology has with an 
integration requirement the Compensatory Fuzzy Logic (CFL) will be used. 

Compensatory Fuzzy Logic is a multivalent system that breaks with the traditional 
axioms of such systems to obtain a behavior semantically better than the classical 
systems. This approach abdicates to the compliance of the classic properties of the  
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Fig. 2. Initial expected steps for a decision support model to assist in the selection of 
integration technologies for a supply network. 

conjunction and the disjunction, contrasting the idea that the increase or decrease in 
values of either true-induced change of truth value of one of its components can be 
compensated with a corresponding decrease or increase in other. It is the first 
multivalent system distinguishes with the property to generalize the Bivalent Logic 
completely. Its capacity to formalize the reasoning makes it feasible to use for 
situations that require multi-criteria evaluations and verbal descriptions of knowledge, 
which often are described in ambiguous form; therefore, it is an opportunity to use 
language to build semantic models that facilitate the evaluation, the decision making 
and the discovery of knowledge. [26, 27] 

7   Conclusions and Future Work 

Integration solutions are critical component of today’s enterprise strategies, but it’s a 
long way between the high-level vision of the integrated supply network and the basic 
reality in the development and implementation of these solutions. 

A contribution to solve this problem is presented by means of a proposal for a 
framework design that combines the semantic supported modeling with the orchestration 
of integration processes in the approached context. 

The selection of technologies when implementing a new integration solution or to 
evaluate the combination of technologies in existing solutions is a strongly discussed 
issue nowadays that could be diminished using a decision model that associate 
integration technology combinations to the requirements of a supply network. 
Compensatory Fuzzy Logic is a superior approach that will be used to achieve this 
purpose. 
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As future work is projected the implementation of a prototype for the proposed 
framework, and is also planned to define the theoretical bases for the formulation of 
the decision model anticipated as a way for the validation of this framework. 
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Abstract. Nowadays, it is getting more and more difficult discovering the entire 
Web resources in order to find the correct information needed by user. The 
correctness of the retrieved results in most cases is not meeting the expected 
needs because of the weak definition requests provided by the user and this 
came from the unstructured nature of the existing information resources. 

The main problems SOA solutions faces are the lack of automation at both 
discovery and invocation phases among these services and the queries provided 
by the consumers. Our proposed solution will overcome the poorness of 
traditional SOA solutions and the complexity of the semantic ones by developing 
a consistent framework that makes the data understandable for both humans and 
machines. In addition it will provide Web Service validation and a methodology 
for dynamic composition of Web Services. 

Keywords: SOA, Semantic SOA, Web Service Validation, Ontology, Ontology 
Model. 

1   Introduction and Problem Definition 

In these times, it becomes very hard for anybody in the digital world to search and 
find suitable services fit into his/her needs, since there is a huge amount of data on the 
Web caused by the enormous increasing of the Web documents, Web users and Web 
Services provided in this digital community. And the most difficulties Web Services 
have to overcome, in the attempt to use the contents of the World Wide Web [1], are 
heterogeneity which is caused by the nature of the Web itself side by side with the 
issues regarding information sharing, finding, extraction, interpreting, maintaining 
and representation [2]. 

One powerful concept involved in the context of information sharing environments 
is the Service Oriented Architecture (SOA) concept and the usage of Web Services 
(WS) in order to enable machine to machine interactions over the Web.  

Because the information type is the basic principle which a system has to deal 
with, it is important to understand the different types of information that this system 
has to manage. And there are three different types of information can be mentioned in 
this context: internal, semi-internal and external information [3]. 
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The internal information is based on the data produced inside an organization. It 
has to be audited, documented, archived and made available to any interested 
potential party. The domain model here is also internal and this internal information is 
correct within the organization view. And as a result the error rate is indeterminable 
because the internal validation of this information will not point out mistakes as this 
information is “correct”. 

The semi-internal information is produced by external systems to be dedicated for 
an organization. In addition to the issues related to internal information, the semi-
internal information has to be understandable. At some points, the semi-internal 
information does not meet the used domain model specification and this means that 
the semi-internal information has to be validated. 

The external information is produced for different goals outside an organization. 
As a result, first of all the context of the information has to be defined and retrieved 
before it can be validated. The challenge of validating external information is the used 
domain model specifications and sometimes these specifications look similar to the 
targeted ones. However, not always the information representation methods are 
similar and that will be difficult to recognize so validating external information is 
important if it has to be used within an organization. 

Nowadays, information systems are analyzing syntactic data and the meaning of 
information is hidden in documents and other storage systems so it is nearly 
impossible to extract the meaning of information via algorithms, because of the 
unstructured nature of the data. A non-technical problem here is the absence of 
research knowledge in this area and most people do research in a nonprofessional 
manner without using the meaning of information. And the challenges will be in 
finding the right resource for a consumer and to face the problem of lacking the 
relevant Meta data related to the information he seeks. Last and not least there is a 
great risk in getting misused information that doesn’t meet the consumer needs. 

Semantic Web [4] is an evolving extension of the existing Web in a way that the 
semantics of information and services on the Web is defined, making it possible for 
the Web to understand and satisfy the requests of people and machines to use the Web 
content. 

However, from one side the new emerging technologies in the world of Semantic 
Web makes the Semantic SOA techniques seem to be inaccurate to be used in terms 
of semanticizing the capabilities of Web Services and the requests of WS consumers 
because of the blurred representation of the involved ontology. And from the other 
side, traditional SOA-based solutions lack semantic documentation of WS interfaces 
[5], and that will return misused information to the consumer as we had mentioned 
above. 

Based on that, our proposed light weight semantic SOA-based solution tries to 
make the data understandable for both humans and machines and it will have the 
responsibility of splitting the semantic annotation from the core services in a way that 
both normal and Semantic Web Services (SWS) [6] can be validated and used [7]. 
This model will also provide a second level of WS classification by grouping Web 
Services in categories based on the area of interest named “WS clouds” which will 
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entail their concepts from a predefined ontology, and this will be explained in details 
later in this paper.  

The rest of our paper is structured as follows: in section two we provide a short 
overview on the methodology and the architecture of the proposed semantic SOA-
based model that we are developing as a work on progress. And in section three, we 
intend to analyze the validation of Web Services within the semantic SOA-based 
model by illustrating service alliance and explaining the design aspects. Finally we 
will give a brief conclusion with a snapshot to our future work. 

2   Semantic SOA-Based Model 

The main idea behind this model is to have an ontology that has the role of dealing 
with Semantic Web Services as well as representing the whole concepts of a Web 
Service; it has also category type and generic operations divided to syntactic, semantic, 
behavioral and qualitative operations. Starting from this point, new categorizing level 
has to be done by the help of the cloud provider (see next paragraph) who will have the 
responsibility of grouping WSs in clouds. The classifying will be based on the domain 
of interest, each of these clouds is itself a WS and the cloud provider will advertise 
them in the WS directory. 

At this point the WS provider system will search in the directory for its cloud 
based on its business domain and interests and will register itself in one of them to 
later on entail the required concepts out of that cloud and implement its own WSs to 
be registered also in it, and if there is no cloud matches with its purposes, the service 
provider will ask the cloud provider to create a new one and advertise it in the 
directory as well, and here the concepts will be inherit from the metadata ontology. 

The process of adding semantics to WS request and capability will take benefit 
from the semantic mediator-based system functionality by submitting semantic goal 
(highly defined WS requests) to be fulfilled with SWS capability. The mediation 
issues will be also applied depending on the variety of mediators provided by the 
mediator-based system as well. 

The new architecture is depicted in Fig 1 and it shows the following components: 
 

• User System: Is the subsystem which implements functions that will be used 
in the end users interfaces. This subsystem is able to generate user screens at 
runtime.  

• Workflow System: Deals with business processes described in an appropriate 
XML-based workflow language. A workflow in this system is a plan of 
sequentially or in parallel chained functions as activities in order to create or 
utilize business processes. Workflows implicitly contain the business logic 
of the overall system because it is the main unit in it and all the activities 
will be distributed to the other subsystems starting from here. 

• Web Service Consumer System: Contains XML schema definitions and 
functions needed for the processes of WS discovery and invocation provided 
by different service providers. 

 



298 T. Mahmoud, T. von der Dovenmühle, and J.M. Gómez 

 

Fig. 1. Semantic SOA-based Model for Business Applications 

• Web Service Provider System: Contains functions required for providing 
Web Services and it is dealing with HTTP incoming and outgoing user's 
requests, and has a connection to Web Service directory via the validator 
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interface in order to allow the publication of Web Services after performing 
the validation process for them. 

• Web Service Directory: Its interface has the responsibility of the publication 
and searching for Web Services based on a semantic goal provided by the 
consuming system and the Universal Description Discovery and Integration 
(UDDI) standard [8]. 

• Semantic Web Service System: The main two entities in this component are 
the ontology and the cloud of Web Services. Ontology here will be a 
metadata ontology that will serve as a base to provide concepts to help the 
service and cloud providers in the process of creating the clouds and the 
Web Services within the clouds by enabling them to derive the descriptions 
of the concepts in the creation process. While the clouds here are defined by 
the cloud provider as instances of the metadata ontology.  

o The cloud is a service itself, and it can be created, advertised, 
discovered and invoked in the traditional way. In addition, they are 
published in the WS directory in order to let the service providers 
discover them to later on register their services as members within 
them. Each cloud has a category type and generic operations. 

• Cloud Provider: Will define the clouds as instances of the metadata ontology 
by assigning values to its concepts. The cloud providers can be normal 
service providers or businesses that share common point of interest (in most 
cases, profit organizations). 

• Semantic Mediator-based System: Has the responsibility of solving the 
heterogeneity issues that might occur between the semantic goals provided 
by WS consumer system and the semantic descriptions of Web Services 
given by the WS provider system by performing the matchmaking and 
filtering results processes. The mediator-based system may be embedded in a 
middleware as depicted in the architecture, or it can be an external WS 
which accomplishes the mediating scenarios at run-time in a way that lessens 
the load of mediation process. This loose coupling promotes reusability and 
facilitates dynamic partner binding, especially at runtime. And all of these 
issues are to be considered in our future work. 

• Validator: It is an interface which has the responsibility of tunnelling the 
communication between the WS capabilities and concepts derived from the 
clouds in the semantic WS system and also monitoring the non-functional 
properties of WS. 

• Validation Repository: It has the functionality of calculating the values of 
non-functional properties in order to forward it to the validator interface to 
make the proper mapping decisions and this repository also contains the 
concepts relations that are entailed from the existing domain ontologies 
outside this model. It has also the task of publishing the WS provider’s WSs 
in the directory since it has a link to the WS directory to register its WSs that 
had passed the validation stage successfully. 

 
The main outcomes from using this model over the existing approaches appears in 

the high ability of reusing the functionality which means that each component in the 
architecture can be considered as a standalone input of the system. Another added 
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value can be generating dynamic workflows in the process of composing a new 
service that is not existed in the system and this composition will be dynamic because 
the Web Services in this architecture have the same root metadata ontology so it will 
be easier to compose services based on the consumes semantic goals. Moreover, 
categorizing the Web Services in clouds will provide a second level of classification 
together with the traditional one in the directories and this will make the WS 
searching mechanism more powerful and will improve the response time of the 
discovery phase activities and the overall performance. Finally, there will be an 
advertisement for new Web Services in the case of desired functionality absence by 
forwarding the concepts to the cloud provider in order to create new cloud that 
motivates the WS providers to create WS having similar functionality. 

3   Web Service Validation within Semantic SOA-Based Model 

3.1   Web Service Compliance 

One goal of the semantic SOA-based model is to annotate information with semantic 
Meta data. In contrast to other concepts, the annotation [9] here is not a part of the 
adopted Web Service itself. There is an isolated service, which is used to perform this 
annotation task. It is a precondition to validate the adopted WS against the external 
domain ontologies. The reason behind that exists in the issue that the user of an 
ontology expects that the service will work as the ontology describes. And the only 
way to insure the behavior is to make service validation. 

We can classify the compliance of Web Services in four main different types: 
 

• Exact: WS is able to comply with the requirements (WS properties). 
• Over-Exact: WS has higher compliance with the requirements more than 

expected. 
• Partial: WS is able to comply with the requirements fractionally. 
• Failure: WS is not able to comply with the requirements. 

 

An exact compliance is the ideal situation. In this case, a WS fulfills the 
expectations. An over-exact compliance is happening, when the WS provides a higher 
level of quality more than expected by the consumer. The partial compliance of a WS 
is happened when the requirements can be divided into logical parts. If the WS 
complies with a part, then it can be used to handle the information in collaboration 
with another Web Services. Failure compliance is happened when the WS does not 
comply with the request or parts of that request.    

To clarify the abovementioned compliance types we can give the following 
example: suppose a data set about a customer that has to be validated and stored and it 
contains his first and last names, email and birth date. The validation of the email 
address and the birth date can be done partially and independently from storing the 
customer’s information.  

},,{: birthDatefirstNamelastNameOrequest =  (1) 

)}();();,({: 321 birthDatedemaildfirstNamelastNamedOdivided =  (2) 
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Web Services WS1 and WS2 are partially complaint to the request where WS1 
complies with the customer’s email address and WS2 complies with his birth date. 
They are used to handle the validation. WS3 is an exact match because it complies 
with all of the customer’s information and it will be used to store this information. 

};{ 2312 WSdWSdMapping partial ⇒⇒  (3) 

})(),(,{ 323121 WSWSdWSddMappingexact ⇒  (4) 

From a provider’s perspective, this provides a possibility to integrate low capacity 
Web Services into ambitious requests by making crossing among the possible 
requests. But the challenge is to analyze the structure of the information by machines 
not by humans. To do so, the person within the ontology has to be broken down into 
properties. Typically, literals are used to store information like the name of a person 
and in this way, a first name can be everything described as an array of characters. 
However, in the real world this is not totally true because there are small quantities of 
character combinations that are valid to be first names. Considering this fact, the 
correct data type for the property first name would be an enumeration or an object that 
contains a table of valid entries. An email address is not a random literal too and the 
previous example showed that the design of the ontology has to start at the level of 
the properties not the level of entities. 

Another challenge is the reflection of an ontology to an information system. Even 
at the level of primitive data types, there are many possible incompatibilities. The size 
of an xsd:string for example is limited by the storage file system [10]. It is not a big 
deal to create an xsd:string with the size of 3 Gbytes but it is not possible to load this 
string into a Java-based software because the Java:string length is limited to (231 – 1) 
bytes. If the data has to be stored in a database, there is another problem: which size is 
the right one for a text field? Another issues can be the handling of numbers, so if an 
xsd:PositiveInteger has to be handled, from one side the same problems will be 
appeared and from the other side there is no PositiveInteger as a data type in a lot of 
software platforms, and this will give the possibility to deal with such invalid values 
from the ontology’s perspective.  

3.2   Design Aspects 

As an answer to abovementioned problems we can define ontologies at the lowest 
possible level and generalize more complex ontologies. By doing so, it is important to 
think about two important points: Firstly, the ontology has to be implementable to 
work in an information system and secondly, the ontology definition has to be done 
by domain experts who define all the concepts that will are composing such ontology. 
The implementation needs to have positive and negative validation tests in order to 
prove the correctness of valid targeting range. Where the positive validation is 
occurred within the range of the targeting values and the negative validation occurs 
within the input values that are invalid and outside the range of targeting values.  
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Fig. 2. Inheritance of Type Properties 

The question is: why should we do that? Typically, in an information system there 
are many layers where data is validated. The first layer is the user interface, where the 
user input is validated. However, even the user acts as a validator, because he knows 
the domain and can filter evidently wrong data. At the next layer, the business logic 
deals with the data and check the plausibility and this might be repeated at the lower 
layers consequently. 

This approach is correct, if we are working with an isolated system. But in SOA 
solutions, there is a good chance that different applications are using the same service, 
if these applications share data then the following problem might appear: an 
application assumes that the stored data is correct, and if the other application 
validates the data at a lower quality level, there is a risk to load invalid data. The only 
way to prevent this is to validate the data at the target service. This means, it is 
necessary that an object does not have only properties, attributes and methods to be 
existed rather it must be able to validate its own status! 

4   Conclusion and Outlook 

In this paper, the main focus was to introduce an ontological SOA-based architecture 
that deals with the Semantic Web Services, in order to be applied later on to one of 
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the business solutions; also we had presented Web Service validation within this 
model by explaining the different Web Service compliance types that are exact, over-
exact, partial and failure. 

One of the main purposes of this architecture is to group the Web Services based 
on the actual domain that they are related to (the area of interest). In addition, we have 
the vision of creating general ontology to compose ERP-related Semantic Web 
Services out of it in order to have a general knowledge base shared between several 
Web Service providers based completely on ERP concepts. 

Moreover, we had presented in this paper an ontology model that describes how we 
can get more complex ontologies out of the lower-level ones.  

The upcoming implementations will include the process of implementing ontology 
to create Web Services clouds, grouping Web Services in these clouds, defining 
semantic goals, performing the matchmaking process between goals and Web 
Services, creating static and dynamic workflows and implementing them using 
workflow engines. 

There is now an ongoing research for testing the quality of Web Services that are 
used in this architecture. Trust and security issues also will be part of the future work.  

A concrete methodology for performing the dynamic Web Service composition 
will be defined in the future work. 

Finally, prototype implementations of the future will show the practicability of 
those concepts. 
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Abstract. In this paper we present a new mobile service that enable auto-
production of 3D graphics content for mobile platform. The general benefit of 
this service is that it enriches the content of the communication, containing a 
video stream of an animated avatars produced by dedicated servers controlled 
by the mobile end-user. The approach consists in selecting an avatar, download 
it on the mobile phone as a 3D object and composing the message by playing 
with avatar instead of typing text. Message can be enriched more by adding 
background to the scene and subtitles for animation sub-sequences. The tests 
performed show the feasibility of the proposed solution in terms of transmission 
cost. 

Keywords: mobile communication, 3D graphics, auto-production, avatars, 
computer animation. 

1   Introduction 

Nowadays, SMS/MMS communication is a commercial success, even their relative 
poor communication quality, both in terms of information (re)presentation – textual 
data, and input interface – mobile keyboard. SMS/MMS is not just a way of simple 
communication, but it is also a way of expression. Some new dictionaries of symbols 
containing different emotions try to enrich the SMS quality, but they are still away 
from what the user wants to express. Techniques known as ‘auto-production’1 
enables a user to create own content on mobile phone, i.e. to combine ring tones, 
images or videos and to add them in the message. Until now auto-production using 
3D graphics content is not known. 

In this paper we propose a solution to "pseudo-create" 3D graphics content on the 
mobile phone. It consists in a client-server infrastructure for creating the content, 
converting and transmitting it to a mobile-phone. The usage of the processing server 
is required since mobile platforms are generally too weak to perform computations 
needed for high quality 3D graphics. In short, two main components exists: a light 
JAVA application installed on the mobile phone that allows to select an avatar, pre-
recorded animations and environments or to create new animations, and a server 

                                                           
1 http://www.trakax.com/software/mobile/ 
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database containing all the 3D assets in both high and low resolution. Once the sender 
finalizes editing the scene (as a combination of avatar ID, animations IDs and 
environments IDs) the parameters are transmitted to the server, the latter producing a 
video stream by rendering high resolution version of the scene. Finally the video is 
transmitted to the receiver's mobile phone. By using a web interface anyone can 
upload, visualize and manage avatars, animation and backgrounds that can be used 
afterwards by the service. The 3D files stored on the server are represented in M3G 
for low-resolution and MPEG-4 3D for high resolution. 

The proposed prototype was evaluated objectively (measuring data transmission, 
message production time …) proving the pertinence of using avatars when the 
message to be sent has emotional insight. 

The remaining of the paper is organized as follows. Section 2 gives a brief 
description of avatars technologies. Section 3 introduces software architecture. 
Section 4 presents the quantitative and qualitative results. We conclude the paper in 
Section 5. 

2   Avatar Modeling and Animation 

It become more and more evident that Internet will migrate from a repository of 
information to a dynamic and lively place where people communicate with each other 
and jointly interact with the content, where time, presence and events become 
important. Virtual Worlds (VWs), and especially 3D Graphics VWs, are now well-
known applications. Initially conceived for social purposes as a communication 
support (i.e. chatting) and offering awareness on the presence and mood of the 
interlocutors, 3D VWs are now reaching a milestone: the technology for creating, 
representing and visualizing 3D content becomes available and accessible on different 
platforms including mobile devices. In this context, having a visual representation of 
users by means of avatars holding personal information, history, personality, skills, 
etc. becomes a necessity. In the mobile context, the feasibility of VWs is still to be 
proved. Several attempts were reported for using mobile phones as end-user terminals 
for visualizing 3D graphics worlds mainly based on content adaptation [20, 1] or 
remote rendering [27]. The real-time requirement of such applications imposes 
additional challenges to the terminal and the network. A less constrained application 
from the perspective of network capabilities is the so-called avatar personalization as 
extension of the Tamagotchi [25] concept. Modern phones have enough processing 
power (some of them coming with 3D hardware acceleration) to perform real-time 
animation of simplified avatars. The most difficult operations when considering 
avatars are their creation and, for the specific case of mobiles, their simplification 
while maintaining accurate representation. The day by day experience in observing 
human beings makes the human brain a powerful system able to observe without 
effort any non-natural effect of avatar modeling or animation. In the following we 
describe several approaches of avatar modeling and animation.  

Two different courses can be chosen from in order to build a virtual character 
according to the researched appearance of the virtual character (cartoon-like or 
realistic), and depending on the technology available to the designer.  
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On one hand, the designer can build interactively the model’s anatomical segments 
and set up the model hierarchy. In addition to creating the geometry and texturing it 
(both representing the avatar appearance) it is also needed to set up the skeleton and 
link it to the mesh. Several authoring tools and geometry generating mechanisms 
make it possible to model a virtual character [1, 15]. While the technique gives 
excellent results, its main drawback is that the result is strongly dependent on the 
designer’s artistic skills and experience. In addition, this procedure is tedious and 
time-consuming. 

On other hand, a faster and proven method is the use of 3D scanners. Contrary to 
computer aided design, the aim of 3D scanning is to create an electronic 
representation of an existing object, capturing its shape, color, reflectance or other 
visual properties. In its principle, 3D scanning is similar to a number of other 
important technologies (like photocopying and video) that quickly, accurately and 
cheaply record useful aspects of physical reality. A recent trend supported by the 
development of vision systems consists in capturing real persons by using one or 
several cameras and reconstruct or modify an existing template by using real 
measurements. In the case of monocular images such as in [10] the geometry obtained 
is mapped on a previously created model, providing a cheap and useful approach for 
automatic modeling. By using stereo or general multi-view systems, the 3D geometry 
may be recovered more accurately. Introducing anthropometry (studying and 
collecting human variability in faces and bodies) in computer graphics [3] made 
possible the creation of a parametric model defined as a linear combination of 
templates. The basis is extracted from large databases including human measurements 
such as NASA Man-Systems Integration Standard [18] and the Anthropometry 
Source Book [19], and several methods in exploiting it are provided in [22, 7].  

In former published papers, avatars motion models were based on simplified 
human skeleton with joints [26]. More realistic deformation was achieved by adding 
new layers in addition to the skeleton, namely muscle, fatty tissue, skin and clothing 
[28, 6, 21, 23]. In our application we used artist-made characters because we observed 
that a caricature style is preferred against a realistic one in order to emphasize 
emotional content.  

Once the virtual character has been created, one should be able to change its 
postures in order to obtain the desired animation effect. Animating a seamless 
character consists in applying deformations at the skin level. The major 3D mesh 
deformation approaches can be classified into the following 5 categories: lattice [14], 
cluster [14], spline [4], morphing [5] and skeleton [13]. The first four categories are 
used in animating specific objects as eyes (lattice), and face expressions (morphing), 
and are more or less supported by the main animation software packages. The last 
category, more and more encountered in virtual character animation systems, 
introduces the concept of skeleton. To design the virtual character skeleton, an 
initialization stage is necessary: the designer has to specify the influence region of 
each bone of the skeleton as well as a measure of influence. This stage is mostly 
interactive and recursively repeated until the desired animation effects are reached. 
When the skeleton moves, the new position of the vertex is calculated by multiplying 
the old position with the weights and matrices of the parent bones. While simple and 
easy to implement, the technique has some limitations, especially when animating soft 
body (the elbow problem).  
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Once the avatar appearance and skeleton set-up, to animate the avatar consists in 
defining the geometric transforms of bones. Current authoring tools dispose of a rich 
set of techniques for specifying joint angles. A classical solution is to directly control 
the relative geometric transformation of each bone of the skeleton, approach called 
Forward Kinematics (FK) [29]. An alternative approach is to fix the location in the 
world coordinates for a specific level of the skeleton, so-called end-effector (e.g. the 
hand for a human avatar), and to adjust accordingly the geometric transformation of 
its parents in the skeleton, method called Inverse Kinematics (IK). To achieve more 
realistic movements, motion capture technique [16] may be used. It consists in 
tracking and recording the position (and the orientation) of a set of markers placed on 
the surface of a real object. Usually, the markers are positioned at the joints. The 
markers’ positions, expressed in the world coordinate system, are then converted into 
a set of geometric transformations for each joint [3, 11, 17]. 

3   Software Architecture 

The proposed system architecture is illustrated in Fig. 1. and consists in two main 
modules, connected at the level of data repository.  

 

  

Fig. 1. System architecture for content creators (left) and end-user application (right) 

The first is reserved to content creators (left), and allows uploading to the central 
repository and processing (converting) new content. The second (right) consists in an 
application server and a mobile client component which enables the end-user to create 
the animated messages.  
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3.1   Content Creator Module 

The web-interface of the content creation module is illustrated in Fig. 2. It serves to 
upload 3D objects and animations as well as backgrounds. Currently the user can 
upload 3D data that is compliant with 3DSMax and it is internally converted in 
MPEG-4 3D graphics format.  
 

 

Fig. 2. The web interface for content creators 

Both high definition (HD) and low definition (LD) version of an object should be 
uploaded. This is necessary because the LD version is transmitted to the mobile 
device for optimized visualization, and the HD version is used on server side for 
creating the final scene. Also video and image files may be uploaded and these are 
used for preview on the mobile device. 

3.2   End-User Module 

The end-user module has two components: a client for composing the animated 
message and an application server that produce the video based on instructions 
received from the mobile. 

3.2.1   Mobile Client 
This component is installed on the mobile phone and allows the end-user to compose 
the personal animated message. The scenario of creating the scene is shown in the 
diagram illustrated in Fig. 3. First, the application exposes the avatars available as a 
list of icons. User can select one and download it. He can start creating messages in 
different scenarios: 
 

• he can asks for list of animations, select some of them and add in his scene; 
• he can move the avatar, rotate it and record his own animation; 
• he can ask for list of backgrounds and select some of them; 
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• on each animation he can add text that will be displayed like a subtitle on 
the animation 

• he can add simple standard SMS text that will appear like a usual SMS at 
the end of the animation 

Several animations can be appended and mixing between pre-created animations 
with the ones created in real-time is possible. After the user finishes editing, all 
parameters for composing the scene are sent to the server. 

 

 

Fig. 3. End-user protocol for creating the animated message 

3.2.2   Application Server 
Once receiving all the composition parameters, the server proceeds with the creation 
of the 3D scene. Fig. 4. shows the main components implemented on the server. 
 

 

Fig. 4. Server protocol for creating the animated message 
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From mobile phone (a) only small amount of information is sent to the server 
(interface a.1): the type of request, the avatar's ID, background ID, animation IDs, the 
textual message, timestamps, destination number, etc. The server makes requests (b.2) 
to the web application (c) and obtains the corresponding graphics content from the 
database through interface (c.3). Depending on the request, the server can act in two 
ways: 

- the low-resolution version of the graphical content is directly transmitted to the 
client (b.4), and/or 

- additional modifications are performed on the server on the high-resolution 
version of the content: scene concatenation, 3D encoding, visualization, frame 
capturing and video encoding. Several output options are supported for the 
video stream: MPEG-4 ASP [12] or Flash [9], with low or high compression 
quality. The video stream is saved in the database and URL is transmitted in a 
SMS (trough Skype [24]) or as an e-mail (b.6) to the mobile recipient (b.5).  

4   Results 

Fig. 5. shows several snapshots of the mobile client illustrating the initial page, the 
animation recording page and the character selection page. 

 

 

Fig. 5. Snapshots of the mobile application 

Table 1. Transmitted data size in different scenarios 

Number of  
animations 

Using  background Using animation  
stored on the server 

Data transfer 
[Kbyte] 

1 No No 160 
1 Yes No 205 
1 No Yes 240 
1 Yes Yes 300 
3 No No 160 
3 Yes No 205 
3 No Yes 335 
3 Yes Yes 380 
10 Yes Yes 750 
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One of the main barriers in using the mobile phone for advanced data communication 
application remains the cost per transmitted byte. By using only low-resolution models 
and synchronization between the client and the server through content IDs, we minimize 
the amount of data to be transmitted. Table 1 shows different usage scenarios and the 
price in terms of total bandwidth and total production time. The tests are done with list 
of 5 avatars, 5 animations per avatar and 5 backgrounds. 

If LD files are used, the creation time is from 3-10 sec. If HD files are used, the 
creation time is from 5-10 min. 

5   Conclusion and Future Work 

In this paper we presented a rich communication approach for short message in 
mobile environment. By assisting the mobile phone with internet servers, it is possible 
to transform it in a powerful terminal for 3D graphics auto-production. For the future, 
this kind of application can be upgraded to be able to add sound in messages, 
possibility to capture background with camera and use captured voice. 
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Abstract. This paper presents a set of technologies developed with the goal to 
improve the learning and practice of Cued Speech (CS). They are based on 3D 
graphics and are covering the entire end-to-end content chain: production, 
transmission and visualization. Starting from the requirements of an online 
system for CS, the research and development path took into account real-time 
constraints, personalization, user acceptability and equally important, the 
easiness and feasibility of the deployment. The original components of the 
system include 3D graphics and animation encoders, streaming servers and 
visualization engines and are validated in two applications: a web service for 
text to animation conversion and a chat service supporting two or more users.  

Keywords: computer graphics, cued speech, avatar animation, real time 
transmission, 3D graphics player, MPEG-4 standard. 

1   Introduction 

The most effective and most used mean of communication between people is the 
spoken language. When the faculty of hearing is lost, people suffer of social isolation. 
Education of impaired hearing children is very difficult and depends on the 
availability of signers, physically accompanying the child in the classroom and 
translating the speech in Sign Language (SL). An alternative to the sign language is 
the Cued Speech [6] that consists mainly in lips reading together with hand motion 
that allows for better distinction between sounds with the same lips shape. While CS 
is less difficult to learn and practice than the SL, this visual mean of communication 
still requires the physical presence of a signer having face contact to the audience.  

The huge steps achieved in technology development in the last decades, both in 
hardware and software, create today the premises of several computer mediated visual 
communication methods. The traditional approach is based on natural video (filming 
a real person) and an alternative is by using synthesized images from speech or 
written text. The importance of integration of people with disabilities in a society is 
signalized by the European legislation that requires that access to all services is made 
equally available to all citizens. This means that a very large number of companies, 
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offering very diverse services, will have to address the issue of communication with 
sensory impaired people. At present, such communication relies heavily upon human 
sign language interpreters, but there can never be enough of these skilled individuals 
to be present at every face-to-face interaction or even to sign a large proportion of 
broadcast television. Nowadays only some television programs are "translated" by 
incrusting in the video frame a SL signer filmed in studio conditions. Teaching CS or 
SL in interactive applications is a big challenge some solutions being currently 
available. The traditional manner in teaching them is by using highly illustrated 
booksF

1
F sometimes accompanied by filmed material. With the development of Internet 

and its transformation into a multimedia channel, several video web servers, 
especially the ones supplied by the community (Web2.0) include content for 
discovering or learning CS or SL. As an example Youtube contains several CS 
channel proposing more than 50 video lessons. Even more pedagogical is the on-line 
service developed by Michigan State UniversityF

2
F which provides the video 

representation in American Sign Language for more than 4500 English words. By 
selecting a specific word, the video containing a person signing the word is presented. 
Unfortunately, it is not possible to compose complete sentences or to input any word. 
Producing the natural video data (for SL or CS) is costly and time consuming because 
it requires the presence of the signer and does not allow reuse and repurpose of the 
filmed content. Such limitations conducted to an increasing interest for synthetic 
images. By producing the images from text or speech, the synthetic video content 
become as easy to manipulate as the text itself [13]. A direct application consists in 
the use of film textual subtitles for enriching the movie with a synthesized signer. By 
associating a speech to text converter, some systems (e.g. TELEFACE, SYNFACE) 
allow phone conversation between deaf and hearing persons [4, 12]. In these systems, 
speech information from telephone is processed at the receiver side and an animated 
face is created. Similar concepts were developed in the TELMA project, supported by 
a software and hardware system with audiovisual functionalities for a telecommunica-
tion terminal (cellular phone) [12] and in the system described in [1]. More interactive 
scenarios including exercises for practicing CS are implemented in BALDI [5]. 
However, the signed content is pre-recorded being impossible to synthesize new 
words or sentences.  

In this paper we are presenting an online system, able to synthesize in real time 
face and hand animation for CS, based on the text or speech inputted by the user. The 
novelty of our approach consists in the system architecture based on a dedicated 
server able to perform costly operations and to deliver the results as a compressed 
animation stream. On the user side, only a 3D graphics player is required, being 
possible to implement it on light terminals. Such approach has the advantage of 
processing the speech very close to the capture place, avoiding lost of the voice 
quality due to transmission errors and bandwidth. The proposed architecture is 
illustrated in Fig. 1. On the server side, the two entries, voice and text, are converted 
in animation parameters. The latter are encoded as an MPEG-4 animation stream and 
broadcasted to the network. On the client side, an MPEG-4 player receives the 
animation stream and updates, in a continuous manner, the scene graph defining the 

                                                           
1 http://www.cuedspeech.org/sub/resources/learning.asp 
2 Hhttp://www.easycartsecure.com/LanguageMatters 



 On-Line Animation System for Learning and Practice Cued Speech 317 

avatar's face and hand. The design of the system is based on a set of technical and 
non-technical requirements. Table 1. summarizes the technical requirements and gives 
an overview on how we addressed them.  

 

Fig. 1. In the proposed architecture, the transmission is performed for animation parameters. 

Table 1. Requirements for on-line CS learning and practicing system. 

Requirement Proposed Solution 

Synthesize visual content from text and/or 
speech, in real time 

A synthetic video (graphics) based solution is preferred to a natural 
video one. 

Voice analysis should be performed in 
optimal conditions 

Since this module is very sensitive in terms of the quality of the input 
and requires significant processing power, in the proposed system it is 
implemented on the server side. 

Transmission data should be very compact The transmitted data consists in animation parameters. To make them 
compact MPEG-4 for avatar animation is used. 

Support several clients in the same time The transmission protocol is UDP 

The software implemented on the client 
should be light enough to be able to run on 
mobile phones and PDA 

By using the MPEG-4 standard, the only software running on the client 
is a multimedia MPEG-4 player (including 3D graphics capabilities) 

The user may change the representation of 
the avatar 

The avatar is locally loaded in the player by reading an MPEG-4 file 
describing the avatar geometry and appearance.  

Same animation computed by the server 
should be usable by different avatars 

A protocol for creating compatible avatars was established. 

The first requirement conducts toward a computer graphics model. A video based 
solution, while presenting the advantages of signing quality and user adoption, does 
not allow easy manipulation, signs composition and repurposing. The rest of the paper 
is organized as follows. Section 2 surveys the face animation approaches. Section 3 
introduces the avatar animation model of MPEG-4 and Section 4 describes in details 
the implemented system. We conclude the paper and present the perspectives in the 
last section. 

2   Computer Graphics Face Animation 

The process of facial animation is a very challenging task: on one hand the human 
face is composed of muscles that need to be perfectly coordinated in order to look 
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realistic; on other hand, the human eye is very sensitive to facial movements, so it can 
notice even the slightest inconsistency and it may interpret the image in different way. 
While complex, the face and general human like animation attracted researchers from 
early times of computer graphics. Since extended surveys on face animation already 
exist (e.g. Deng and Neumann's book, HData-Driven 3D Facial AnimationH [8]), we 
only highlight the main approaches for visual speech animation and complete the 
survey with a detailed presentation of the MPEG-4 approach based on morphing 
space, the latter being less presented in the literature. 

Starting from the pioneering work of Parke [19], an entire set of tools from 
computer graphics were proposed, adapted and tested for face animation. They may 
be classified in tools performing updates directly on the mesh or tools based on 
deformation controllers, which parameterize the mesh space, evolve in time and 
transfer their evolution to the mesh. The deformation controllers are trying to simulate 
face muscles with different forms such as lines [3], splines [17, 23, 24] or free form 
deformations [7, 14]. In more complex muscle approaches, it is possible to animate 
them based on physics properties [25]. One of the most known CS animation system 
is BALDI, based on the geometrical facial model described in [16]. 

In an on-line scenario, supposing streaming, a strong requirement is the compactness 
of the animation parameters. The approaches based on parameterization of the face 
space or of the deformation controller are thus more appropriate. One of the most 
common methods is derived from FACS (Facial Action Coding System) [10] that 
includes a fixed number of action units, stored as a code. The code is transmitted to the 
player, interpreted and the local face is animated accordingly. A similar implementation 
was standardized in the first version of MPEG-4, specifying 84 Feature Points, two 
high-level animation parameters for visemes and expressions and 66 low level 
parameters for 3D displacements of the feature points. The complete animation is then 
performed by deforming the mesh in the vicinity of the key points [9, 11, 15]. While 
easy to control, this model is highly dependent on the quality of the parameterization 
which is very difficult to transfer from one face to another. For this reasons, the MPEG 
community introduced in 2004 a more flexible approach, based on a morphing space, 
which is described in details in the next section. 

In CS animation the major part of the communication signal concerns the shape of 
the mouth. In addition to the spatial properties of the mesh deformation, in the 
animation of the spoken language, the temporal behavior is of main importance. In a 
stationary approach, we may assume that each phoneme has associated a specific 
viseme. In a dynamic approach, the phoneme, thus implicitly its visual representation, 
the viseme, depends on its neighbors in the sentence. Thus it is necessary to consider 
not unique phonemes, but a family of them, used depending on the context, technique 
known as co-articulation. Several studies demonstrate the importance of the sound 
and its synchronization with the animation in CS applications [2], especially for 
subjects with partial hearing capabilities. This conducts to the need of producing time 
stamped animation data that, within an online scenario, ensures the synchronization 
on the receiver side. The system requirements described above conduct naturally to a 
solution similar to the audio/video on-line systems (supporting streaming and 
synchronization), and the large set of functionalities of the MPEG-4 standard ensure 
some of them. However, the Face Animation tool as published in 1998 [18] has 
serious limitations [21] with respect to the number of face configurations. To 
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overcome these limitations, the authors of this paper proposed for standardization the 
morph space tool. This technique, published as international standard in 2004 [21] is 
described in the next section.  

3   MPEG-4 Tools for Avatar Animation 

The MPEG-4 standard, unlike the previous MPEG standards, does not only cope with 
highly efficient audio and video compression schemes, but also introduces the 
fundamental concept of media objects such as audio, visual, 2D/3D natural and 
synthetic objects to make up a multimedia scene. As established in July 1994, the 
MPEG-4 objectives are focused on supporting new ways (notably content-based) of 
communicating, accessing and manipulating digital audiovisual data [20]. Thus, 
temporal and/or spatial behavior can be associated with an object. The main 
functionalities proposed by the standard address the compression of each type of 
media objects, hybrid encoding of the natural and synthetic objects, universal content 
accessibility over various networks and interactivity for the end-user. In order to 
specify the spatial and temporal localization of an object in the scene, MPEG-4 
defines a dedicated language called BIFS - Binary Format for Scenes. BIFS inherits 
from VRML the representation of the scene, described as a hierarchical graph. In 
terms of functionalities related to virtual characters, both VRML and MPEG-4 
standards define a set of nodes in the scene graph to allow for a representation of an 
avatar. However, only the MPEG-4 SNHC specifications deal with streamed avatar 
animations. A major difference is that an MPEG-4 compliant avatar can coexist in a 
hybrid environment and its animation can be natively synchronized with other types 
of media objects, while the H-Anim avatar can only exist in a VRML world and must 
be animated by VRML generic, usually non-compressed, animation tools. 

Now that the reasons of virtual character standardization within MPEG-4 become 
clearer, the question is how to find the good compromise between the need for freedom 
in content creation and the need for interoperability? What exactly should be 
standardized, fixed, invariant and in the mean time, ideally imposing no constraints on 
the designer creativity? The long term experience that MPEG community has makes it 
possible to formulate a straight and solid resolution: in the complex chain of content 
producing-transmitting-consuming the interoperability is ensured by only standardizing 
the data representation format at the decoder side. Pushing this concept to its extreme, 
an MPEG ideal tool is that one for which two requirements are satisfied: the designer 
can use any production tool he/she possesses to create the content and it can be 
possible to build a full conversion/mapping tool between this content and an MPEG 
compliant one. The same principle has been followed when MPEG released the 
specifications concerning the definition and the animation of the virtual characters, and 
specifically human avatars: there are no “limits” on the complexity of the avatar with 
respect to its geometry or appearance and no constraints on the motion capabilities. 

The animation method of a synthetic object is strongly related to its definition. A 
simple approach, is to consider the virtual character as a hierarchical collection of 
rigid geometric objects called segments, and to obtain the animation by transforming 
these objects with respect to their direct parents. The second method, called BBA  
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(Bone-based Animation) in MPEG-4 consists in considering the geometry of the 
virtual character as a unique mesh and to animate it by continuously deforming its 
shape using a one-dimensional controller. While the former offers low animation 
complexity with the price of the seams at the joints between the segments, the latter 
ensures a higher realism of the representation, but requires more computation. A third 
approach is to model the animation space by using target shapes (i.e. eigen vectors) 
and obtaining the animation as a linear combination of them. Since in CS, only the 
face and a hand are used, we are introducing in the next paragraphs the MPEG-4 tools 
for modeling and animating them.  

The straightforward manner of representing the geometry of a face model and in 
general of the entire avatar is by using an indexed set of planar surfaces (usually 
triangles) obtaining by grouping 3D vertices (Fig. 2.). By attaching properties like 
colors, texture coordinates and normals on top of each vertex, it is possible to 
represent any 3D object. For complex objects, the sub-sampling in planar surfaces is 
denser thus conducting to significant amount of information to transmit or store. In 
order to reduce this data, MPEG-4 standardized several compression algorithms 
exploiting the spatial redundancy [20]. To animate such geometric models, two of 
MPEG-4 technologies were used: the first simulates the biomechanical properties of a 
skeleton-based system, and the second is based on the animation space built on target 
shapes and interpolation between them. 

 

  

Fig. 2. Hand and Face of the CS virtual coder 

Bone-based Animation. An arbitrary 3D mesh can be associated to a hierarchical 
structure of deformation controllers. The latter controls portions of the mesh by using 
a reduced number of parameters. In order to reproduce the biomechanical effects or 
the real articulated objects, the deformation controller may be as simple as a segment 
line (a bone). Grouping the bones into a hierarchical structure and transferring the 
geometric transformation of each bone to the vertices under its influence, produces 
the animation. A vertex on the mesh may be influenced by one or several bones. In 
the first case the geometric transformation of the bones is entirely applied to the 
vertex, in the second a weight factor between several influences is used. The new 
position of a vertex Vi influenced by several bones, each one transformed by Tk is 
obtained as follows: 
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with i
kμ  the weight factor between the bone k and the vertex Vi and Tk

0  is the initial 

transformation of the bone k (in the static position). The transformation Tk is 
expressed in global coordinates and is obtained for each bone as the product between 
its local transformation and the global transformation of its parent: 

)(kparent
local

kk TTT ⋅=  (2) 

Animating a model consists in updating the transformation Tk
local which for 3D 

space represents a matrix of 16 elements. Since for articulated organic objects only 
the rotation component of this matrix is generally used, MPEG-4 proposed 
decomposition in elementary components (translation, rotation and scale). Thus, the 
animation stream contains for each animation frame only the elementary 
transformations that are updated during the frame. This form conducts to very low 
compression bitrates. Let us note that the MPEG-4 standard does not impose any 
skeleton configuration neither on the initial pose, neither on the number of bones. By 
introducing Tk

0 in equation (1) the standard ensures consistency for arbitrary 
articulated object. 

 
Morphing. The principle of morphing animation consists in representing each 
animation frame as a linear combination of target shapes (defining a basisF

3
F of an 

algebraic space). This technique is very low level, being independent on the 
deformation model. Thus the target shapes can be obtained by using arbitrary 
deformation tool applied on a neutral (static) version of the object. Once different 
configuration obtained, the basis can be computed by performing PCA (Principal 
Component Analysis). During the animation, Vi is computed as follows: 
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with Vi
staticis the initial position of the vertex Vi, Vi

targetk is the position of the same 
vertex in the target mesh k and wk is the weight of the target mesh k in the current 
animation frame. Animation is obtained by simply updating the value of the wk for all 
the meshes of the basis. Face animation by using morphing is a well known approach 
and the tool is supported by the majority of authoring tools. The MPEG-4 standard 
does not impose any limit with respect to the dimension of the morph space.  

The two MPEG-4 animation approaches presented above were designed with the 
goal of minimizing the animation data. For skeleton based animation, the local 
transformation of bones (generally a rotation) is transmitted and for morphing based 
animation, a weight factor for each target shape is transmitted. To reduce even more 
the quantity of data and to support streaming, MPEG-4 standardized a specific syntax 
of the compressed animation frame. In a similar manner as the video encoding, 
animation encoding is using temporal prediction, signal de-correlation, quantification 
and entropy encoding. We refer to [22] for the description of the encoding algorithm 
and compression results. 

                                                           
3 Not always the target shapes define a basis in the mathematical sense of the term, since the 

orthogonality is not always ensured. 
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4   Implementation and Simulation Results 

Based on the technology presented in the previous section, we developed and 
integrated an end-to-end content chain for producing, transmitting and visualizing CS 
content. In the following we describe in details each component. 

 
Production. Here, there are two components: off-line preparation of the avatar and 
on-line animation generation from speech and text. The first is based on a protocol 
establishing the way to build the configurations for the face and for the hand. The 
output is an MPEG-4 file defining the avatar. In our model, the face is defined by 11 
target shapes (Fig. 3.), there are 9 configurations for the hand and 6 positions.  

 

      

     

 

Fig. 3. Different target shapes defining the morph space 

The online animation production exploits the previously obtained MPEG-4 file and 
for each phoneme, converts it into MPEG-4 animation parameters. These parameters 
are then compressed by the BBA encoder. 

 
Transmission. The output of the BBA encoder provides animation data encapsulated in 
standard Access Units (AU) [26]. Each AU contains time information that can be used 
for obtaining transport packets. Two transport protocols are currently implemented: 
UDP and RTSP. 

 
Visualization. On the client size, we developed an MPEG-4 3D Graphics player able 
to load a local or remote file or stream, decode the geometry, the texture and the 
animation, and rendering the 3D graphics scene. 

Based on the components presented above we developed two prototypes for 
learning and practicing CS: a web service where the user input the text and visualize 
the animation, and a chat service, allowing a CS communication between two users. 
In both prototypes server-client architecture is used, where the server has the role of 
computing and encoding the MPEG-4 animation parameters, and the client has only 
the role of decoding and visualizing the avatar. Together with the animation, a sound 
track is computed (synthesized from text), compressed (in MPEG-4 AAC), 
transmitted and played by the same MPEG-4 player. Since similar approaches are 
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used in both prototypesF

4
F we are only presenting in details the components of the Chat 

service. The architecture of the Chat service for two clients is illustrated in Fig. 4.  
The two main components of the system are the Application Server (AS) and the 

Chat Client (CC). The AS is managing the communication between the clients and the 
conversion from text to speech and animation. The CC is getting the input from the 
user, sends it to the AS as ASCII text, decodes and displays the animation and the 
audio received from the server. The AS is composed of the following units: Chat 
server, Text to speech and CS engine, CS to BBA convertor, WAV to AAC converter 
and RTSP streaming server. The Chat server is responsible for managing the 
communication session (login, authentication) and the text exchanges between the 
clients. The text messages received from the clients are first sent to the Text to speech 
and CS engine, and when the synthesized audio and animation are ready for 
streaming, it sends the text to the other clients. The Text to speech and LPC engine is 
used to convert the text to synthesized audio and CS commands for animation. 

 

  

Fig. 4. The architecture of the Chat service Fig. 5. Chat client interface 

 
The CS data and the audio are converted into more usable streams. The CS is 

converted into a BBA stream, which can be used directly by the MPEG-4 player to 
display the animation. The audio is compressed into an AAC stream. Then both 
bitstreams are sent to the RTSP servers, which in turn send them to the appropriate 
Client. The use of the RTPS server is needed to achieve synchronization between the 
animation and the sound. There is a separate RTSP server for each connected user. 
Therefore the chat client initializes a new RTSP server for each new connected user. 
The Live555 libraryF

5
F is used to implement the RTSP server and it was extended to be 

able to read and synchronize the BBA and AAC streams. The CC is composed of the 
following units: Chat connection (Fig. 5.) and MPEG-4 player. The process of 
connecting to the Chat server is performed in the following manner: after the user 
authenticates, he joins the chat-room and he can send and receive text. Additionally 
the user receives from the server the parameters for initializing the RTSP connection. 
The client initializes the MPEG-4 player that loads a local MPEG-4 file containing 
the avatar. After connection to the streaming server, it is ready to receive animation 

                                                           
4 The web service is available on-line at www.MyMultimediaWorld.com in the section "Learn 

LPC". 
5 http://www.live555.com/liveMedia/ 



324 I. Arsov et al. 

and audio data. When the user enters text, the text is sent to the server, and all the 
connected users receive the entered text, the animation and the audio stream. 

5   Conclusion 

Starting from a set of technical requirements we designed and implemented several 
key components and an end-to-end architecture able to offer practical systems for 
learning and practicing Cued Speech in on-line environments. The approach, 
consisting in computing server and light (multimedia) clients was validated in two 
prototypes, a web and a chat service. The measurements have shown the ability of the 
system for supporting real-time interaction, low bandwidth communication and low-
complexity on the user terminal. Our perspective is to extend the service for mobile 
clients, where stronger requirements with respect to the available bandwidth and 
terminal capacity are present. 
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Abstract. Modern teaching methods in the field of applied computer science can 
not ignore the teaching of well know application and information systems, like 
enterprise systems, e.g. ERP-Systems. Therefore case studies are the most 
chosen way to introduce stepwise the handling of these systems. Effective 
teaching concepts have to improve this situation by consideration of pedagogical 
and didactical aspects which supports the individual learning process of each 
student. Our actual research considers actual needs of higher education e.g. 
present learning in a lab as well as e-learning courses supported by new methods 
in technology enhanced learning by recording student’s behaviour to guide him 
through the system. Therefore we introduce a concept using AUM and 
Enterprise Tomography to improve the teaching for Enterprise Systems. 

Keywords: Technology Enhanced Learning, Enterprise Systems, Higher 
Education, Application Usage Mining, Web Usage Mining, E-Learning, 
Enterprise Tomography. 

1   Introduction 

Considering different perspectives in computer science and business economics 
technology aspects are highly complex in many areas and results to many problems. 
That one reason why Enterprise Systems (ES) it selves are getting more and more 
important for educational environments. But this interference and complexity are 
making the teaching and learning in this field quite difficult. For this reason 
practically approved systems are needed to give the students the chance to get their 
own practical experience with these technologies. Enterprise Systems have the 
capability for future pedagogic innovation within higher education. Their potential 
results from the possibilities in illustration, visualization and simulation of business 
and decision-making processes to students [1]. The main goal of using Enterprise 
Systems as e.g. Enterprise Resource Planning (ERP) Systems, Business Intelligence 
and others in higher education is to prepare the students for real work life and to give 
them practical experience in the application of these technologies. Another objective 



328 L. Haak, J. Aalmink, and D. Peters 

is focused by software developing companies like SAP® or Microsoft®, e.g the 
students should get in touch with their special products as early as possible, so that 
they already know these products if they need to work with it later or are in the 
position to decide about investments. Our interests in research belong to the variety of 
ERP technologies and how they could be used to teach our students in the university 
environment. Hereby the focus lays besides the actual standard software on new 
concepts resulting from up to date research, e.g. Federated ERP (FERP) Systems [2]. 

This contribution will show how new learning concepts supported by technologies 
like Application Usage Mining (AUM) [3] and Enterprise Tomography (ET) [4] could 
improve the teaching of Enterprise Systems in higher education. 

2   Background 

Confronted with the global market and knowledge transfer which increasingly could 
have seen as the key driver of wealth creation, universities have to reinvent 
themselves. European higher education institutions are collaborating in developing 
competitive curricula to compete in an in increasingly commercial and international 
market. They face a major new challenge as knowledge providers in individuals’ 
lifelong learning which means for universities to offer flexible easy access: they need 
more open technological solutions. Information and communication technologies 
(ICTs) offer the prospect of flexible learning services. User needs in terms of range, 
access and costs could be supported while adopting innovative learning processes. 
New technologies allow effective and cost-efficient learning tailored to the needs of 
individuals and it is a critical success factor for universities in their role as 
“knowledge centres” for lifelong learning. That is a reason why universities of 
tomorrow must be more flexible, different from those of today. Within the beginning 
virtualisation learners want to access personalised and flexible learning services, 
available as and when they want them, as part of a continuum of lifelong learning.  

For teaching Enterprise Systems like ERP systems the usage of case studies is a 
very common method. Therefore leading software companies like SAP® or 
Microsoft® provide a customized environments in form of “test” companies (e.g. the 
International Demonstration and Education System (IDES)1 by SAP® and the Cronus 
AG2 by Microsoft® accompanied by teaching material in form of case studies. 
Additionally SAP® build up an own higher education competence network with the 
University Competence Center (UCC) in Magdeburg and Munich based on the SAP 
University Alliance®. Nevertheless mostly the teaching it based on material used for 
software training courses. This allows a good overview and sometimes detailed 
impress of function within the systems. But one problem is the missing background 
about company structures and processes and other concurrent interests which should 
be considered and the missing of pedagogic and didactic aspects. For using case 
studies it is important that the learners develop their own solutions in a strategic way 
and make reasonable decision [5]. The case study design is already a critical success 
factor, as you can see in figure 1: 
                                                           
1 http://help.sap.com/saphelp_46c/helpdata/DE/af/fc4f35dfe82578e10000009b38f839/ 

frameset.htm 
2 http://www.microsoft.com/germany/bildung/infopool/mbsaa.mspx 
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Fig. 1. Conception of case study design [5] 

The authors describe a concept for case study design in the environment of higher 
education using an example from the data warehouse area [5]. And it is obvious that 
case studies offer the possibility for an activity-oriented education with the focus on 
self-directed learning. But we still doubt if the correct case study design could already 
improve the situation. So there are still problems occurring from this missing 
background information and the difference of domain knowledge of the students. The 
material doesn’t reflect the different education and major studies of the students; it is 
the same for all, anyway if they are e.g. economics or computer scientist. Our idea is 
to use technologies in the wide area of Technology Enhanced Learning (TEL) to 
improve these education methods and to guide the learner through his learning 
process. 

3   Technology Enhanced Learning 

Often Technology Enhanced Learning and E-Learning are used in the same way, but 
there are some differences. E.g. the term of Technology Enhanced Learning is the 
wider expression, which means that TEL is focusing on the technological support of 
any pedagogical approach that utilizes technology. That is maybe one reason why the 
existing definitions for Technology Enhanced Learning broadly spread and change 
continuously due to the dynamic nature of this evolving research field. Anyway, the 
definition of TEL must be as general as possible in order to capture all aspects: 
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TEL encompasses virtual and physical technology enhanced learning environments 
(incorporating physical learning spaces, institutional virtual learning environments, 
personalized learning environments and mobile and immersive learning environments). 
And the aim is to explore and develop effective practice in the delivery of flexible, 
seamless and personalised services to learners, focussing on the technological interface 
between the learner and their learning environment3.  Learning activity consists of 
learning resources, actions, context, roles and the learning objective to support the 
learner to his learning goals, respecting individual as well as organizational learning 
preferences. Technologies play an important role in supporting these activities. That is 
surely one reason why the European Union (EU) support a number of project in this 
area, e.g. within in the 6th framework the Network of Excellences PROLEARN4 and 
Kaleidoscope5 which have the main objective to have shape the research area around 
TEL. In this research environment we want to introduce our new concept for teaching 
Enterprise Systems in higher education. 

4   Concept for TEL for Enterprise Systems in HE 

For our research we choose an approach in the field of Application Usage Mining 
(AUM) by Gamal Kassem which could be used to analyze the user’s behaviour in 
Very Large Business Applications like SAP ERP for example [3]. Related to the Web 
Usage Mining (WUM), the AUM uses the transaction data, which is recorded during 
the usage process of an Enterprise System in adequate log-files, to generate specific 
behaviour patterns. The results of the AUM can be applied for the optimization of 
business processes, etc. In our approach, we want to use this algorithm to identify the 
knowledge level, behaviour patterns or possible deficits of a user in handling an 
Enterprise System. These results can be used to develop user specific exercises, 
depending on his/her skills. In this way it is possible to have an adaptive case study, 
which is built on the starting position of one individual student and which doesn’t 
need to cover a heterogeneous group of students. 

4.1   Application Usage Mining 

When we are talking about the characteristics of today’s business application systems, 
the focus is mainly on the integration of different enterprise sectors in order to have 
an all-round product, which covers all the functionality a modern enterprise is dealing 
with. These business application systems – especially ERP Systems – are dealing with 
the integration of data, functions and processes of all components of an enterprise. As 
a negative side-effect of this development, the user faces a rising complexity and an 
enormous amount of opportunities to navigate through these systems. Thus it is 
getting more and more difficult for users to handle such complex systems in an 
appropriate way. One approach which tries to solve this problem is the already 
mentioned Application Usage Mining (AUM) approach introduced by Kassem in [3]. 
This AUM approach uses the traces a user leaves in the system, via log-files and 

                                                           
3 http://www.jisc.ac.uk/whatwedo/programmes/elearning/tele.aspx 
4 http://www.prolearn-project.org/ 
5 http://www.noe-kaleidoscope.org/pub/ 
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protocols for example. The idea is based on the methods of the widely spread Web 
Usage Mining, which has been successfully executed in the field of web applications. 
Kassem identified several significant differences between web applications and 
business applications systems, which legitimate this new approach. First of all, the 
web application access is anonymously, while a user in a business application system 
must be identified. Furthermore a visitor of a web site does not need an authorization, 
whereas the user of a business application system has a certain authorization, 
according to his function in the enterprise in order to perform certain tasks. A third 
difference which becomes apparent while comparing AUM with WUM is the fact, 
that the user’s behaviour and the objective is completely free or undefined, while a 
user of a business application system has to perform predefined tasks according to a 
business process, which have to be executed efficient and with an optimal 
performance [6]. The complete list of the attributes, which can be used to describe the 
differences between web applications and business applications for WUM and AUM 
is shown in table 1. 

Table 1. Comparison of WUM and AUM [6] 

Attribute Web Application Business Application  
System 

System access Anonymous The user must be identified 
Authorization No authorization necessary The user has a certain 

authorization according to 
his function in the enterprise 
to perform certain tasks 

Protocol Standard http No standards 
Software Web application – usually 

based on html-documents 
Different software platforms 
are available 

User’s behaviour Free Execution of predefined 
tasks and business processes 

User’s objective Undefined Optimal performance of 
tasks and business processes 

Application’s aim There is a possibility to reach 
a lot of visitors and 
customers 

Efficient execution and 
automation of business 
processes 

 
Other approaches like Data Mining, Process Mining or Workflow Mining are also 

playing a role in this context. Data Mining can be seen as a basis of all the approaches 
mentioned above. Process Mining for example is a specific type of Data Mining: Data 
Mining focuses on the creation of knowledge out of large data amounts and Process 
Mining uses therefore the knowledge of processes. Process Mining extracts data, 
which describe the execution of processes in order to model, save and reuse the 
process knowledge [7]. Workflow Mining is used to control, improve, execute and 
monitor business processes [8]. Therefore Workflow Mining aims on extracting 
information about processes from transaction logs for the purpose of visualizing the 
current status of a workflow model. 
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4.2   AUM for TEL 

How can we use the AUM approach in the TEL environments? As described above, 
the AUM approach can be used to identify specific behaviour patterns of a user or 
maybe possible deficits a user shows during the work with an Enterprise System or a 
business application. We have a vision of a learning system, which for example can 
be used in the curricula of universities in order to teach students in handling a certain 
enterprise system like SAP ERP for example. We want to face the problem of the 
existence of heterogeneous learning groups, different knowledge levels and divergent 
learning behaviours by setting up a system, which dynamically generates user-specific 
tasks on the basis of the user patterns classification. A possible example could be the 
situation that a user needs too much time to complete a certain task or step in a 
business process, which is supported by the enterprise system; it might be possible to 
give him a hint in the form of a possible solution for his problem. The solution is not 
only based on a technical analysis of his behaviour via log-files or transaction data, it 
should also be possible to integrate didactical approaches into the solution finding 
algorithm in order to find a suitable way for the user to complete his exercise or task. 
Moreover it is favoured, that the given solution will be analyzed in a further step for 
the purpose of optimizing the solution-giving process. The result of this analysis 
should be integrated in the following hints or solutions the learning system gives to 
the user. In this way we can assure a continuous improvement of our system.    

In the following section we will point out, how the concept of Enterprise 
Tomography could improve this concept in the field of Very Large Business 
Applications. The usage of the Enterprise Tomograph, which is introduced in the next 
chapter, can also be part of the idea of improving the TEL environments in the field of 
higher education. 

5   Enterprise Tomography Supporting Adaptive Learning 
Environment 

In general, real world VLBAs and Enterprise Business Process Platforms are 
heterogeneous software conglomerates with a high degree of business logic 
integration. Comprehension of business logic requires understanding of integration 
concepts in Enterprise Information Systems. Typically, integration knowledge is 
taught based on educational materials in combination with training and demo-
systems. Integration concepts, coded in an Enterprise Information System and their 
utilization are normally not tangible and therefore cannot be measured. This implies 
that most training systems analyze the learning progress of an individual trainee based 
on Q&A sheets at the end of a training course. This, of course is detached from his 
real learning behaviour. With the integrated Enterprise Tomography approach, the 
phase of determining and evaluating the extent of learning progress can be 
streamlined and automated. Furthermore, the training scenario, as a deployable 
artefact, can be adapted in the course of the training life-cycle. 

To be more precise, the learning metric is calculated and evaluated on a continuous 
basis and therefore the learning paths of training map can be optimized depending on 
learning metrics, which are indicators for the individual learning progress. E.g. if an 
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individual trainee gets stuck in a business process path, he will receive immediately 
more detailed instructions to circumvent the impasse. Contextual training material in 
combination with learning metrics provides a big potential of efficiency along the 
training life-cycle in the learning map. The phase Q&A becomes more and more 
obsolete with a holistic approach based on Adaptive Learning Environments. The 
calculation of learning metrics is based on actual operative data taken into 
consideration by business process usage mining. 

 

 

Fig. 2. Streamlined Training Life-Cycle with continuously adapted training scenarios 

Figure 2 illustrates the holistic approach with real-time learning-progress analysis. 
It is essential, that the training life-cycle complies to the closed-loop paradigm. The 
Business Process Platform is continuously crawled by the Enterprise Tomograph. The 
Enterprise Tomograph can be seen as a domain-specific semantic search engine for 
full and delta-spaces. As shown in figure 2, a business process is a composition of 
business process steps orchestrated in parallel threads and sequences. Each individual 
process step has one or more Business Objects assigned. A business process step 
transforms the set of assigned Business Objects from one consistent state to the next 
according to the transactional ACID-Principle. In this context we have a semantic 
bijection between Business Objects as meta-data, object instances, ontologies and 
integration concept instances. Polymorphic integration concepts are the 'DNA' of 
Very Large Business Applications and Business Process Platforms regardless of the 
architectural and technical representation [9]. 
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The Enterprise Tomograph takes the integration concepts into consideration and 
provides time and space-efficient generic operations on the set of integration 
concepts. Especially, the Delta Operator of the Enterprise Tomograph can calculate 
the difference of two sets of integration concept instances. To put it more specific, the 
Delta Operator determines the difference between system state A and B at point of 
time t0 and t1 projected on a semantic view. The delta in this context represents the 
progress of an individual trainee executing a specific business process of his 
individual learning map. The delta is the footprint on the database that is a good basis 
for derivation of learning metrics. Having such delta as a unit in place, we can easily 
provide the inverse operator, i.e. undo functionality. The trainee gets with help of the 
inverse operator his business process rolled back and can restart the business process 
from the beginning. Counting of restarts is one aspect of the learning metrics. 

Each business process step can be regarded as a semantic milestone along the 
learning path. The Delta Operator calculates the last position in the business process 
graph. The last position can be regarded as a semantic milestone and is another aspect 
of learning metrics. Based on learning metrics, the Adaptive Learning Environment 
can decide dynamically and adapt the current active training scenario. E.g. if a trainee 
gets stuck at a specific business process step, he will get more detailed instructions for 
performing the business process step. The semantic context to be provided can be 
derived from the delta provided by the Enterprise Tomograph. If the learning metrics 
complies to quality standards, a work-flow can be triggered for the finalization of the 
certification procedure. Attached to the metric based certificate, a tomogram of the 
Enterprise Tomograph might be a good basis documenting the learning curve. In our 
scenario we have shown and reused the generic concept of Enterprise Tomography in 
the context of Adaptive Learning Environments. Basically, the Enterprise 
Tomography approach is an efficient interdisciplinary Application Usage Mining 
approach for Enterprise Platforms and Very Large Business Applications (VLBA). 
Enterprise Tomography semi-automatically identifies and localizes semantic 
integration concepts and visualizes integration ontologies in semantic genres. 

Especially delta determination of integration concepts is performed in dimension 
space and time. Enterprise Tomography in general supports software and data 
comprehension. Large scaled Adaptive Learning Environments can benefit from the 
new paradigm based on mathematical algorithms. Adaptive Learning Solutions needs 
to support the training life-cycle. The learning behaviour and the learning progress are 
to be evaluated with scientific algorithms. One task of an adaptive learning solution is 
to calculate learning metrics of trainees or trainee groups using a VLBA or an 
heterogeneous composed Business Process Platform as an on-premise training 
system. The Adaptive Learning Environment is predestined for cloud computing, 
because it is a non-mission critical application. 

In accordance to apparatus-supported medical diagnostics, an Enterprise Tomograph 
scans a Business Process Platform and its business data. Utilizing concept mining 
algorithms, integration ontology trees are extracted from the training system and its 
contextual data [9], [15]. These forests are indexed with standard algorithms originating 
from bio informatics [10], [12], [13]. An in memory based domain-specific search 
engine, containing in the Enterprise Tomograph, provides refinement techniques and 
enables a time-efficient localization of integration ontologies. The center of attention is 
a generic delta operator being implemented by the Enterprise Tomograph [4]. The delta 



AUM and Enterprise Tomography: New Concepts for Technology Enhanced Learning 335 

operator determines the delta of integration ontologies between point of time tn and 
tn+1 (dimension time) or the delta of integration ontologies between two system 
instances (dimension space). The delta can be projected on an area of expertise 
categorized in semantic categories. Standard tree mapping algorithms visualize the delta 
[11], [14]. The Enterprise Tomograph takes the holistic data universe into consideration 
ranging from the VLBA software, business data, and metadata to contextual data. In this 
extended data universe integration concepts are evaluated and visualized. 

6   Conclusions and Future Work 

At the beginning of this paper we described the necessity of effective teaching 
concepts in the field of Enterprise Systems in higher education. We pointed out, that 
teaching methods have to considerate pedagogical and didactical aspects to support 
every individual student or learner in his learning process. Based on the new methods 
in the field of Technology Enhanced Learning we discussed the Application Usage 
Mining approach as one possible technical fundament to create a suitable learning 
system or surrounding. Taking the behaviour patterns, the AUM generates from a 
user’s behaviour in a business application, it could be possible to offer the learner a 
dynamic user-specific environment to get a better idea how today’s complex business 
application systems work. Furthermore we described the Enterprise Tomograph, 
which also can be used to analyze the marks a user leaves in a system. The existing 
prototype can already be used to make conclusions about different steps a user passes 
in a business process. 

The future work will be about the improvement of the theoretical concepts. We 
will develop architectures, which will show the interacting elements in a more 
detailed way. After creating this theoretical framework it is possible to develop a 
prototype for AUM in TEL, where the Enterprise Tomograph can act as a basis or an 
input-giving element in order to awake the Application Usage Mining idea in 
Technology Enhanced Learning environments. 
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Abstract. This study presents approach for presentation of MPEG-4 3D 
graphics objects in real-time using Microsoft XNA technology. The proposed 
approach considers the aspects of real-time 3D rendering on multiplatform 
environment. We introduce management of MPEG-4 3D resources to address 
the rendering requirements of a modern real-time 3D rendering engine. In our 
approach this management results in extension by enabling appropriate 
representation of data resources. This study presents an example of using 
MPEG-4 encoded 3D content in advanced 3D visualization applications such as 
games and virtual reality on Windows and Xbox systems.  

Keywords: MPEG-4, 3D Scenes, Rendering, XNA. 

1   Introduction 

Among the existent or on-going multimedia standards, MPEG-4 [1] is one of the most 
complete in terms of media representation, compression, 2D and 3D graphics 
primitives, user interaction and programmatic environment. As a member of the 
MPEG family, the MPEG-4 standard inherits and improves all the features of its 
predecessors, offering the possibility of efficient transmitting and/or storing a huge 
amount of digital audio / video. Furthermore, the standard addresses state of the art 
techniques such as advanced audio coding, video compression-based on visual object, 
wavelet deployment and mesh-based representation. In addition to representing 
elementary media, MPEG-4 goes further and specifies mechanisms that allow 
creating complex multimedia scenes. It is now possible to combine several media, to 
define synthetic content and to add interaction and dynamic behavior of the scene.  

The features of MPEG-4 are supported by using a special description language 
called BInary Format for Scenes (BIFS). BIFS is based widely on Virtual Reality 
Modeling Language [2] (VRML) and represents a binary encoded version of an 
extended subset of VRML, which can represent roughly the same scene as with 
VRML in a much more efficient manner. In this paper we are interested in the BIFS 
functionalities for representing synthetic content, especially the 3D objects. The wide 
range of functionalities supported by MPEG-4 makes this standard one of the most 
complete and advanced solution, and companies are slowly deploying MPEG-4 
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technologies inside their applications. The complexity of the standard is a serious 
drawback and its wide acceptance as a common multimedia format has difficulties to 
take off.  

Real-time rendering engines are used to visualize 3D content together with 
animations while instantly reacting to different user interactions. These engines are 
widely used in applications for entertainment, educations, GUI and so on. Today’s 
modern 3D engines bring highly advanced design architectures capable of presenting 
complex 3D content in efficient and hardware independent manner. The technologies 
that enable high level of hardware abstraction layer (HAL) allow functioning of the 
rendering engines on a wide range of graphics hardware. Two most important HAL 
technologies are DirectX [3] and OpenGL [4]. 

In this study we presents an example of using MPEG-4 encoded 3D content in 
advanced 3D visualization applications. The proposed approach uses Microsoft’s 
XNA [5] framework library as a HAL layer to enable multiplatform rendering of the 
MPEG-4 3D Scenes. The visualization architecture is described in detail in Section 2. 
The MPEG-4 scene hierarchy and access to the 3D content is explained in Section 3. 
In Section 4 we show how content decoding is integrated in the rendering engine. 
Section 5 concludes the paper. 

2   Real-Time Visualization 

Microsoft XNA framework library is a set of tools with a managed runtime 
environment provided by Microsoft that facilitates computer game development and 
management. XNA attempts to free game developers from writing repetitive code and 
bring different aspects of game production into a single system.  

The XNA Framework is based on the native implementation of .NET Compact 
Framework 2.0 for Xbox 360 development and .NET Framework 2.0 on Windows. It 
includes an extensive set of class libraries, specific to game development, to promote 
maximum code reuse across target platforms. The framework runs on a version of the 
Common Language Runtime that is optimized for gaming to provide a managed 
execution environment. The runtime is available for Windows XP, Windows Vista, 
and Xbox 360. Since XNA games are written for the runtime, they can run on any 
platform that supports the XNA Framework with minimal or no modification. The 
XNA Framework thus encapsulates low-level technological details involved in coding 
a game, making sure that the framework itself takes care of the difference between 
platforms when games are ported from one compatible platform to another, and 
thereby allowing game developers to focus more on the content and gaming 
experience.  

XNA framework library provides set of classes that managed different aspects of 
the complete functionality that a rendering engine should provide. The object oriented 
approach provides suitable code encapsulation of the functionality. In that way 
abstract representation of the 3D scene is provided that enables handling of different 
input formats.  

XNA’s Graphics namespace provides sufficient functional for presentation of 3D 
graphical entities. It defines the Model class as collection of 3D Meshes which store 
the visual attributes of the 3D objects and collection of Bones which are used for 
animation of the 3D objects. In this study we will only consider static 3D objects. 
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Each 3D object in the proposed rendering architecture is stored in a Mesh class. 
The Mesh class contains multiple ModelMesh objects that store the geometric and 
visual attributes of a complex 3D object. ModelMesh consists of the vertex buffer that 
stores the complete set of vertices that describe the object, index buffer that defines 
the complete set of triangles that describe every object in the mesh, bounding sphere 
that represents spherical approximation of the volume of the complete mesh and 
collection of effects providing the appearance attributes for the 3D object. Figure 1 
presents the connections between these elements. 

 

 

Fig. 1. Hierarchy of Classes for 3D Object presentation 

Real-time visualization application would utilize these data structures to build 
optimal procedures and methods for visualization of 3D content. The rendering 
engine, as the set of these processes and methods are usually called, consists of 
hierarchical program classes that manipulate the data and hardware system function. 
Example diagram of such rendering engine is given in Figure 2. 

The root object provides the basic initiation functionalities and communication 
with the operating system. Each instance of the application allocates only one 
Rendering System and one Scene Manager object. The Rendering System provides 
the functionality for management and utilization of the visualization hardware. Using 
the Microsoft’s XNA framework and libraries, the Rendering System implementation 
in our experiment is multiplatform and can be handles graphical hardware available in 
standard PC configurations as well as Xbox console.  

The Scene Manager class implements the functionality for manipulation of the 
models in the 3D scene. It handles the rendering data as well as global scene parameters.  
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It sorts the 3D objects from the scene for most optimal rendering performance, it selects 
the 3D objects that are inside the viewing (camera) space of the scene. Entity objects 
represents all of the entities in the scene, these can be 3D objects that are visualized. 

 

 

Fig. 2. Rendering Engine Diagram 

3   MPEG-4 3D Scene  

Creation of the 3D content (geometry, textures, animations etc.) is usually done in a 
3D modeling tools (such as 3D Studio Max or Maya). The rendering engines 
commonly provide utilities capable to export 3D content into custom their formats. 
Our goal in this study is to propose a new source of 3D content based on the MPEG-4 
3D standard, the .mp4 format, which can be effectively embedded into Real-time 
rendering engine based on XNA framework. This will allow application developers to 
facilitate advantages of the MPEG-4 3D compression and stream-ability into their 
applications. Content creation and generation of the .mp4 files is out of the scope of 
this paper and we assume that the 3D meshes are already created and stored in a 
proper MPEG-4 3D format. 

In order to be able to visualize 3D meshed from the .mp4 file we need to be able to 
reconstruct their fundamental elements (vertices, triangles, materials etc.) from the 
compressed MPEG-4 format. For this purpose we need to have clear understanding of 
the internal scene structure of MPEG-4 3D scene.  

The process of decoding of the MPEG-4 content file into data structures that are 
more suitable for visualization in real-time is presented in Figure 3. 
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Fig. 3. Decoding MPEG-4 file 

In order to feed the rendering engine through the data structures described in the 
previous section, we need to effectively decode and access the MPEG-4 BIFS. The 
elementary streams of BIFS contain the 3D nodes that should be visualized by the 
rendering engine. One implementation of this decoding is based on GPAC [6] open 
source MPEG-4 encoding/decoding library. GPAC is an open source project for 
advanced content storage and manipulation. It is a framework consisting of multimedia 
functionally written for research and academic purposes that covers different aspects of 
multimedia with focus on visual technologies (graphics, animation and interactivity). 
GPAC library implementation is compliant to the MPEG-4 standard and presents a 
small and lightweight alternative to the official MPEG-4 reference software 
implementation. It also provides robust 2D and 3D visualizing applications for MPEG-
4 content. However, distinctive difference between the GAPC implemented viewers 
and our approach presented in this paper is our focus on multiplatform support and 
application in high performance graphical applications like games and real-time virtual 
environments. 

In this experimentation we choose to implement the “Animated Character” profile 
[7]. This profile selects 11 nodes out of more than 150 MPEG-4 specified nodes and 2 
elementary streams that are sufficient for representation of skeletal animation and 
static objects. The list of scene nodes and elementary streams from this profile are 
given in the Figure 4. 

The Animated Character Profile provides sufficient set of information for 
presentation of complex static 3D objects and hierarchically animated 3D models. It is 
designed with purpose to present animated human 3D characters with complete set of 
geometrical, visualization and animation attributes. For the purposes of this paper, we 
have experimented with static 3D objects containing geometrical description of 
several thousands of polygons, material properties and texture map. Vertex data is 
stored in the Coordinates structure, the indexing of vertices into triangles is provided 
through IndexFaceset elements. Normal vectors are stored in the Normal structure  
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Fig. 4. MPEG-4 Nodes and Streams in the Animated Character Profile 

from the Animated Character profile. Visualization attributes are preserved in the 
Appearance, Material and ImageTexture data structures. Images used as textures, as 
referenced through the ImageTexture are stored in the JPEG stream. The experimen-
tation developed for the purposes of this paper we have not considered the data 
available and stored in the following data structures from the Animated Character 
profile: MorphShape, SBVCAnimation and SBBone. Also, the data provided in the 
BBA stream, which contains the animation parameters for the bones of the animated 
character, is not being processed by the experimental programmed developed for the 
purposes of this paper. 

4   Integration of MPEG-4 into XNA 

The real-time visualization of MPEG-4 3D scene begins with decompression and 
parsing of the 3D objects stored in a compressed MPEG-4 file. After successfully 
decompressing the nodes from the Animated Character Profile, the information is 
stored ina data structure that should be adequately mapped to the data structures of the 
rendering engine.  

The 3D static objects in the MPEG-4 scene are represented through instances of 
the Shape class and the 3D animated objects through instances of the 
SBSkinnedModel class. In this study we will consider only 3D static objects.  

The Shape class contains information for the 3D geometry and its appearance. The 
geometry is given in MP4 IndexedFaceset structure that contains an array of vertices 
and indexed faces. The Appearance class gives the description of the appearance of 
the 3D geometry object. This information is used to generate the initial 3D scene. 
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Upon decoding of the MPEG-4 content the create scene process is initiated. This 
process populates the data structures for the rendering engine by creating the relevant 
object instances. Information from the IndexedFaceset is mapped to the 
VersteBuffersx and IndexBuffers classes of the rendering engine, while the 
information from the Appearance fills-in the Effects and Techniques structures. The 
actual mapping of MPEG-4 structures and rendering engine’s structures is given on 
Figure 5.  

 

 

Fig. 5. Mapping of the 3D Scene from MPEG-4 to XNA data structures 

Mapping of the data from compressed MPEG-4 source to the data structures 
suitable for fast access, browsing and real-time rendering is performed only once 
during the initiation of the application. Once that data is stored in the XNA structures 
and objects it is reused and manipulated from these structures and by methods 
provided within the Microsoft XNA framework.  

5   Conclusion 

In this study we have presented an approach for incorporating MPEG-4 defined 3D 
content in a commercial scale real-time rendering engine. Based on the MPEG-4 
standard, the media entity (here the 3D objects) is first decoded and the MPEG-4 
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scene graph structure is filed. Then, using widely accepted framework for 
multiplatform rendering in real-time, the Microsoft’s XNA, the decompressed 3D 
scene is visualized.  

The proposed approach presents effective using of compressed 3D storage in 
various applications such as virtual worlds, games, educational and applications 
running in multiplatform environments on Windows and Xbox systems.  

Our future work will be based on the integration of the elementary media (video, 
audio and animation stream) implying synchronization and stream control. 
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Abstract. High angular resolution diffusion imaging (HARDI) is able to

capture the water diffusion pattern in areas of complex intravoxel fiber

configurations. However, compared to diffusion tensor imaging (DTI),

HARDI adds extra complexity (e.g., high post-processing time and mem-

ory costs, nonintuitive visualization). Separating the data into Gaussian

and non-Gaussian areas can allow to use complex HARDI models just

when it is necessary. We study HARDI anisotropy measures as classifi-

cation criteria applied to different HARDI models. The chosen measures

are fast to calculate and provide interactive data classification. We show

that increasing b-value and number of diffusion measurements above clin-

ically accepted settings does not significantly improve the classification

power of the measures. Moreover, denoising enables better quality clas-

sifications even with low b-values and low sampling schemes. We study

the measures quantitatively on an ex-vivo crossing phantom, and quali-

tatively on real data under different acquisition schemes.

Keywords: High Angular Resolution Diffusion Imaging, Diffusion Ten-

sor Imaging, Diffusion Weighted Magnetic Resonance Imaging, voxel

classification, HARDI, DTI, DW-MRI.

1 Introduction

Diffusion tensor imaging (DTI) is a recent technique that can map the orientation
architecture of neural tissues in a completely non-invasive way by measuring
the directional specificity (anisotropy) of local water diffusion [1]. The diffusion
tensor model however, has well known limitations in areas of complex intra-
voxel heterogeneity with crossing fibers, where the diffusion process can not
be modeled as Gaussian. Nonetheless, DTI is still very popular and has many
advantages like: fast and clinically feasible acquisition schemes (typically 7-60
number of gradients (NG), b-values 1000 s/mm2 and total acquisition time of 3-
5 minutes), fast post-processing of the data that allows interactivity in the data
exploration, simple visualization techniques and modeling using well-developed
tensor mathematics. To overcome the limitations of DTI, more sophisticated
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models were introduced using high angular resolution diffusion (HARDI). For
HARDI, about sixty to a several hundred diffusion gradients are acquired in
order to reconstruct certain spherical probability functions (SPFs) that either
recover the underlying fiber populations or depict certain diffusion properties.
Popular HARDI reconstruction techniques include ADC modeling [2, 3], QBall
imaging [4], diffusion orientation transform (DOT) [5], spherical deconvolution
(SD) [6], and several other model-based methods. The produced output by the
above techniques is always given in the form of a spherical function ψ(θ, φ)
that characterizes the local intra-voxel fiber structure. This function can be
represented using spherical harmonics (SH)

ψ(θ, φ) =
lmax∑
l=0

l∑
m=−l

am
l Y m

l (θ, φ) , (1)

where Y m
l represent the spherical harmonics of order l and phase m, and lmax

is the truncation order of the SH series.
HARDI has obvious advantages over DTI in crossing configurations, but has

several drawbacks that come along with this complex modeling: longer processing
time of the data (that can typically take few hours to a few days), inability to
interactively explore the data because of over-cluttered and computationally
heavy visualization as well as longer data acquisitions. Hence, one wonders if a
complex high-order modeling of the data is always needed (i.e. at every voxel)
or worths its drawbacks? In crossing areas, it is certainly justified, but for a
large part of the white matter, there are significant single fiber voxels where
high-order modeling might be redundant. Being able to classify regions of single
fiber (Gaussian) and crossing fibers (non-Gaussian) in white matter in a fast and
reliable way, is thus important. It can reduce the modeling complexity in areas
where it is not needed enabling possibilities for data simplification that has many
advantages for further post-processing and visualization od the data, especially
w.r.t. reducing the computer memory requirements. This will undoubtedly make
HARDI data easier to manipulate and interact with, making it more attractive
for clinical applications.

There is a wide range of anisotropy measures proposed in literature, such
as [2, 3, 4, 7, 8, 9, 10, 11]. Several authors [3, 8, 9] have attempted to use some of
these methods to classify non-Gaussian profiles, but all these attempts have been
made on the apparent diffusion coefficient (ADC) profiles and without convincing
real data results. In this paper, we explore and compare the classification power
of these measures, and apply them on several different SPFs represented in SH
basis. We also extract the number of maxima from the corresponding glyph
representations. To illustrate the possible application of our data simplification
from the classification output, we evaluate the gain in speed for calculation of
8th order constrained spherical deconvolution (CSD) [12] only in non-Gaussian
areas and 2nd order ODFs calculated from diffusion tensors in Gaussian areas,
compared to only use of 8th-order CSD everywhere in the real data. An important
contribution is that we study the classification measures under different b-values
and sampling scheme acquisitions from several real HARDI datasets. We also
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validate the classification experiments on an ex vivo phantom with known ground
truth. We thus come to several conclusions suggesting that HARDI processing
and data interaction are possible in clinical settings.

2 Methods

We implemented several anisotropy measures from the literature, generalized
anisotropy (GA) [10], generalized fractional anisotropy (GFA) [4], the Shannon
entropy (SE) of [11], the cumulative residual entropy (CRE) of [7,8], as well as
fractional multifiber index (FMI) [2], and R0, R2, Ri [9]. These measures were
applied on the ADC profiles [2, 3], analytical QBalls [13] and the DOT [5]. The
DOT generally produces much sharper glyph profiles for high R0 value at the
cost of more noisy profiles with spurious peaks. Finding the best R0 in real data
is difficult and often done by observation [5]. Hence, to avoid this R0 selection
problem and inspired by definitions of the ODF from q-ball imaging [4] and the
marginal ODF (mODF) from diffusion spectrum imaging (DSI) [14], we propose
the similar ODFs computed from the DOT as:

ψDOT-ODF(θ, φ) =
∫ R0max

0

P (r, θ, φ)dr, ψDOT-mODF =
∫ R0max

0

P (r, θ, φ)r2dr,

(2)
where P (r, θ, φ) is the probability density function (PDF) computed from
DOT [5], and R0max is set to a conservatively high value (as an example see
table on Figure 1).

As a discrete binary measure for classification we propose to use the number of
maxima (NM). NM uses the number of local maxima of the min-max normalized
SPFs profiles, where the discrete spherical function surpasses a certain threshold
(here, we use 0.6) from points on a fine discrete mesh. Moreover, for better
visual perception, in our figures we generate min-max normalized RGB color
coded glyphs, although one must keep in mind that this normalization enhances
angular contrast of glyphs in the white matter but also deforms isotropic glyphs
considerably.

Diffusion Data Acquisition Ex-vivo phantom: To test our classification
measures, we use two real physical ex-vivo phantoms with fibre bundles crossing
at 45◦ and 90◦ [15]. These datasets serve as ground truth, where the number
of crossing and linear voxels is known. The phantom data was acquired on a
1.5T Signa MR system (GE Healthcare), TE/TR =130ms/4.5s,12.0s (45◦ and
90◦ phantom, respectively), BW=200KHz. We analyze the data acquired at two
b-values of b = 2000 and b = 8000 s/mm2, along 200 uniform directions.

Human: Diffusion acquisitions were performed using a twice focused spin-echo
echo-planar imaging sequence on a Siemens Allegra 3T scanner, with FOV 208×
208 mm, isotropic voxels of 2mm. Uniform gradient direction schemes with 49
and 121 directions were used and the diffusion-weighted volumes were interleaved
with b0 volumes every 12th scanned gradient direction. Datasets were acquired
at b-values of 1000, 1500, 2000, 3000, 4000 s/mm2 and in the same session,
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Fig. 1. Classification results from the phantom data

two anatomical data sets (192 slices, isotropic 1mm voxels) were acquired using
the ADNI protocol for registration. Finally, before HARDI reconstruction of the
ADC, QBalls and DOT, we applied a denoising pre-processing step [16], available
online1, to correct for the Rician noise bias in the datasets.

3 Results
Phantom Results: The 45 ◦ is a challenging angle where most of the HARDI
techniques struggle to detect multiple maxima, especially at low b-values. We will
first analyze the results from the maxima detection. As pointed in the work of
Prckovska et al. [17], DOT has the potential of recovering small angles regardless
of the b-value, which we demonstrate in the table of Figure 1. In the table we
report the success at recovering two maximas in the crossing voxels by all of
the examined SPFs. We additionally report the first R0 for the DOT and its
derivations at which the success is greater than 50%. Even more interesting,
we observe that the derivation of the DOT discussed in Section 2, with its
ODFs (DOT-ODF and DOT-mODF) manifest similar behavior as the DOT
itself, which show a better angular resolution than QBall and suggest a better
choice of reconstruction algorithm for fiber tracking purpose. The results from
the NM classification on the 90 ◦ phantom are omitted, due to the 100% success
demonstrated in all reconstruction methods.

For the rest of the anisotropy measures we can quantitatively describe the
classification power of the 45 ◦ and 90 ◦ phantoms by using binary classification
statistical test. We thus report the specificity and sensitivity of the classified
crossing and linear voxels respectively. The sensitivity measures the proportion
of actual positives which are correctly identified as such, and the specificity mea-
sures the proportion of negatives which are correctly identified. All the measures
must be thresholded to obtain the classification and this process is sensitive.
Two thresholds are needed to separate the interval of anisotropy values into
three distinct compartments: Isotropic/noise, Gaussian and non-Gaussian. We

1 http://www.irisa.fr/visages/benchmarks/
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Fig. 2. Specificity and sensitivity demonstrated for the crossing and linear areas in the

phantoms respectively.

thus iterate over the whole range of values of each anisotropy measure and find
the interval where all the crossings are detected while the number of false posi-
tives stays minimal. For the purpose of data simplification, it is very dangerous
the presence of false negatives (i.e. crossings detected as linear), because relevant
information can be lost. Therefore to ensure absence of false negatives we set the
sensitivity of crossing classification criteria to 1. In other words, we ensure that all
the crossings voxels are always detected (crossing sensitivity = 1) and no cross-
ing voxel is classified as linear (linear specificity = 1). In Figure 2, we present the
specificity of the crossing classification for each measure and the sensitivity of the
linear detected voxels for the 45◦ and 90◦ phantoms respectively. Any measure
with high specificity is a good candidate for classifying the crossing regions.

We observe that all the three measures CRE, GA and GFA demonstrate sim-
ilar classification power applied on ADC and QBall profiles. The DOT-mODF
however (and similar DOT and DOT-ODF), is substantially worse, even though
it produces sharper angular profiles. The sharper and thus, more spiky DOT
profiles, are actually a disadvantage for classification measures, as they then
produce many false positives in the linear voxels part of the branches of the
phantom. Another important result is that increasing the order of SH represen-
tation does not significantly improve the classification power of the measures.
The results coincide for the sensitivity of the linear classification. The other
measures FMI, R0, R2 and Ri, demonstrate more irregularities and dependen-
cies on the angular configuration of the crossing diffusion pattern and it was
more difficult to find thresholds for classification. They were thus omitted in the
tables but it is worth mentioning that they did improve at higher b-value when
tested in the phantom dataset at b = 8000s/mm2. Shannon entropy however,
was impossible to threshold with our criteria and was omitted from the analysis.
Therefore, from our ex-vivo phantom study, we can conclude that CRE, GA
and GFA can be applied as a reliable classification between Gaussian and non-
Gaussian profiles with in general less than 8% false positive classification results
in any configuration. GA and GFA have advantage over CRE since they can
be calculated only on the SH coefficients and therefore are significantly faster.
Moreover, an SH order of 4 is sufficient to classify the non-Gaussian profiles.
However, if one is interested in the number of maxima, it is then useful to use
higher SH order to discriminate low angle crossings, such as 45◦.

Human Data Results: The centrum semiovale was used to illustrate the qual-
itative analysis of the classification results. It is an interesting region for analysis,
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Fig. 3. The effect of denoising demonstrated on original versus denoised data in dif-

ferent acquisition schemes

since fibers of the corpus callosum (CC), corticospinal tract (CST), and superior
longitudinal fasciculus (SLF) form different two-fiber and three-fiber crossing
configurations in that area. The region-of-interest (ROI) was defined on a coro-
nal slice (Figure 3a). It is important to mention that all the real data results
are from similar regions, since those are different HARDI scans from the same
subject, and have not been registered. We applied the same classification mea-
sures as for the phantom study on the original and denoised data from our
datasets. Denoising dramatically improves the glyph profiles and the coherence
of the non-Gaussian regions, as seen in Figure 3. We also observe a decrease in
the irregularities in the crossing profiles. Our results suggest that even at low
b-value, low NG and low estimation SH order, there is success in recovering
crossing diffusion patterns and identifying linear regions. In opposite, going to
very high b-values (i.e. ≥ 3000s/mm2) and modeling the data with high SH
order (≥6) results in polluted glyphs regardless with or without a denoising
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Fig. 4. Some examples from different classification

phase. Comparing the results of the classification from different measures, we
observe that increasing the b-value sharpens the HARDI profiles and benefits
only for maxima extraction purposes. However, there is no significant gain in
classification of non-Gaussian profiles, as observed in the phantom study. This
is seen in Figure 4, where we see sharper glyphs for DOT-mODF but similar
classification power regardless the measure or acquisition scheme. We also note
that increasing the model order (l > 4) does not increase the classification power.
This leads to the conclusion that 49 directions is sufficient for recovering most of
the crossings and non-Gaussian voxel detection, which can significantly reduce
acquisition time (compared to a 121 NG acquisition).

As an example of possible application of our classification, in Figure 5 we
show hybrid visualization of the simplified data (labeling provided by GA clas-
sification) from an in-vivo dataset represented with 8th order CSD [12] in the
non-Gaussian classified regions, and DTI ODFs in the Gaussian regions. The
difference in running time is as follows: computing CSD of order 8 for the whole
brain in white matter mask: 540 minutes (36601 voxels). Computing CSD of
order 8 in labeled crossing : 120 minutes(8164 voxels). Computing DTI ODFs in
labeled linear : 19 seconds2. With hybrid data modeling there is nearly a factor 5

2 These times were calculated on a 1.66 GHz processor dual core Intel machine with 2

GB of RAM. The time can be improved by parallelizing the code and changing the

parameters of CSD regularization.
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Fig. 5. Example of hybrid visualization of CSD [12] and DTI ODFs.

gain in computation compared to modeling full brain data with the same high
order model. Also interaction in the visualization pipeline becomes possible, even
for a full brain slice.

4 Discussion and Conclusions

Finding the correct threshold for classification, in real data is important for ac-
curate classification, and most of the times depends on the b-value from the
acquisition protocol and the angular configuration. In our study, the thresholds
found in the 90 ◦ phantom configuration were very similar to the thresholds
used to classify the real data at the same b-value. Therefore, they can be of
great importance for post-processing clinically acquired data. For in-vivo data,
a semi-automatic detection of thresholds, with feedback from the user identify-
ing positive and negative examples can be very useful to set the classification
thresholds.

There are few important messages from this work. Denoising as a pre-
processing step improves the coherence of the classification areas and enhances
the HARDI profiles. ADC and QBall demonstrate strong classification informa-
tion, even though sometimes lack sufficient angular resolution for small crossing
angle discrimination. The sharper and slightly more noisy profiles produced by
DOT and its derivation (we believe this would be the case for SD techniques [6] as
well) find more accurate number of maxima and are better suited for fiber track-
ing applications. Increasing the acquisition parameters (b-value > 2000s/mm2

and NG > 80) as well as model order, does not significantly improve the clas-
sification power. In contrary, the high b-value acquisitions produce low SNR
datasets that are worse for classification, and result in polluted HARDI profiles.
It is even doubtful if, in practice, these higher b-value datasets improve fiber
tracking.

In this work, we investigated a broad range of different anisotropy measures
proposed in the literature and applied them as classification criteria for discrim-
inating different fiber configurations within the white matter. All the measures
were applied on the HARDI reconstructions and, except for CRE and NM, all
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measures are directly implemented on SH representation of the model that can
be calculated and thresholded in real time. Some of the measures such as GA,
GFA and CRE behave in similar fashion and are relatively good classification
criteria. Others, such as FMI, R2, Ri, Shannon entropy, are highly dependent
on the acquisition parameters and the angular configuration of the profiles, and
therefore, are less reliable in clinical settings. The NM measure belongs to a
different category of measures because it does not need a thresholding process
for classification. However, it is very dependent on the HARDI profile and can
produce many false positives in the presence of noise. A strong message that
comes out of this work, is that the measures can be applied on different SPFs
and still have the same classification power (especially in the case of ADC and
QBall). This means that the users can use use any existing HARDI modeling
technique and apply classification measures to distinguish between Gaussian and
non-Gaussian profiles. If the non-Gaussian voxels are correctly classified in a first
step, one can ignore all the other single fiber voxels and properly focus on the
modeling and more accurate reconstruction of these voxels. Hence, as a second
step, one can use a complex modeling approach, such as SD, PAS-MRI [18],
etc. In clinical settings, the simplification of the data into Gaussian and non-
Gaussian areas can be desired and presents a new contrast as such, even though
complex structures are oversimplified as non-Gaussian. It can lead to new ways
to study the white matter.

Future work will address combination of different measures for better reliabil-
ity of the classified regions. Comparison of our simple and fast classification with
some of the existing classification schemes as in the work of Schnell et al. [19]
or learning approach such as boosting on the entire set of measures to statisti-
cally determine the discriminative strength of each feature, is addressed as future
work as well. However these approaches are not interactive and real-time and
the comparison should be done for validation purposes of our method only.

Nonetheless, we showed that reliable classification of Gaussian and non-
Gaussian profiles can be done with some of the existing measures. The data
can therefore be simplified into linear, crossing and isotropic/noise voxels. This
means that more sophisticated hybrid methods, which are more time consuming
can be applied only in the non-Gaussian areas, whereas linear and isotropic areas
can be modeled with a simple diffusion tensor ODFs (Figure 5). This has a huge
potential in the employment of the HARDI techniques in a clinical settings and
enabling moderate post-processing time. Another application of the classifica-
tion information can be in visualizing uncertainties in fiber tracking algorithms
by attributing transparency on the unreliable fiber tracts.
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Abstract. Since the development of digital video technology, due to the nature 
of digital video, the approach to video quality estimation has changed. Basically 
there are two types of metrics used to measure the objective quality of 
processed digital video: purely mathematically defined video quality metrics 
(DELTA, MSAD, MSE, SNR and PSNR) where the error is mathematically 
calculated as a difference between the original and processed pixel, and video 
quality metrics that have similar characteristics as the Human Visual System – 
HVS (SSIM, NQI, VQM) where the perceptual quality is considered in the 
overall video quality estimation. In this paper, an overview and experimental 
comparison of PSNR and SSIM metrics for video quality estimation is 
presented. 

Keywords: Digital video, video compression, video quality metrics, HVS, 
SNR, PSNR, MSE, SSIM, NQI, VQM. 

1   Introduction 

Digital video quality estimation is concerned primarily with estimating the video 
quality of compressed video by means of mathematical calculations. The main goal of 
this compressed video quality estimation is to calculate the quality using 
mathematical calculations instead of estimating the quality “by hand” i.e. using larger 
number of human estimators [8]. If we try to define what video quality is we would 
end up with a conclusion that video quality is a state of perception by the Human 
Visual System [1]. So, this means that the best video quality estimator most definitely 
is the HVS. But, in real world situations, everyday availability of larger number of 
estimators is a huge problem and video quality metrics comes in handy. Basically 
there are two types of parameters for measuring the quality of processed digital video: 
mathematically defined metrics (DELTA, MSAD, MSE, SNR and PSNR) [5], [10], 
[13], [14] and metrics that have similar characteristics as the Human Visual System – 
HVS (SSIM, NQI, VQM) [2], [3], [4]. In order to evaluate and validate some of these 
video quality metrics, an experiment is conducted in which a larger number of 
differently processed video sequences are created and their PSNR and SSIM are 
measured. The results are basic charts that present these metrics dependence on the 
most common changes in processed video i.e. changes in brightness, contrast, hue, 
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saturation and noise. This paper is concerned with experimental comparison of the 
performance of the most widely used video quality metrics – PSNR and SSIM. 

2   Introduction to PSNR (Peak Signal to Noise Ratio) 

The PSNR parameter is an engineering term for the ratio between the maximum 
possible power of a signal and the power of corrupting noise that affects the fidelity of 
its representation. PSNR is usually expressed in terms of the logarithmic decibel 
scale. 

The PSNR is most commonly used as a measure of quality of reconstruction of 
lossy video compression coders [9], [11]. The signal in this case is the original data, 
and the noise is the error introduced by compression. When comparing coders it is 
used as an approximation to human perception of reconstruction quality. In some 
cases one reconstruction may appear to be closer to the original than other, even 
though it has a lower PSNR. Normally, higher PSNR indicates that the reconstruction 
is of higher quality. In ideal case the value of PSNR would be 100 dB, but in reality, 
in the field of image processing, typical values for PSNR are between 30 dB and 40 
dB. PSNR is calculated using the mean squared error (MSE) [5], [10], [13] by the 
equation: 
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where: 
 
f(x,y) – is the input variable (color value of the original pixel)  
g(x,y) – is the output variable (color value of the processed pixel) 
m – is the number of pixels in horizontal direction 
n – is the number of pixels in vertical direction 
 
According to the mathematical equations for calculating the previously mentioned 

metrics (MSAD, MSE, SNR) [5], [10], [13], a conclusion can be drawn that they 
represent similar error values i.e. the calculated error is of the same degree. Because 
of this, PSNR can be considered as an unofficial representative of all the above 
mentioned video quality metrics. Considering its quite convenient characteristics, 
PSNR metric is still the most widely used metric for video quality estimation in many 
video processing systems, especially in video compression systems. 

But, is it valid enough for us to rely on? Does it perform well enough to be taken 
for granted? This analysis is presented to compare PSNR to the newer SSIM metric, 
answer some of the questions and issues about PSNR video quality measurement and 
give directions to which situations it can or cannot be used. 
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3   Introduction to SSIM (Structural Similarity) 

The Human Visual system (HVS) is highly adapted to extracting the structural 
information from the area of viewing. This characteristic of the HVS gives solid 
information that video quality metric based on extracting the structural information 
can provide better estimation of quality of the processed digital video [3], [7] in 
comparison to pure mathematical, error calculation metrics like PSNR. 

The luminance of an object that is being observed is a result of the reflected light 
that hits its surface. Depending on the amount of light that hits the observed objects, 
they can appear brighter or darker, but the structure of an object is totally independent 
of changes in luminosity. These changes in brightness and contrast are high influential 
factor to the PSNR and other similar metrics and make video quality estimation 
deficiently accurate. Because of this, to explore the structural information of an image 
the influence of the luminosity should be extracted. 

Structural information of an image can be defined by those characteristics that 
represent the structure of the objects in the scene, independently of the mean brightness 
and contrast [2], [3]. These measurements are based on measurement of three 
components: luminance comparison, contrast comparison and structure comparison. 
Structural similarity index is a combination of these separate components. 

( , ) ( ( , ), ( , ), ( , ))S x y f l x y c x y s x y=  .                                   (3) 

The system diagram of the structural quality assessment system is shown in Fig. 1. 
More details about the mathematical equations for calculating the SSIM index can be 
found in [3]. 

 

 

Fig. 1. Diagram of the structural similarity (SSIM) measurement system 

The SSIM index can gain values from 0 to 1 where value of 1 represents maximum 
quality. 

SSIM index is a newer quality metrics compared to PSNR and a number of cases 
report that SSIM performs quite better than its opponent. This experimental analysis 
aims to show the exact advantages and disadvantages of these two metrics. 
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4   Analysis of PSNR and SSIM Values in Modified Video 
Sequences 

For the purpose of this analysis, at first three different video sequences were created. 
In all three videos, static picture in duration of five seconds is presented. The first 
video is named Old boat with an old boat placed by a rock. The second video is 
named Sea view and has a beautiful sea site. The third video is named Mountains and 
has a landscape of mountains and sky. The reason that three different video sequences 
were created is to determine if scene structure has some influence in these 
measurements. 

Also for this purpose, approximately 300 short video sequences were produced, 
each with different amount of introduced changes and effects, in order to illustrate the 
influence of more or less visible video deformation to the performance of PSNR and 
SSIM metrics. The most common changes that do not highly influence the viewer’s 
quality of experience are slight changes in brightness, contrast, hue and saturation. In 
other video sequences, highly visually destructive video deformation like Gaussian 
noise is introduced. All video sequences were created with Sony Vegas Pro v8.0c, 
coded in Main Concept’s MPEG-2 coder, main level and profile, with average bit rate 
of 4 MBit/sec [15]. The measurements were performed with Elecard StreamEye Tools 
v2.9.1 by Elecard [12]. 

After the performed PSNR and SSIM calculations, the charts of their dependence 
on different introduced changes and effects were illustrated but, because of the 
limitations of this paper, in the next few pages, only some of them are presented 
bellow. All the charts and images of processed video sequences are publicly available 
at http://vq.heliohost.org. 

 
 

 

Fig. 2. PSNR decrease due to changes in brightness 
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Fig. 3. SSIM decrease due to changes in brightness 

 

Fig. 4. PSNR changes due to changes in hue 

 

Fig. 5. SSIM changes due to changes in hue 
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Fig. 6. PSNR decrease due to the amount of introduced Gaussian noise 

 

Fig. 7. SSIM decrease due to the amount of introduced Gaussian noise 

After performed analysis of these charts, it can be concluded that the most drastic 
decreases in PSNR values are due to changes in brightness, as shown in Fig. 2, and 
combination of changes in brightness and contrast. The second influential factor is the 
introduced Gaussian noise. The changes in hue and saturation have medium effect in 
decreasing PSNR value. These charts clearly describe the deficiencies that PSNR 
metric has. Considering the performance of SSIM, the most drastic decreases in SSIM 
values are due to the amount of introduced Gaussian noise. Changes in brightness, 
contrast and hue have only mild influence to the overall quality estimation. Increase in 
brightness or contrast up to 25% barely influences the SSIM index, but introduction of 
Gaussian noise of only 10% causes quite large decrease of the SSIM index. These 
characteristics of SSIM, beside small deficiencies, speak of certain similarities to the 
HVS and present solid background for more realistic platform for quality estimation of 
processed digital video, compared to quality estimation using PSNR. In the next three 
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examples, snapshots of the video sequences are presented in order to visually compare 
the perceived video quality with the values of the calculated PSNR and SSIM. 

4.1   Example 1 

In this first example, images of videos with similar PSNR are presented. PSNR metric 
indicates that video sequences shown in Fig. 10 and Fig. 11 are with the higher 
quality compared to the video sequence presented in Fig. 9. It is too obvious that in 
this case PSNR does not perform well. It can easily be concluded that video sequence 
in Fig. 9 is with noticeably better quality then the other two (Fig. 10 and Fig. 11). 
Some viewers would say that it looks even better than the original because of the 
introduced enhancements. SSIM index rates these examples much better. The image 
presented in Fig. 11 is obviously the one with the lowest quality. It is just a matter of 
question whether shifted colours as in Fig. 10 should be rated with so high quality  
 

 

  

Fig. 8. The original MPEG video sequence Fig. 9. Video sequence with 15% increase in 
brightness and contrast respectively.  
PSNR=17,1768 dB, SSIM=0,9276 

  

Fig. 10. Video sequence with 45% changes in 
hue and 45% increase in saturation.  
PSNR=21,5177 dB, SSIM=0,8928 

Fig. 11. Video sequence with 25% increase in 
Gaussian noise.  
PSNR=17,6921 dB, SSIM=0,2808 
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index because of their visual obtrusiveness. However, the conclusion would be that 
SSIM performs quite better compared to PSNR in this first example. 

4.2   Example 2 

In the next example shown bellow, similar wrongful characteristics of PSNR metric 
can be concluded. Even though Fig. 15 shows noticeable noise, its PSNR value 
indicates highest video quality among all three measured video sequences (Fig. 13, 
14, and 15). SSIM metric, once more rates them much better, giving the lowest 
estimated value to the image presented in Fig. 15. 

 

  

Fig. 12. The original MPEG video sequence Fig. 13. Video sequence with 10% increase in 
brightness. 
PSNR=21,9564 dB, SSIM=0,9647 

 

  

Fig. 14. Video sequence with 40% increase in 
contrast. 
PSNR=21,5636 dB, SSIM=0,8664 

Fig. 15. Video sequence with 12.5% increase 
in Gaussian noise. 
PSNR=23,3889 dB, SSIM=0,5484 

4.3   Example 3 

In the third example, opposite to previous two, images of video sequences with 
similar SSIM index are presented. This example shows the obvious imperfections of 
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SSIM also. Its low sensitivity to changes in hue or brightness results with obviously 
greater quality estimation error and in this particular case PSNR metric performance 
is quite better. 

 

  

Fig. 16. The original MPEG video sequence Fig. 17. Video sequence with 7,5% increase 
in Gaussian noise. 
SSIM=0,7375,  PSNR=27,1875 dB. 

 

  

Fig. 18. Video sequence with 60% changes in 
hue and increase in saturation. 
SSIM=0,7764, PSNR=17,1845 dB. 

Fig. 19. Video sequence with 40% increase in 
brightness. 
SSIM=0,8244, PSNR=10,4645 dB. 

5   Conclusion 

Given the examples, it can easily be concluded that PSNR metric is not valid enough 
to be used as objective measurement for video quality estimation. There are too many 
parameters that highly influence the PSNR value that are of minor visual influence to 
the viewer’s perception of quality. Changes in brightness and contrast have high 
influence to the PSNR that in most cases causes decrease of performance of this 
metric. To be more precise, PSNR metric can be taken as valid measurement in some 
cases if PSNR value is greater than 35 dB. Everything below this degree of PSNR 
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cannot be considered valid because the origin of PSNR decrease is unknown in most 
cases and the results given by this metric can be misleading. 

On the other hand, SSIM metric has quite better performance compared to PSNR 
and in most cases performs very similar to the Human Visual System. But, 
imperfections are also present. SSIM is almost insensitive to changes in brightness, 
contrast and hue that when these changes are bigger SSIM values can become largely 
inverted. However, many examples indicate good SSIM similarity to HVS and with 
some small improvements in mentioned areas SSIM performance can be enhanced. 

Concerning the scene structure and its influence to these measurements it can be 
concluded that scene composition barely influences these measurements and can be 
considered as non influential factor. 

6   Future Research 

Similar experimental comparisons are to be conducted to compare PSNR and/or 
SSIM to other video quality metrics (NQI, VQM, etc.) in order to propose a new basis 
for video quality estimation. 
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Abstract. In this paper we propose two new types of compression functions, 
based on quasigroup string transformations. The first type uses known 
quasigroup string transformations, defined elsewhere, by changing alternately 
the transformation direction, going forward and backward through the string. 
Security of this design depends of the chosen quasigroup string transformation, 
the order of the quasigroup and the properties satisfied by the quasigroup 
operations. We illustrate how this type of compression function is applied in the 
design of the cryptographic hash function NaSHA. The second type of 
compression function uses new generic quasigroup string transformation, which 
combine two orthogonal quasigroup operations into a single one. This, in fact, 
is deployment of the concept of multipermutation for perfect generation of 
confusion and diffusion. One implementation of this transformation is by 
extended Feistel network ܨ஺,஻,஼which has at least two orthogonal mates as 
orthomorphisms: its inverse ܨ஺,஻,஼ିଵ  and its square ܨ஺,஻,஼ଶ .  

Keywords: Compression Function, Hash Function Design, Quasigroup String 
Transformation, Orthogonal Quasigroups, NaSHA. 

1   Introduction 

Hash functions take variable-size input messages and map them into fixed-size 
output, known as hash result, message digest, hashcode etc. They are considered as 
"Swiss army knife" because of their versatile application in checking data integrity, 
digital signature schemes, commitment schemes, password based identification 
systems, digital time-stamping schemes, pseudo-random string generation, key 
derivation, one-time passwords etc. Almost all hash functions consist of the 
compression function C with fixed-size input and output, and the domain extender 
that, given a compression function, produces a function with variable-size input. 
Often, the message M is divided in blocks M1, M2, ..., Mb with fixed size of n bits, 
which then are processed iteratively by the compression function. Usually, some 
padding rule which often contains an encoding of the length of the message is used 
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for the last message block. The compression function C takes two inputs: a chaining 
variable Hi and a message block Mi. The starting chaining value is fixed to initial 
vector IV. After processing the last message block, the output from C is send to the 
output transformation f which compute the hash result h(M). 

The usual target of the attacks to hash functions is to find preimage, second 
preimage or collision. There is one group of attacks, known as generic attacks, that 
can be applied  to any recent or future hash function. Generic attacks depend only of 
one generic parameter - the length of message digest of n-bits and they provide the 
upper security bounds to the given hash function. Time complexity of the generic 
random (second) preimage attack is ࣩ(2௡ሻ operations, and the time complexity of the 

generic birthday attack is ࣩ ቀ2೙మቁ  operations, where the "operations" correspond to 

the computation of the hash result for a random input. Hash function is ideal secure if 
the best attacks are the generic attacks. Second group of attacks are the short-cut 
attacks, in which for breaking the hash function, the attacker uses the flows in its 
design and internal structure. Hash function is said to be broken, if there is a short-cut 
attack faster than the best generic attack. 

The most often used and standardized cryptographic hash functions are MD4, 
MD5, SHA-0, SHA-1 and the family of SHA-2 hash functions, which are the last 
standard issued by NIST. In the light of recent differential attacks [13, 14, 15] now is 
ongoing the NIST SHA-3 competition for a new standard for the cryptographic hash 
functions [12]. 

1.1   Our Contribution 

In this paper we present two design strategies for a compression function based on 
quasigroup string transformations. The first design strategy was used in the 
cryptographic hash function NaSHA [11], which was one of the selected First Round 
candidates to the NIST SHA-3 competition [12]. Second design strategy is quite new 
in the quasigroup application in cryptography as implementation, and it deploys the 
concept of multipermutation for a perfect generation of confusion and diffusion [16]. 
It uses new quasigroup string transformation, which combine two orthogonal 
quasigroup operations into a single one, and it can be used without the notion of 
leader (needed for the first design). 

1.2   Related Work 

In the literature there are several compression functions based on quasigroups, but 
most of them are generic and not complete in a sense, that don’t have any 
implementation or security analysis [1-5]. First serious implementation of such a hash 
function is one of Edon- ࣬ (256, 384, 512), described in [6]. The most famous 
example is the Edon- ࣬, the fastest candidate of NIST SHA-3 competition [7]. The 
Edon- ࣬ compression function uses the quasigroup reverse string transformation ࣬, 
first introduce in [8], which is special kind of E transformation [9], where the leaders 
are the elements of the message string, taken in revrse order. The transformation ࣬ is 
produced by fixed quasigroups of order 2256 and 2512, isotopes of the Abelian 
groups ((Ժଶ௪ሻ଼, ൅଼ሻ, where w=32 or w=64 and +8 is component wise addition on two 
8-dimensional vectors in (Ժଶ௪ሻ଼. 
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We consider two compression function constructions with quasigroup string 
transformations as nonlinear building blocks. In contrast to the earlier designs, in our 
first type compression function, the transformation direction is changing alternately, 
going forward and backward through the string.  Also we use different quasigroups 
(obtained by extended Feistel networks [10]) for each iteration of the compression 
function. We insert tunable parameters in the definition of the quasigroups, so they 
can be functions of processed message block. For a detailed discussion of the design 
rationale, we refer to [11], which describes the design of the cryptographic hash 
function NaSHA. Second design of the compression function is a new one, in the 
sense that it uses different orthogonal quasigroup operations for producing new 
orthogonal quasigroup string transformation. 

2   Quasigroup String Transformations 

A quasigroup (Q, *) is a groupoid with the property (׊ ܽ, א ܾ ܳሻ(׌! ,ݔ א ݕ ܳሻ(ܽ כ ݔ ൌ ܾ ר ݕ כ ܽ ൌ ܾሻ. (1) 

In other words, each element will appear exactly once in each row and exactly once in 
each column of the multiplication table of (Q, *). This means that every row and 
every column is a permutation of Q. To every finite quasigroup with n elements (Q,*), 
given by its Cayley table, an equivalent combinatorial structure n by n Latin square 
can be associated, consisting of the matrix formed by the interior of the table. 

Let ܳ ൌ Ժଶ௡ be an alphabet and let * be a randomly chosen quasigroup operation on 
Q. Let denote by Q+={ x1x2... xt  | xi ∈ Q, t ≥ 2} the set of all finite string over Q. For 
a fixed letter l ∈ Q called leader, the quasigroup string transformations ݁௟, ݀௟: ܳା ՜ܳାare defined in [9] as: ݁௟(ݔଵ … ௧ሻݔ ൌ ଵݖ) … ௧ሻݖ ֞ ௝ݖ ൌ ൜ ݈ כ ,ଵݔ ݆ ൌ ௝ିଵݖ1 כ ,௝ݔ 2 ൑ ݆ ൑  (2) ݐ

݀௟(ݖଵ … ௧ሻݖ ൌ ଵݔ) … ௧ሻݔ ֞ ௝ݔ ൌ ൜ ݈ כ ,ଵݖ ݆ ൌ ௝ିଵݖ1 כ ,௝ݖ 2 ൑ ݆ ൑  (3) .ݐ

Compositions of ݁௟೔or ݀௟೔  transformations with fixed leaders ݈ଵ, ݈ଶ, … ݈௦ א ܳ define 
new composite E and D transformations, that are permutations [9]: ܧ ൌ ݁௟ೞ ל ݁௟ೞషభ ל ݁௟భ, ܦ ൌ ݀௟ೞ ל ݀௟ೞషభ ל ݀௟భ. (4) 

One can also use mix of ݁௟ or ݀௟ transformations as T transformation.  
If we allow Q to be with group operation addition modulo 2n, for a fixed leader l ∈ 

Q, the quasigroup additive string transformation  ࣛ௟: ܳା ՜ ܳା and the quasigroup 
reverse additive string transformation  ࣬ࣛ௟: ܳା ՜ ܳା can be defined as [11]: ࣛ௟(ݔଵ … ௧ሻݔ ൌ ଵݖ) … ௧ሻݖ ֞ ௝ݖ ൌ ൜ (݈ ൅ ଵሻݔ כ ,ଵݔ ݆ ൌ ௝ିଵݖ)1 ൅ ௝ሻݔ כ ,௝ݔ 2 ൑ ݆ ൑  (5) ݐ

࣬ࣛ௟(ݔଵ … ௧ሻݔ ൌ ଵݖ) … ௧ሻݖ ֞ ௝ݖ ൌ ቊݔ௝ כ ൫ݔ௝ ൅ ,௝ାଵ൯ݖ 1 ൑ ݆ ൑ ݐ െ ௧ݔ1 כ ௧ݔ) ൅ ݈ሻ, ݆ ൌ ݐ  (6) 
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These transformations are not bijective mappings. Let ࣛ௟೔or ࣬ࣛ௟೔  (i=1,..., s) be 
transformations defined by choosing fixed elements ݈ଵ, ݈ଶ, … ݈௦ א ܳ.  Let ݉௟೔be any of 
previous ࣛ௟೔or ࣬ࣛ௟೔  transformations. We can define ܯ transformations as ܯ ൌ ݉௟ೞ ל ݉௟ೞషభ ל ݉௟భ. (7) 

Special kind of ܯ transformation, so called ࣮ࣧor main transformation, which is 
composition of ࣛ௟ and ࣬ࣛ௟ transformations applied alternatively, is used in NaSHA. 

Let Q be endowed with two orthogonal quasigroup operations ∗1 and ∗2. Then we 
define so called orthogonal quasigroup string transformation  ܱܶ: ܳା ՜ ܳା by the 
following iterative procedure. OT(x1) = x1, OT(x1, x2) = (x1 ∗1 x2, x1 ∗2 x2),  and if  OT(x1, x2, …, xt-2, xt-1) =  (z1, 
z2, …,  zt-1) is defined for t > 2, then  OT(x1, x2, …, xt-1, xt) =  (z1, z2, …,  zt-1∗1 xt, zt-1∗2 xt), 

where xi ∈ Q. 

 

Fig. 1. Schematic representation of the orthogonal quasigroup string transformation ܱܶ 

Schematic representation of OT is given on Fig. 1. Note that the restriction OTn of OT on the set Qn is a mapping  OTn : Q
n → Qn  and so OT = OT1 ∪ OT2 ∪ OT3 ∪…, 

i.e., OT is a disjoint union of the mappings OTn. OT1 is the identity mapping on Q, so 
it is a permutation. OT2 is a permutation of Q2 since (x1 ∗1 x2, x1 ∗2 x2) = (y1 ∗1 y2, y1 ∗2 
y2) implies (x1, x2) = (y1, y2) by the orthogonality of the quasigroup operations ∗1 and 

∗2.   Suppose that OTt-1 is a permutation for t > 2, and let  OTt(x1, x2, …, xt) = OTt(y1, 
y2, …, yt) = (z1, z2, …, zt). Let   OTt-1(x1, x2, …,xt-1) = (u1, u2, …,ut-1) and  OTt-1(y1, y2, 
…,yt-1) = (v1, v2, …,vt-1). Then z1 = u1 = v1,  z2 = u2 = v2, …,  zt-2 = ut-2 = vt-2 and (zt-1, 
zt) = (ut-1∗1 xt, ut-1∗2 xt) = (vt-1∗1 yt, vt-1∗2 yt), that implies (ut-1, xt) = (vt-1, yt) by 
orthogonality of ∗1 and ∗2.  We have xt = yt and OTt-1(x1, x2, …,xt-1) = OTt-1(y1, y2, …, 
yt-1) = (z1, z2, …, zt-2, ut-1=vt-1). Thus we have proved the following. 
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Theorem 1. The orthogonal quasigroup string transformation OT is a permutation on 
Q+, and its restriction OTn is a permutation on Qn for each positive integer n.        ⁯ 
 
Note that if quasigroup operations are not orthogonal, the transformation defined by 
(8) is not necessarily a permutation. 

The orthogonal quasigroup string transformation is a multipermutation. A 
permutation ݂: ܳଶ ՜ ܳଶ, ݂(ܽ, ܾሻ ൌ ( ଵ݂(ܽ, ܾሻ, ଶ݂(ܽ, ܾሻሻ  is said to be a  multipermuta-
tion, if for every ܽ, א ܾ ܳ the mappings ଵ݂(ܽ,כሻ,  ଵ݂(כ, ܾሻ,   ଶ݂(ܽ,כሻ and  ଶ݂(כ, ܾሻ are 
permutations on ܳ. In general, a function ݂: ܳ௥ ՜ ܳ௡ is said to be an (r, n)-multi-
permutation over an alphabet Q, if two different (r+n)-tuples of the form (ݔ,  ሻሻݔ)݂
cannot collide in any r positions [21]. So, a pair of orthogonal quasigroups is a (2, 2)-
multipermutation, a single quasigroup is a (2, 1)-multipermutation, and an (1,1)-
multipermutation is permutation. In the light of the latest linear and differential 
attacks to the cryptographic primitives, the multipermutations are basic cryptographic 
tool for a perfect generation of diffusion, because, by changing i of the inputs at least 
n – i +1 of the outputs will be changed [16].  

 

Theorem 2. The restriction OTt  of an orthogonal quasigroup string transformation OT is a (t, t)-multipermutation, for each positive integer t. 
 

Proof. OT1 is an (1,1)- and OT2 is a (2,2)-multipermutation. We proceed by induction, 
and assume that OTk are (k, k)-multipermutations for each k<t. 

Let OTt(x1, x2, …, xt) = (z1, z2, …, zt). We have OTt-1(x1, x2, …, xt-1) = (z1, z2, …, zt-2, 
u) and (zt-1, zt) = (u ∗1 xt, u ∗2 xt). By the induction hypothesis, two different   2(t–1)-
tuples of the form (x1, x2, …, xt-1, z1, z2, …, zt-2, u) cannot collide in any t – 1  positions. 
Now, suppose that two different 2t-tuples of the form (x1, x2, …, xt, z1, z2, …, zt) 
collide in t positions. The collision cannot happen if t – 1 of the positions contains 
some  elements of the set {x1, x2, …, xt-1, z1, z2, …, zt-2}. So, the  collision happens at  
zt-1, zt and at some t – 2 elements of the set {x1, x2, …, xt-1, z1, z2, …, zt-2}. From (zt-1, zt) 
= (u ∗1 xt, u ∗2 xt), since  zt-1 and zt collide, there are u′ and xt′ such that (zt-1, zt) = (u′ ∗1 
xt′, u′ ∗2 xt′). But this is a contradiction with the orthogonality of  ∗1 and ∗2.         ⁯ 

 
Remark. Note that the orthogonal quasigroup string transformation do not use 
leaders. 

3   Design of Compression Functions by Using Quasigroup String 
Transformations 

We propose two new types of compression functions, based on quasigroup string 
transformations. The quasigroup string transformations are applied on a given string 
several times, with changing direction alternately, from the beginning to the end and 
vice versa. The new design construction is shown in Fig. 2. It consists of three layers: 
the linear combining layer, the quasigroup string transformation layer and the output 
layer. The first layer takes the message block and the chaining value as string  
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consisting of 2b input words Si, where every odd indexed word is from the message 
and every even indexed word is from the chaining value. After that, the string is 
transformed with some linear transformation with high diffusion properties. The 
obtained string is than transformed in the second layer consisting of k consecutive 
quasigroup string transformations QT(i) that are going in different directions. The 
quasigroup operation for every transformation QT(i) is different. In this way, the 
influence of every bit is spreading in different directions and at the end, we obtain that 
its influence is spread on all words from the hash result. The output transformation 
can be as simple as possible, consisting of cutting first or last m bits of the 
transformed string. Note that a little bit more complex output function is used in 
NaSHA hash function [11]. 

 

 

Fig. 2. A compression function design based on quasigroup string transformations going in 
different directions 

The choice of quasigroup string transformations and quasigroup operations can 
influent the security on different ways. If we use E, D or T transformations, in fact we 
use permutations, so this ensures that internal state collisions can only occur in the 
output layer. If we use ࣛ୪ and ࣬ࣛ୪ transformations, which are not permutations, the 
internal state collisions can occur after every applied transformation. The linear 
combining layer imposes relations on the input string and while they are very simple, 
it is hard to track them through the applied transformations, especially if they are 
permutations. A similar rationale can be applied for finding preimages for the 
compression function. To obtain more security, large shapeless quasigroups [5] of 
order 264 and more, are preferable. If we use extended Feistel networks for quasigroup 
operation, we can change used quasigroup for every transformation, which 
additionally makes the attacker’s work harder. Extended Feistel networks from the  
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Abelian group (Ժଶ୬,ْሻ are not a good choice for E, D or T transformations, but are a 
good choice for ࣛ୪ and ࣬ࣛ୪ transformations because of the presence of the addition 
modulo operation.  

 

 
Fig. 3. A compression function design based on orthogonal quasigroup string transformations 

The second type of compression function consists also of three layers: the message 
expansion layer, the orthogonal quasigroup string transformation layer and the output 
layer (Fig. 3). The message expansion layer takes the message block and the chaining 
value as in the previous construction, and then expand them to the string of q words ESi. 
The orthogonal quasigroup string transformation layer consists of k application of the 
orthogonal quasigroup string transformations ܱܶ(௜ሻ (different orthogonal quasigroups in 
every transformation are preferable), followed by a fixed permutations. The same 
reasoning as for the previous case, about the collisions and the (second) preimage, holds 
in this case too. 

4   Application of First Type of Design: The NaSHA-(m, 2, 6) Hash 
Function 

NaSHA is a cryptographic hash function supporting multiple digest sizes, which uses 
a compression function designed according to the first design outlined in this paper. It 
has incorporated also the wide-pipe design of Lucks [16] and suggestions made by 
Coron et al [17]. For a NaSHA complete description, we refer to [11]. Here we focus 
on the quasigroup string transformation of NaSHA, especially of NaSHA-(m, 2, 6). m 
means that hash digest is m bits. 

We use special main transformation or ࣮ࣧ(see Fig 4), which is defined as 
composition of two quasigroup string transformations (k=2), ࣛ௟ and ࣬ࣛ௟ , by 
shapeless quasigroups of order 264. Before applying the second transformation every 
word of the string is rotated to the left by half of its bits, by function ߩ.  
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Fig. 4. Main transformation used in NaSHA-(m, 2, 6) cryptographic hash function 

Quasigroup operations are implemented by extended Feistel networks from the 
Abelian group (Ժଶ଺ସ,ْሻ [10] defined as in (9) produced by fixed starting bijection of 
order 28. Different quasigroup operations for ࣛ௟ and ࣬ࣛ௟  can be constructed by using 
different parameters for extended Feistel networks (see equations (10) and (11)), 
which are made to be dependable from message block.  ܨ஺,஻,஼(ܮ, ܴሻ ൌ ቀܴ ْ ,ܣ ܮ ْ ܤ ْ ௔݂భ,௕భ,௖భ,௔మ,௕మ,௖మ,௔య,௕య,௖య,ఈ,ఉ,ఊ(ܴ ْ ݔ ሻቁ (9)ܥ ௔భ,௕భ,௖భ,௔మ,௕మ,௖మ,௔య,௕య,௖య,ఈభ,ఉభ,ఊభ,஺భ,஻భ,஼భሻ)כ ݕ ൌ ஺భ,஻భ,஼భܨ ݔ) ْ ሻݕ ْ ݔ (10) ݕ ௔భ,௕భ,௖భ,௔మ,௕మ,௖మ,௔య,௕య,௖య,ఈమ,ఉమ,ఊమ,஺మ,஻మ,஼మሻ)כ ݕ ൌ ஺మ,஻మ,஼మܨ ݔ) ْ ሻݕ ْ  (11) ݕ

Existing cryptanalysis [19] showed that if we do not include all state words in 
calculation of the tunable parameters, as was at the beginning in NaSHA for m=384 
and m=512, NaSHA is susceptible on truncated differential collision attacks with 
unknown probability. NaSHA with modifications suggested in [20] for m=384 and 
m=512, is still unbroken. 

5   One Implementation of ࢀࡻ Transformation 

We propose one implementation of ܱܶ transformation with large quasigroups defined 
by extended Feistel network ܨ஺,஻,஼ which has at least two orthogonal mates as 
orthomorphisms: its inverse ܨ஺,஻,஼ିଵ  and ܨ஺,஻,஼ଶ . Proof of this is given in Appendix A. In 
general, the orthomorphisms ܨ஺,஻,஼ିଵ  and ܨ஺,஻,஼ଶ  are not orthogonal. 

So, we can use the extended Feistel networks ܨ஺,஻,஼ and ܨ஺,஻,஼ଶ  (or ܨ஺,஻,஼ିଵ ) for 
creating two orthogonal quasigroup operations, needed  an ܱܶ transformation to be 
defined. 

6   Conclusion 

In this paper we have showed how quasigroup string transformations were applied 
successfully in the design of the NaSHA cryptographic hash function. We also 
demonstrated how multipermutations via orthogonal quasigroups can be applied in 
designing cryptographic hash functions. We propose one possible implementation of ܱܶ transformation with large quasigroups. 
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Appendix A  

With each orthomorphism ߠ one can associate a quasigroup (ܳ,כఏሻ defined as ݔ ఏכ ݕ ൌ ݔ ൅  ଶ  are orthogonal if they produceߠ ଵ andߠ ሻ. Two orthomorphismsݕ)ߠ
orthogonal quasigroups ൫ܳ,כఏభ൯ and ൫ܳ,כఏమ൯. This is fulfilled if and only if the 
mapping Φ: ՜ ݔ ሻݔ)ଵߠ െ   .ሻ  is a permutation on Qݔ)ଶߠ
 
Proposition 3. Let ܨ஺,஻,஼: ܳଶ  ՜  ܳଶ be an extended Feistel network of Abelian group (Qଶ, ൅ሻ created by a bijection f: Q ՜ Q. ܨ஺,஻,஼ and ܨ஺,஻,஼ଶ  are orthogonal 
orthomorphisms. 

 
Proof.  Let conditions of the theorem are fulfilled. Let Φ ൌ ஺,஻,஼ଶܨ െ ஺,஻,஼ܨ . Then for 
every ݈, א ݎ ܳ, we have 
 Φ(݈, ሻݎ ൌ ቆ ݈ െ ݎ ൅ ܤ ൅ ݎ)݂ ൅ ݎ,ሻܥ െ ݈ ൅ ܣ ൅ ݂൫݈ ൅ ܤ ൅ ܥ ൅ ݎ)݂ ൅ ሻ൯ܥ െ ݎ)݂ ൅  ሻቇܥ

 
Define the function Ω: ܳଶ  ՜  ܳଶ by 
 Ω(݈, ሻݎ ൌ ൬െ݂(݂ିଵ(݈ ൅ ݎ െ ܣ െ ሻܤ െ ݈ሻ ൅ ݂ିଵ(݈ ൅ ݎ െ ܣ െ ሻܤ െ ܤ െ ݈)ଵି݂ ,ܥ ൅ ݎ െ ܣ െ ሻܤ െ ݈ െ ܥ ൰ 

 
It can be checked that Ω ל  Φ ൌ  Φ ל Ω ൌ I, i.e., Φ  and Ω ൌ  Φିଵ are bijections. 
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Abstract. In this paper we examine some performances of error-correcting 
codes based on quasigroup transformations proposed elsewhere. In these error-
correcting codes, there exists a correlation between any two bits of a codeword. 
Also, these codes are nonlinear and almost random. We give simulation results 
of packet-error and bit-error probability for binary symmetric channel and for 
several parameters of these codes. From these simulation results we can 
conclude that the performances of these codes depend on the used quasigroup, 
the length of the initial key and the way of introducing the redundant 
information.  

Keywords: error-correcting code, random code, packet-error probability, bit-
error probability, quasigroup, quasigroup transformation.  

1   Introduction 

In the seminal work of Claude Shannon A Mathematical Theory of Communication 
[1], error correcting codes were introduced. However, writing down an explicit and 
practical encoder and decoder that are as good as proved in [1] is still an unsolved 
problem. Several error correcting codes were proposed since then. The performances 
of some of these codes are extremely close to the Shannon limit. These codes are 
based on the following philosophy: constrained random code ensembles, described by 
some fixed parameters plus randomness, decoded using iterative algorithms or 
message passing decoders. In the paper [4], a class of codes based on quasigroups is 
proposed. For these codes, similar to recursive convolution codes, the correlation 
exists between any two bits of a codeword, which can have infinite length, 
theoretically. However, in contrast to convolution codes, these codes are nonlinear 
and almost random.  

Here we consider the codes defined in [4] and our task is to investigate the 
influence of the code parameters to the code performances. Since these codes are 
designed using quasigroup string transformations and by introducing redundancy, a 
special attention was taken how the chosen quasigroups, the way of application of 
quasigroup transformations and the pattern of redundancy affect the codes. For that 



378 A. Popovska-Mitrovikj, S. Markovski, and V. Bakeva 

aim, several experiments were done and the results show a way for improving the 
effectiveness of the decoding algorithm of the codes.  

The Section 2 contains the definition of quasigroup transformations and definition 
of TASC (Totally Asynchronous Stream Ciphers), used for codes definition. 
Description of the codes, i.e., the algorithms for coding and for decoding, is given in 
Section 3. The experimental results are presented in Section 4, which is the section 
with the main results in this paper.  

2   Quasigroup Transformation and TASC 

A quasigroup (Q, ∗) is a groupoid, i.e., a set Q with a binary operation ∗ : Q2 → Q, 
such that for all u, v ∈ Q, there exist unique x, y ∈ Q, satisfying the equalities u ∗ x = 
v and y ∗ u = v. In the sequel we assume that the set Q is a finite set. The cardinality 
of this set, |Q|, is called an order of the quasigroup. The main body of the 
multiplication table of a quasigroup is a Latin square over the set Q.  

Given a quasigroup (Q, ∗) a new operation “\”, called a parastrophe, can be derived 
from the operation ∗ as follows: 

x ∗ y = z    ⇔    y = x \ z. 

Then the algebra (Q, ∗, \) satisfies the identities:   x \ (x ∗ y) = y    and   x ∗ (x \ y) = y,    
and (Q, \) is also a quasigroup.  

Quasigroup string transformations are defined on a finite set Q (i.e., an alphabet Q) 
endowed with a quasigroup operation ∗, and they are mappings from Q+ to Q+, where 
Q+ is the set of all nonempty words on Q. Note that Q+

 = Q ∪ Q2 ∪ Q3 ∪ … . Here, 
we use two types of quasigroup transformations as explained below.  

Let l ∈ Q be a fixed element, called a leader. For every ai, bi ∈ Q, e- and d-
transformations are defined as follows.  

el(a1a2 … an) = b1 b2 … bn  ⇔ bi+1 = bi ∗ ai+1, 
dl(a1a2 … an) = b1 b2 … bn  ⇔ bi+1 = ai \ ai+1, 

 
for each i = 0, 1, …, n – 1, where b0 = a0 = l. By using the identities x \ (x ∗ y) = y and 
x ∗ (x \ y) = y, we have that dl(el(a1a2 … an)) = a1a2 … an and el(dl(a1a2 … an)) = a1a2 
… an. This means that el and dl are permutations on Qn, mutually inverse. In the code 
design compositions of el and dl are used.  
 
Theorem 1. [2] Consider an arbitrary string α = a1a2 … an where ai ∈ Q i, and let β be 
obtained after k applications of an e-transformation. If n is large enough integer then, 
for each 1 ≤ t ≤ k, the distribution of substrings of β of length t is uniform. (We note 
that for t > k the distribution of substrings of  β  of length t may not be uniform.) 
 
The concept of TASC was introduced recently in [3]. That cryptographic concept is 
the corner stone for the new algorithm for error correction. Here we use a way of  
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implementation of TASC by quasigroup string transformations. We take the alphabet 
Q = {0, 1, …, 9, a, b, c, d, e, f}, whose elements are 4-bit words. The elements of Q+ 
(stream messages) will be denoted by M = m1m2 . . .ml, mi ∈ Q. Similarly by C = c1c2 . 
. .cl, ci ∈ Q will be denoted the encrypted stream. The empty message will be denoted 
by λ. In the sequel, by k ∈ Qn will be denoted the key of the encryption, where n is 
the length of the key. A TASC is a bijection T : Qn × Q+ → Qn × Q+ with the property 
that the keystream is generated as a function of the intermediate key and a fixed 
number of previous ciphertext digits. So, for every message M = m1m2 …ml, and for 
every initial key k0 ∈ Q, the mapping T(k0, M) = (kl, C) is defined by the following 
encryption process: 

ki+1 = f(ki, mi),    ci = h(ki, mi), 

where k0 is the initial state of the key, f is the key next-state function, and h is the 
output function which nonlinearly combines the key and plaintext mi to produce 
ciphertext ci. The main characteristic of TASC is that the error propagation is 
unbounded and propagates until the end of the stream. 

However, by adding some redundant information in the stream, the correction of 
some errors can be done. That is in fact the main idea behind TASC Error Correction.  

3   Code Description 

Code design uses the alphabet Q = {0, 1, …, 9, a, b, c, d, e, f} of nibbles and a 
quasigroup operation ∗ on Q, together with its parastrophe \.  

3.1   Description of Coding  

Let M = m1m2…mr be a block of Nblock bits, where mi is a nibble (4-bit letter); hence, 
Nblock = 4r. We first add redundancy as zero bits and produce block L = L(1) L(2) … L(s) 
= L1L2…Lm of N bits, where L(i) are 4-nibble words, Li are nibbles, so m = 4s, N = 16s. 
After erasing the redundant zeros from each L(i)

, the message L will produce the 
original message M. On this way we obtain an (Nblock, N) code with rate R = Nblock / N. 
The codeword is produced from L after applying the encryption algorithm in TASC 
given in Figure 1. For that aim, previously, a key k = k1k2 … kn of length n nibbles 
should be chosen. The obtained codeword of M is C = C1C2...Cm, where Ci are 
nibbles.  

3.2   Description of Decoding 

After transmitting through a noise channel (for our experiments we use binary 
symmetric channel), the codeword C will be transformed to received message   D = 
D(1) D(2) … D(s) = D1D2…Dm, where D(i) are blocks of 4 nibbles and Dj are nibbles. 
The decoding process consists of four steps: (i) procedure for generating the sets with 
predefined Hamming distance, (ii) inverse coding algorithm, (iii) procedure for 
generating decoding candidate sets and (iv) decoding rule. 
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Encryption Decryption 
Input: Key k = k1k2…kn and 
message L = L1L2…Lm 
Output: message (codeword)   
C = C1C2...Cm 

Input: The pair  
(a1 a2… as, k1k2…kn)  
Output: The pair  
(c1 c2… cs, K1K2…Kn) 

For j = 1 to m 
   X ≠ Lj; 
   T ≠ 0; 
   For i = 1 to n 
      X ≠ ki * X; 
      T ≠ T ∆ X; 
       ki ≠ X; 
   kn ≠ T; 
Output: Cj ≠ X 

For i = 1 to n 
   Ki ≠ ki; 
For j = 0 to s −1 
   X, T  ≠ aj+1; 

    temp ≠ Kn; 
   For i = n down to 2 
         X ≠ temp \ X; 
         T ≠ T ∆ X; 
         temp ≠ Ki−1; 
         Ki−1 ≠ X; 
    X ≠ temp \ X; 
    Kn ≠ T; 
    cj+1 ≠ X; 
Output: (c1c2… cs, K1K2…Kn) 

Fig. 1. TASC algorithm for encryption and decryption 

Generating sets with predefined Hamming distance – The probability that ≤ t bits 
in D(i) are not correct is 
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where p is probability of bit-error in binary symmetric channel. Let Bmax be an integer 
such that 1 − P(p; Bmax) ≤ qB. Consider the set 
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for i = 1, 2, …, s, where H(D(i) ,α) is the Hamming distance between D(i) and α . 
Then, with probability at least 1−qB  the block C(i) is an element of the set Hi, for i = 1, 
2, …, s. The cardinality of the sets Hi is 
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and the number Bchecks determines the complexity of the decoding procedure: for 
finding the element C(i) in the set Hi, less than or equal to Bchecks checks have to be 
made. Clearly, for efficient decoding the number of checks Bchecks has to be reduced as 
much as possible. 
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Inverse coding algorithm – The inverse coding algorithm is the decrypting 
algorithm of TASC given in Figure 1. 
 

Generating decoding candidate sets – The decoding candidate sets S0, S1, S2, …,Ss 
are defined iteratively. Let S0 = (k1…kn; λ), where λ is the empty sequence. Let Si-1 be 
defined for i ≥ 1. Then Si is the set of all pairs (δ, w1 w2…w16i) obtained by using the 
sets Si-1 and Hi as follows (Here, wj are bits.). For each (β, w1 w2…w16(i-1))∈Si-1 and 
each element α∈ H, we apply the inverse coding algorithm with input (α, β). If the 
output is the pair (γ,δ) and if both sequences γ and L(i) have the redundant nibbles in 
the same positions, then the pair (δ, w1 w2…w16(i-1)c1c2...c16) ≡ (δ, w1 w2…w16i) is an 
element of Si. 
 

Decoding rule – The decoding of the received codeword D is given by this rule: If 
the set Ss contains only one element (d1d2…dn, w1 w2…w16s) then L = w1 w2…w16s. In 
this case, we say that we have a successful decoding. In the case when the set Ss 
contains more than one element, we say that the decoding of D is unsuccessful (of 
type more-candidate-errors). In the case Sj = ∅ for some j ∈{1, …, s}, then the 
process will be stopped (null-error appears). We conclude that for some m ≤ j, D(m) 
contains more than Bmax errors, resulting with Cm∉H. Then, whenever it is possible, 
we may increase the value of Bmax by 1 and repeat the decoding procedure for the 
block D again.  

 
Theorem 2. [4] The block-error or packet-error probability of these codes is q = 1 – 
(1 − qB)s. 

4   Experimental Results 

In this section we present the simulation results done by choosing different 
parameters of the code. From the obtained results we have formulated several 
conclusions that can be used to improve the performances of the quasigroup codes. As 
we said, we take a binary symmetric channel as communication medium and we 
analyze packet-error and bit-error probabilities.  

We have made the experiments in the following way. First, we extend input 
message using different patterns for redundant zero nibbles, and after that we encode 
the extended message and transmit it through a binary symmetric channel with 
probability p of bit error. For coding and decoding we use the codes described in 
Section 3. The outgoing message is decoded and if the decoding process completed 
successfully (the last set Ss of candidates for decoding has only one element), the 
decoded message is compared with the input message. If they differ at least one bit, 
then we say that an uncorrected-error appears. Then we compute the bit-error as 
Hamming distance between the input and the decoded message. Experiments showed 
that this type of package error occurs rarely.  

In our experiments we also calculate bit-error of unsuccessful decoding resulting 
from more-candidate-error or null-error. This bit-error is calculated as follows.  

 



382 A. Popovska-Mitrovikj, S. Markovski, and V. Bakeva 

When null-error appears, i.e., Si = ∅, we take all the elements from the set Si-1 and 
we find their maximal common prefix substring. If this substring has k bits and the 
length of the sent message is m bits (k ≤ m), then we compare this substring with the 
first k bits of the sent message. If they differ in s bits, then the resulting bit-error is 
m−k+s. 

If a more-candidates-error appears we take all the elements from the set Ss and we 
find their maximal common prefix substring. The bit-error is computed as previous. 

Cumulative bit-error is sum of all of the previously mentioned bit-errors.  
The experimental results are presented in tables. In each table we give: theoretical 

probability of packet-error (PER_t), experimental probability of packet-error without 
errors of type more-candidates-error (PER_1), experimental probability of packet-
error with all unsuccessfully decoded blocks (PER) and experimentally obtained 
probability of cumulative bit-error (BER). Results are presented for different values 
of bit-error probability p of binary symmetric channel and Bmax = 3 and Bmax = 4.  

4.1   Influence of the Pattern on the Performances  

First we present results obtained for different 6 patterns for redundant zero nibbles for 
(72, 288) code with rate R = ¼. In these experiments we use quasigroup given in 
Figure 2 and the initial key  k = 01234.  

  

Fig. 2. Quasigroup of order 16 and its parastrophe used in the experiments 
 
We made experiments with the following 6 patterns: 

 
patt.1 patt.2 patt.3 patt.4 patt.5 patt.6 

1000 1000 1100 1100 1100 1100 1100 1100 1100 1000 1100 1100 
1000 1000 0000 1100 1000 0000 1100 0000 0000 1100 1000 0000 
1000 1000 1100 0000 1100 1000 0000 1100 1000 0000 1100 1100 
1000 1000 1100 1100 1000 0000 1100 1100 1100 1000 1000 0000 
1000 1000 0000 1100 1100 1100 0000 0000 0000 1100 1100 1100 
1000 1000 1100 0000 1000 0000 1100 1100 1000 0000 1000 0000 
1000 1000 1100 0000 1100 1000 1100 0000 1100 1000 1000 1000 
1000 1000 0000 0000 1000 0000 0000 0000 0000 1100 1000 0000 
1000 1000 0000 0000 0000 0000 0000 0000 1000 0000 00000 000 
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Results obtained with the first pattern are given in Table 1. They show that this 
pattern gives many unsuccessful completed decoding with more-candidates-error. 
But, it is important to note that the cardinality of the sets Si in the process of decoding 
is small, so the decoding process takes much less time than for the other patterns. 

Table 1. Experimental results for patt.1 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER
0.02 0.0043 0.0044 0.1186 0.0089 0.03 0.0015 0.0008 0.6057 0.0845 
0.03 0.0197 0.0192 0.1329 0.0169 0.04 0.0055 0.0049 0.6107 0.0855 
0.04 0.0554 0.0557 0.1720 0.0369 
0.05 0.1188 0.1177 0.2258 0.0713 

for p > 0.04 too much errors appear 
 

 
From the results presented in Table 2 for the second pattern we can see that with 

this pattern we get better results than with the first one,  but only for Bmax = 3 in the 
decoding process. For Bmax = 4 the decoding process often ends unsuccessfully with a 
more-candidates-error, although this pattern has a sufficient number of zero nibbles at 
the end. Also, for Bmax = 4 with this pattern we received higher values of BER 
compared with the results for the first pattern. 

 
Table 2. Experimental results for patt.2 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER
0.02 0.0043 0.0043 0.0061 0.0033 0.03 0.0015 0.0005 0.2425 0.2212 
0.03 0.0197 0.0205 0.0225 0.0107 0.04 0.0055 0.0049 0.2505 0.2251 
0.04 0.0554 0.0542 0.0559 0.0253 
0.05 0.1188 0.1164 0.1183 0.0532 

for p > 0.04 too much errors appear 
 

 
Results obtained with the third pattern are given in Table 3. The probabilities of 

packet-error and bit-error for this pattern are much smaller than for the previous two 
patterns. 

Table 3. Experimental results for patt.3 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER
0.02 0.0043 0.0039 0.0050 0.0027 0.03 0.0015 0.0017 0.0129 0.0097 
0.03 0.0197 0.0181 0.0192 0.0095 0.04 0.0055 0.0055 0.0171 0.0113 
0.04 0.0554 0.0523 0.0531 0.0253 0.05 0.0153 0.0218 0.0323 0.0219 
0.05 0.1188 0.1196 0.1201 0.0556 0.06 0.0344 0.0378 0.0484 0.0305 

0.07 0.0665 0.0653 0.0757 0.0465 for p > 0.05 too much errors appear 
0.08 0.1149 0.1191 0.1281 0.0766  
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Results for the fourth considered pattern are given in Table 4. Fourth pattern has 
enough zero blocks on the end and after blocks of information nibbles, but again 
experimentally obtained probability of packet and bit error are good only for Bmax = 3. 

Table 4. Experimental results for patt.4 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0043 0.0051 0.0116 0.0063 0.03 0.0015 0.0023 0.1859 0.1475 
0.03 0.0197 0.0206 0.0274 0.0140 0.04 0.0055 0.0064 0.1959 0.1492 
0.04 0.0554 0.0566 0.0624 0.0307 
0.05 0.1188 0.1182 0.1250 0.0610 

for p > 0.04 too much errors appear 
 

 
Experimental results for PER (Table 5) obtained by the fifth pattern are similar to 

the results obtained by previous pattern, except the results for the probabilities of bit-
error, which are better. 

Table 5. Experimental results for patt.5 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0043 0.0052 0.0114 0.0033 0.03 0.0015 0.0006 0.2534 0.0476 
0.03 0.0197 0.0194 0.0248 0.0112 0.04 0.0055 0.0050 0.2606 0.0529 
0.04 0.0554 0.0582 0.0632 0.0299 
0.05 0.1188 0.1210 0.1257 0.0632 

for p > 0.04 too much errors appear 

 

 
Results obtained with the sixth pattern given in Table 6 show that this pattern gives 

good results for Bmax = 3 and p < 0.05 and Bmax = 4 and    p < 0.07. 

Table 6. Experimental results for patt.6 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0043 0.0037 0.0055 0.0029 0.03 0.0015 0.0017 0.0457 0.0389 
0.03 0.0197 0.0205 0.0222 0.0104 0.04 0.0055 0.0063 0.0533 0.0451 
0.04 0.0554 0.0562 0.0581 0.0262 0.05 0.0153 0.0133 0.0590 0.0486 
0.05 0.1188 0.1207 0.1221 0.0548 0.06 0.0344 0.0350 0.0800 0.0632 

for p > 0.05 too much errors appear 0.07 0.0665 0.0637 0.1103 0.0827  

 
From the experimental results obtained for all six proposed patterns we can 

conclude that the best results for the probability of packet-error and bit-error are 
obtained for the third pattern. 
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In the experiments with the first pattern, as we mentioned previously, we obtain 
very often unsuccessful finished decoding with more-candidates-error. But, from the 
cardinality of sets Si in the process of decoding we may conclude that this pattern 
gives the smallest accumulation of elements in these sets. Therefore, the process of 
decoding is much faster than for other patterns. In unsuccessfully completed decoding 
with more-candidates-error we note that the last set of candidates contains between 2 
and 13 elements, but the most often only 2 elements. The number of elements is 13 
very rarely. Therefore, we make experiments with small changes in the pattern.  In 
order to reduce the numbers of more-candidates-errors we add additional block of 
four zero nibbles at the end of the pattern. Indeed, the experimental results given in 
Table 7 show a large reduction of these decoding errors. For example, with the first 
pattern for Bmax = 3 and p = 0.02 there are 1586 more-candidates-error, and with the 
new pattern for the same parameters we obtain only 14 such cases. But with this 
change in the pattern, rate of the code is reduced from R = ¼  = 0.25 to R = 72/304 = 
0.2368 and the theoretical probabilities of packet-error obtained with the Theorem 2 
are different.  

Table 7. Experimental results for (72, 304) code 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0046 0.0045 0.0055 0.0022 0.03 0.0015 0.0018 0.0415 0.0065 
0.03 0.0208 0.0220 0.0230 0.0117 0.04 0.0059 0.0059 0.0484 0.0091 
0.04 0.0584 0.0547 0.0555 0.0282 0.05 0.0162 0.0163 0.0581 0.0135 
0.05 0.1250 0.1267 0.1279 0.0638 0.06 0.0362 0.0373 0.0787 0.0244 

0.07 0.0700 0.0699 0.1114 0.0410 for p > 0.05 too much errors appear 
0.08 0.1209 0.1199 0.1576 0.0676  

 
Since this change on the first pattern gives better results for the probabilities of 

package and bit-error, we did experiments with a similar version of the first pattern 
with rate closer to ¼. Namely, the new pattern consists of two repetitions of the first 
pattern plus blocks of four zero nibbles on the end, i.e. the new pattern is 

 
10001000100010001000100010001000100010001000100010001000100010001000 
100010001000 
1000100010001000100010001000100010001000100010001000100010001000 0000. 

 
In this case, the length of input message is 144 bits and the length of encoded 

message is 592 bits. The new (144, 592) code has rate R = 144/592 = 0.24324. The 
obtained experimental results are given in Table 8. Some meaningful comparisons of 
these results with results from previous code cannot be made because these two codes 
have different parameters and different theoretical probability of packet-error. These 
modifications of pattern are actually an idea how we can get improvement in the 
failed decoding with more-candidates-error with some change of primary pattern. The 
price for this improvement is paid by larger block message and larger codewords. 
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Table 8. Experimental results for (144, 592) code 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0089 0.0081 0.0091 0.0043 0.03 0.0029 0.0026 0.0431 0.0041 
0.03 0.0400 0.0409 0.0431 0.0214 0.04 0.0114 0.0137 0.0580 0.0105 
0.04 0.1106 0.1105 0.1119 0.0567 0.05 0.0312 0.0307 0.0720 0.0187 

0.06 0.0694 0.0638 0.1059 0.0359 for p > 0.05 too much errors appear 
0.07 0.1318 0.1305 0.1662 0.0686  

4.2   The Influence of the Key Length on the Performances 

Theoretical probability of packet-error given in Theorem 2 is determined under the 
assumption that the code is random. Therefore, in this theorem the more-candidates-
errors are not provided. In Theorem 1 it is proved that if we apply t quasigroup 
transformations on a string, we obtain string where n-tuples of letters are uniformly 
distributed for n ≤ t. In the design of these codes, the length of the key k determines 
how many times quasigroup transformations will be applied in forming of codeword. 
Therefore, longer key of the code gives “more random” code. This means that the 
results of experimental PER will be closer to the theoretical values for PER, i.e., the 
number of more-candidates-errors will be reduced. So, we made experiments with the 
third pattern (which give the best results) with key length 10. From the results given 
in Table 9 we can seen that in some experiments more-candidates-error are not 
appeared (in this case, in the table the values of PER_1 and PER are given bolded), 
and if they appear, their number is very small. We can conclude that when we use a 
longer key, we can obtain better results for PER with almost the same duration of the 
decoding process.  

On the other side, the key length is not unique parameter which has influence of 
the PER. Namely, we made an experiment with key length 10 and the first pattern, but 
the number of more-candidates-errors was not smaller that the previous case with the 
shorter key. Hence, we can conclude that each parameter in this code design has great 
influence over the performance, i.e., the parameters are mutually dependent. 

Table 9. Experimental results for key length 10 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0043 0.0048 0.0048 0.0021 0.03 0.0015 0.0022 0.0031 0.0014 
0.03 0.0197 0.0184 0.0184 0.0085 0.04 0.0055 0.0053 0.0059 0.0034 
0.04 0.0554 0.0556 0.0556 0.0263 0.05 0.0153 0.0147 0.0159 0.0093 
0.05 0.1188 0.1176 0.1176 0.0549 0.06 0.0344 0.0359 0.0359 0.0224 

0.07 0.0665 0.0650 0.0666 0.0407 for p > 0.05 too much errors appear 
0.08 0.1149 0.1125 0.1131 0.0649  

4.3   The Influence of the Used Quasigroup  

Since we work with finite sequences, the randomness of a sequence obtained by 
quasigroup transformations depends on the used quasigroup. So, we did experiments 
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with several quasigroups, which showed that the choice of the quasigroup does not 
affect only on the values of PER and BER, but has an enormous influence on the 
speed of decoding. This confirms again that the choice of all parameters of these 
codes affect the performance of the code.  

First we did experiments with cyclic quasigroup (i.e., the group) of order 16 and 
the length of the key 10. Decoding for the third pattern was too slow. So, we did 
experiment with the first pattern for binary symmetric channel with p = 0.02 and 
Bmax=3, we received PER = 0.734087 and BER= 0.460359 (previously, PER=0.1186, 
BER=0.0089). While, for the modified first pattern we got PER = 0.7105 and BER= 
0.45488 (previously, PER=0.0055, BER=0.0022). Hence, it is clear that the choice of 
quasigroup has enormous influence over the performance of the code. 

After that we made experiments with quasigroup of order 16 obtained by direct 
product of the quasigroup of order 2. Experimental results obtained with this 
quasigroup are worse than the results for cyclic quasigroup. For the first pattern, p = 
0.02 and Bmax = 3 we got PER=0.99424 and BER=0.80869. The same experiment for 
the modified first pattern gave PER= 0.9935 and BER=0.8102. 

In the paper [5] coefficient of period growth is analyzed. It represents how many 
times the period has grown (in average) after one application of the quasigroup 
transformation. At the end of this paper two examples of quasigroups of order 16 are 
given, one with a very high and one with a very low coefficient of period growth. We 
made experiments using these two quasigroups and the third pattern and the results 
are given in Table 10 and Table 11. From these tables it can be seen that there is small 
difference in the values of PER and BER, although the difference in the coefficients 
of period growth of these quasigroups is large. It seems that the coefficient of period 
growth has no big influence of the performances of the code, but this should be 
checked by using more quasigroups. 

 
Table 10. Experimental results for the quasigroup with very high coefficient of period growth 

Bmax= 3 Bmax= 4 
P PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0043 0.0037 0.0045 0.0025 0.03 0.0015 0.0019 0.0166 0.0116 
0.03 0.0197 0.0191 0.0202 0.0091 0.04 0.0055 0.0056 0.0203 0.0147 
0.04 0.0554 0.0588 0.0599 0.0276 0.05 0.0153 0.0144 0.0281 0.0181 
0.05 0.1188 0.1200 0.1213 0.0588 0.06 0.0344 0.0319 0.0425 0.0268 

0.07 0.0665 0.0641 0.0759 0.0468 for p > 0.05 too much errors appear 
0.08 0.1149 0.1169 0.1300 0.0792  

Table 11. Experimental results for the quasigroup with very low coefficient of period growth 

Bmax= 3 Bmax= 4 
p PER_t PER_1 PER BER p PER_t PER_1 PER BER

0.02 0.0043 0.0048 0.0061 0.0034 0.03 0.0015 0.0016 0.0147 0.0109 
0.03 0.0197 0.0180 0.0189 0.0091 0.04 0.0055 0.0053 0.0209 0.0148 
0.04 0.0554 0.0516 0.0525 0.0234 0.05 0.0153 0.0175 0.0281 0.0203 
0.05 0.1188 0.1224 0.1236 0.0589 0.06 0.0344 0.0363 0.0478 0.0297 

0.07 0.0665 0.0653 0.0766 0.0456 for p > 0.05 too much errors appear 
0.08 0.1149 0.1066 0.1175 0.0739  
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4.4   A Method for Decreasing the Number of Null-Errors 

All previous experiments with different patterns and quasigroups allow us to see how 
these parameters affect on the number of more-candidates-errors. The changing of 
these parameters do not have great  influence on the number of null-errors, since their 
number is given in Theorem 2 for the theoretical probability of packet-error, where it 
does not depend on these parameters. Unsuccessful decoding with null-error occurs 
when more than predicted Bmax bit errors in some of the sub-blocks of encoded 
message are appeared during transmission. Therefore, it is clear that some of these 
errors can be eliminated if we cancel a few of iterations of the decoding process and 
we reprocess all of them or part of them with a larger value of Bmax. With this 
procedure only part of these unsuccessful decoding message will be eliminated 
because we cannot know exactly in which iteration the correct sub-block does not 
enter in the set of candidates for decoding and exactly how much transmission errors 
are occurred in this sub-block Bmax + 1, Bmax +2 or more. Moreover, the cancellation 
of the iterations slows down the decoding, and the number of elements in sets Si can 
become too large leading to unsuccessful decoding of type more-candidates-errors. To 
show this, we repeat the experiments with the third pattern on the following way. If in 
some iteration (for example ith) of decoding we get an empty set, the two previous 
iterations ((i-1)th and (i-2)th) are canceled.  After that we reprocess the (i-1)th iteration 
with Bmax = Bmax + 1, and the next iterations continue with the old value of Bmax . If an 
empty set appears again in the same iteration (ith iteration), then we stop the process 
and decoding ends unsuccessfully. But if an empty set is obtained in a next iteration 
((i +1)th, (i +2)th, ...) then the above procedure is repeated for that iteration again. In 
Table 12 is given the percentage of eliminated unsuccessfully completed decoding 
with the null-error using described modification in the decoding process. We can 
conclude that this modification gives much better results, although the decoding 
process can be slower. 

Table 12. Percentage of eliminated unsuccessfully decoding with null-error 

Bmax= 3 Bmax= 4 
p Percentage of eliminated errors-null p Percentage of eliminated errors-null 

0.02 16.67% 0.03   0.00% 
0.03 18.33% 0.04 17.65% 
0.04 15.01% 0.05   2.86% 
0.05 18.30% 0.06 14.88% 

0.07 14.29% 
0.08 10.26%  

5   Conclusions 

We have considered a kind of random codes based on quasigroups. Our aim was to 
investigate some of the building components of these codes. Several experiments 
were performed with different types of quasigroups, different types of patterns and 
different lengths of the key. From the experiments we could conclude that not all 
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quasigroups are good for these codes. Namely, the so called exponential (or fractal) 
quasigroups give far more effective decoding. Also, depending of the pattern, the key 
length can improve the effectiveness of decoding. The redundancy pattern should be 
carefully chosen in order to obtain more effective decoding. We noted that different 
parameters are mutually dependent. It is an open problem the most effective pattern to 
be chosen and to find out if it depends on the length of the codewords. A possible new 
kind of quasigroup transformations and their performances for these codes should be 
investigated as well.   
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Abstract. Blue Midnight Wish hash function is one of 14 candidate

functions that are continuing in the Second Round of the SHA-3 com-

petition. In its design it has several S-boxes (bijective components) that

transform 32-bit or 64-bit values. Although they look similar to the S-

boxes in SHA-2, they are also different.

It is well known fact that the design principles of SHA-2 family of hash

functions are still kept as a classified NSA information. However, in the

open literature there have been several attempts to analyze those design

principles. In this paper first we give an observation on the properties

of SHA-2 S-boxes and then we investigate the same properties in Blue
Midnight Wish.

1 Introduction

Cryptographic hash functions are considered as the fundamental building part
of the modern cryptography and information security. They are present in nu-
merous protocols and schemes such as digital signatures, commitment schemes,
password protection schemes, in algorithms for checking the data integrity, key
derivation functions and cryptographic random number generators, authentica-
tion schemes and many others.

The most well known family of cryptographic hash functions is the so-called
MD4 family to which belong the hash functions: MD4, MD5, SHA-0, SHA-1 and
SHA-2.

MD4 and MD5 were designed by Ronald Rivest [1,2] and SHA family was
designed by NSA and adopted by National Institut of Standards and Technology
(NIST) as a US federal standard [3,4]. According to the time plan of the approved
use of cryptographic hash functions, the SHA-2 functions are intended to replace
SHA-1 in 2010 [4].

Being the most important part of the design of numerous cryptographic al-
gorithms and schemes, cryptographic hash functions of the MD4 family in the
last 15–20 years have been scrutinized by numerous cryptographers and we have
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witnessed several successful attacks and breakthroughs in their cryptanalysis.
We can mention the cryptanalysis of den Boer and Bosselaers [5,6] in 1991 and
1993, Vaudenay [7] in 1995, Dobbertin [8] in 1996 and 1998, Chabaud and Joux
[9] in 1998, Biham and Chen [10] in 2004, and Wang et al. [11,12,13,14] in 2005.
Note that the fastest method for finding MD5 collisions (so called “Tunneling
method”) was discovered by Klima in 2006 [29] and it is able to generate colli-
sions in several seconds on a standard PC. In short, the most well known crypto-
graphic hash functions such as: MD4, MD5, SHA-0 and SHA-1, have succumbed
to those attacks, but so far SHA-2 family remains unbroken.

Since SHA-2 was designed by NSA, the design principles behind its construc-
tion are not publicly available. However, several public papers produced by the
academic cryptographic community have been devoted to the cryptanalysis of
SHA-2 hash functions. Gilbert and Handschuh in 2003 have made an analysis of
the SHA-2 family [15]. They proved that there exist XOR-differentials that give
a 9-round local collision with probability 2−66. In 2004, Hawkes, Paddon and
Rose [16] improved the result and showed existence of addition-differentials of
9-round local collisions with probability of 2−39. Different variants of SHA-256
have been analyzed in 2005 by Yoshida and Biryukov [17] and by Matusiewicz
et al., [18]. In 2006, Mendel et al. [19], found XOR-differentials for 9-round local
collisions, also with probability 2−39 (recently improved to the value 2−38 [20] ).
In 2008, Nikolic̀ and Biryukov have found collisions in 21 step reduced SHA-256,
and their attack was afterwards improved by Indesteege et al., up to 24 steps [22].

Following the developments in the field of cryptographic hash functions, NIST
organized two cryptographic hash workshops [23] in 2005 and 2006 respectively.
As a result of those workshops, NIST decided to run a 4 year world-wide open
hash competition for selection of the new cryptographic hash standard SHA-3
[24]. The requirements for the hash digest size for the new cryptographic hash
functions are: 224, 256, 384 and 512 bits - the same as for the current SHA-2
standard. Out of 64 initial submissions, 51 entered the First Round [25], and 14
have been selected for the Second Round of the SHA-3 competition [26].

Blue Midnight Wish hash function is the fastest hash function among 14
candidates in the Second Round of the SHA-3 competition [27]. It has several
bijective components (S-boxes) that look like the bijective components in SHA-
2. In this paper we will describe some of the principles how these components
were chosen showing also comparison between the similar bijective components
that are present in SHA-2 functions.

The paper is organized as follows: In Section 2 we give some basic observations
on the properties of the four S-boxes present in SHA-2 design, in Section 3
we analyze the S-boxes of Blue Midnight Wish according to the observed
properties of SHA-2 S-boxes, and we end the paper with Conclusions and future
work.

2 Observations on Some Properties of the SHA-2 S-Boxes

SHA-2 is actually a family of four hash functions with outputs of 224, 256,
384 and 512 bits, and accordingly, sometimes SHA-2 functions are denoted as
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SHA-224, SHA-256, SHA-384 and SHA-512. The full description of SHA-2 family
can be found in [4].

The main difference between those four functions is that SHA-224 and SHA-
256 are defined by operations performed on 32-bit variables, while SHA-384 and
SHA-512 are defined by operations performed on 64-bit variables.

We give here the definitions of four S-boxes (or bijective transformations)
present in the design of SHA-2 that acts either on 32 or 64 bits, while the rest
of the design specifics are not important for this paper.

For SHA-224/256 those four bijective transformations are defined as:

Σ256
0 (x) = ROTR2(x) ⊕ ROTR13(x) ⊕ ROTR22(x)

Σ256
1 (x) = ROTR6(x) ⊕ ROTR11(x) ⊕ ROTR25(x)

σ256
0 (x) = ROTR7(x) ⊕ ROTR18(x) ⊕ SHR3(x)

σ256
1 (x) = ROTR17(x) ⊕ ROTR19(x) ⊕ SHR10(x)

(1)

where ROTRn(x) means rotation of the 32-bit variable x to the right for n
positions and SHRn(x) means shifting of the 32-bit variable x to the right for
n positions.

For SHA-384/512 the four bijective transformations are defined as:

Σ512
0 (x) = ROTR28(x) ⊕ ROTR34(x) ⊕ ROTR39(x)

Σ512
1 (x) = ROTR14(x) ⊕ ROTR18(x) ⊕ ROTR41(x)

σ512
0 (x) = ROTR1(x) ⊕ ROTR8(x) ⊕ SHR7(x)

σ512
1 (x) = ROTR19(x) ⊕ ROTR61(x) ⊕ SHR6(x)

(2)

where ROTRn(x) means rotation of the 64-bit variable x to the right for n
positions and SHRn(x) means shifting of the 64-bit variable x to the right for
n positions.

Previously, an interest to analyze the S-boxes in SHA-2 was described in the
work of Matusiewicz et al., [18] where they noted:

– “The substitution boxes Σ0 and Σ1 constitute the essential part of the hash
function and fulfil two tasks: they add bit diffusion and destroy the ADD-
linearity of the function.”

– “σ0 and σ1 have both the property to increase the Hamming weight of low-
weight inputs. This increase is upper bounded by a factor of 3. The average
increase of Hamming weight for low-weight inputs is even higher if three
rotations are used instead of two rotations and one bit-shift. However, a
reason for this bit-shift is given by the next observation.”

– “In contrast to all other members of the MD4-family including SHA-1, ro-
tating expanded message words to get new expanded message words is not
possible anymore (even in the XOR-linearised case). This is due to the bit-
shift being used in σ0 and σ1.”

In what follows we will give another observation for the used S-boxes in SHA-2.
For that purpose let us recall the following simple fact:



394 D. Gligoroski and V. Klima

Corollary 1. The relations expressed in equations (1) and (2) can be expressed
in a matrix-vector form:

Σ256
0 (x) = Σ256

0 · x
Σ256

1 (x) = Σ256
1 · x

σ256
0 (x) = s256

0 · x
σ256

1 (x) = s256
1 · x

(3)

Σ512
0 (x) = Σ512

0 · x
Σ512

1 (x) = Σ512
1 · x

σ512
0 (x) = s512

0 · x
σ512

1 (x) = s512
1 · x

(4)

where Σ256
0 , Σ256

1 , s256
0 and s256

1 are 32×32 nonsingular matrices in GF (2), and
where Σ512

0 , Σ512
1 , s512

0 and s512
1 are 64× 64 nonsingular matrices in GF (2) and

the vector x is 32 dimensional in equation (3) or is 64 dimensional in equation
(4). ��
For the properties that we have observed on SHA-2 S-boxes we need the following
Lemma:

Lemma 1. Every nonsingular matrix S of order n × n in GF (2), is also non-
singular in the ring Z2n(+, ∗) where the operation “+” is addition modulo 2n

and the operation “∗” is multiplication modulo 2n. ��
We have used Lemma 1 and interpreted the matrices Σ256

0 , Σ256
1 , s256

0 and s256
1

in the ring Z232(+, ∗), counting the number of different elements present in their
inverses:

(
Σ256

0

)−1,
(
Σ256

1

)−1,
(
s256
0

)−1 and
(
s256
1

)−1.
We did that too for

(
Σ512

0

)−1
,
(
Σ512

1

)−1
,
(
s512
0

)−1
and

(
s512
1

)−1
.

Before presenting the results of our analysis of S-boxes used in SHA-2, let us
formalize our observations by the following Definition:

Definition 1. For every nonsingular matrix S of order n × n in GF (2), let us
denote by C(S−1) the number of different elements present in the inverse matrix
S−1 when the inverse is taken in the ring Z2n(+, ∗).
For example let us take n = 16 and let S be the following matrix:

S =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1 0 1 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 0 1 0 0 1 0 0 1 1
1 0 0 0 0 0 0 1 0 1 0 0 1 0 0 1
1 1 0 0 0 0 0 0 1 0 1 0 0 1 0 0
0 1 1 0 0 0 0 0 0 1 0 1 0 0 1 0
0 0 1 1 0 0 0 0 0 0 1 0 1 0 0 1
1 0 0 1 1 0 0 0 0 0 0 1 0 1 0 0
0 1 0 0 1 1 0 0 0 0 0 0 1 0 1 0
0 0 1 0 0 1 1 0 0 0 0 0 0 1 0 1
1 0 0 1 0 0 1 1 0 0 0 0 0 0 1 0
0 1 0 0 1 0 0 1 1 0 0 0 0 0 0 1
1 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0
0 1 0 1 0 0 1 0 0 1 1 0 0 0 0 0
0 0 1 0 1 0 0 1 0 0 1 1 0 0 0 0
0 0 0 1 0 1 0 0 1 0 0 1 1 0 0 0
0 0 0 0 1 0 1 0 0 1 0 0 1 1 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
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The inverse matrix S−1 in Z216(+, ∗) is the following matrix:

S−1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

16191 60910 46261 48574 12336 7710 53971 50116 62452 57055 19275 56284 771 57826 11565 15420
15420 16191 60910 46261 48574 12336 7710 53971 50116 62452 57055 19275 56284 771 57826 11565
11565 15420 16191 60910 46261 48574 12336 7710 53971 50116 62452 57055 19275 56284 771 57826
57826 11565 15420 16191 60910 46261 48574 12336 7710 53971 50116 62452 57055 19275 56284 771

771 57826 11565 15420 16191 60910 46261 48574 12336 7710 53971 50116 62452 57055 19275 56284
56284 771 57826 11565 15420 16191 60910 46261 48574 12336 7710 53971 50116 62452 57055 19275
19275 56284 771 57826 11565 15420 16191 60910 46261 48574 12336 7710 53971 50116 62452 57055
57055 19275 56284 771 57826 11565 15420 16191 60910 46261 48574 12336 7710 53971 50116 62452
62452 57055 19275 56284 771 57826 11565 15420 16191 60910 46261 48574 12336 7710 53971 50116
50116 62452 57055 19275 56284 771 57826 11565 15420 16191 60910 46261 48574 12336 7710 53971
53971 50116 62452 57055 19275 56284 771 57826 11565 15420 16191 60910 46261 48574 12336 7710
7710 53971 50116 62452 57055 19275 56284 771 57826 11565 15420 16191 60910 46261 48574 12336

12336 7710 53971 50116 62452 57055 19275 56284 771 57826 11565 15420 16191 60910 46261 48574
48574 12336 7710 53971 50116 62452 57055 19275 56284 771 57826 11565 15420 16191 60910 46261
46261 48574 12336 7710 53971 50116 62452 57055 19275 56284 771 57826 11565 15420 16191 60910
60910 46261 48574 12336 7710 53971 50116 62452 57055 19275 56284 771 57826 11565 15420 16191

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

so C(S−1) = 16 because the matrix S−1 has these 16 different elements: {771,
7710, 11565, 12336, 15420, 16191, 19275, 46261, 48574, 50116, 53971, 56284,
57055, 57826, 60910, 62452}.

The measure C(S−1) can be seen as a concept close to the concept of one-
wayness of the bijective transformations i.e. close to the concept of the compu-
tational asymmetry as defined in [28] and the references there. However, in this
moment we do not have a defined strong and precise mathematical connection
between our measure C(S−1) and the concept of the computational asymmetry.

By simple application of the Definition 1 we have obtained the following result:

Corollary 2.
C

(
Σ256

0
−1) = 32, C

(
Σ256

1
−1) = 32, C

(
s256
0

−1) = 504 and C
(
s256
1

−1) = 121.
C

(
Σ512

0
−1) = 64, C

(
Σ512

1
−1) = 64, C

(
s512
0

−1) = 116 and C
(
s512
1

−1) = 2044.
��

Since S-boxes in SHA-2 are obtained either by only three rotations or by two
rotations and one shift to the right, we were interested to see what are the other
statistical properties of the whole set of all possible S-boxes that can be obtained
either by three rotations or by two rotations and one shift to the right, operating
on 32 or 64 bits.

Our findings are presented in the next three Corollaries (the proofs of all of
them can be done by simple exhaustive search).

Corollary 3. If the function Σ : {0, 1}n → {0, 1}n is defined as

Σ(x) = ROTRr1(x) ⊕ ROTRr2(x) ⊕ ROTRr3(x) ≡ (Σ) · x (5)

where n = 32 or n = 64 and 0 ≤ r1 < r2 < r3 < n, then Max(C(Σ−1)) = n. ��
Corollary 4. If the function s : {0, 1}32 → {0, 1}32 is defined as

σ(x) = ROTRr1(x) ⊕ ROTRr2(x) ⊕ SHRr3(x) ≡ s · x (6)

where 0 ≤ r1 < r2 < 32, 0 ≤ r3 < 32, then Max(C(s−1)) = 523. ��
Corollary 5. If the function s : {0, 1}64 → {0, 1}64 is defined as

σ(x) = ROTRr1(x) ⊕ ROTRr2(x) ⊕ SHRr3(x) = s · x (7)

where 0 ≤ r1 < r2 < 32, 0 ≤ r3 < 32, then Max(C(s−1)) = 2079. ��
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It is noticeable that NSA designers of SHA-2 have chosen some of the S-boxes to
have the maximal possible value, i.e. the values of C

(
Σ256

0
−1)=32, C

(
Σ256

1
−1)=

32, C
(
Σ512

0
−1) = 64, C

(
Σ512

1
−1) = 64. They have also chosen two of the S-boxes

with almost maximal values i.e. C
(
s256
0

−1) = 504 and C
(
s512
1

−1) = 2044.
For n = 32, the total distribution of C(Σ−1) i.e. when Σ(x) = ROTRr1(x)⊕

ROTRr2(x)⊕ROTRr3(x) ≡ (Σ) ·x is given on Figure 1. There are in total 4960
S-boxes of type Σ and as we can see, there are just 8 possible values for C(Σ−1),
forming the set {2, 3, 6, 8, 10, 15, 17, 32}. The majority of those S-boxes (almost
62%) belongs to the category with 32 different elements in their inverse matrix.

Fig. 1. A distribution of all possible values of C(Σ−1) for n = 32

The distribution of C(s−1) i.e. when σ(x) = ROTRr1(x) ⊕ ROTRr2(x) ⊕
SHRr3(x) ≡ (s) · x is pretty different (and not very appropriate for graphical
presentation). There are in total 489 different categories of S-boxes of type s
according to the value of C(s−1), where minimal value is 3 and maximal value
is 523.

For n = 64, the total distribution of C(Σ−1) i.e. when Σ(x) = ROTRr1(x)⊕
ROTRr2(x)⊕ROTRr3(x) ≡ (Σ)·x is given on Figure 2. There are in total 41664
S-boxes of type Σ and as we can see, there are just 11 categories of possible values
for C(Σ−1), forming the set {2, 3, 6, 8, 10, 16, 17, 18, 31, 33, 64}. The majority of
those S-boxes (almost 69%) belongs to the category with 64 different elements
in their inverse matrix.

Similarly, the distribution of C(s−1) i.e. when σ(x) = ROTRr1(x) ⊕
ROTRr2(x) ⊕ SHRr3(x) ≡ (s) · x is pretty different. There are in total 63923
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Fig. 2. A distribution of all possible values of C(Σ−1) for n = 64

S-boxes distributed in 2038 categories according to the value of C(s−1), where
minimal value is 3 and maximal value is 2079.

So, as a conclusion from this analysis of SHA-2 S-boxes we can say that NSA
have chosen majority of the S-boxes (6 out of 8 S-boxes) to have the property
that they have maximal or close to maximal value of C(Σ−1) or C(s−1). Since
the design principles for SHA-2 are still kept classified, we do not know is this
observation just a coincidence or there is a stronger mathematical connection.

3 Properties of Blue Midnight Wish S-Boxes

Blue Midnight Wish hash function has the following bijective components
(S-boxes) that are the subject of interest in this paper:

BMW224/256 :

⎧⎪⎪⎨
⎪⎪⎩

s0(x) = SHR1(x) ⊕ SHL3(x) ⊕ ROTL4(x) ⊕ ROTL19(x)

s1(x) = SHR1(x) ⊕ SHL2(x) ⊕ ROTL8(x) ⊕ ROTL23(x)

s2(x) = SHR2(x) ⊕ SHL1(x) ⊕ ROTL12(x) ⊕ ROTL25(x)

s3(x) = SHR2(x) ⊕ SHL2(x) ⊕ ROTL15(x) ⊕ ROTL29(x)

(8)

BMW384/512 :

⎧⎪⎪⎨
⎪⎪⎩

s0(x) = SHR1(x) ⊕ SHL3(x) ⊕ ROTL4(x) ⊕ ROTL37(x)

s1(x) = SHR1(x) ⊕ SHL2(x) ⊕ ROTL13(x) ⊕ ROTL43(x)

s2(x) = SHR2(x) ⊕ SHL1(x) ⊕ ROTL19(x) ⊕ ROTL53(x)

s3(x) = SHR2(x) ⊕ SHL2(x) ⊕ ROTL28(x) ⊕ ROTL59(x)

(9)

where ROTLn(x) means rotation of the variable x to the left for n positions and
SHLn(x) means shifting of the variable x to the left for n positions (variables
are 32-bit long for BMW224/256 and they are 64-bit long for BMW384/512).
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By simple application of the Definition 1 we can obtain the following result:

Corollary 6.

BMW224/256 :

⎧⎪⎪⎨
⎪⎪⎩

C
(
s0−1

)
= 524

C
(
s1−1

)
= 528

C
(
s2−1

)
= 528

C
(
s3−1

)
= 528

(10)

BMW384/512 :

⎧⎪⎪⎨
⎪⎪⎩

C
(
s0−1

)
= 2080

C
(
s1−1

)
= 2080

C
(
s2−1

)
= 2080

C
(
s3−1

)
= 2080

(11)

��
Although S-boxes in Blue Midnight Wish have four operations (compared
to the three of SHA-2), it comes as a little surprise that the maximal value
of C

(
s−1

)
for n = 32 and n = 64 for the types of S-boxes defined in Blue

Midnight Wish is not much bigger than the corresponding maximal values for
SHA-2. That is easily checkable fact by a simple exhaustive search of all possible
S-boxes of the type defined in Blue Midnight Wish.

Corollary 7. If the function s : {0, 1}32 → {0, 1}32 is defined as

s(x) = SHRr1(x) ⊕ SHLr2(x) ⊕ ROTLr3(x) ⊕ ROTLr4(x) ≡ s · x (12)

where 0 ≤ r1 < 32, 0 ≤ r2 < 32, 0 ≤ r3 < r4 < 32, then Max(C(s−1)) = 528.
��

Corollary 8. If the function s : {0, 1}64 → {0, 1}64 is defined as

s(x) = SHRr1(x) ⊕ SHLr2(x) ⊕ ROTLr3(x) ⊕ ROTLr4(x) ≡ s · x (13)

where 0 ≤ r1 < 64, 0 ≤ r2 < 64, 0 ≤ r3 < r4 < 64, then Max(C(s−1)) = 2080.
��

Corollaries 6, 7 and 8 show that we chose 7 S-boxes with maximal C(s−1) value
and one with a value which is very near to the maximum. More precisely, our
design criteria were the following:

– Logical functions si, i = 0, . . . , 3, are bijections in {0, 1}32 → {0, 1}32 (resp.
in {0, 1}64 → {0, 1}64) i.e. they are S-boxes.

– They have different pairs of 1-bit, 2-bits or 3-bits shifts to the left and to
the right.

– They have different pairs of rotations to the left, in such a way that one
rotation is less than w/2, w = 32, 64, and the other rotation is bigger than
w/2.

– The values of the rotations that are less than w/2 are in the interval of ±2
(resp. ±4) around numbers {2, 6, 10, 14} (resp. {4, 12, 20, 28}).
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– The values of the rotations that are bigger than w/2 are in the interval of
±2 (resp. ±4) around numbers {18, 22, 26, 30} (resp. {36, 42, 50, 58}).

– The values C
(
si

−1
)
, i = 0, . . . , 3, to be the maximal possible (or very close

to the maximal value).

By computer search we have found hundreds of such bijections and from
them we have chosen the eight particular functions s0, s1, s2 and s3 (four for
BMW224/256 and four for BMW384/512).

4 Conclusions and Future Work

The design principles of SHA-2 family of hash functions are still kept as a clas-
sified NSA information. In the open literature there have been several attempts
to analyze those design principles.

In the design of Blue Midnight Wish cryptographic hash function as a
SHA-3 candidate, several bijective components (S-boxes) have been chosen with
properties that are similar to the properties of S-boxes in SHA-2.

The observations presented in this paper probably open more new questions
than close some. One obvious thing that have to be done in the next period
would be to establish firm mathematical connection between our defined measure
Max(C(s−1)) and the theory of computational asymmetry.
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Abstract. In this paper we present an analysis methodology for the possible 
improvements of the performance of Adaptive Petri-Net Grid Genetic 
Algorithm workflow. Genetic Algorithms are very powerful optimization 
technique that is easily parallelized using different approaches which makes it 
ideal for the Grid. The High Level Petri-Net workflow model greatly 
outperforms currently available DAG workflow model available in gLite Grid 
middleware. Using the flexibility of the High Level Petri-Net workflows we 
have designed an adaptive workflow that overcomes the heterogeneity and 
unpredictability of the Grid infrastructure, giving users better and more stable 
execution times than formerly used DAG workflows. The performance of the 
Petri-Net Grid Genetic Algorithm is analyzed using several parameters that 
change the behavior of the optimization. The performance is measured as a 
shortening of the overall execution time of the workflow in the process of 
searching for a solution with suitable quality. In the course of the analysis we 
defined a stable measurement of the quality of the solution used in the 
experiments. The experimental results obtained by Genetic Algorithm 
optimization of performance of the Data Warehouse design have shown the 
unexpected interesting influence some parameters have over the optimization 
time for obtaining the same quality level. 

Keywords: Genetic Algorithms, High level Petri-nets, Grid Workflows. 

1   Introduction  

Workflows programming model represents very appealing approach in Grid scientific 
computations, because it allows representation of large scientific computational 
processes as a high level graphs. Different approaches have emerged for representation 
of Grid workflows, having different level of complexity and capabilities. 

Currently most widely used workflow model on the gLite Grid middleware is DAG 
(Direct Acyclic Graph). It enables easy representation of simple scientific workflows, 
allowing only acyclic data dependencies in the graph of processes and thus enabling 
sequence and parallelism constructs. Even though DAG workflows in theory should 
enable choice, gLite DAG workflows do not allow for a choice construct. This limits 
the ability of scientists to design more complex workflows containing choices and 
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iterations. Different Grid projects allow the execution of more complex workflows 
relying on different workflow models. It has been shown that the Petri-Net formalism 
for workflow description outperforms other modeling formalisms, mainly due to its 
formal state-based structure and availability of analysis techniques [1]. 
GWorkflowDL [7] is an XML style language for representation of High Level Petri-
Nets (HLPN) for scientific Grid workflows. It has not been adopted by gLite, but 
simple Workflow Management Service (WfMS) for execution of GWorkflowDL 
workflows on gLite is in development. 

Evolutionary Algorithms (EA) are a computational model inspired by the natural 
process of evolution. They have been successfully used for solving complex 
optimization problems. Genetic Algorithms (GA), a subclass of EA, search for 
potential solution by encoding the data into a chromosome-like structure. The search 
is done over a set of chromosomes (population) with repetitive application of 
recombination, mutation and selection operators until a certain condition is reached. 
One repetition is called a generation.  

Usually the search for a solution using Genetic Algorithm is a long and 
computationally intensive process. Researchers running hundreds of optimizations, 
before they reach desired results are in great need for CPU power. Fortunately the 
Genetic Algorithms are easily parallelized using data partitioning of the population 
among different processes. This kind of parallelism ensures close to linear speedup, 
and sometimes super-linear speedup. Over the past years many variants of 
parallelization techniques have been exploited for parallelization of Genetic 
Algorithms [3][12]. 

Grid genetic algorithms have been efficiently used for solving different problems 
[6] [8]. Our previous research in the field of Grid Genetic Algorithms was focused on 
the development, analysis and optimization of different Grid workflow modeling 
techniques, starting from gLite DAG workflows [9][15], followed by the Adaptive 
Grid Genetic Algorithms based on the High Level Petri-Net GWorkflowDL model 
that copes with the unpredictability and heterogeneity of the Grid infrastructure and 
thus obtains much more stable and shorter execution time than previously used DAG 
workflows. [10] 

The evaluation of the performance of the adaptive Grid workflow algorithm was 
done by optimization of Data Warehouse performance using genetic algorithms. The 
goal of the optimization process is to select the optimal state of the implementation 
schema (optimal Data Warehouse design) in order to minimize the workload 
processing cost. Our previous research in the field of Data Warehouse performance 
optimization by Grid workflows has shown great gain in performance compared to 
standard Genetic Algorithms. The analysis of the results has shown that the speedup 
factor is greatly influenced by the level of concurrency introduced in the workflow for 
a given problem size, due to instability and unpredictability of the Grid [15]. 

In this paper we present a more in-depth analysis of the adaptive workflow grid 
genetic algorithm. The results of the analysis show the possibility of optimization of 
the total execution time by fine tuning workflow parameters.  

The rest of this paper is organized as follows. In Section 2, we present the Grid 
genetic algorithms and the Petri-Net workflow model. In Section 3, we focus on the 
analysis and optimization of the Adaptive Grid Genetic Algorithm based on the Petri-
Net workflow model. The experimental results obtained by optimization of Data 
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Warehouse problem for the performance measurements of the proposed workflow 
tuning parameters of the Adaptive Grid Genetic Algorithm approach is presented in 
Section 4. Finally, Section 5 concludes this paper and gives future development 
issues. 

2   Optimization of Adaptive Grid Genetic Algorithms 

The Parallel Genetic Algorithms (PGAs) are extensions of the single population GA. 
The well-known advantage of PGAs is their ability to perform speciation, a process 
by which different subpopulations evolve in diverse directions simultaneously. They 
have been shown to speed up the search process and to attain higher quality solutions 
on complex design problems [4][14]. 

There are three major classes of Parallel Genetic Algorithms: Master-slave, Cellular 
and Island. Master-slave parallelization uses single population of chromosomes and 
parallelizes only the chromosome evaluation part of the optimization. This makes it 
suitable for usage in parallel environments that have shared memory. Cellular Parallel 
Genetic Algorithms also consist of single chromosome population, but the computation 
can be partially structured. This is mostly suitable for massively parallel systems, 
consisting of large number of processing elements organized in a topology, which is 
followed by the Parallel Genetic Algorithm. Most widely used and most sophisticated 
Parallel Genetic Algorithms is the Island PGA, or in other words Multi-population 
PGA. This approach enables parallel nearly-independent execution of populations. The 
only connection between the populations is occasional migration of chromosomes. 
This kind of Parallel Genetic Algorithm is suitable for message passing parallelism 
environments. 

The nature of the Grid makes it best suited for Island Parallel Genetic Algorithm for 
achieving high performance parallelism. We chose to investigate the implementation 
of Grid genetic algorithms using Grid workflows for work distribution. Grid 
workflows represent a network of interconnected Grid jobs where interconnected jobs 
are data dependent, i.e. data output from one job is feeded into the dependent jobs for 
further processing. This model of parallel execution allows easy, efficient and more 
natural use of the Grid for data parallelization problems that can be easily divided into 
parallel independent jobs. When we gridify the Genetic Algorithms, each job in the 
workflow represents single population, i.e. island, which is iterated several generations. 
Iteration of one generation includes breeding, mutation and selection on the population. 
We name such jobs Breeder. 

The definition of the workflow that will implement the distributed execution of the 
Grid genetic algorithm can be defined in many different ways. When using DAG 
workflows we defined the workflow in epochs, where we wait for all started islands to 
finish the breeding process for certain number of iterations, i.e. end of an Epoch. Then 
Grid Genetic Algorithm needs to migrate population between the islands. This was 
implemented in the workflow as a separate workflow job, Migrator that joins output 
populations from several jobs, and after migration of genetic material, sends the 
mixed populations to a new set of Breeder jobs, i.e. start of a new Epoch. The whole 
optimization Grid workflow is defined as a several epochs of breeding, where at the 
end we collect the final populations as a final result, Collector job [9]. We addressed 
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the disadvantages of the static DAG nature by using adaptive Genetic Algorithm 
using Petri-net workflows [10]. First optimization step of the static DAG Grid Genetic 
Algorithm was by joining the Migrator jobs with their following workflow dependent 
Breeder jobs. This process eliminates the scheduling of large number of very short 
jobs and thus shortens the time greatly. Even with this optimization we saw that the 
achieved level of concurrency and speedup was far from the desired level. After the 
analysis of the workflow jobs execution times we concluded that a stalling job (long 
queue time) were the main reason for the degraded the level of concurrency of the 
workflow, leading to an large and instable execution time with a big deviation from 
the mean estimated execution time. This unpredictability was addressed by using 
more powerful workflow expression formalism – High Level Petri-net workflows. 

The High Level Petri-Net (HLPN) model extends classical Petri-Net model with 
features that make them more suitable for workflow representation [1]. High Level 
Petri-Nets allow for nondeterministic and deterministic choice, simply by connecting 
several transitions to the same input place and annotating edges with conditions. For 
incoming edges, variable names are used as edge expressions, which assign the token 
value obtained through this edge to a variable of that name. Additionally, each 
transition can have a set of boolean condition functions. A transition can only fire if 
all of its conditions evaluate to true for the input tokens. Another advantage over 
DAG is that DAGs only have a single node type, which means that data flowing 
through the net cannot be modeled easily. In contrast, Petri Nets are able to model the 
state of the program execution by tokens flowing through the net. 

Grid Petri-net workflows represent standard Petri-net workflows where the 
transitions can represent Grid Job submission and tokens represent data flowing from 
job to job. This makes the Petri-net Grid workflow model very appealing to scientists 
as it gives better mapping of real scientific processes to Grid workflows. 

Many efforts have been done in order to propose a Grid workflow description 
language based on the Petri Nets formalism. GWorkflowDL is a language developed 
by the Fraunhofer FIRST research group an XML-based language which uses the 
High Level Petri Nets (HLPN) modeling formalism allowing extensions with user 
defined operation types [2][7]. In the course of EGEE II project a development of 
WfMS was started as a Workflow engine to support GWorkflowDL workflows on 
gLite middleware [13]. In our research we used the WfMS for gLite for the execution 
of the Adaptive Grid Genetic Algorithm workflow. In order to define the Adaptive 
Grid Genetic Algorithm using Petri-net workflow model we used the ability to define 
a non-deterministic connection between jobs. This means that after the submission of 
the initial Epoch of Breeder jobs, the workflow does not need to specify which 
specific jobs need to finish, for the migration to take place. Hence the new submission 
of Migration/Breeder jobs will not be influenced by the stalling jobs which was the 
case in DAG workflows. The Petri-net graph of the Adaptive Grid Genetic algorithm 
is shown in Fig. 1. 

Another ability of the Petri-net workflow model is the availability of conditional 
loops, which can enable optimizations to be executed until certain threshold is met. 
This allows for genetic optimization using non fixed number of islands, which enables 
search for the solution with a certain level of quality. 
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Fig. 1. Adaptive Grid Genetic Algorithm Petri-net workflow for 4 concurrent islands and MF=2 

3   Analysis of the Adaptive Grid Genetic Algorithm 

Prior to the analysis of the different parameter influence of the overall execution time 
we need to define a solution quality assessment methodology, i.e. definition of a 
measuring technique that will determine that the solution has converged and we do 
not need to further search for a better one. This poses a great challenge for several 
reasons. First the nature of the adaptive algorithm is that it needs to assess the 
solutions very frequently and with partial information, i.e. when several jobs finish 
the workflow assesses the solution and decides if it will continue with new job 
submissions or it will wait for the others to finish. Secondly, if we have all population 
results it is very hard to assess the convergence of the solution. 

In order to select the proper solution quality measurement we executed many 
workflows with a large number of jobs in order to see how is the process of 
convergence towards the solution with respect to the finishing times of the Grid jobs. 
We noticed that the solution quality tends to increase in steps shorter or in the order of 
the level of concurrency in the workflow. This means that when analyzing the level of 
quality in the solution one needs to analyze only the several last finished populations 
k. The amount of the population analyzed should be at least the level of concurrency 
in the workflow, but not the whole set of finished populations. We investigated 
several techniques in order to assess if the increase of the solution quality is 
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significant enough for the search to continue. We chose to use the following 
measurement: 

 
(3.1) 

where X is the series obtained in the following manner. After each batch of 
populations/jobs finish (migration factor), we record the best solution until each 
population ordered by time, and insert the best solution as a new item in the series. If 
the series is longer than the predefined value of k, we remove the oldest items in the 
sample in order for X to have always maximum k elements. The choice of this 
measurement is to evaluate the deviation of the result not to vary too much in respect 
to its value. In our further research of the parameters we will choose m to be lower 
then 0.1 (obtained for our experiments by experimental evaluation). 

Adaptive Grid Genetic Algorithm has several parameters that can be used for 
changing the behavior of the workflow and thus obtains different execution time and 
different quality of the solution. These parameters are: 

• Migration Factor – number of populations that exchange genetic material once they 
finish an epoch. This parameter will influence two aspects of the optimization. 
First is the overall execution time. In our previous work we have concluded that 
the overall workflow execution time greatly increases as the factor increases due to 
the bigger amount of stalling jobs influence on the submission. On the other hand 
bigger migration factor greatly influences the convergence of towards the solution. 
This is why we consider investigating this correlation. 

• Number of Concurrent Islands – number of populations that are submitted to the 
grid in parallel. Number of concurrent islands potentially enables bigger 
concurrency in the workflow execution. Nevertheless, the availability of resources 
and splitting the genetic algorithm in too many populations might have decreasing 
factor on the performance. 

• Migration Strategy – selection of different migration strategy might speed up 
solution search and achieve better quality. We choose the strategy where a certain 
number of chromosomes of each population is migrated to all other populations 
that enter the migration process. This parameter is called the Migration Step. By 
default we choose to use the elitism strategy where we migrate only the best 
chromosome of the populations that enter the migration process. We decided not to 
experiment with this parameter according to experimental results shown by [5]. 

• Number of Iterations per Population – this is the number of generations each 
population executes in an epoch, i.e. in a single Grid job. This parameter influences 
the performance from two aspects. Larger number of generations increases the 
execution time per process/job, making the Grid overheads look insignificantly 
small. On the other hand making too many generations without migrations might 
produce worse results.  

4   Experimental Results 

We evaluated the influence of the different parameters over the overall optimization 
time of the Adaptive Grid Genetic Algorithm by optimizing Data Warehouse 
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performance. The influence was measured only in the course of time optimization, i.e. 
shortening the overall execution time of the workflow while obtaining a solution that 
satisfies the quality measurement level. The mentioned optimization problem was 
described in great details in our previous work [15][10]. As in our previous work, the 
experiments were implemented in Java using JGAP [11] library and was executed on 
SEE-GRID infrastructure. 

As defined in the previous section the experiments were evaluated using three out 
of four variable parameters. The values used for evaluation of the parameters were: 3-
5-7 for the Migration Factor (MF), 10-20-40 for the Number of concurrent islands (N) 
and 50-100-400 for the number of iterations per population (I). Usual execution time 
of one population of 100 iterations is around 20 minutes. 

In Fig. 2 - Fig. 4 we can see three graphs representing the obtained results from the 
parameter evaluation. They represent the experimental optimization time for 
obtaining the solution for 50, 100 and 400 iterations per population/job respectively.  
 

 

Fig. 2. Evaluation of the parameter N and MF influence over optimization time for I=50 

 

Fig. 3. Evaluation of the parameter N and MF influence over optimization time for I=100 
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Fig. 4. Evaluation of the parameter N and MF influence over optimization time for I=400 

The three different lines represent different migration factors mentioned above, as for 
the X-axis represents the concurrency level, i.e. number of parallel islands. As it can 
be seen from the graphs the best solution is always obtained using the lowest 
parameters, i.e. 10 parallel jobs, using migration factor 3, number of iterations 50. The 
best optimization time was not very much influenced by number of iterations per job. 
This shows that even though bigger concurrency level and bigger number of iterations 
per population should increase convergence speed, it is greatly influenced badly from 
the long queue times of too many jobs. 

As mentioned in previous chapter we use competition measurement of 0.05. The 
reason for this can be seen from Fig. 5 that shows the effect on quality of the solution 
as opposed to different values of m. The values in the graph shows mean percentage 
of difference from the best achieved solution, together with standard deviation from 
the mean percentage. The best achieved solution was obtained as we discarded the 
quality measurement technique for stopping the optimization, and let the optimization 
work for 200 populations. It can be seen that this method ensures good evaluation of 
the quality of the result even for very low values of m.  
 

 

Fig. 5. Evaluation of the influence of Competition Measurement m over the obtained solution  
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5   Conclusion 

In this paper we have analyzed the possibilities of optimization of the previously 
defined and researched Adaptive Grid Genetic Algorithm. The defined performance 
parameters were experimentally analyzed for their effect over the overall execution 
time of the Adaptive Grid Genetic Algorithms in the search for a good quality 
solution. As a consequence we have defined a good measurement for evaluation of 
the quality of the solution that greatly shortens the overall execution time. The 
experimental results show that despite the expected increase in speedup of solution 
convergence using bigger migration factors, higher number of iterations and using 
more concurrency, the influence of the Grid instability factors is too big and that the 
best solution is obtained using low migration, low concurrency level and low number 
of iterations per population. This is not a general case, since other factors that are 
relative to the optimization also influence the performance. Some of them are Grid 
related (available Grid resources), some are problem related (depending on the nature 
of the problem). Nevertheless the methodology covered in this paper enables 
researchers using Adaptive Grid Genetic Algorithm to evaluate their specific case of 
optimization and determine the parameters that give best performance. 

Future research needs to be done concerning other aspects of optimization of 
performance. In this paper we only addressed the workflow and Genetic Algorithm 
aspects that influence the performance. The best performance optimization can be 
archived by addressing the main reason for performance degradation – long Grid job 
queuing times. 
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Abstract. Leveraging the huge seismic data collections can be a quite 
challenging process, especially if the available data comes from large number 
of sources. Computing Grids enable such processing, giving the users necessary 
tools to share the data from various countries and sources. Processing this data 
not only gives results related to the earthquakes themselves, but also it reveals 
the geological features of the observed regions. Using the gLite base Grid, we 
propose a framework for massively parallel wavelet data processing of the 
seismic waveforms using advanced Grid workflows. Such workflows enable 
users to use the power of the Grid more easily and to achieve better 
performance. In the process of the data processing we use seamlessly several 
different grid services (AMGA, LFC ...) to locate the necessary data and to 
extract the needed information. The Grid application uses waveform data from 
several earthquakes from the same recording station. For the processing we use 
continuous wavelet transformation in order to capture the characteristics of the 
earth crust following the path from the earthquake origin towards the station. 
These features are recorded and later are classified using pattern matching to 
identify important characteristics of some specific seismic region as seen from 
that specific station. 

1   Introduction 

Wavelet theory has matured in past years as a new mathematical tool for time series 
analysis [3] [5] [7]. However, although it seems quite natural to be applied in 
seismology, it seems that it is in its initial stage [2].  

Having in mind that the input data for such processing is based on the waveform 
data recorded by the seismic sensors, which represents a huge volume of data, it is 
necessary to facilitate some mechanisms and methodologies to cope with its storage 
and processing. Computational Grids present a powerful and most suited processing 
tool to address both the distributed storage and the high level of processing needed.  

Since the processing of the data is not trivial, we propose the usage of complex 
workflows based on the Petri-net Grid Workflows. The High Level Petri-Net workflow 
model greatly outperforms currently available DAG workflow model available in gLite 
Grid middleware. DAG workflows only allow acyclic data dependencies in the graph 
of processes that enables sequence and parallelism construct. This limitation allows 
only representation of simple scientific workflows, which limits the ability of scientists 
to design more complex workflows containing choices and iterations [1]. 



412 L. Jordanovski, B. Jakimovski, and A. Misev 

The High Level Petri-Net (HLPN) model extends classical Petri-Net model with 
features that make them more suitable for workflow representation [1]. High Level 
Petri-Nets allow for nondeterministic and deterministic choice, simply by connecting 
several transitions to the same input place and annotating edges with conditions. For 
incoming edges, variable names are used as edge expressions, which assign the token 
value obtained through this edge to a variable of that name. Additionally, each 
transition can have a set of Boolean condition functions. A transition can only fire if 
all of its conditions evaluate to true for the input tokens. Another advantage over 
DAG is that DAGs only have a single node type, which means that data flowing 
through the net cannot be modeled easily. In contrast, Petri Nets are able to model the 
state of the program execution by tokens flowing through the net. 

Grid Petri-net workflows represent standard Petri-net workflows where the 
transitions can represent Grid Job submission and tokens represent data flowing from 
job to job. This makes the Petri-net Grid workflow model very appealing to scientists 
as it gives better mapping of real scientific processes to Grid workflows.  

GWorkflowDL [11] is an XML style language for representation of High Level 
Petri-Nets (HLPN) for scientific Grid workflows. It has not been adopted by gLite, 
but simple Workflow Management Service (WfMS) for execution of GWorkflowDL 
workflows on gLite is in development. 

2   Wavelet Analysis of the Seismic Data 

Analysis of the earthquake data can reveal different characteristics regarding the 
earthquakes origin and the waves travelling through earths crust. After exploring 
several signal analysis techniques we noticed that making a continuous or discrete 
wavelet transformations and plotting the results in coordinate system, scales versus 
time, one could notice striking similarity of the wavelet images, coming from the 
same source region between different seismic records. On the other hand the images 
had noticeable difference for records of earthquakes occurred in different source 
region. It is assumed that those similar image patterns are due to same underlying 
geological setting while the differences (usually for smaller scale) are due to different 
source mechanism and finer geological structures. In the first approximation of 
geological structure, similarities of the image patterns in domain of large scale are 
noticeable even for the records from different source regions.  

With massive processing of earthquake records one could define: Common 
features of the propagation path for the given seismic source region or to define 
empirical transfer function of the media (Green function); Calculation of the artificial 
seismograms; Determine the source region based on a single earthquakes record; 
Determine the more realistic attenuation curve of the selected feature (parameter), 
very much needed in seismic hazard and risk analysis; Mapping (coding) of the given 
earthquake prone region in terms of selected parameters; Seismic source parameters. 

Apart from above stated goals other possible benefits could be: 

• Better noise removal from the seismic records. 
• Possible better and more accurate different phase identification. 

In order to facilitate this research a great computational power is needed in order to 
extract as many features as possible from as many as possible seismic regions. As the 
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sample of processed earthquakes gets bigger and bigger, a better trained classificators 
will be developed. A solution for the great computational and storage needs of this 
research lies in Computational Grids. As in our previous work, we use gLite Grid 
middleware and implement the application on the SEE-GRID infrastructure. 

2.1   Wavelet Processing 

During developing the main core of the algorithm regarding wavelet data processing 
we have realized that certain parameters of the records should be the same for every 
processing:  

• Time span before the first wave phase (usually P-phase) reached recording station. 
o It could be constant or 
o It could be time of the earthquake occurrence in hypocenter. (For the regional 

earthquakes for distance less than 300 km it is less than 30 to 40 sec.) 
• Total duration of the record should be equal, allowing small portion of data after 

seismic waves passed the station and records reached noise level. 
• Equal time sampling interval (delta t). 
• It is also desirable but not necessarily if all records are filtered with same filter so 

that frequency band is equal for all records. 

We have focused on wavelet analysis using continuous wavelet transformation and 
obtaining image of the wavelet coefficients in time-scale coordinate system for further 
processing (Howard et al. 2002). The following formula defines the coefficient 
calculation using time integral over the input signal using the wavelet: 

 

where a – scale (frequency), b – time shift, C(a, b) wavelet coefficients. 
Consider the following example earthquake (Figure 1): 2009-02-21, 01:29:01.1 

GMT, 41.33 N 20.26E, Ml = 3.7, Albania. Recording stations: Tirana (Albania), 
Skopje, Bitola, Valandovo (R. Macedonia) 

 

Fig. 1. Earthquake of 2009-02-21, 01:29:01.1 GMT, Albania 
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In our initial analysis, we have used the Mexican-hat wavelet. We plan on using 
different wavelets that have some physical meaning like Morlet wavelet. However it 
will be a subject of analysis and future research.  

In the Figures 2-5 we represent the recording of the same earthquake as recorded 
from four different recording stations, Tirana – Albania; Valandovo, Bitola, Skopje – 
Macedonia respectively. In each figure the top graph represents time history, i.e. 
signal received from the station. Second (middle) graph is squared time history i.e. 
energy of the signal, while third (bottom) figure is image of continuous wavelet 
coefficients of energy time history.  

 

 

Fig. 2. Recording from station Tirana 

 

Fig. 3. Recording from station Valandovo 
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Fig. 4. Recording from station Bitola 

 

 

Fig. 5. Recording from station Skopje 

In our example, the two stations Bitola (Figure 3) and Valandovo (Figure 4) have 
approximately same azimuth regarding epicenter. Bitola is on half distance between 
Valandovo station and epicenter. However due to same global geological profile 
between stations and hypocenter, images resemble each other. This is more 
pronounced on larger scale (longer period wavelet). Station Tirana (Figure 2) is 
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closest to the epicenter and similarity of the images disappeared especially at larger 
scale (high period wavelets). Similar conclusion could be derived for station Skopje 
(Figure 5). 

As mentioned in the examples there are similarities between the wavelet 
spectrums. In our initial research we noticed visual similarities. The spectrums were 
clearly influenced by many factors, which were captured by Continuous Wavelet 
Transformation. Since the comparison of images for pattern matching is very hard and 
inaccurate, we extracted features of the spectrum regarding the max lines occurrence, 
position and coefficient value. These extracted features are later processed by the 
pattern matching algorithm 

Having analyzed a sufficient number of records of earthquakes for given station 
one can define similar patterns as a base for recognition of the epicentral zone and 
eventually to identify and describe geological path for given profile. 

3   Application Model 

The Grid application for processing the earthquake data was developed as a workflow 
application consisting of many separate grid jobs. The reason for this is that the 
processing of the seismic data can be logically separated into several phases, thus 
allowing for parallel and distributed processing of each of the phase. This kind of 
parallelization of the processing is best suited for the Grid environment, since it can 
concurrently use different Grid resources (i.e. different clusters). 

 

Fig. 6. Application Grid Workflow 
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In the course of the processing of the data, the Grid application uses several Grid 
services, available on the seismo.see-grid-sci.eu VO (deployed on the SEE-GRID 
infrastructure) in order to reach the intended purpose.  

It first Grid job type (SDS locator) in the workflow is used for location of the data 
that will be processed. Using the already established Seismic Data Service (SDS) 
available on the seismo.see-grid-sci.eu VO one could iterate thru the available seismic 
data previously published on the Grid Storage Elements [10]. The SDS iterator allows 
for data search using the gLite AMGA service. When searching for data, one can 
search for seismic events that are available classified by regions. Second iterator 
allows searching of earthquake waveform data for a given time interval and station. 
These two iterators enable pinpointing the time intervals of earthquakes in a specified 
region, with specified magnitude limit and later finding Grid Logical Filename (LFN) 
of earthquake waveform data for specific stations.  

Obtained time interval and LFN for each station are input data to the second Grid 
job type (PreprocessData). This information is used to contact the Logical File 
Catalog (LFC) and Storage Elements (SE) and retrieve the files containing the data 
for processing. Since the files can be in different formats like MiniSEED [8] and SAC 
[9], the next step is the conversion of the data for the specified time period from the 
specified station in the format appropriate for wavelet processing. 

The third Grid job type (CWT) receives the preprocessed earthquake waveform 
data and performs the continuous wavelet analysis using the parameters specified in 
section 3. For the implementation of the CWT we used the open source Geophysical 
Wavelet Library [4] which we found very easy to work with and also very easily 
extensible with additional wavelet types. 

The processing of the waveform produces earthquake wavelet spectrums that are 
stored on Grid Storage Elements and linked to LFC for later analysis. This is due the 
research needs for establishing good parameter extraction technique for better 
statistical classification. At the end of this Grid job the spectrum is analyzed and the 
characteristic parameters are extracted. The extracted parameters together with the 
information regarding the seismic region and receiving station are passed to the last 
Grid job type (TrainStation), classification training job. 

The classification training Grid job (TrainStation) acts as a collector job of all 
processed data from one station. The extracted parameters, together with 
accompanying information regarding the earthquakes are fed as a training data to the 
pattern recognition algorithm in order to classify by epicentral regions the earthquakes 
that are received by that station. Since some of the data can already be available for 
that station, the classification training job can be preceded by a new job type – 
training data retriever that collects all available previously extracted parameters. The 
final results of the classification training are then stored for research purposes. 

These four Grid job types are organized in several complex workflows depending 
on the need for the research. The most complete workflow contains all job types and 
is used for analysis of new earthquakes or new station/epicentral region pairs. The 
workflow is depicted in Figure 6 as a Petri-net containing all four job types. Parts of 
this workflow can be extracted as separate workflows that can be used for research 
issues while refining the parameters extraction and classification algorithm. 

The workflow depicted in Figure 6 shows more than four mentioned Grid job 
types. The first transition (User input) contacts a web service to receive the new input 
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data for the processing. This transition is a simple Web Service transition allowed in 
GWorkflowDL and is not a Grid job. After acquiring the user input, the second 
transition is the SDS Grid job specified earlier. After its completion SDS transition 
produces an output containing the LFN and time information of the seismic 
waveform. This information is given to the next transition – LocatePD that is also a 
Web Service transition. This web service contacts the web service of the application 
designed to keep all previously processed data. If the data was previously processed, 
the LocatePD transition will put a token in PD (Processed Data) and PrevLTSkopje 
places. If the data was not previously processed, the LocatePD transition will put a 
token in LT (LFC and Time) and PrevLTSkopje places. These transitions make 
possible for the workflow to be more efficient since it will not issue CWT processing 
of the data if it was previously processed. The token in LT place issues the next two 
consecutive Grid Jobs (PreprocessData and CWT) explained earlier and again at the 
end put a token in PD (Processed Data) place. The parallel transition LocateResults is 
again Web Service transition contacting the application web service for previously 
processed data for that station. Previously processed data supplied in the token located 
in the PrevResults place, together with the newly processed data located as a token in 
PD place are given to the last Grid job (TrainStation) for training the pattern matching 
algorithm. At the end the final transition, collect stores the final results on the Web 
Service of the application. 

As it can be seen from the workflow only the first Grid job is stared only once, 
while the other Grid job types are started as a several concurrent jobs, one for each 
station analyzed. Current GWorkflowDL gLite subworkflow definition does not allow 
for asynchronous job execution, i.e. one transition will finish only when a job is 
successfully executed on the Grid. This limits the expressive power of the Petri-net 
workflow since it does not allow for arbitrary concurrent Grid job execution, i.e. the 
number of stations analyzed in parallel is static as opposed to a possible variable 
number depending on the available data. Further research in Grid Petri-net workflows 
needs to be done in order to overcome this limitation. 

Execution of the defined GworkflowDL was using the Advanced Workflow Tool 
defined on the basis of the CPPWfMS [6] which is a Workflow Management System 
for the gLite middleware. The WfMS enables execution of complex workflows and is 
still under development. Having real problems while working on the developing 
WfMS shows its weaknesses and insures better final quality. 

4   Conclusion and Future Work 

In this paper we have presented a Grid framework for analysis and research of seismic 
waveform data by utilizing wavelets. The framework is based on several independent 
job types, each targeted to solve different parts of the problem. These jobs are later 
integrated into a complex workflow that allows automatic data acquisition using 
established SDS Grid service and its processing in order to produce the final results 
that are classified using pattern recognition training algorithms. 

Next phase of the establishing friendly user environment for wavelet processing of 
seismic signal requires building large volume data bank of continuous wavelet 
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spectrograms / extracted parameters to enable better understanding of the geological 
profile and its influence over wavelet spectrum. 

The development of this application also opened many interesting research issues 
regarding the Grid Workflow execution. The gLite Grid sub-workflow model 
available in GWorkflowDL should be further investigated and opened to other kinds 
of execution in order to enable more flexible workflow design. 

Acknowledgement  

The work described in this paper is supported by the SEE-GRID-SCI FP7 project.  

References 

1. Aalst, W.: The Application of Petri Nets to Workflow Management. The Journal of 
Circuits, Systems and Computers 8(1), 21–66 (1998) 

2. Aki, K., Richards, P.G.: Quantitative Seismology. University Science Books (2002) 
3. Howard, L., Resnikoff, Raymond, O.W.: Wavelet Analysis: The Scalable Structure of 

Information. Springer, Heidelberg (2002) 
4. Kulesh, M., Holschneider, M., Diallo, M.S.: Geophysical wavelet library: applications of 

the continuous wavelet transform to the polarization and dispersion analysis of signals. 
Computers and Geosciences 34(12), 1732–1752 (2008) 

5. Mallat, S.: A Wavelet Tour of Signal Processing, 2nd edn. Academic Press, London 
(1999) 

6. Pellegrini, S., Giacomini, F.: Design of a Petri Net-Based Workflow Engine. In: 
Proceedings of the 3rd International Conference on Grid and Pervasive Computing 
Workshops 2008, pp. 81–86 (2008) 

7. Rao, R.M., Bopardikar, A.S.: Wavelet Transforms: Introduction to Theory & Applications. 
Prentice Hall PTR, Englewood Cliffs (1998) 

8. IRIS Consortium, Standard for the Exchange of Earthquake Data (SEED) – Reference 
Manual. Verison 2.4, International Federation of Digital Seismograph Networks 
Incorporated Research Institutions for Seismology United States Geological Survey (2009) 

9. Goldstein, P., Dodge, D., Firpo, M., Minner, L.: SAC2000: Signal processing and analysis 
tools for seismologists and engineers. In: Lee, W.H.K., Kanamori, H., Jennings, P.C., 
Kisslinger, C. (eds.) Invited contribution to The IASPEI International Handbook of 
Earthquake and Engineering Seismology. Academic Press, London (2003) 

10. Balkır, A.S., Şenay, E., Unat, D., Özturan, C., Yılmazer, M.: Boğaziçi University: Kandilli 
Earthquake Seismic Data Server on Grid. Second Degree Workshop, Pula, Croatia (2007) 

11. Hoheisel, A., Der, U.: An XML-based Framework for Loosely Coupled Applications on 
Grid Environments. In: Sloot, P.M.A., Abramson, D., Bogdanov, A.V., Gorbachev, Y.E., 
Dongarra, J., Zomaya, A.Y. (eds.) ICCS 2003. LNCS, vol. 2657, pp. 245–254. Springer, 
Heidelberg (2003) 



 

Grids in the Near Future: A Technical and Social Review 

Margita Kon-Popovska and Anastas Misev 

University Sts Cyril and Methodius, Faculty of Natural Sciences & Mathematics  
Institute of Informatics, Skopje, Macedonia 

margita@ii.edu.mk, anastas@ii.edu.mk  

Abstract. Crossing the institutional and national boundaries in the collaborative 
research has become reality. One of the most important tool enabling scientists 
to work on large projects, with massive parallelism and with huge datasets is of 
course the computing Grid. Although the technology has reached a level where 
big groups of scientists are using it on a daily basis, there are still many open 
issues and problems. From the technical aspects, there is still need for 
interoperability between many different middlewares, more intuitive and user 
friendly interfaces, tools to support richer workflows, Quality of Service tools 
and enablers, monitoring, etc. But there are also many other open issues, mainly 
related to the self sustainability of the infrastructure. Most of the current Grid 
infrastructure is supported by short term research and development projects. 
How will the infrastructure support itself is something to be seen in the near 
future. EU is strongly devoted to keep its leading position in the field of 
computing Grids, mainly focusing on integrating all the national Grid initiatives 
into a larger community, European Grid Initiative, EGI. 

1   Introduction 

The computing grids have become the foundation of the modern collaborative 
research, based on massive parallelism, huge datasets and expensive sensors. With the 
high speed networking below them, and the specific research projects and 
applications above, they are de facto the connecting layer that opens whole new 
research possibilities, unimaginable or unfeasible before. Recent development in the 
technology, especially in the grid middleware, raised the usability level of the 
computing grids to a reliable platform used by scientist in diverse areas on daily basis. 
Still, many issues still exits, issues that will make the grid infrastructure more 
appealing to the broader group of users. Inter grid cooperation, intuitive and user 
friendly interfaces, richer workflow support, QoS tools and enablers, richer 
monitoring tools etc. are only the few of the technical issues needed to be addressed 
in the near future. But the issues and uncertainties are not only in the technology 
itself. One general open question is the sustainability of the grid infrastructures. 
Currently, most of the operational infrastructures are built in the framework of various 
research projects with limited duration. How will this infrastructures support 
themselves after the project funding ends is to be seen in the near future. There is a 
strong devotion to support these infrastructures by the EU, thus maintaining its 
leading role worldwide in the area of computing grids. The most recent effort is the 
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integration of all the national Grid initiatives into a larger community, European Grid 
Initiative - EGI.  

In the first chapter we present some of the possible development directions for the 
grids in the near future. The second chapter contains information about the technical 
issues that will be in the focus of the future grid development. The next chapter 
discusses the social and political vision of the future grids. At the end, we conclude 
our review and present the used references.  

2   Road from Here 

There are several different views on what we expect from the grids. We will present 
some of them in this chapter.  

One of visions for the grid is the community grids. There are several such initiatives, 
with the World Community Grid [1] being maybe the most widespread. It is an effort to 
create the world's largest public computing grid to tackle scientific research projects that 
benefit humanity. Launched in 2004, it is based on an IBM platform, with client 
applications for most popular operation systems. Once the client is installed on a users’ 
computer that is internet connected, it will activate itself when the computer is idle. It 
will download a workunit from the central location, and when the work on that unit is 
completed, it will send back the results. Unlike other similar projects based on “cycle 
stealing”, focused on one problem only (Seti@home [2], Folding@home [3], ...), WGC 
supports wide variety of problems. Projects are approved by an advisory board, with 
members from many major research institutions and universities, as well as the U.S. 
federal government and World Health Organization. 

Another quite different approach is presented in the work of Ganza et al [4]. At the 
foundation of their proposals is an agent based infrastructure. Agent, used with 
ontologies, infuses the grid with some form of intelligences M. Dominiak et al [5]. The 
resource brokering is based on sound business rules and Service Level Agreements - 
SLA. The authors consider their approach as returning to the basic idea of commercial 
exchange of resources (computing, storage), yellow pages approach for resource 
discovery, bargaining and agreement based on previous experience and current market 
offer, and strong mechanism to enforce compliance to the agreed SLAs.  

The third approach is the cloud computing. It is a commercial, very restrained form 
of grid computing. The basic idea is to remove the computing out of the boundaries of 
the companies, into the area which is usually represented in the network diagrams as 
“the cloud”. In its current implementations (Amazon EC2 [22], Google App 
Engine[23], etc), it is a form of computing on demand. It is primarily based on the 
virtualization and provisioning of the computing and storage resources. Most of the 
implementation lack the basic elements of the grid computing, such as support for 
VO, workflows, and it basically offers “user-to-service” relation over public 
networks. The cloud computing is often referred to as Software as a Service, Utility 
computing, etc [21].  

3   Technical Issues  

According to a study called SUPER [6], to make the Grid infrastructure more useful 
for the scientists, three areas are identified: software, policy and support. In the 
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software area, among other requirements, there is a need for “Better tools for 
understanding failures and increasing reliability”. Also, in the software area, the 
development of more intuitive user interfaces is strongly encouraged. Of equal 
importance is the policy area, where the recommendations are mainly focused on best 
practices, roles and relationships to support the virtual organizations. Finally, in the 
support area, more users and developer support is recommended, along with better 
training materials and demonstrations for self-learning.  

One of the most important technical problems is the grid interoperability. At the 
moment, there are several popular grid middlewares (Globus [7], UNICORE[8] ….), 
that have very low or no interoperability at all. A way toward solving these issues 
might be the introduction of the Service Oriented Architectures – SOA, as envisioned 
in the Open Grid Service Architecture – OGSA [9]. When focusing on the 
interoperability, several communities are already working on joining the various grids 
into a single worldwide grid. There are some EU efforts [10], but one of the biggest 
initiatives is maybe the InterGrid [11], supported by Australian government and 
University of Melbourne. In their work, Marcos Dias de Assunção et al [12], 
identified many issues that have to be coped with to have lager interoperability. They 
identify the need for internetworking the current grid islands, establishing the analogy 
with the internet and the World Wide Web. 

There are some limitations of the current middlewares that must be addressed and 
resolved. Important limitations are posed by the concept of virtual organizations. 
Currently, VOs are centrally managed and there is no possibility of dynamic VO 
establishment. Also, dynamics in the resource allocation per VO could contribute to 
better resource utilization.  

Most important requirements for the grids of the tomorrow can be synthesized in 
the following major groups: 

- Transparency and reliability, making the infrastructure available everywhere 
and anytime, so it can be used as a tool for daily operations.  

- Openness toward wider groups of users, but also resource providers.  
- Safety and security, based on mutual trust between the resource providers 

and consumers, regulated with standardizes security mechanism and policies.  
- Ease of use and ease of programming. 
- Interoperability between different resource allocation tools and policies, 

enabling intergrid collaboration at higher level  
- Persistency, meaning that the users should rely on the platform to be useful 

not in the limited timeframe of the financing projects. Also, meaning that the 
infrastructure will evolve and accommodate emerging technologies.  

- Scalability, enabling the infrastructure to grow and expand without any 
consequences to the currently established one.  

- Standardizations of the protocols and software, with focus toward the OGSA. 
- Ease of configuration and management. Self or auto configurability, similar 

to the next generation of networking protocols (IPv6 [13]). 
- Clear and measurable QoS metrics, based on pricing of the resources and 

estimation of the requirements. This will enable sustainability, but also 
higher level of usage via more accurate scheduling and resource allocation.  

Although some of the requirements mentioned are addressed by the current 
middlewares, most of them are still to be solved. 
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4   Social and Policy Issues 

Several points from the social point of view need to be addressed to gain wider grid 
acceptance and usage. Among them, most important are: 

- Users and institutions acceptance of the technology, especially the apparent 
loss of the “ownership” of the resources they contribute to the grid.  This issue 
is usually countered with the fact that while they contribute their resources, 
they also gain access to much more resources. 

- The acceptance of the idea of collaborative research as the basic research 
model when grids are used. Although for many of them, this will be a great 
possibility to work with larger teams, which was previously impossible, there 
are still scientists that believe that the grid will “steal” their ideas and 
jeopardize their individual results and involvement.  

One of the biggest problems, already mentioned in the introduction, will be the 
sustainability of such infrastructures.  Looking back, almost the entire existing grid 
installations are financed from various (mostly research) projects. As examples we 
could mention EGEE, SEE-GRID and many others, all within projects with limited 
duration. What will happen after the project funding stops is yet to be seen. There are 
lots of activities in this field, with the sole goal to help these infrastructures become 
self sustainable. The experience gained from the transitions of the research and 
education networks from the project funding toward self sustainability is of great 
help. In fact, the same model that was used for networking is being applied to the 
grids now. The European Grid Initiative – EGI [14] is the biggest pan-European 
activity to help this transition. As it was with the networks before, where each country 
established a NREN, that could later participate in joint projects and other forms of 
collaboration, the EGI suggests establishment of National Grid Initiatives. These 
NGIs will then join their effort in the EGI, as shown in Figure 1. The financing model 
for this national initiatives is based on several sources, including state investment into 
the NGI, joint European projects and finally through selling services to the industry. 
But such form of association poses whole new set of problems and challenges, 
including accounting, security, licensing, QoS, etc. D. Kranzlmüller [18]. 

The process of integrating the NGIs begun back in the 2005, when an advisory 
committee to the EU, called e-Infrastructure Reflection Group [15], identified that 
project funding of the grids is the major obstacle in their future. Following this 
recommendation, the idea of the EGI was constructed, presented in the Vision Paper. 
It was then circulated between the NGIs to obtain their support and to identify their 
representatives, forming the EGI Policy Board.  

Members of EGI proposed an FP7 project called EGI Design Study (EGI_DS) with 
the EU’s 7th Framework Programme, which is exploited to drive the developments of 
EGI by drafting corresponding documents and obtaining consensus within the NGIs. 
The EGI identifies some challenges that need to be addressed with corresponding 
actions, including:  

- scalability, using federated and hierarchical approach, enabling wider 
collaboration;  

- manageability on every level, starting from logical manageability of the VOs, 
toward mechanisms to enforce and implement SLAs; 



 Grids in the Near Future: A Technical and Social Review 425 

 

Fig. 1. EGI architecture proposed in EGI Blueprint [16] 

- reliability, making the platform suitable for uninterrupted daily usage;  
- interoperability and integration, enabling different middlewares, platforms and 

schedulers to seamlessly operate and exchange workload;  
- higher level of services that will enable new ways of exploiting the 

infrastructure through their orchestration; and  
- accounting and billing, necessary to provide business case to make the 

infrastructure sustainable.   

The EGI management structure is shown in Figure 2.  

 

 

Fig. 2. EGI management structure proposed in EGI Blueprint [16] 



426 M. Kon-Popovska and A. Misev 

Europe is not the only one investing and basing its scientific potential on the grids. 
Open science grid [17] is the US equivalent of transcontinental grid infrastructure. It 
is developed to support collaboration in data intensive research by providing a 
computing facility and services that integrate distributed, reliable and shared 
resources to support computation at all scales, using facilities as shown in Figure 3. It 
supports multiple levels of activities toward the grater grid acceptance in US and 
wider. Most important activities are: the engagement of the potential new users, 
unfamiliar with the technology, assistance to merge the current university cluster 
infrastructures into the grid, education of both users and developers, interoperability 
toward other platforms and installations, even support for individual researchers and 
their applications.   

 

 

Fig. 3. Open Science Grid facility [17]. 

Perhaps the most important social issue is the users’ perception of the grids. 
According to Liu[19], there are three aspects of the users’ perspective: semantic, 
pragmatic and social. While the semantic view has been addressed well in previous 
work I. Foster at al [20], there is still lot to be done regarding the later two. The 
pragmatic aspect is about the understanding the context of the users and the support 
for their collaboration. It covers the modeling of the roles and access rights based on 
their responsibilities, duties and obligations.  Such an approach helps defining the 
Virtual Organization – VOs and eases the collaboration through the grids.  

One aspect that must not be neglected is the social aspect of the users’ perception. 
It references the social, organizational and cultural rules for grid usage. Heterogeneity 
of the participating institutions, countries and people forming the VOs brings along 
heterogeneity in the working policies, rules and habits. Integration of such 
heterogeneity requires mutual understanding, tolerance and compromises.    

5   Conclusion 

Although the grid has become the computation platform for many scientists around 
the world, there are still many open issues that need to be addressed, so it will become 
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more widely accepted and used. Issues involving QoS, resource pricing and 
utilization, security, dynamic resource allocation and discovery, fault tolerance, are 
only some of the aspects that need to be unraveled to have business involvement of 
the larger companies with the grid technology.    

Many efforts are done not only from the technical, but also from the organizational 
and social point of view to support the involvement of the grids in new scientific 
areas, but also in the daily business. EU is investing most of its research resources 
toward the grid technology, trying to maintain its leading role in the usage of grids for 
science.  

The ultimate goal of almost all worldwide grid research and development is the 
integration of all different grid middlewares and installations into a single, worldwide 
platform that will incorporate wide variety of processing, storage and sensory 
equipment, but also the know-how and user support, so that this platform can become 
the foundation for the future e-Science, much like the WWW was 15 years ago.  
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Abstract. Process planning is one of the key activities for product design and 
manufacturing. Impact of process plans on all phases of product design and 
manufacture requires high level of interaction of different activities and tight 
integration of them into coherent system. In this paper, an object-oriented 
knowledge representation approach is presented with module for parts modeling 
and module for generation of process plan. Description of machining process 
entities and their relationships with features, machines and tools are provided. 
The benefits of the proposed representation, which include connection with 
geometric model, reduced search space and alternative plan generation, are 
discussed. These new contributions provide for a new generation of computer 
aided process planning (CAPP) systems that can be adapted for various 
manufacturing systems and can be integrated with other computer integrated 
manufacturing (CIM) modules. 

Keywords: Process Planning, Knowledge, Object-Oriented Programming. 

1   Introduction 

Computer Integrated Manufacturing development has focused for a long period of 
time in linking various automated activities within the enterprise. However, the 
complexity of manufacturing process itself and extended application of computer 
supported equipment has led toward identifying three mail phases in manufacturing 
integration [2,5]: (1) hardware and software integration, (2) application integration 
and (3) process and people integration. After several years in focusing on CAD/CAM 
integration, the research has moved toward the third phase, process integration. One 
of most important links for implementation of integrated manufacturing is process 
planning, the link between product design (CAD) and production planning and 
execution (CAM, MES). Process planning as one of the key activities for product 
design and manufacturing is developed in many research. There are numerous papers 
devoted to various process planning systems which achieve certain level of 
manufacturing planning integration. Early major CAD/CAPP integration works are 
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[2], [3] that provide the integration between CAD and CAPP systems and provide the 
actual machining on NC machine connected to the system. Recent research efforts are 
devoted to generation and evaluation of alternative process plans and to enlargement 
of manufacturing knowledge base [1,2,4]. Integration with other manufacturing 
planning functions and the issues of data and knowledge representation and 
integration framework has also received significant interest [5].   

This paper addresses an issue of generating process information within the 
integration framework in order to modeling manufacturing systems. The paper is 
organized in two sections. The first section describes interactions between 
manufacturing planning functions and identifies the need for integration. The second 
section explains manufacturing process’ model and its modeling by object-oriented 
programming approach, developed in our research. 

2   Manufacturing System Interaction 

The product development and manufacture involves several production management 
activities with a series of individual tasks that are to be completed in order to design 
and manufacture a product of a required quality. These tasks are usually carried out in 
a linear sequence, but very often the feedback is necessary from the subsequent task 
to the previous one. Many of these feedback loops are requests to modify the previous 
task’s solution in order to generate a better solution in the subsequent one. This 
interlinking is what has become known as concurrent or simultaneous engineering. 

2.1   Manufacturing Activities Model 

Starting from analyzing set of tasks of process planning and other activities, it is 
possible to develop the model that shows interactions between process planning and 
them. The model of these interactions is shown in Figure 1, where each activity 
represents with circle, consists a set of tasks that are to be done in the product 
development. All of these activities are identified in manufacturing planning literature 
as activities required during the product development and manufacture. The 
classification shown in the Figure 1 represents a starting point for the use of this 
method in each individual factory. There are numerous tasks that require interactions 
between two or more activities. They are shown within overlapping circles of 
activities and represent integration links. 

It is important to understand explained interactions shown on the Figure 1 in order 
to completely utilize engineering knowledge and expertise. Each of these activities 
needs specialists in the domain, while intersections need group work and they are 
suitable for applying concurrent engineering principles. The most important 
intersections from process planning perspective are: between design and process 
planning related to part family formation, between process planning and resource 
management related to manufacturing cell design and between process planning and 
scheduling related to production control of cells.  
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Fig. 1. Product development tasks 

2.2   Process Planning Network 

The basis of the above-described modeling of manufacturing process is the process 
planning network. This network is result of process planning that enable manufacturing 
integration. The process planning network consists of four interconnected layers: 
feature layer, process layer, tool orientation layer and machine layer. The first layer, 
feature layer, represents a network of machining features. The next layer is the process 
layer, which contains process candidate instances for individual features. In this layer it 
is necessary to show alternative machining processes for the same features in order to 
allow for later selection of the most suitable processes for given conditions. The next 
layer is tool condition layer that nodes represent sets of cutting process instances 
performed using tool orientation and machine type. The final layer of process planning 
network is machine layer. Its nodes set of cutting processes but with all constraints of 
machining conditions in order to determine - cutting data. 

3   Object Oriented System for Process Planning  

The process planning with several incorporated procedures described in this paper is 
part of a largest CAPP decision support system called OPTICAPP (Optimized 
Computer Aided Process Planning) [5], the general layout of which is shown in Fig.2. 

The OPTICAPP system is implemented under the Microsoft Windows environment 
using the object-oriented programming with C++ program language. This system is 
structured with two basic program’s module. Using a theory of graphs, mathematical 
logic and semantics, production rules and procedures are defined. Their structure is 
based on the interaction between technological orders of the machining (construction 
of workpiece, ordering of machining operations - mulltipass machining operations 
where one pass presented the sub-operation (rough or finish pass, or one cutting tool 
pass), priorities of the cutting operations, selection of tools, generation of optimal 
cutting data etc.). The optimization is made by a set of technological constraints, which 
include tool life, surface finish, machine power and available spindle speeds and feeds. 
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Fig. 2. Overall layout of OPTICAPP 
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3.1   Module of Parametric Modeling Designer 

The first module is computer aided designer, named GRAPH (Graphic Modeler). This 
module is used for work-parts modeling, based of features geometry recognition 
generated interactively by the operator, using a simple icon-based interface. The 
GRAPH modeler is based of a parametric method of modeling using developed icon 
based interface, showed on the Figure 3. Each icon represents one feature as an 
elementary work-part geometrical form. It is geometrical defined more than thirty 
different features, described with specific geometrical parameters (attributes). During 
modeling of one work-part it is necessary to selecting and definition of several 
features in according to the construction model of the work-part. During definition of 
geometrical parameters for each selected feature, this program module needs from 
user to define the technological parameters, as a work-part material, surface 
roughness and tolerances.  
 

 

 

Fig. 3. Developed icon based interface in GRAPH modeler  

 
This module is based of the original developed mathematical methodology for 

modeling of mechanical part as a complex structure of features based of theory of 
graph, mathematical logic and semantics. The main characteristic of this module is 
the fact that, as a output, a dynamic model of the mechanical part is generated. The 
GRAPH modeler, for each modeled part, develops original dynamic database as a 
Double Linked List (DLL), core of the algorithm, holder of all geometrical and 
technological data for part. Dynamic database is based on the oriented multy graphs 
and data linking with pointers in DLL (Figure 4). Dynamic database for each modeled 
mechanical part is declared with follow program structure (struct rot type): 
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struct  rot type { 
  int  Prim;                 
  char  *data; 
  float Data [MAXNUMPAR+1];  
  struct rot_type *prior; 
  struct rot_type *next; 
  }    * first, *last, *cur_rec; 
 

 

 

Fig. 4. Double Linked List (DLL) with graphical presentation of pointers (next / prior) 

It is database for sorting and storing data for modeled mechanical part. Sorting of 
data in dynamic database is with network of knots and pointers (Figure 5), holder of 
data for all features in part’s model. 

 

 

Fig. 5. Dynamic database with network of knots and pointers 

The main advantage of this parametric modeling based design module is possibility 
for dynamical change of the created work-part model within the selected features. 
Software inter-communication is based of the complex part model (DLL with 
annexed oriented vectors) and many algorithms and procedures, as: algorithm for 
search and algorithm for subordination, here done with original code: 
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Algorithm for search         Algorithm for subordination 
 
info = from; 
if (way)     { 
   while (info)  { 
        num = (info->Prim); 
   if ( (key==(info->Data[0])) && 

character (num)=what ) 
  return  info; 
          info = info->next;   } 
else   { 
    while (info)  { 
        num = (info->Prim); 
  if ( (key==(info->Data[0])) && 

caracter(num)=what ) 
  return  info; 
          info = info->prior;   } 

void left_face I ( void ) 
{ 
   struct rot_type *info, *temp; 
   i=1; 
   tem = info = first; 
   Xorg=(MaxX+1)/40 ;   Yorg=MaxY/2; 
   while ( info )   { 
         info = find (temp, 1, CELEN);   

       section I ( info, i, -1); 
   from left to right 

         temp = info->next; 
         if (!info)  break; 
 i++;          } 
    return;  } 

 
On the Figure 6, it is presented step by step (on going) modeling of mechanical 

part using features in GRAPH modeler. 

 

 

Fig. 6. Modeling of mechanical part using features in GRAPH modeler 

3.2   Module for Generating Process Plan Network 

The second module, it is generated process plan network for machining of modelled 
work-part by using the GRAPH modeller, module of OPTICAPP system. This 
module is named CAP-Plan (Computer Aided Process Plan). In this research, it is 
programming object-oriented algorithm using C++, based on a generative method 
with intelligent approach, as an expert system shell. This algorithm constitutes 
mathematical methodology with many developed rules and procedures for modelling 
of process planning. This algorithm can perform the following functions:    

• Creating technological knowledge database for modelled mechanical part using 
the data from designer module, 

• Presenting the technological knowledge with created rules for decision making, 
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• Algorithm for modelling process plan network for production with selection and 
succession on the operations and sub-operations, 

• Modelling of each operation with order of sub-operation and optimized cutting 
parameters for each sub-operation, 

• Select of cutting tools and machines for complete manufacturing process, 
• Output presentation of generated process plan network. 

3.2.1   Characteristics of the Object-Oriented Modelling for Process Planning 
Decision for created a module for object-oriented modelling of process planning 
approach for automatic ordering of operations and sub-operation in machining 
process, it is based of the following reasons: generative approach of modelling as a 
method for individual design and modelling, recognition and process planning for 
each created mechanical part, open possibility for connection and integration of 
developed system in complex integrated CAD/CAPP/CAM system. 

The module for process planning CAP-Plan, as inputs, uses: 
 

• The dynamical database oriented model of the mechanical part generated in 
graphic modeller-GRAPH.  

• The technological database of the model, carrier of a technological knowledge 
for modelled part necessary for process planning / generated in this program’s 
module in the research/. 

3.2.2   Technological Knowledge Database 
Technological knowledge, as a basic for process planning, is composed of data and 
information, which is spectrum of know-how (Figure 7). Generally, the technological 
knowledge can be to divide on: 
 

 Basic technological knowledge 
 Experienced technological knowledge 

 

 

Fig. 7. Logical structure of technological knowledge database 
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3.2.3   Mathematical Methodology for Technological Plan Design 
Mathematical methodology for process planning and developing of technological plan 
is made with many algorithms and production's rules. The most suitable form for 
presentation of the technological knowledge is the form of modular production’s 
rules, where each rule determines environs technological statement and it is free from 
other rule. Technological knowledge has been structured with the help of four types 
of the production’s rules. 

With object-oriented programming in the module for process planning, there are 
created following algorithms, which comprise logic for decision for each component 
of the process planning: 

 

 The algorithm for define dimension on starting work part, 
 The algorithm for design the form and the succession of the technological 

operation, 
 The algorithm for modelling the actions into each operation (multi-pass 

operation), 
 The algorithm for modelling the optimizing trajectory of cutting tool 

movement between the position points of machining.  
 The algorithm for evaluation of justification for machining with one tool in 

all positions where it is predicted, or changing tool in certain position. 

In the research, proposed OPTICAPP system, near two main modules for modeling 
and process planning, consists sub-module for optimization of cutting parameters for 
each machining operation and action, designed in process planning. It is developed as 
a multi-objective programming mathematical model where the optimal solution is 
obtained by using a deterministic method and a genetic algorithm, described in [8]. 
The cutting data optimization criterion is selected from minimum machining time or 
cost, maximum production rate. 

3.2.4   Modelling the Action as Part of Technological Operation  
The sub-operation, called action, is generated a surface on the mechanical part. For 
each surfaces a mechanical part, it is necessary projecting an action in the chosen 
operations. The requests that determine choice of the types of actions are the form, the 
dimension, the surface roughness, and the tolerances of the dimension and the 
position (Fig.8).  

The actions are determined from the generated form. Respecting this aspect, the 
actions are analysed: (1) the actions are generated the form white repainting of the 
tool over the processing surface /ex. drilling/ and (2) the actions are generated the 
form white kinematics movement of the tools /milling, turning/. 

Into processing the mechanical part, each action is separated the certain volume 
from materials of working part. New surfaces are generated in this action. In the 
research, for the process planning, it is applied a Backward Planning Method (BPM) 
(Figure 9), for described processing operations and processing actions, with added the 
layer of materials. For this method, starting position is finishing modelled mechanical 
part. With successive filling of layer materials, it is made the form of raw mechanical 
part. Each filling of the layer materials is presented the action or the operation on the 
processing. 
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4   Conclusions 

Manufacturing process model, as a basis for intelligent information integration, is based 
on analysis of interactions between various planning functions. The very important role 
of process planning function, as the function which defines manufacturing processes has 
been emphasized. It is proposed a knowledge representation scheme that recognized 
geometric and feature-based representation of parts should be considered in the design 
of process planning expert systems. Proposed programme system with two major 
modules done part representation for process planning that includes the general part 
description, the set of features with geometric and technological information, and the 
object-oriented programming with double linked list which describes the interactions 
among features. 

The major contribution of this paper is its comprehensive knowledge representation 
system that includes the following approaches: (1) connection of feature and process 
knowledge with the part geometric model; (2) object-oriented technological database 
for presentation of technological knowledge and (3) generation of proposed process 
plans. These new contributions provide for a new generation of CAPP systems that can 
be adapted for various manufacturing systems and can be integrated with other CIM 
modules. 
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Abstract. In the decade up to 2020 European Higher Education will have a 
vital contribution to realize a Europe of knowledge that has a relevant role, at 
national and international level, in the cultural and economical development of 
countries. The higher education will also face the major challenges and 
opportunities of globalization with accelerated technological developments with 
new providers, new learners and new types of learning. New educational 
requirements stimulated by the innovative telecommunication technologies, 
leads, almost as direct consequence, to the latest educational materials and 
methodologies, to videoconferencing and distance learning issues. In this 
framework, the three-year ViCES (Video Conferencing Educational Services) 
Project was launched and financed by the European Commission within the 
TEMPUS (Trans-European Mobility Scheme for University Studies) 
programme. The VICES project will provide an environment that increases 
student and academic mobility as well as infrastructure that will ease the 
process of harmonization of different curricula outcomes. 

Keywords: higher education, TEMPUS European Programme, innovative 
educational methods, distance learning, curricula harmonization, national and 
international cooperation. 

1   Introduction 

Higher Education plays a very important role in the development of human beings 
and societies and enhances cultural and economical development as well as expertise 
for educational growth. It includes in fact teaching, research and social services 
activities of Universities and refers to education provided by Universities, colleges, 
institutes of technology and other collegiate level institutions awarding academic 
degrees or professional certifications [1].  

Since 1950, article 2 of the first Protocol to the European Convention on human 
Rights [2] obliges all signatory parties to guarantee the right to education. World-wide, 
the United Nations’ International Covenant on Economic, Social and Cultural Rights 
of 1966 [3] guarantees this right under its Article 13, which states that «higher 
education shall be made equally accessible to all, on the basis of capacity, by every 
appropriate means, and in particular by the progressive introduction of free education». 
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The European Higher Education Area is the objective of the Bologna Process [4][5], 
devoted, since 1999, to create more comparable, compatible and coherent education 
systems throughout Europe, based, among others, on the European Credit Transfer 
System – ECTS. The higher Education institutions, to achieve the objectives above and 
to encourage cooperation between countries, may take part in a wide range of 
programmes, such as LLP (Lifelong Learning Programme) [6], ERASMUS MUNDUS 
[7], TEMPUS (Trans-European Mobility Scheme for University Studies) [8]. 

The TEMPUS Programme is designed to support the “transition and modernization 
processes” in higher education through a range of interventions and to create an area 
of co-operation in countries surrounding the EU. Established in 1990 after the fall of 
the Berlin Wall, the scheme now covers 27 partner countries in the Western Balkans, 
Eastern Europe and Central Asia, North Africa and the Middle East [8]. In addition to 
"people to people" academic cooperation, Tempus aims at having an impact on higher 
education policies, and closely following national higher education priorities.  

Higher education and learning are taking place across the whole life span in a wide 
range of environments and with different aims. New educational requirements and 
innovative education practices stimulated by the new information and telecommunica-
tion technologies enable all the actors involved in the educational process almost 
instantaneously to access the latest educational materials and methodologies. Students 
are usually familiar with the use of different technologies for their studies and 
research. This fact opens the possibility for creating an education environment, where 
high end internet based services are used to implement techniques which cannot be 
implemented in traditional classrooms. Technology itself is not inherently good or 
bad for educational process support. It is the way it is used that matters. 

Video conferencing enabled learning is a new way of acquiring knowledge, which 
is highly adaptable to different kinds of student profiles, from people that do not have 
time to attend normal courses to a practical enhancement of ordinary courses with 
additional access to the knowledge. It facilitates and promotes the co-operation, at 
national and international level, generating new networks and more immediate 
communications processes of personal and professional contacts. Exchange of 
knowledge and consultation process among students and available expert authorities 
(professor/instructor), are very important aspects of learning, in addition to the static 
contents that are provided in books and different digital multimedia. 

In this framework, the University of Florence and the Ss Cyril and Methodius 
University launched in 2008 a three-year TEMPUS JP Project called VICES 
(Videoconferencing Educational Services) financed by the European Commission in 
the frame of the TEMPUS IV for the period 2009-2012 [9].  

The project, carried out by the University of Florence and the Ss Cyril and 
Methodius University in Skopje, together with all consortium members (three partner 
Universities of the European Union and different Universities in Albania (AL), 
Republic of Macedonia (MK) and Serbia (RS)), will introduce a new approach 
towards the treatment of Information Communication Technologies at University 
level. It is expected that VICES will provide an environment that supports and 
increases student and academic mobility as well as infrastructures that will ease the 
process of harmonization of different curricula among educational institutions. 
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2   Higher Education in Europe: From the Bologna Process to the 
Tempus Programme 

One very important step to reach more comparable and more compatible educational 
systems in Europe can be initially identified in the Recognition of Qualification 
concerning Higher Education in the European Region which considers the great 
diversity of education systems in the European region and tries to identify a strategy 
for the recognition of studies, certificates and diplomas and degrees obtained in 
different countries of the European Area [11]. After that, the Bologna Process [4][5] 
(started in 1999 with the signature of the Bologna Declaration from the ministries of 
Education of different European countries) aims to create a European Higher 
Education Area (EHEA) based on international cooperation and academic exchange 
that is attractive to European students and staff as well as to students and staff from 
other parts of the world.  

The EHEA aims to: facilitate mobility of students, graduates and higher education 
staff; prepare students for their future careers and for life as active citizens in 
democratic societies, and support their personal development; offer broad access to 
high-quality higher education, based on democratic principles and academic freedom. 
Some of the Bologna action lines are qualification frameworks (Three cycle System), 
joint degrees, mobility, recognition, quality assurance, social dimension, 
employability, lifelong learning.  

The Bologna Process is taken forward through a work programme that receives 
orientations from ministerial conferences every two years (Praga 2001, Berlin 2003, 
Bergen 2005, London 2007, Leuven 2009) [4]. These conferences are prepared by a 
Bologna Follow-up Group, which in turn receives input from working groups and 
Bologna Seminars. The last ministerial conference in Leuven last April 2009 [4], 
stresses the achievement on the Bologna Process until 2009 and define the priorities 
in education on the decade up to 2020 in terms of Social dimension (equitable access 
and completion), lifelong learning, employability, student-centred learning and 
teaching mission of higher education, education, research and innovation, 
international openness, mobility, data collection, multidimensional transparency tools 
and funding. In the Leuven Communiqué the European Ministers responsible for 
Higher Education state that the Bologna Process is leading to greater compatibility 
and comparability of the systems of higher education and is making it easier for 
learners to be mobile and for institutions to attract students and scholars from other 
continents with a constant focus on quality.  

Access to higher education is expected to be provided by fostering the potential of 
students from underrepresented groups. This involves improving of the learning 
environment, removing barriers to study, creating the appropriate economic 
conditions for students to be able to benefit from the study opportunities at all levels 
towards the achievement of equity in higher education.  Lifelong learning is perceived 
as an integral part of the European education systems. Recommendations to assure the 
accessibility, quality of provision and transparency of information are included. 
Lifelong learning involves obtaining qualifications, extending knowledge and 
understanding, gaining new skills and competences or enriching personal growth. 

Lifelong learning implies that qualifications may be obtained through flexible 
learning paths, including part-time studies, as well as work based routes.  
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Student-centred learning requires empowering individual learners, new approaches 
to teaching and learning, effective support and guidance structures and a curriculum 
focused more clearly on the learner in all three cycles. Curricular reforms are identified 
as an ongoing process leading to high quality, flexible and more individually tailored 
education paths. 

It is expected that Higher education should be based at all levels on state of the art 
research and development thus fostering innovation and creativity in society. The 
potential of higher education programmes, including those based on applied science, to 
foster innovation is recognized. European higher education institutions are called to 
further internationalise their activities and to engage in global collaboration for 
sustainable development. The attractiveness and openness of European higher education 
is highlighted by joint European actions. 

The mobility of students, early stage researchers and staff is considered as an 
added value in the quality of programmes and excellence in research and for the 
academic and cultural internationalization of European higher education. Mobility is 
important for personal development and employability; it fosters respect for diversity 
and a capacity to deal with other cultures. It encourages linguistic pluralism, 
underpinning the multilingual tradition of the European Higher Education Area and it 
increases cooperation and competition between higher education institutions.  

The above mentioned priorities are taken into account in a number of initiatives of 
the European Commission and Member States in the field of education and training. 
The Council Conclusions on a strategic framework for European cooperation in 
education and training ("ET 2020"), adopted in May 2009, build on progress made 
under the previous work programme and set four strategic objectives: making lifelong 
learning and mobility a reality; improving the quality and efficiency of education and 
training; promoting equity, social cohesion and active citizenship; enhancing 
creativity and innovation, including entrepreneurship, at all levels of education and 
training. These activities also contribute to the Bologna intergovernmental process in 
the field of higher education.  

One of the main European funded co-operation Programme in the field of Higher 
Education is the TEMPUS Programme [8] (Trans-European Mobility Scheme for 
University Studies) (Fig. 1). It supports the modernisation of higher education and 
creates an area of co-operation in countries surrounding the EU. Established in 1990 
after the fall of the Berlin wall, the scheme now covers 27 countries in the western 
Balkans, Eastern Europe and Central Asia, North Africa and the Middle East (going 
beyond the «iron curtain»). It strengthens cooperation in higher education between the 
European Union and its partner countries and at the same time it enhances 
understanding between cultures, promoting the “people to people” approach. 

The overall objective of Tempus is to contribute to the creation of an area of 
cooperation in the field of higher education between the European Union and Partner 
Countries in the countries neighbouring the EU. The specific objectives of Tempus are: 
to promote the reform and modernisation of higher education in the Partner Countries; 
to enhance the quality and relevance of higher education to the world of work and 
society in the Partner Countries; to increase the capacity of higher education institutions 
in the Partner Countries and the EU, in particular their capacity to co-operate 
internationally and to continually modernize, and to assist them in opening up to society 
at large, the world of work and the wider world in order: to overcome inter-country 
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fragmentation in the area of higher education and inter-institutional fragmentation in 
countries themselves; to enhance inter-disciplinarity and trans-disciplinarity between 
university faculties; to enhance the employability of university graduates; to make the 
European Higher Education Area more visible and attractive in the world; to foster the 
reciprocal development of human resources; to enhance mutual understanding between 
peoples and cultures of the EU and the Partner Countries. 

The TEMPUS Programme can finance two types of actions: Joint Projects, based 
on multilateral partnerships between higher education institutions in the EU and the 
partner countries. They can develop, modernise and disseminate new curricula, 
teaching methods or materials, boost a quality assurance culture, and modernise the 
management and governance of higher education institutions. The second type of 
action are Structural Measures which contribute to the development and reform of 
higher education institutions and systems in partner countries, enhance their quality 
and relevance, and increase their convergence with EU developments.  

 
 
 
 
 
 
 

 
 
 

 

 

Fig. 1. The countries in blue are the European Union countries and the countries in green are 
the partner countries to which the TEMPUS Programme is addressed [8]. 

3   From the Video Conferencing Approach to the TEMPUS 
VICES Project 

Comprehensive new approaches to valuable learning, which will allow citizens to 
move freely between learning settings, jobs and countries, making the most of their 
knowledge and competences, should be always considered as very important for 
every community [12] [13]. Videoconferencing services, used in combination with 
other educational services significantly ease this access by lowering the cost of 
original production of educational material and increasing the possibility to update 
educational materials more frequently.  

Video conferencing involves a two-way video, audio and data communication 
between two or more parties over a remote connection [14]. Video conferencing is 
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carried out over a variety of media, the most popular of which uses Internet Protocol 
(IP) technology. The cost of video conferencing over IP is getting so low that it has 
become the most popular means of video conferencing [15]. 

Streaming technology is considered to be a very important internet based network 
technology that enables the deployment of video conferencing services. Streaming 
technology covers one way transmission of audio, video and possibly other content to 
an end user. When speaking about videoconference, archiving and subsequent 
methods of retrieval of archive content must be specified. Real-time streaming of 
videoconferences is of great importance as a videoconference service. It should be 
noted that the quality of service of the real time video streaming is of great 
importance for the end user perception of the content. This importance is even 
increased in case of bidirectional interactive streaming such as video conferencing in 
education. The second technical issue important for video conferencing is the video 
format resolution [16]. Figure 2 compares the typical formats used in different video 
standard that can be streamed. It is obvious that more audience requires better video 
resolution. Unfortunately, this makes providing the needed quality of service more 
complex. That is the main reason why it is important to build large a scale video 
conferencing educational system over the manageable network infrastructure. A 
Typical example of such an infrastructure is the national academic internet network. 

 

 

Fig. 2. Typical resolutions for standard video formats 

The components of the learning environment that promote the usage of video 
conferencing services can be itemized as follow: educational methodology used in the 
learning process, mapping of video conferencing technology onto the educational 
methodology, and institutional factors influencing the educational process. 

In order to make video conferencing to function effectively, the instruction and 
course content must be interactive, and the instructor must exhibit flexibility and 
creativity when teaching the class. At the same time, he/her has to able to manipulate 
multimodal content (video, audio, and data) that should be presented to the students. 
In addition to this, technical support for managing the video conferencing equipment 
is required. A typical scenario for the 30 students’ classroom includes 2 video screens 
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that are presented to the students at the same time – one for standard video 
conferencing and one for educational material. Figure 3 illustrates those video 
screams and related video sources. It is obvious that a certain technical knowledge has 
to be provided for such classroom.    

 

Fig. 3. Elements of Multimodal presentation in video conferencing classroom  

Video conferencing enhanced distance learning increases educational opportunities 
offered by any institutions. It reduces the costs of teaching and learning, while 
allowing students to have more access to a variety of degree programmes. The 
management of video conferencing-based education is dependent on the geographical 
distance of the participants and the number of separate sites involved in the 
interaction.  

Videoconferencing can help to make the different systems of higher education 
more compatible and comparable and to promote equal opportunities to quality 
education. Furthermore, it can guarantee accessibility, lifelong learning as an integral 
part of education systems by introducing flexible learning paths. 

Furthermore, the use of innovation technologies in learning foster innovation and 
creativity in society, enabling students to be more employable and more advanced in 
knowledge, skills and competences. Videoconferencing can be considered as an 
important ICT tool to carry out the priorities of the Bologna Process in the next 
decade. 

There are other factors which influence the successful implementation of educational 
processes. These factors relate to the institutional needs in higher education: 

- The need for large scale collaboration in education technology development. 
- The need to share resources, especially transferable courseware, on a national scale. 
- The need for staff development. 

The establishment of a video conferencing infrastructure and corresponding 
educational methodology (two outcomes of the TEMPUS VICES project) [9] will be 
the basis for further development of an efficient lifelong learning universities' 
educational system.  
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4   Expected Results and Future Perspectives of VICES 

The Macedonian Universities have commitments to protect and preserve the cultural 
heritage of the region and its citizens.  One of the most significant cultural heritages is 
the language. Thus, at the Universities in Macedonia, lectures are given in 
Macedonian, Albanian and English language depending on the needs of the students 
that attend different classes. In this context a multi-cultural and multi-lingual 
educational environment is created. 

One of the main objectives of the TEMPUS VICES project (Videoconferencing 
Educational Services) [9] will be to enable the usage of sophisticated video 
conferencing and other distance learning environment services in combination with 
traditional face to face learning in order to establish the ratio of different learning 
methodologies most suitable for the students’ needs taking into account cultural, 
technical and economical partner country background and needs [17].  

The VICES project will provide one centred Video conference management system 
and seven video conference classrooms in R. Macedonia, as well as two video 
conferencing classrooms in Albania and Serbia. The general scheme of the VICES 
video conferencing infrastructure is given on Figure 4.  

The Video Conference management centre will be facilitated by the Macedonian 
Academic and Research Network (MARNET), due to the already established 
management of the academic network infrastructure. This equipment will consist of 
three parts: management software, recording and streaming server and multipoint 
conference units. The management software will be able to utilize and optimize the 
network traffic generated by the video conferencing sessions. The recording and 
streaming server will provide recording capabilities for any video conferencing 
sessions, thus enabling their later streaming to any web enabled client [18]. It has to  
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Fig. 4. The VICES video conferencing infrastructure 
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be stated, that in this case, the students will not be able to interact with their 
instructors. The multipoint conference units should enable parallel and multicast 
session among different video conferencing classrooms. In this way, using the video 
portal provided by the VICES project, students from different Universities will be 
able to attend different lectures on the same or similar subjects. Students will be able 
to exchange their ideas and educational findings with wider student communities that 
share similar interest [19]. 

Figure 5a presents the initial geographical placement of the video conferencing 
classrooms within R. Macedonia covered by the VICES project, while Figure 5b 
presents the potential video conferencing classrooms. The potential classrooms 
locations are determined according the locations where the Universities that 
participate in the project have dispersive centers. As it can be seen from this figure, it 
covers significant population in R. Macedonia, providing equal access to all students 
to the higher education facilities. 

 

  

(a)                                    (b) 

Fig. 5. (a) Initial and (b) potential placement of video conferencing classrooms 

The establishment of video conferencing infrastructure and corresponding educational 
methodology will be the basis for further development of an efficient lifelong learning 
universities' educational system. 

The VICES Videoconferencing Educational Services will be evaluated by students 
at their last year of undergraduate studies in Information Technologies using standard 
evaluation techniques adopted to video conferencing systems [20][21]. The students 
will be asked whether the video conferencing is useful for their studies. The 
questionnaires given to the students for evaluation will include three types of questions 
regarding: student experience in using video conferencing technologies in education, 
multimodal accessibility of the educational content, and quality of service of video 
conferencing. 
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5   Conclusion 

Higher Education will play a central role to realize the Europe of knowledge in the 
decade up to 2020. A great number of initiatives are actually carried out in this 
direction from the European Commission and member states.  

One of the main European funded co-operation Programme in the field of higher 
Education is the TEMPUS Programme that supports the modernization of Higher 
Education and creates and area of co-operation in countries surrounding the EU 
(Western Balkans, Eastern Europe, Central Asia, North Africa and the Middle East). 
One of the main features of TEMPUS is the introduction of innovative teaching and 
learning methods through regional and international co-operation aimed to have an 
impact on higher education policies, making the different system in higher education 
more compatible and comparable. 

New educational requirements and novel educational methods, such as Video 
Conference, supported by new telecommunication technologies enable almost instant 
access to latest educational materials and methodologies.  

In this framework the TEMPUS Project VICES (Videoconferencing Educational 
Services), carried out by the University of Florence and the Ss Cyril and Methodius 
University in Skopje, was launched and financed by the European Commission for the 
period 2009-2012. 

This project will introduce a new approach towards treatment of Information 
Communication Technologies at University level with the purpose to increase the 
virtual student and academic staff mobility. This approach will also enable higher 
level of harmonization of different curricula among partner institutions and at 
international level. This will increase the usage of new ICT technologies within the 
educational process, making it more efficient in the same time.  
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Abstract. In this paper we describe the architecture and the implementation of a 
new solution capable of building model-based web portals, used not only for 
university management, but with a much broader perspective. It is not just a 
replica of modern ERP systems, or portals that create content management 
solutions, but a novel solution proposed to be an efficient application for 
workflow and document management in SMEs. 

Keywords: Portal, knowledge management, workflow management, document 
management. 

1   Introduction 

Enabling workflow and document management of all administration activities at the 
university and faculties was the main goal of the WODOMI project. Its wider 
objective was to establish a sustainable web-based network system, used as an 
interoperable environment for university workflow and document management, 
leading towards implementation of the “integrated University” concept and the goals 
recommended by the Bologna process. The development methodology used to set up 
the new solution is the Conceptual Programming approach (CP) described in details 
in [1]. Conceptual Programming consists of two major main methods – Conceptual 
Model Driven Software Development (CMDSD) and Concept Driven Project 
Management (CDPM) aspiring to develop individualized, evolvable and flexible 
solution in the context of small to medium sized enterprises (SMEs). The underlying 
philosophy of this approach is used to model workflows and to create a software tool 
that builds portals with integrated workflow solutions. The idea was extended towards 
use in integrated university environment, as a part of WODOMI project (modeling of 
workflows and processes required by integrated universities).  

The efforts put in the “requirements analysis” and the “synthesis” part of the 
project, delivered development of a sophisticated design of workflows and document 
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management, and finally resulted with a suitable modeling and portal creation tool 
with realization of integrated workflows. Comparing with existing Enterprise 
Resource Management solutions, the idea to create a portal that models and builds 
portals with integrated workflow solutions is new and not present in any of the ERP 
systems. ERP packages contain “embedded” business process knowledge. However, 
these packages are not able to represent business processes explicitly, in a natural 
way. Therefore, ERP packages (just as other legacy transaction processing 
applications) fail to provide tools for managing such business processes [2]. Most of 
the existing solutions are robust ERP systems and they present development 
environment with special language and programming support rather than the idea to 
have a relatively simple portal solution with modeling tool and engine that supports 
efficient run of the integrated workflow solution. Comparison with the existing 
solutions like Enterprise Architect [3], Intrexx [4], etc., shows that the approach used 
in these solutions does not integrate complete workflow solutions, but only portals 
with content management features. On the other hand, workflow management 
applications are often expected to solve this problem of business process 
management. However, integration of workflow management applications with data-
centric applications is not very straightforward, especially when resources have to be 
shared in a business process. Workflow management is designed to focus on a single 
case (process instance), and all the resulting interference between cases (e.g. sharing 
resources) leads to problems. Therefore, an integration of workflow management with 
legacy transaction processing does not provide a satisfactory solution for integrated 
data and/or resource management [5]. This is the main motivation in the development 
of such a solution: the existing ERP systems are too expensive, robust and complex, 
while the portal creating content management systems do not integrate workflow 
solutions with all the features. 

2   System Architecture 

The solution is implemented as a web application. It is a development tool that 
models and creates web site starting point, as well as a structured presentation, so that 
customers can find a centralized starting place for access to consolidated enterprise-
related functions. The package may be customized to varying degrees of enterprise or 
individual specificity. Portal software typically features a lot of complexity, 
automation, organization, and interactivity. The architecture of the solution is 
presented in Fig. 1. Logically, the application is divided in number of levels. Each 
level provides certain degree of abstraction and modularity (Fig. 3). 

Database Provider is a system module that abstracts the work with the database 
and provides a simple programming interface. Its design is modular, for the purpose 
of providing easy access to different types of databases like SQL, Oracle, MySQL, 
etc. [6]. 

Base Object Model defines all of the objects/model/structures that will be used in 
the application. Also, the internal structure of the portal is defined. 

Business Objects/ Logic is a system module where all of the business objects and 
logic in the application are defined. 
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Service is a system module that encapsulates some business process running in the 
application. Example: user login process, check for user rights, etc. 

UI Process Components is a system module that represents precisely defined 
process by which the user input is accepted and its processing. 

 
Fig. 1. Overall system architecture 

Portal Serv icePortal Application Proxy Portal Services

Proxy Database Provider

SQL Server

 

Fig. 2. Portal application deployment 

Portal service is a background service for processing service requests and enables 
access to the database (Fig. 4). PortalServicesProxy provides availability of portal 
services. Portal Application represents the actual web application generated by the 
client application (Fig. 5). ClientServicesProxy enables logic for communication  
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between clients and services in Portal Service. Proxy Database Provider provides 
mechanism for the client to access the Database Provider level of the Portal Service. 
Portal Builder is a client application (IDE) for developing web applications (Fig. 6). 
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Fig. 3. Application layers 
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Fig. 4. Portal service layers Fig. 5. Portal application layers 
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Fig. 6. Portal builder layers 

2.1   Database Provider Layer 

Database Provider level abstracts the logic for access to the database and enables 
efficient programming interface. All the semantics for physical access to the database 
is encapsulated, which is done through collection of Database Provider objects. Each 
Database Provider object is an abstraction and encapsulation for managing a certain 
type of business objects. Database Provider implements IDBProvider interface. 

Database Provider Manager holds all the Data Providers available to the 
application and it is the only place for access to a certain Database Provider. The 
following types of providers are implemented: IDBAccountProvider - management of 
the user accounts of the portal; IDBPermissionProvider - management of the types of 
the permissions on the portal; IDBOrganizationProvider - management of the 
organizational model of the portal; IDBOrganizationUnitProvider - management of 
the organizational entireties of the portal (company); IDBRoleProvider - management 
of the roles in the portal; IDBTokenProvider - management of the security tokens of 
the portal; IDBDataModelProvider - management of the data model of the portal’s 
internal structure. 

2.2   Service Layer 

System provides services for support for the other parts of the application. The service 
is a sum of help functions, properties, events which belong to one logical unit. 
Services are created once and are always available for all the parts of the application.  

Service Manager holds all the services available to the application and is the only 
place for accessing some service. All requesting access to some service must be 
realized through IServiceManager. Service level provides following objects: 
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PortalServiceManager - services for support of the portal application and portal 
service; ClientServiceManager - services for support of the application for developing 
portal applications; PortalServicesProxy - makes the services from the Portal Service 
Manager available through .Net Remote; ClientServicesProxy - remote access to the 
services of the Portal Service Manager; it is used by the portal application when in 
need for some service. 

2.3   Base Object Model 

This level defines all the basic interfaces and objects of the portal. The model 
designer is used by the client. Model designer is provided by those models that are 
composed from more basic models, like: page, process etc. 

Each model of the internal structure of the portal implements the following 
interfaces: IBaseModel is basic interface that is implemented by the rest of the models; 
IModelRepository is the object that transforms the model to XML file [7] and vice 
versa. IМodelCompiler is object responsible for transforming the model in adequate 
script, in this case in ASP.NET [8]. Every model compiler contains ASP.NET template 
for the specific model; IModelPropertyEditor defines user interface for processing and 
adjusting the characteristics of the model; IModelDesigner defines user interface  
for designing the model. IRequestPermissions is interface that takes care about 
permissions/rights for access. 

Portal model contains the name of the portal and references from all of the models 
that build the internal structure of the portal. 

Organization model defines the organizational foundation of the company that 
owns the portal. Organizational model consists of several sub-models: IOrganization - 
describes the organization owning the portal; IOrganizationUnit - describes one 
organizational unit of the organization; IPerson - describes the persons in the 
organization. 

UserAccount and Security model defines the users and their rights in the portal. It 
consists of the following models: IUserAccount - the module where each portal user 
gets user account consisting of unique username and password used for logging; 
IRole – the module that presents the user roles defined with certain rights (user can be 
a member of one or several roles); IPermission - Permissions defined in the portal 
(access, access to read, access to write, etc.); ISecurityToken - Every user, once 
successfully logged in the portal, gets security token. This token is kept in the session 
object of the ASP.NET.  

2.4   Portal Data Model 

Portal’s data model consists of collection of data groups (Data Group), collection for 
the relations between data groups and collection of Views (Data View) for the data 
groups. IPortalDataModel unites the whole data model. IDataGroup is used for logical 
view of the physical table that would be created on the SQL server. IDGColumn – 
describes the column in the data group. IDGRow – describes one group of the data 
row. Row contains a collection of IDGRowItem. Number of IDGRowItem(s) is equal 
to the number of columns in the data group. IDGRowItem – maps column in the row 
of the data group. The portal’s data group model is operated by adequate Data 
Provider from the Database Provider level. 
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2.5   Page and Control Model 

Control is the basic UI element through which the user interacts with the application. 
For the needs of the portal the following controls are defined: IPortalControl – is the 
basic interface from which all of the other controls are inherited (supports and 
implements the IBaseModel interface and its characteristics); IActionControl - 
executes some transition from some process; IStaticControl - gets values in the 
process of designing the portal; IDataBindControl - enables connecting with a column 
of a data group from the portal’s data model (two groups of this control: IEditControl 
- enables editing of the value of the column they map; and IViewControl – controls 
the preview of the value of the column they map). The portal page is actually a 
collection of controls. Each page supports and implements the IPortalControl 
interface. Each page implements IRequestPermission interface, where the rights that 
user must have to gain access to the page are defined. 

2.6   Process Model 

Process model supports modeling and implementing a business process in the 
application. Generally, a process is considered to be a graph of pages and transition 
between pages. Each node represents state of the business process that is modeled, 
and consists of a page and a transition. Page represents the user interface for a certain 
state of the business process. Transition represents an array of actions that are 
performed before jumping to the next node (state) from the business process.  

2.7   Navigation Model 

Generally speaking, the portal is a sum of pages, so one of the primary things that 
must be enabled is management of the navigation between pages. The navigational 
model represents a tree of navigational nodes, which describe the page that is loaded 
when a node is selected. Navigation saves and shows the hierarchical structure of the 
navigational model. It has the following properties: Name – name of the navigational 
model; and Nodes – collection of navigational nodes. INavigationNode represents one 
node of the navigational model and provides properties for building the hierarchical 
structure of the navigational model. INavigationNodeCollection represents a 
collection of navigational nodes. 

2.8   Security Model 

User Rights. User Rights are implemented using roles. Roles are kind of workgroups, 
and users can belong to one of more roles. Domain users (if they exist) are integrated 
in the solution, too. If a user is not defined in the solution , he/she is automatically 
treated as guest. 

Page Security. During a process, it is necessary for every user to have the rights over 
a certain page, while at the same time the access for some other users is denied. Page 
right assignment is done by choosing Permissions.  

Transition Security. For each transition, a list of users that can execute it might be 
given in the Process Designer. 
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2.9   Layout Model 

Layout Model (a HTML template) provides positioning and placing of the models of 
the internal structure of the portal that make the GUI.  

2.10   GUI Layer 

GUI layer enables building of an IDE (Integrated Development Environment) for 
building web-portals (Fig. 7). 

Workspace contains Views and Pads and does not know anything about the way 
they are shown on the screen. Views are, in fact, windows in the Workspace and have 
editable content. They hold the editors of the models. Pads are windows with tools. 
Workspace Layout is responsible for all the logic of showing Views and Pads on the 
screen and provides implementation of a Workspace Window where Views are 
shown. Workspace Window maps the basic functions of a window and contains View 
in itself.  

IWorkspace maps the described model. IWindowContent consists of components 
that present editable contents. IDesignerModelContent is a special type of Window 
Content, which enables a model of the internal portal structure to be shown in the 
designer. IPadContent is window with tools that makes it easy for the user to finish 
some job. They are always active and might be visible or not. IWorkspaceWindow is a 
window used for showing the content from the IWindowContent components. 
Workspace Layout provides implementation of IWorkspaceWindow. ILayoutManager 
is responsible for the way Pads and Views are shown. It manages all the work about 
the user interface (selection of a specific window, showing and hiding of some Pad, 
creating a new window).  

Windows.FormsWorkspace

Views Pads

WorkspaceLayout

WorkspaceWindow

 
Fig. 7. Internal portal structure 

2.11   Document Creator 

This creator generates a report as a Word document. This is done by selecting the 
action on the given transition and setting it through its configuration dialog. For using 
Word documents in the solution, Word Action is implemented. For the purpose of this 
operation, a Word template has to be prepared previously. Everything that is put 
between tags is considered to be variable and is automatically read in the 
configuration dialog. In a document, the following tags appear: <<archive number>>, 
<<archive date>>, <<faculty name>>, etc. These variables represent default values 
that are filled automatically by the current Portal Page (i.e. from the current database). 
This kind of report gives opportunity for developing different documents without 
changing code in the Workflow Management Portals. 
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2.12   Multi-Language Support 

Main purpose of the multi-language support is to give the user an opportunity to 
adjust the user interface according to the spoken language. It has the following 
features: 1) user interface is adjusted to accept different sets of characters and special 
characters from a certain language; 2) language files are not hard–coded and are 
easily added in the application. The idea behind the multi-language support is based 
on the requirement that each string that has to be translated in different languages 
should get a unique identifier (StringID). For each supported language there is a file 
with pairs of StringID and its representation.  

Language definition is stored in an XML file (Languages.xml). For each supported 
language there is a different XML file languagename_lang.xml where pairs of 
StringID and correspondent representations are stored (also with the appropriate 
icon). Multi language support for IDE is a collection of precisely defined words 
defined during the development of the IDE application. Multi language support is 
provided by two services: ILanguageService – loads a language and provides access 
to specific words; ILanguageManager – used to add new languages into the system 
and to add new words in the respective language files. 

2.13   Portal Validation 

For each model included in the portal, there is a certain group of rules which must be 
respected so that it might be correct. Some of the rules for which validation is made 
are: check-up of all the links, whether there is transition connected to all action 
controls, whether there is a page in every node from the process, whether every page 
model has a unique ID, etc. It is necessary to make validation of the portal so that one 
can find defaults made during the portal design phase. As the portal test is impossible 
until it is sent to a web server, this is the only way to verify the correctness of the 
portal, according to the above rules. 

2.14   Portal Deployment 

This tool in the Portal Builder allows sending the portal to a web server where the 
Portal Engine has already been installed. Portal deployment is possible via internet.  

3   Conclusion 

The main contribution presented in this paper is the idea to create a portal builder tool 
with modeling features and integrated solutions for workflow and document 
management. This is rather a new idea, accomplished in the form of a small and 
affordable software solution, not present in any of the existing Enterprise Resource 
Management systems (they mostly refer to integrated development environments), 
nor in small portal building solutions (mainly concerned with content management 
features).  

The new architecture, as well as the main features of the portal builder and portal 
compiler used to create portal applications with integrated workflow solutions, were 
presented in this paper. The portal builder software consists of a total of 2,112 files 
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and 354,810 lines of code. By means of this tool, three workflow management portals 
were created for three different universities in the Republic of Macedonia (University 
“St. Clement Ohridski” – Bitola, University “Ss. Cyril and Methodius” – Skopje and 
the South East European University – Tetovo). In accordance with the WODOMI 
project goals, eight complex workflow processes have been covered at each 
university, along with a process for user administration. 
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