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Abstract. Realising a biometric identification scheme with the con-
straint of storing only encrypted data is an exciting challenge. Whereas
a recent cryptographic primitive described by Bringer et al. and named
Error-Tolerant Searchable Encryption achieves such a goal, the associ-
ated construction is not scalable to large databases. This paper shows
how to move away from the model of Bringer et al., and proposes to
use Symmetric Searchable Encryption (SSE) as the baseline for biomet-
ric identification. The use of symmetric cryptography enables to achieve
reasonable computational costs for each identification request.

This paper also provides a realistic security model for this problem,
which is stronger than the one for SSE. In particular, the construction
for biometric identification is resilient to statistical attacks, an aspect
yet to be considered in the previous constructions of SSE.

As a practical example, parameters for the realisation of our scheme
are provided in the case of iris recognition.
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1 Introduction

Biometric recognition systems are based on the unicity of some biological trait
every human being carries along. For instance, it is possible to verify if a given
individual is the one he claims to be (Authentication), or to find someone’s
identity using his biometrics (Identification).

In most cases, identification is done by comparing a new acquisition of the
biometric trait (a biometric template) with a database that is stored on a server.
The server can be outsourced, and we do not want it to learn more information
than it ought to. If the database is not encrypted, or if the server first decrypts
the data before comparing the traits, this leads to privacy leakage, as the server
then learns personal information on the people that use the biometric system.

One of the inherent problems of working with some biometric templates is
their fuzziness. Two captures by the same sensor, of the same biometric trait
of the same person, are in most cases significantly different. The standard way
to deal with this fuzziness is to use a matching function, which is able to tell
whether two templates come from the same biometric trait.
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Using only traditional matching algorithms, the server has to execute O(N)
matching comparisons to find a match among N biometric samples. This is
infeasible in a satisfactory computation time for large databases. Unfortunately,
matching algorithms that compare encrypted templates are rare – and expensive.

Moreover, doing an identification implies to look for the template among a
collection that is the closest to the one presented at a sensor. Instead of doing
all the traditional operations in the encrypted domain, we choose to do both the
matching and the search at the same time. Combining encryption with search
capabilities is a cryptographic primitive called searchable encryption.

To the best of our knowledge, the only construction that achieves biometric
identification with encrypted biometric data is [5,6]. However the privacy of this
construction is based on the use of a Private Information Retrieval protocol [8]
and asymmetric cryptography; and such a protocol’s computational complexity
is always (at least) linear in the size of the database. To avoid this pitfall, we
focus in this paper on symmetric cryptography.

Recent works on Symmetric Searchable Encryption [2,3,7,9,12,17] provide
schemes with constant-time access to servers; the price to pay is a leakage of
the search pattern: the server can tell whether a word was queried twice and
can even recover links between documents and words. This enables to infer rela-
tions between requests and for instance to determine, after a statistical survey,
the queried word. We formalize this advantage in the adversarial model stated in
Section 4.2. In particular, Condition 3 is a barrier to statistical attacks. To cope
with this classical weakness, we introduce a way to protect the access pattern
on the server’s side.

This paper solves the issue of preserving privacy in a biometric identification
system. As opposed to previous work, the computational cost for this purpose
is quite low, making use of recent advances in the fields of similarity searching
and secure querying on a remote server. In the end, we perform biometric iden-
tification over a wholly encrypted database, in such a way that the server does
not have an advantage over the users’ privacy.

2 Basic Concepts

For a given biometric, let B be the set of all possible biometric features, i.e. data
captured by a biometric sensor. Consider a user U , his biometric trait is noted
β. From a measurement of β using a sensor, the so-called biometric template
is computed after feature extraction and is noted b (b ∈ B). A matching algo-
rithm is a function m : B ×B → R, which computes a similarity score between
two templates. Let b and b′ be the results of two measurements from the same
biometric. Then, with a high probability, their matching score m(b, b′) is small.
We say that b and b′ constitute a matching pair. Otherwise, when they are
from different biometrics, with a high probability, their matching score is large.
In practice, some thresholds are chosen λmin, λmax and the score is considered
small (resp. large) if it is smaller (resp. greater) than λmin (resp. λmax). De-
pending on the values fixed for λmin and λmax, errors eventually occur: 1. The
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system declares two templates obtained from different users as a matching pair;
this is called a False Acceptance (FA). 2. The system states that two templates
extracted from the same user do not match; this is the False Reject case (FR).

At registration, a user chooses a pseudonym, also called an identity. A bio-
metric identification system recognizes a person among others. On input
bnew, the system returns a set of identities (corresponding to a templates set
{bref}), such that all matching scores between bnew and the bref ’s are small.
This means that bnew and bref possibly correspond to the same person.

We restrict ourselves to the case where biometric templates are in the Ham-
ming space B = {0, 1}n with the Hamming distance d (e.g. IrisCode [10]).
Two templates b, b′ of a same user U are with a high probability at distance
d(b, b′) < λmin. Similarly, when b and b′ comes from different users, they are
with a high probability at distance d(b, b′) > λmax. In this case, and in the rest
of the paper, the matching algorithm consists in evaluating a Hamming distance.

3 Useful Tools

3.1 Locality-Sensitive Hashing

For two different inputs with a small matching score, i.e. close in the sense
of the Hamming distance, Locality-Sensitive Hash families output, with a high
probability, the same value. We use them to decrease disparities between two
similar templates.

Definition 1 (Locality-Sensitive Hashing [14]). Let (B, dB) be a metric
space, U a set of smaller dimensionality. Let r1, r2 ∈ R, p1, p2 ∈ [0, 1] such that
p1 > p2.

A family H = {h1, . . . , hμ}, hi : B → U is (r1, r2, p1, p2)-LSH, if

∀h ∈ H, x, x′ ∈ B

{
Pr[h(x) = h(x′) | dB(x, x′) < r1] > p1

Pr[h(x) = h(x′) | dB(x, x′) > r2] < p2

Some examples of LSH families are given in [5,13,14]. Another example of prac-
tical use is given in Section 5.1.

Remark 1. With regard to Definition 1, LSH hash functions have no crypto-
graphic property. Per se, the security of our construction does not rely on the
use of LSH functions.

3.2 Symmetric Searchable Encryption – SSE

Searchable Encryption is described as follows.

– A client U has a collection of documents consisting of sequences of words.
– He encrypts the whole collection along with some indexing data.
– He stores the result on a (remote) server.
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The server should be able to return all documents which contain a particular
keyword, without learning anything about the aforementioned keyword.

Let Δ = {ω1, · · · , ωd} be the set of d distinct words (typically a dictionnary).
A document D ∈ Δ∗ is a sequence of words of Δ. The identifier id(D) is a
bitstring that uniquely identifies the document D (e.g. its memory address). A
collection D = (D1, · · · , Dn) is a set of n documents. D(ω) denotes the lexico-
graphically ordered list of identifiers of documents which contains the word ω.

For efficiency reasons, we only focus on the symmetric searchable encryption
paradigm.

Definition 2 (Symmetric Searchable Encryption Scheme [9]). A Sym-
metric Searchable Encryption scheme is a collection of four polynomial-time al-
gorithms Keygen, BuildIndex, Trapdoor, Search such that:

Keygen (1�) is a probabilistic key generation algorithm, run by the client to setup
the scheme. It takes a security parameter � and returns a secret key K.

BuildIndex (K,D) is a (possibly probabilistic) algorithm run by the client to
compute the index ID of the collection D. It takes as entry a secret key K
and a collection of documents D. The index returned allows the server to
search for any keyword appearing in D.

Trapdoor (K, ω) is a deterministic algorithm which generates a trapdoor Tω for
a given word ω under the secret key K. It is perfomed by the client whenever
he wants to search securely for all the documents where ω occurs.

Search (ID, Tw) is run by the server to search in the entire collection D for all
the documents identifiers where the queried word ω appears. It returns D(ω).

These primitives give a functional aspect of what Symmetric Searchable En-
cryption provides. The associated security model is described in [9], and briefly
depicted in Appendix A.1. The goal is to achieve Adaptive Indistinguishability, a
security property stating that an adversary does not get information on the con-
tent of the registered documents. More precisely, if two different collections are
registered, with constraints on the number of words per document, an adversary
cannot distinguish between two sequences of search requests.

Remark 2. A noticeable construction of a scheme adaptively indistinguishable
was also provided in [9] (cf. Appendix A.2), and inspired our identification data
structure. Although this scheme is proved secure in their model, this does not
cover statistical attacks where an adversary tries to break the confidentiality of
the documents or the words based on statistics about the queried words and the
index (cf. Remark 5).

4 Fast and Secure Biometric Identification

Our construction does not simply mix a SSE scheme with a LSH family. Indeed,
we ensure the security of our biometric identification protocol against statistical
attacks, which is an improvement with respect to a direct combination of SSE
with LSH.
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4.1 Our Idea in a Nutshell

Our Biometric Identification process has two phases: a search phase which
carries out every request on the database DB and sends back to the sensor client
SC the search result, an identification phase which treats data extracted from
search results to proceed to the identification. The search phase is constructed
following the principle of the SSE scheme from [9]. The following entities interact:

• Human users Ui: a set of N users who register their biometrics.
• Sensor client SC: a device that captures the biometric data and extracts its

characteristics to output the biometric template. It also sends queries to the
server to identify a user.
• The server: replies to queries sent by SC by providing a set of search results

and owns a database DB to store the data related to the registered users.

Remark 3. We consider that SC is honest and trusted by all other components.
In particular, SC is the only entity which is in possession of the cryptographic
key material used in the protocol. To justify this assumption, we emphasize that
the object of this paper is to provide a solution to the secure storage of reference
templates, but not to provide an end-to-end architecture. See Remark 6 for
details on key management.

We provide the three following methods:

1. Initialize(1�): It produces the parameters K of the system, according to
a security parameter �. K must contain secret keys sk used to encrypt the
identities, and K used in the SSE scheme.

2. Enrolment(b1, . . . , bN , ID1, . . . , IDN ,K): It registers a set of users with their
biometric characteristics. For a user Ui, it needs a biometric sample bi and
his identity IDi. This returns an index I.

3. Identification(K, b): It takes as input a newly captured template b and it
returns a set of identities for which the associated templates are close to b.
See Conditions 1 and 2, Section 4.2.

Definition 3. In our proposal, keywords are evaluations of LSH functions on
templates, concatenated with the index of the considered function, i.e. hi(b)||i,
for i ∈ [1, μ] where b is the captured template of a user.

Identifiers are the encryptions of the identities of the registered users. We
have, id(Ui) = Esk(IDi) for i ∈ [1, N ] where Esk is an encryption function
with the secret key sk, and IDi is the identity of the user Ui.

The interaction between the server and SC defines the identification view, re-
quired for the security experiments. It consists of the encrypted identities of the
registered users, and informations sent by SC when a user U is being identified.

Definition 4 (Identification View). The identification view under the secret
keys K and sk is defined as

IdVK,sk(b′) = (I, Th1(b′)||1, . . . , Thμ(b′)||μ, Esk(ID1), . . . , Esk(IDN ))

where b’ is a freshly captured template from U .
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4.2 Security Requirements

We assume that the Hamming space B = {0, 1}n is such that n ≥ �, where �
is the security parameter. A function f is said to be negligible if for all non-
constant polynomial P , and for all sufficiently large k, we have f(k) < 1

|P (k)| . In
the sequel, a probability is negligible if it is negligible in �.

First of all it is important that the scheme actually works, i.e. that the retrieval
of the identity of a registered user gives the correct result. This can be formalized
by the two following conditions.

Condition 1 (Completeness). The system is complete if for all b′ ∈ B, the
result of Identification(b′) contains the set of identities for which the asso-
ciated templates bi are close to b′ (ie. d(b′, bi) < λmin), except for a negligible
probability.

Condition 2 (Soundness). The system is sound if, for each template b′ such
that d(b′, bi) > λmax, Identification(b′) is the empty set ∅, except with negli-
gible probability.

To avoid statistical attacks, we do not want the database to infer relations be-
tween different identities. This is modeled by the following condition.

Condition 3 (Adaptive Confidentiality). An identification system achieves
adaptive confidentiality if the advantage AdvA = |Pr(b0 = b′0) − 1

|B| | of any
polynomial-time adaptive adversary is negligible in the next experiment, where
A = (A1,A2) is an opponent taking the place of the server, and C is a challenger
at SC’s side.

1. K R←− Initialize(1�) (C)
2. b1, . . . , bN ←− B (A)
3. I1 ←− Enrolment(b1, . . . , bN ) (C)
4. b, IdVK,sk(b)←− AIdentification

1 (I1) (A)
5. b0

R←− B (C)
such that ∀i ∈ [1, N ], d(b0, bi) > λmax

6. I2 ←− Enrolment(b0, b1, . . . , bN )
6′. b, IdVK,sk(b)←− AIdentification

1 (I1, I2) (A)
7. b′0 ←− A2(I1, I2, b, IdVK,sk(b), IdVK,sk(b0))

Enrolment(b1, . . . , bN) stands for Enrolment(b1, . . . , bN , ID1, . . . , IDN , K, sk).

In this game, the attacker is allowed to set a templates database b1, . . . , bN of its
choice (2.). Then the challenger creates the database by enrolling the whole col-
lection (3.), and the adversary can make a polynomial number of identifications
(using the method Identification) of the templates of his choice (4.). The
challenger then picks a random template b0 (5.) and it recreates the database I2
(6.). The attacker is allowed once again to make a polynomial number of iden-
tifications from the templates of its choice (6′.) and he is challenged to retrieve
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the initial template b0 (7.), given the knowledge of I1, I2, and the views of the
identifications.

This condition expresses the confidentiality of the enrolled templates, even if
the adversary has access to the index and to identification views, which may give
him the possibility to construct a statistical model on it.

Condition 4 (Non-adaptive Indistinguishability). We say that a biomet-
ric identification system achieves indistinguishability if the advantage AdvA =
|Pr(e = e′) − 1

2 | of any polynomial-time adversary A = (A1,A2) is negligible in
the following game:

1. b1, . . . , bN
R←− B (C)

2. b(0), b(1) ←− A1(C(IdVK,sk)) (A)
3. e

R←− {0, 1} (C)
4. e′ ←− A2(IdVK,sk(b(e))) (A)

where A1(C(IdVK,sk)) stands for the fact that the adversary accesses to the iden-
tification view produced when C executes a polynomial number of identification
requests, without knowing the input randomly chosen by the challenger.

This experiment is executed as follows: The challenger first creates a set of
templates b1, . . . , bN (1.), and executes a polynomial number of identification re-
quests. The adversary has access to all the identification views (2.). The attacker
then chooses two templates for which he believes he has an advantage (2.), and
the challenger picks at random one of them and executes its identification (3.).
The attacker is finally challenged to determine which template the challenger
chose (4.).

4.3 Our Identification Protocol

Initialize(1�):

– We choose an IND-CPA symmetric encryption scheme (G, E ,D).
– We use the Symmetric Searchable Encryption scheme from [9] (see Appendix

A.2 for the construction detail) out of which we pick the functions (Keygen,
Trapdoor, Search) and adapt them to our needs.

– We fix a threshold 0 < λ ≤ 1
2 .

– Let H = (h1, . . . , hμ) be a (λmin, λmax, p1, p2)- LSH family, μ ≥ �.
– Let K = KeyGen(1�), and sk = G(1�).
– Let πK be the pseudo-random permutation indexed by the key K used in

the SSE scheme.

Output K = (h1, . . . , hμ, K, sk, λ).

Enrolment(b1, . . . , bN , ID1, . . . , IDN ,K): Consider N users U1, . . . ,UN to be en-
rolled. Their template are denoted by bi, and their identity IDi, i ∈ [1, N ].
We recall that in our construction, the words we consider are the hi(b)||i, i ∈
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Enrolment(b1, . . . , bN , ID1, . . . , IDN ,K):

• Initialization:
- build Δ = {hi(bk)||i; i ∈ [1, μ], k ∈ [1, N ]}
- for each ωik ∈ Δ, build D(ωik ) the set of identifiers of users
Uk′ such that hi(bk′)||i = ωik

- compute max = maxω∈Δ(|D(ω)|) and m = max · |Δ|
• Build look-up table T:

- for each ωi ∈ Δ
for 1 ≤ j ≤ |D(ωi)|

set T [πK(ωi ‖ j)] = Esk(IDi,j)
- if m′ =

∑
ωi∈Δ |D(ωi)| < m ,then set the remaining (m−m′)

entries of T to random values.
• Output I = T

Fig. 1. Enrolment Procedure

[1, μ], b ∈ B, where hi is one of the chosen LSH functions, and b is a reference
template from a registered user.

We alter the BuildIndex algorithm of the SSE scheme into Enrolment to take
into account the need for identification (cf. Figure 1).

Remark 4. Our scheme stores identifiers encrypted by an IND-CPA scheme so
that no relation between the entries could be found by observing the index I.
This prevents inferring statistics from the DB content. Proposition 3 formalizes
this intuition.

Identification(K, b′):
Search phase: When a user U wants to be identified, SC captures his biometric
trait in a template b′. SC evaluates each LSH function on b′ to compute ωki =
hi(b′)||i, i ∈ [1, μ] and sends to the server the trapdoors:

Tωki
= Trapdoor(K, ωki) = (πK(ωki ||1), . . . , πK(ωki ||max))

The server executes the Search algorithm on the different trapdoors Tωki
– each

call to Search(t1, . . . , tmax ) returns T[t1], . . . T[tmax ] – and sends to SC the array
ID(b′) which corresponds to all the search results:

ID(b′) =

⎡
⎢⎣
Esk(IDk1,1) · · · Esk(IDk1,max)

...
. . .

...
Esk(IDkμ,1) · · · Esk(IDkμ,max)

⎤
⎥⎦

where each row is made of the output of Search(Tωki
). It may happen that

a virtual address πK

(
hi(b′)||i||j

)
is invalid, in this case the server sends NULL

instead of an identifier.

Identification phase: SC decrypts all received identifiers and determines the
number of occurrences of each identity to output the list of the ones that appear
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more than λμ times, i.e. the list of identities {ID(Ul)} that verify this inequality:∑μ
i=1

∑max
j=1 1lID(Ul)

(
IDki,j

)
> λμ, where 1l is the indicator function. If the result

is still ambiguous after that the identity that appeared the most was selected,
an empirical rule is applied.

4.4 Security Properties

We use Shannon’s entropy, H2(λ) = λ · log 1
λ + (1 − λ) · log 1

1−λ

Proposition 1 (Completeness). Provided that H is a (λmin, λmax, p1, p2)-
LSH family, for 1− p1 ≤ 1

4H2(λ)+c , with c ≥ 1, our scheme is complete.

Proposition 2 (Soundness). Provided that H is a (λmin, λmax, p1, p2)-LSH
family, for p2 ≤ 1

2
1
λ

+c
, with c ≥ 1, our scheme is sound.

The proofs of Propositions 1 and 2 are given in Appendix B. The underlying
idea is that computing the μ LSH functions separates the close and the distant
template pairs.

Proposition 3 (Adaptive Confidentiality). Provided that the underlying
encryption scheme (G, E ,D) is a IND-CPA secure scheme, our construction en-
sures the templates confidentiality.

Sketch of Proof. The adversary A is allowed to execute some identification re-
quests. IfA is able to reconstruct the template b0, then he can infer links between
the enrolled bi and the associated identification result ID(b0).

Due to the IND-CPA security of (G, E ,D), a simulator can simulate the array
ID(b) during the second enrolment phase in the following way: when it receives
for the first time a set of trapdoors {Th1(b||1), . . . , Thμ(b||μ)}, for a template b, it
picks up a random array of size μ · max and stores the correspondence between
the trapdoors and this array. When the adversary sends the same trapdoors,
the same result is sent back by the simulator. This way, an adversary who can
make links between informations contained in the array ID(b), can also infer
links between random identifiers, which is impossible. Thus the property. 	


Proposition 4 (Non-Adaptive Indistinguishability). Provided that πK is
a pseudo-random permutation depending on a secret key K, and that (G, E ,D) is
semantically secure, our construction ensures the non-adaptive indistinguisha-
bility.

Sketch of Proof. This property is mainly a consequence of the semantic security
of the SSE scheme we consider. Indeed, for πK a pseudo-random permutation,
a simulator can simulate the trapdoors sent by the sensor client during an iden-
tification, and it can also simulate the server’s response because of the semantic
security of the symmetric encryption scheme used. 	
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Remark 5. We emphasize that the aforementioned properties define an adequate
description of what resistance against statistical attacks would be.

A scheme, that would be no more than a combination of the SSE scheme
described in [9] with the use of LSH functions, would not be resistant against
these methods. An adversary is, in that setting, able to retrieve – and compare
– the identifiers of the users enrolled, and thus infer knowledge on the identity
of a user that did not proceed to identification.

Similarly, if the identifiers are not encrypted, an attacker who observes the
views of identification can gather statistics on the identification of the different
users. This enables him to link the identity of users - as some are more likely
to be identified than others - with the response of the server. Moreover, he can
manage a very general statistical attack in that case: by learning the relation
between identities and keywords (i.e. LSH values of biometric data), he can even
reconstruct unknown templates.

Note that our technique to thwart statistical attacks is quite general and can be
reused in other contexts.

5 Practical Considerations

5.1 Choosing a LSH Family

To explain that our scheme meets the usual needs for a practical deployment
of a biometric identification system, let us consider the case of biometric iris
recognition as a practical example. A well-known method to represent iris is to
use Daugman’s IrisCode [10] algorithm. The outcome is a 4096-bit vector, where
half of them carry information held in the iris, and the other part is a “mask”
of the significant bits.

In [13], a method to increase the efficiency of iris identification is described.
By applying specific projection functions into {0, 1}10, the search among an iris
dataset can be accelerated. The projected values of an iriscode serve in a pre-
filtering step. Experiments successfully reported in [13] on a UAE database, con-
taining N = 632500 iris records, show that it decreases the number of necessary
matching to 41 instead of N to achieve identification. The authors determine a
biometric template b as a candidate for b′ if b and b′ give the same evaluations
with at least three functions; see [13] for more details. Their functions can be in
fact considered as a (λmin, λmax, (1− λmin

2048 )10, (1− λmax

2048 )10)-LSH family and we
can thus apply our construction without degrading their results. This shows the
actual practicality of our scheme.

The family is made by μ = 128 hash functions, which each extracts a 10-
bit vector. Our parameter λ can be set to λ = 3

128 . According to traditional
matching algorithms, we can choose λmin = 0.25 · 2048 = 512 and λmax = 0.35 ·
2048 = 716.8, which gives the probabilities p1 � 0.056 and p2 � 0.013 (with the
notations of Definition 1). The probability of Identification(b′) not returning
a template close to b′ is given by

∑�λμ�
i=0

(
μ
i

)
pi
1 (1− p1)

μ−i � 0.066 and the other
probability to consider is, for b′ far from all the bi, Pr[Identification(b′) �=
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∅] =
∑μ

i=�λμ�
(
μ
i

)
pi
2(1 − p2)μ−i � 0.095. Note that those probabilities are small,

and not negligible, but they can be considered attractive for practical uses (as
asserted by the results from [13]).

5.2 Implementation

To check further the feasibility of our scheme, we implemented our scheme and
conduced a first empirical evaluation on the ICE 2005 database [15,16] which
contains 2953 images from 244 different eyes. The results are similar to those
deduced in the previous section from the results of [13]. For instance, the proba-
bility that the genuine identity is not in the outputted list of candidates is below
10%.

Remark 6. In addition to this performance consideration, it is important to no-
tice that the deployment of the scheme is quite simple as only the client needs to
know the secret keys. So management of the keys is reduced to a distribution to
the clients that are allowed to run identification requests onto the remote server.

For a similar reason, the scheme only uses classical cryptographic schemes;
therefore it does not suffer of the same weaknesses [1] as some other biometric
protection schemes.

5.3 Complexity

We here evaluate the computational complexity of an identification request on
the server’s side as well as on SC. We note κ(op) the cost of operation op.

◦ On the server’s side: assuming that we organize the look-up table in a FKS
dictionnary [11], a search is made in constant time and the server has μ
searches to achieve.
◦ On SC’s side:

κ(identification) = κ(trapdoors) + κ(count)
= μ.max. [κ(hash) + κ(encryption) + κ(decryption)]

κ(hash) is the computational complexity to evaluate a LSH function, and
κ(encryption) is the one to apply the pseudo-random permutation πK . The
final count needs to compute the number of occurences of each identity,
it can be made in computation time linear in the size of the final array,
hence the term μ.max.κ(decryption) (remember that before counting, SC
has to decrypt the search results). If the chosen hash functions map {0, 1}∗
to {0, 1}m (for m ∈ N

∗) and assuming that images of these functions are
equally distributed, the max value can be bounded by O( N

2m ), where N

is the number of registered users. So the overall complexity is O (
μ N

2m

) ·
[κ(hash) + κ(encryption) + κ(decryption)]. A traditional identification al-
gorithm would cost O(N) matching operations; with the parameters given
in Section 5.1, our solution is 8 times more efficient, with the additional
benefit of the encryption of the data.
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Remark 7. The complexity of the construction initially proposed in [6] was glob-
ally the same at the client level (modulo the use of asymmetric cryptography
rather than symmetric schemes in our case). It consists in computing the LSH
images of the freshly acquired template, and in preparing μ PIR queries as-
sociated to the hashes. While this computation is costly, it is still doable in
reasonable time. However on the server side, S must compute the PIR replies,
and cannot do it in less than a linear time in the database’s size (2m). Indeed, no
matter what PIR scheme is used, S always needs to process the whole database
before sending its reply; here we enable secure biometric identification with only
μ constant-time operations at S’s side.
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A Security Model Associated to Symmetric Searchable
Encryption

The following model for Symmetric Searchable Encryption was proposed in [9].
We briefly state the requirements and provide the construction given by the
authors to comply with the model.

A.1 Security Model for Symmetric Searchable Encryption

A history Hq is an interaction between a client and a server over q queries,
consisting of a collection of documents D and q keywords ω1, · · · , ωq. Let D be a
collection of n documents (D1, · · · , Dn), and let Enc be an encryption function.
If the documents of D are stored encrypted by Enc, and Hq = (D, ω1, · · · , ωq)
is a history over q queries, an adversary’s view of Hq under the secret key K is
defined as

VK(Hq) = (id(D1), . . . , id(Dn), EncK(D1), . . . , EncK(Dn), ID, Tω1 , . . . , Tωq)

The History and the View of an interaction determine what did an adversary
obtain after a client executed the protocol; an estimation of the information
leaked is given by the Trace. Let Hq = (D, ω1, . . . , ωq) be a history over q queries.
The trace of Hq is the sequence

Tr(Hq) = (id(D1), . . . , id(Dn), |D1|, . . . , |Dn|,D(ω1), . . . ,D(ωq), Πq)

where Πq is a symmetric matrix representing the access pattern, i.e. Πq[i, j] = 1
if ωi = ωj , and Πq[i, j] = 0 otherwise.

For such a scheme, the security definition is the following.

http://eprint.iacr.org/2003/216/
http://iris.nist.gov/ICE
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Definition 5 (Adaptive Indistinguishability Security for SSE [9]). A
SSE scheme is said to be adaptively indistinguishable if for all q ∈ N and for all
probabilistic polynomial-time adversaries A, for all traces Trq of length q, and
for all polynomially sampleable distributions

Hq = {Hq : Tr(Hq) = Trq}
(i.e. the set of all histories of trace Trq), the advantage AdvA =

∣∣Pr [b′ = b]− 1
2

∣∣
of the adversary is negligible.

ExpINDA

1. K ← Keygen(1k) (C)
2. (D0,D1) ← A (A)

3. b
R← {0, 1} (C)

4. (ω1,0, ω1,1) ← A(Ib) (A)
5. Tω1,b ← Trapdoor(K, ω1,b) (C)
6. (ωi+1,0, ωi+1,1) ← A(Ib, Tω1,b , . . . , Tωi,b) for i = 1, . . . , q − 1 (A)
7. Tωi+1,b ← Trapdoor(K, ωi+1,b) (C)
8. b′ ← A(VK(Hb)) (A)

In this experiment, the attacker begins by choosing two collections of documents
(2.), which each contains the same number of keywords; then the challenger
follows by flipping a coin b (3.), and the adversary receives the index of one of
the collections Db; he then submits two words (ω1,0, ω1,1) (4.) and receives the
trapdoor for ω1,b (5.). The process goes on until the adversary has submitted q
queries (6. and 7.) and he is challenged to output b (8.).

A.2 SSE Construction

The algorithms that implement the Symmetric Searchable Encryption in [9] are
depicted in Figure 2. The scheme is proven indistinguishable against adaptive
adversaries.

For this construction, a pseudo-random permutation noted πK is used, where
K is the secret key of the system. The security of this scheme rests on the
indistinguishability of this pseudo-random permutation which ensures the indis-
tinguishability of the sent data.

B Detailed Proofs

B.1 Proof of Proposition 1

Let U be a registered user to be identified, with reference template b and identity
ID(U). Let b′ be a freshly captured template such that d(b, b′) < λmin. The
scheme is complete if the probability for ID(U) not to be returned is negligible,
i.e. if ID(U) appears less than λμ times in ID(b′).

Let us consider the event Ei : “Esk(ID(U)) does not appear in row i of ID(b′)”.
Ei happens if and only if hi(b′)||i||j �= hi(b)||i||j, which happens with probabil-
ity 1 − p1. Then, the probability for the scheme not to be complete is given
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Keygen(1k): Generate a random key K
R← {0, 1}k

BuildIndex (K, D):

• Initialization:
- scan D and build Δ, the set of distinct words in D.
- for each ω ∈ Δ, build D(ω)
- compute max = maxω∈Δ(|D(ω)|) and m = max · |Δ|

• Build look-up table T :
- for each ωi ∈ Δ

for 1 ≤ j ≤ |D(ωi)|
set T [πK(ωi ‖ j)] = id(Di,j)

- if m′ =
∑

ωi∈Δ |D(ωi)| < m, then set the remaining (m−m′)
entries of T to identifiers of documents id(Dr), r ∈ {1, . . . , n}
such that the same identifier holds for the same number of
entries.

• Output ID = T

Trapdoor (K, ω): Output Tω = (πK(ω ‖ 1), . . . , πK(ω ‖ max))

Search (ID, Tω): For 1 ≤ i ≤ max: retrieve id = ID [Tω[i]]

Fig. 2. Adaptively secure SSE construction [9]

by: Pr [ID(U) appears in less than �λμ� positions ] =
∑�λμ�

i=0

(
μ
i

)
pi
1(1 − p1)μ−i.

But, considering 1 − p1 ≤ 1
4H2(λ)+c , we have: (1 − p1)μ−i ≤ 1

4(H2(λ)+c)(μ−i) ≤
1

4(H2(λ)+c)( μ
2 ) = 1

2μ(H2(λ)+c) .
Thus,∑�λμ�
i=0

(
μ
i

)
pi
1 (1− p1)

μ−i ≤ ∑�λμ�
i=0

(
μ
i

)
(1− p1)

μ−i ≤ (�λμ�+ 1) . 2μH2(λ)

2μ(H2(λ)+c) ≤
(�λμ�+ 1) . 1

2cμ which is negligible. This proves the result. 	


B.2 Proof of Proposition 2

Let b′ be a freshly captured template such that d(b, b′) > λmax for any registered
template b. The system returns an identity if and only if one identity appears
in at least �λμ� entries. This implies that for at least �λμ� LSH functions h,
we have, h(b) = h(b′). Given a hash function, and regarding the definition of a
LSH family, this occurs with a probability p2. So, Pr[Identification(b′) �= ∅] =∑μ

i=�λμ�
(
μ
i

)
pi
2(1 − p2)μ−i ≤ 2μ · pλμ

2 . If p2 ≤ 1

2
1
λ

+c
, this probability is negligible

too. This gives the result. 	



	Biometric Identification over Encrypted Data Made Feasible
	Introduction
	Basic Concepts
	Useful Tools
	Locality-Sensitive Hashing
	Symmetric Searchable Encryption – SSE

	Fast and Secure Biometric Identification
	Our Idea in a Nutshell
	Security Requirements
	Our Identification Protocol
	Security Properties

	Practical Considerations
	Choosing a LSH Family
	Implementation
	Complexity

	Security Model Associated to Symmetric Searchable Encryption
	Security Model for Symmetric Searchable Encryption
	SSE Construction

	Detailed Proofs
	Proof of Proposition 1
	Proof of Proposition 2




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




