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Preface

This two-volume set constitutes the Proceedings of the 16th International Conference 
on Neural Information Processing (ICONIP 2009), held in Bangkok, Thailand, during 
December 1–5, 2009.  ICONIP is a world-renowned international conference that is 
held annually in the Asia-Pacific region.  This prestigious event is sponsored by the 
Asia Pacific Neural Network Assembly (APNNA), and it has provided an annual 
forum for international researchers to exchange the latest ideas and advances in neural 
networks and related discipline.  The School of Information Technology (SIT) at King 
Mongkut’s University of Technology Thonburi (KMUTT), Bangkok, Thailand was 
the proud host of ICONIP 2009.  The conference theme was “Challenges and Trends 
of Neural Information Processing,” with an aim to discuss the past, present, and future 
challenges and trends in the field of neural information processing. 

ICONIP 2009 accepted 145 regular session papers and 53 special session papers 
from a total of 466 submissions received on the Springer Online Conference Service 
(OCS) system.  The authors of accepted papers alone covered 36 countries and re-
gions worldwide and there are over 500 authors in these proceedings.  The technical 
sessions were divided into 23 topical categories, including 9 special sessions.  Techni-
cal highlights included a keynote speech by Shun-ichi Amari (the founder of 
APNNA); plenary and invited talks by Włodzisław Duch (President of the European 
Neural Network Society), Kunihiko Fukushima, Tom Gedeon, Yuzo Hirai (President 
of the Japanese Neural Network Society), Masumi Ishikawa, Nikola Kasabov (Presi-
dent of the International Neural Network Society), Minho Lee, Soo-Young Lee, An-
drew Chi-Sing Leung, Bao-Liang Lu, Chidchanok Lursinsap, Paul Shaoning Pang, 
Ron Sun, Shiro Usui, DeLiang Wang, Jun Wang, Lipo Wang and Zhi-Hua Zhou.  In 
addition, six tutorials by Włodzisław Duch, Chun Che Fung, Irwin King, Saed Sayad, 
Jun Tani and M. Emin Yuksel were part of ICONIP 2009.  Also, for the first time, 
there was a Post-ICONIP Workshop held in a neighboring country to the host: the 
Workshop on Advances in Intelligent Computing (WAIC 2009) was held in Kuala 
Lumpur, Malaysia on December 7, 2009.  Furthermore, the Third International Con-
ference on Advances in Information Technology (IAIT2009) was collocated with 
ICONIP 2009. 

We are indebted to the members of the conference Advisory Board as well as the 
Governing Board and Past Presidents of APNNA for their advice and assistance in the 
organization and promotion of ICONIP 2009.  We are thankful to the Program Com-
mittee and Technical Committee members for their dedication and support in provid-
ing rigorous and timely reviews, especially for the last round of submissions due to 
our extended submission deadline.  Each paper was reviewed by at least two referees 
and three or more reviews were provided in most of the cases.  The Program Commit-
tee Chairs opted to use the relatively new OCS system and we put it through a rigor-
ous workout and helped the system to smooth out numerous minor issues.  We sin-
cerely apologize for any inconvenience the authors may have experienced during the 
entire paper submission and reviewing process. 



 Preface VI 

A special thanks to the Conference Secretariat, Olarn Rojanapornpun, who worked 
tirelessly to facilitate many of the conference delegates and to produce these final 
proceedings.  The Organizing Committee members would like to express our sincere 
appreciation to the devoted behind-the-scene work by Wannida Soontreerutana, 
Chompoonut Watcharinkorn, Paweena Mongkolpongsiri, Thanyapat Natwaratit, 
Chutikarn Hongpitakkul, Korakot Eadjongdee, Suda Kasikitsakunphon, Kanittha 
Charoensuk and Monthana Hunjinda.  Last but not least, the organizers gratefully 
acknowledge the contribution and support from all speakers, panelists and authors, as 
well as all other participants, in making ICONIP 2009 a resounding success.   

December 2009 Jonathan H. Chan 
Chi Sing Leung 

Minho Lee 
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Abstract. We propose a novel obstacle categorization model combining global 
feature with local feature to identify cars, pedestrians and unknown back-
grounds. A new obstacle identification method, which is hybrid the global fea-
ture and local feature, is proposed for robustly recognizing an obstacle with and 
without occlusion. For the global analysis, we propose the modified GIST based 
on biologically motivated the C1 feature, which is robust to image translation. 
We also propose the local feature based categorization model for recognizing 
partially occluded obstacle. The local feature is composed of orientation infor-
mation at a salient position based on the C1 feature. A classifier based on the 
Support Vector Machine (SVM) is designed to classify these two features as 
cars, pedestrians and unknown backgrounds. Finally, all classified results are 
combined. Mainly, the obstacle categorization model makes a decision based on 
the global feature analysis. Since the global feature cannot express partially oc-
cluded obstacle, the local feature based model verifies the result of the global 
feature based model when the result is an unknown background. Experimental 
results show that the proposed model successfully categorizes obstacles includ-
ing partially occluded obstacles. 

Keywords: Obstacle categorization, Modified GIST, Bottom-up saliency map 
model, C1-feature, Support Vector Machine. 

1   Introduction 

One of major causes of traffic accidents is a failure of obstacle detection due to 
driver’s inattention and fatigue. Recently, the National Highway Traffic Safety Ad-
ministration (NHTSA) reported that the 25-35% of the traffic accidents or 1.2 million 
vehicle crashes per year in the United Sated are resulted from distraction and inatten-
tion [1]. The researches on auto safety system have been highlighted through the 21st 

century. Since, the vision-based technology can improve automotive safety and 
driver’s convenience, especially, there are many published works concerning moving 
                                                           
* Corresponding author. 



2 J.–W. Woo, Y.–C. Lim, and M. Lee 

 

object detection for avoiding vehicle accidents [2-6]. These approaches use the  
information about symmetry [2], color [3], shadow [4], horizontal/vertical edge [5], 
and texture [6]. Among them, there is only focused to detect the presence of an obsta-
cle or to detect the specific obstacle, such as a vehicle and a pedestrian. The obstacle 
categorization is an important task associated to the navigation of an intelligent vehi-
cle. Upon detecting an obstacle, it is desirable that a categorization system is able to 
define which obstacle is in the pathway. The more obstacles categorization system is 
able to identify, the more intelligent vehicle comes true, for more different behaviors 
can be assigned to the intelligent vehicle. As an example, if an intelligent vehicle is 
only able to detect the presence of an obstacle without defining obstacle category, the 
only possible behavior is to deviate from an obstacle. In contrast, if the intelligent 
vehicle is able to identify that the obstacle is a pedestrian, as an example, it can be 
give the efficient avoidance path considering universal information of the pedestrians. 

For the obstacle categorization, there are two methods that are commonly used for 
analyzing the image including an obstacle. The global feature based approaches are a 
simple way which can represent the obstacle image and they promise the credible 
performance than the local feature based approach when the obstacle is entirely in-
cluded in an image without image translation and occlusion [7, 8]. However, the 
global feature based approaches are sensitive to the accuracy of the candidate local-
ization. On the other hand, the local feature based approaches are known as having 
robustness to image translations and occlusions [9-11]. Thus, it is desirable that these 
two approaches are integrated to apply the obstacle categorization system in real-
world problem such as cluttered backgrounds [12]. 

In this paper, we propose a vision-based obstacle categorization model combined 
the global and the local approaches for applying to a driver assistance system. For a 
global analysis of the obstacle image, a modified GIST algorithm with a SVM is used 
for categorizing an obstacle, which is robust to translation and size variation by using 
a biologically motivated C1 feature [11]. On the other hand, the local feature is com-
posed of orientation information based on the C1 feature at the interesting areas se-
lected by a biologically motivated bottom-up saliency map (SM) model [13]. Finally, 
the results of two approaches are combined. A result of the entire system is mainly 
followed by the result of the global feature based approach. If the result of the global 
feature based approach is an unknown background, however, the result of the entire 
system is followed by the result of the local feature based approach. 

This paper is organized as follows. In Section 2, the description of proposed model 
is introduced. Experimental results are presented in Section 3. The conclusion and 
further works will be discussed in Section 4. 

2   Proposed Models 

The proposed obstacle categorization model is constructed based on global and local 
features. The global feature can represent an image by a compact way. Categorization 
performance of the global feature method is superior to the local feature based method 
when an object is well segmented [12]. Also, implementation of the global feature 
based method is easier than the local feature based identification because we need to 
consider more steps to design the local feature model such as the selection of local 
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area and efficient representation scheme of the extracted features. However, the 
global feature is sensitive to occlusion and clutter and it require good segmentation. 
On the other hand, the local feature method does not need for segmentation and it is 
robust to occlusion and clutter. Thus, the proposed obstacle identification system is 
implemented by hybridizing a global feature based method as a role for primary deci-
sion with a local feature based algorithm as a supplementary role for additional verifi-
cation to reduce the false-negative rate. Fig. 1 shows the overall procedure of the 
proposed obstacle identification system. 

 

Fig. 1. The procedure of an obstacle categorization system 

2.1   Global Feature Based Model 

The proposed global feature based model is based on a Modified–GIST algorithm that 
is robust to translation and size variation by using the biologically motivated C1 fea-
ture [11]. Fig. 2 shows the procedure of the global feature based model. 

 

 

Fig. 2. The procedure of the global feature based model 

The conventional GIST is the global feature method proposed by Torralba and A. 
Oliva (2006) [8]. The conventional GIST is too sensitive to occlusion and clutters in 
backgrounds. So, we improve the problem of conventional GIST by considering a C1 
feature instead of using primitive orientation information. The C1 feature is orienta-
tion feature maps in the HMAX model. The HMAX model was proposed by  
Riesenhuber and Poggio (1999) [11], which is based on biologically motivated 
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The support vector machine (SVM) is used as a classifier, which is known as a 
powerful classifier to avoid overfitting by choosing a specific hyper plane among the 
many that can separate the data in the feature space [15].  

2.2   Local Feature Based Model 

The modified-GIST is still sensitive to partial occlusion and large translation even if 
the modified-GIST improves the robustness. Thus, we try to improve the obstacle 
identification performance by a local feature based model when an obstacle is seri-
ously occluded or the segmented area by the stereo disparity map contains partial area 
of an object. 

Fig. 4 shows the procedure of the local feature based model. We use a bottom-up 
SM model for selection of an interesting area to extract a local feature [13]. The bot-
tom-up SM model is biologically motivated selective attention model. The roles of the 
retina cells and the LGN are reflected in the bottom-up SM model. The salient points 
are extracted by the SM using mask-off operation. And, the size of a salient region is 
calculated by the Entropy Maximization (EM) algorithm proposed by T. Kadir (2001) 
[16]. The conventional saliency map models consider several kinds of features such as 
intensity, edge, RG and BY opponents [13]. However, we consider only two feature 
maps such as intensity and edge, because the color information is not useful as the 
feature of an obstacle. 

 

Fig. 4. The procedure of local feature based model 

 

 

Fig. 5. The procedure of local feature based model 
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The feature of each salient region is extracted by same processing in the Modified-
GIST. Because global and local feature based model use the same C1 feature, we can 
reduce computational complexity. Those features are used for generating the code-
book. Fig. 5 shows the procedure of local feature extraction in each salient region 

Since there are many local features in each image, we don’t need to use those local 
features directly. So, we consider a codebook. In the learning process, local features 
generate a codebook. Similar codebook entries are eliminated above a certain thresh-
old t. The similarity among codebook entries is measured by Pearson product-moment 
correlation coefficient (PMCC) [17] in Eq. (2). 
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where, X and Y are paired data sets. And X  is sample mean and s is sample standard 
deviation.  

In our case, t is 0.8. The codebook entries are used as a basis to extract the local 
features of an image by comparing with local features in each salient region. The local 
feature of an image is composed of the maximum correlation coefficient of each 
codebook entry toward features of all salient regions. Eq. (3) is used to calculate the 
local feature of the image. The support vector machine (SVM) is also used as a classi-
fier for the local feature based model. 
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3   Experimental Results 

In order to evaluate the proposed obstacle identification system, we use the data on the 
CBCL database and Caltech database as shown in Fig. 6 [18, 19]. The train set consists of 
900 images containing 300 images for codebook generation and 600 images for SVM 
learning. Three classes of objects such as cars, pedestrian and background are considered 
for training mode, in which each class has same number of data. The test set consists of 
648 images with good segmentation of an object area and 400 images with partial occlu-
sion. We use 216 images of each test class for evaluating the identification performance 
when an object is well segmented. In the test of occluded images, we use 200 images for 
each test class. We don’t consider a partially occluded background image. 
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mechanism of visual cortex and composed of four hierarchical feed-forward layers, 
labeled as S1, C1, S2 and C2 named by analogy with the V1 simple and complex cells 
based on Hubel and Wiesel’s paper (1968) [14]. The C1 feature is known as having 
robust characteristic about scale and translation. 

For considering semantic information of the localized input image, the input image 
is divided into 4x4 sub-regions in the Modified-GIST. And three-layers of the C1 
feature are generated by Gabor filters with various orientations and scales in each sub-
region. In order to generate the C1 feature, we process two steps. The first step is 
extraction of S1 features, which corresponds to simple cells in V1. The S1 features 
are obtained by convolution of the input image and Gabor filters which are made by 
various orientation and scales. We use following Eq. (1) to acquire these  
Gabor filters. 

2 2 2

2

( ) 2
( , ) exp cos

2

cos sin , sin cos

X Y
G x y X

where X x y Y x y

γ π
σ λ

θ θ θ θ

⎛ ⎞+ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠

= − = +

                              (1) 

 
For our case, we use Gabor filters with six different scales (7x7, 9x9, 11x11, 13x13, 
15x15, 17x17). Layer 1, consisting of 8-orientation information, is calculated when 
scales of Gabor filter are 7x7 and 9x9, layer 2, consisting of 6-orientation information 
is calculated when scales of Gabor filter are 11x11 and 13x13, respectively, and layer 
3, consisting of 4-orientation information is calculated when scales of Gabor filter are 
15x15 and 17x17. The second step is to generate C1 features from S1 features. For 
each layer, sub-sampling is applied by taking the maximum value over a 50% over-
lapped grid with cells of different sizes (layer 1: 8x8, layer 2: 10x10, layer 3: 12x12). 
Therefore, it is possible to obtain three-layers of the C1 feature. 

 

Fig. 3. The procedure of global feature extraction using the modified GIST 

The global feature is composed of the average C1 value of each sub-region. The 
modified GIST is more robust than the conventional GIST when an object is trans-
lated within a few pixels, because C1 feature corresponding to complex cells that 
have some tolerance to translation and size variance, which is obtained by using a 
max pooling operation [11]. Fig. 3 shows the summaries for the procedure of global 
feature extraction using the modified-GIST. 
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 (a) 

 
(b) 

Fig. 6. CBCL and Caltech databases which are used in the experiments. (a) Image set which is 
well segmented. (b) Image set which is partially occluded and translated. 

 
(a)                                                                   (b) 

Fig. 7. The experimental results of the proposed obstacle identification system. (a) The experi-
mental result when an object is well segmented. (b) The experimental result when an object is 
partially occluded. 

Fig. 7 shows the experimental results of the proposed obstacle identification sys-
tem. Categorization rates on the cars and the pedestrians increase from 98.15% to 
100% by hybridizing method using global and local features. But, a categorization 
rate on background images decreases from 94.14% to 84.26%. In the driving assis-
tance system, the false-negative result is more dangerous than the false-positive 
result because the false-negative result can lead to a traffic accident by driver’s inat-
tention. In the occluded images, the proposed method dramatically increases the 
identification performance as shown in Fig. 7 (b). 

We also evaluate the effectiveness of the modified-GIST comparing with the con-
ventional GIST. As shown in Fig. 8, categorization performance of the modified 
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GIST is superior to the conventional GIST. Although the categorization rates of the 
modified GIST are similar to ones of the conventional GIST for cars and pedestrians, 
the proposed method outperforms the convention GIST when the obstacles are miss-
detected as backgrounds. This result means that the C1 feature enhance the robustness 
of the conventional GIST model. Also, it shows that the biologically motivated C1 
feature is useful algorithm.  

 

Fig. 8. Performance comparison result of the modified-GIST and conventional GIST model 

In another experiments, we compare the proposed local feature based model with 
the HMAX model [11]. The proposed local feature based model shows comparable 
performance with the HMAX model for well segmented images as shown in Fig. 9 
(a). But, the partially occluded obstacles are better identified by the proposed local 
feature method than the HMAX model as shown in Fig. 9 (b). The HMAX model uses 
2000 prototype as bases, while the proposed local feature based model only uses 328 
codebooks. Furthermore, codebook entries just consist of 18 dimensions vector. 

 
(a) (b) 

Fig. 9. Performance comparison results of the proposed modified-GIST based model and the 
local feature based model. (a) The comparison result between the modified-GIST and the con-
ventional GIST when the obstacle is well segmented. (b) The comparison result between the 
proposed local feature based model and the HMAX model in the occluded condition.  

4   Conclusion and Further Works 

In this paper, we propose an obstacle categorization model based on hybridizing 
global and local features. The modified GIST is used for extracting a global feature. 
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And the local feature is generated by comparison the codebook with orientation in-
formation at a salient position based on the biologically motivated C1 features. The 
SVM is designed for classifying those global and local features, respectively. Our 
experiments illustrate that the global and local hybrid features for obstacle categoriza-
tion model can improve categorization performance when the obstacle is partially 
occluded. Also, our experimental results show that the C1 feature is very useful to 
enhance the robustness in the object recognition problem. 

In future, we need to verify the proposed algorithm in various circumstances in-
cluding different weather conditions and night view scenes. Also, we plan to design 
the driver assistance system with proposed obstacle categorization model, by incorpo-
rating stronger obstacle detector in real driving scenes. 
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Universidad Politécnica de Valencia

Camino de Vera s/n. 46022, Valencia, Spain

{jjlopez,emagmar,mcobos}@iteam.upv.es

Abstract. In this paper, a system for quality control in citrus is pre-

sented. In current citrus manufacturing industries, calliper and color are

successfully used for the automatic classification of fruits using vision

systems. However, fault detection in the citrus surface is carried out by

means of human inspection. In this work, a computer vision system ca-

pable of detecting defects in the citrus peel and also classifying the type

of flaw is presented. First, a review of citrus illnesses has been carried

out in order to build a database of digitalized oranges classified by the

kind of fault, which is used as a training set. The segmentation of faulty

zones is performed by applying the Sobel gradient to the image. After-

wards, color and texture features of the flaw are extracted, some of them

related with high order statistics. Several techniques have been employed

for classification purposes: Euler distance to a prototype, to the nearest

neighbor and k-nearest neighbors. Additionally, a three layer neural net-

work has been tested and compared, obtaining promising results.

Keywords: Computer vision, Automatic inspection system, Texture

analysis segmentation, Quality control.

1 Introduction

The citrus industry in Spain is very important, being one of the biggest ones
in the world regarding production, with about 6 million tons in the year 2008.
This quantity includes all the range of citrus: orange, lemon, grapefruit and a
great number of tangerine varieties. Today, machine vision has been introduced
in many industrial applications for citrus processing, allowing the automation of
tasks performed so far by human operators. These systems can work faster than
manual procedures, but not better in all the cases. Although most of the sorting
and packing stages in packing houses are automated, workers are still needed to
discard the fruits that present defects in their peel. The quality of the peel in
fruits, which should be free from defects, is one of the most influential factors in
the price of fresh fruit. The reason lies in the association that consumers make
between good appearance and quality.

Considerable effort has been made in the field of machine-vision-based defect
sorting and grading for different fruits as citrus [1][2] , apples [3][4], olives [5],

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 11–18, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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potatoes [6], other fruits and industries [7]. Nowadays, the increase in computer
power at affordable prices and the introduction of multiple core processors allows
to process complex images in a short time and to use more complex algorithms.
A very important part of the process is calyx localization, mainly for two reasons.
On one hand, it is needed to distinguish the calyx (that it is not a defect) from
other peel defects [8]. On the other hand, there is an increasing demand on
automatic systems for rotating the fruit to the correct calyx-relative position.
This makes possible to use other fruit processing systems, like industrial peelers.

As commented above, there exist other references related to the detection of
defects in the citrus peel [1]. However, in these works, the classifier is only capable
to inform whether there is a defect on the peel or not, thus disregarding the
information about the defect type. As an extra advantage, it is very interesting
to distinguish between different defect types, since this can help to decide on the
most suitable actions that should be carried out with the faulty piece of fruit. In
particular, some defects do not forbid the fruit to be taken to the market, but
they impede it to belong to a higher category. On the other hand, other defects
make the fruit be directed to juice manufacturing or, in case of a serious defect,
the fruit is directly thrown away.

1.1 Objectives

The aim of this work is to develop several image analysis algorithms in order
to classify different surface defects in citrus, including the calyx detection. This
objective is very ambitious, since the defect type in fruits peel can be related to
a high number of different diseases, such as fungus, insects bites or other animals
attacks. Moreover, defect types are also dependent on the geographical region
where the citrus is grown. In order to establish some limitations, we have focused
on a finite and affordable number of existing types. To achieve this objective, a
system made up of three steps is proposed:

– First, a segmentation stage based on boundary detection using a Sobel gra-
dient mask for defect localization is explained.

– The second stage is the feature extraction of the defect area found. Five
properties on RGB color space are proposed to distinguish between different
peel faults.

– In the last stage, two classification techniques are applied over the features:
distance-based classifiers and neural networks.

Previously to these three stages, it will be necessary to create an image data
base containing all the defect types manually classified by an expert.

2 System Set-Up Overview and Citrus Defect Database

Although the final aim of the system here presented is to be included in a
conveyor belt, for all the experiments conducted in this work, the fruits were
kept static inside an inspector chamber. This had diffuse lighting controlled by
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our lab. In order to obtain images from all the orange surface, it was manually
rotated for obtaining 4 different captures, covering the 100% of the surface.
However, when moving from laboratory conditions to a real industry situation,
it will be necessary to consider that the fruits are carried by a conveyor-belt
from the unload area to the classification area. The camera will be placed at
some point of the conveyor.

A common shutter speed of 1000 can be employed without blur degradation.
However, since high shutter speeds are employed, high illumination is needed.
To avoid the problems caused in the segmentation step by highlights on the fruit
surface, we used diffused light. White bulbs where used better than transpar-
ent ones because in the first the filament is hidden. Approximately 600 W were
needed to provide the correct illumination. Fluorescent light was discarded be-
cause of the noise it produced. This was checked in a real industry conveyor belt
observing that, since this artificial light is not really white, the camera had to be
previously equalized with white balance control. The cameras employed where
digital cameras with direct digital output via Firewire. The resolution employed
was 640× 480 pixels at 256 levels per channel (R,G,B).

2.1 Citrus Defect Database

A database of the most common different defects in the eastern region of Spain
was built. A set of 150 oranges from “navel-late” and “valencia-late” varieties
were digitalized in the laboratory. Each orange was captured in 10 different
positions covering the full surface, obtaining a set of 1500 images.

Each orange was classified by an expert and afterwards labelled according to
the defect type its peel had. This data base constituted the training set for the
classifying stage. The defects that were identified and that were considered for
present work are the following:

– A. “Wind scar” : the wind can produce lights lesions due to friction with
branches.

– B. “Stem-end breakdown” or “ageing”.
– C. “Snail bites”.
– D. “Thrips scar”.
– E. “Scale injury”. Where we can find “Parlatoria ziziphi”, “Parlatori per-

gandei”, “Chrysomphalus dictiospermi”, etc.
– F. “Mediterranean fruit fly”.
– G. Others faults that can be located from visual inspection.
– H. Stem-calyx. The location of the calyx is an important step, because it

must not be confused with one defect. Also, the zone where a calyx was
removed must not be confused either. These considerations can be found in
some other works [9][8].

Figure 1 shows different examples of the analyzed defect groups (including the
Stem-calyx).
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A. Wind Scar B. Ageing C. Snail Bites D. Thrips scar

E. Scale injury F. Medfly G. Other H. Calyx

Fig. 1. Example of different types of peel defects

3 Proposed Processing

3.1 Defect Area Segmentation

Assuming a digitalized RGB color image of a citric, the first objective is the
segmentation of the peel defect area. We propose a boundary detection method
for this task based on a Sobel gradient mask.

Gy =

⎡⎣−1 −2 −1
0 0 0
1 2 1

⎤⎦ , Gx =

⎡⎣−1 0 1
−2 0 2
−1 0 1

⎤⎦ (1)

Gradient =
√

(|Gx|+ |Gy |). (2)

For the most part of fruits, as oranges, the components R and G of the sur-
face color are always stronger than the B component, as it can be seen in
Figure 2. However, the G component can sometimes provide wrong cues about
the defect of the fruit, because the mature state of different parts of the fruit
can be interpreted as boundary. So it seems reasonable to use the R component
in this phase.

After boundary detection, the resulting image must be post-processed in or-
der to recognise the different boundaries (orange contour and faults outline).
Each edge is assigned to a label. To assign a new edge, neighborhood and gradi-
ent threshold criterions are used. The process of segmenting the orange from the
background is not difficult. We only consider the main edge, thus the background
can be non uniform as the conveyor belt. Since each defect zone is limited by a
labelled edge, we can locate it inside a polygon approximation, see Figure 3(a), so



Defect Detection and Classification in Citrus Using Computer Vision 15

(a) (b) (c)

Fig. 2. Images after Sobel gradient mask and thresholding. a)Blue , b)Green and c)

Red.

(a) (b) (c)

Fig. 3. (a) Polygonal approximation of one faulty zone. Each grey level stands for a

different border. (b-c) Segmentation area for two types of defects.

that we avoid problems of edge discontinuity. Also we can determine an approx-
imation of the percent of damaged zone over the total orange surface. Finally,
Figure 3(b-c) shows the result of the segmentation area marked on the original
image by a red line. It can be seen that the segmentation is very precise. This
fact is very important for the application of the following defect classification
stage.

3.2 Feature Extraction

In this second stage, we propose five features based on first, second and high
order statistics, that let us distinguish between different types of peel defect
regions:

– Mean:

µ[C] =
255∑
l=0

l · P (l, C), (3)

where C indicates the R,G or B component and P (l, C) the histogram of
each color component [10].

– Variance

σ2[C] =
255∑
l=0

(l − µ)2 · P (l, C), (4)
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– Skewness

s[C] =
255∑
l=0

(l − µ)3 · P (l, C)/σ3/2 (5)

– Kurtosis

k[C] =
255∑
l=0

(l − µ)4 · P (l, C)/σ2 (6)

– Range

R[C] =
max0<l<255{P (l, C) <> 0} −min0<l<255{P (l, C) <> 0}

255
(7)

These features are computed for each R, G and B component so we will have a
vector of 15 features for the next classification stage.

3.3 Classification

After using the previously presented segmentation techniques, some different
faulty areas are obtained. For these areas, the above considered features are
extracted in order to conform the feature vector. A major task after the feature
extraction is to classify the segmented area into one of several fault categories,
including the calyx detection. For this purpose, we are employing mainly two
classification techniques: distance-based classifiers and neural networks.

Mean

Variance

Skewness

Kurtosis

Range

B

C

D

E

F

G

H

"Feature" Input
     (15 nodes)

Hidden Layer
   (10 nodes)
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         (8 nodes)

A

R
G
B

R
G
B

R
G
B

R
G
B

R
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Fig. 4. Three layer neural network employed in the classifier

With distance-based classifiers we are employing three different methods: the
mininum distance (MD), the nearest neighbour (NN) and the k-nearest neigh-
bours (k-NN). While the first one selects the unique prototype minimum distance,
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the second one selects the nearest training sample. The third one selects the k-
nearest training samples. Also, different feature combinations are used. The first
test uses mean and range, the second test uses variance, skewness and kurtosis,
and a mixture of all these features is used in the third test.

A feedforward backpropagation neural network (Net) is the other technique be-
ing used to classify the different fault categories. The network model designed has
15 input nodes, one for each of the features extracted in the previous section. Then,
it has one hidden layer with ten nodes. And finally it has eight output nodes, one
for each kind of citrus fault, included the calyx detection, see Figure 4. All the
functions to activate each neurone are considered to be sigmoids. The neural net-
work was trained by back-propagation until reaching a correct classification.

4 Test and Results

Using the system discussed before, we digitalized another different set of 180 or-
anges from the “navel-late” and “valencia-late” varieties. In this case each orange
was digitalized only in 4 different positions simulating a conveyor belt, obtaining
a set of 720 images. Also in this case, the expert previously classified the type of
defect in order to evaluate the performance achieved by the developed automatic
system. Next, the proposed computer vision software was executed and feeded
with the second database in order to classify this new set of oranges. Several clas-
sification tasks were performed using the four proposed methods and the training
data set. It was also studied how the performance was affected depending on the
chosen features. With this goal, three different feature sets were created, using one
or more feature vectors (FV) with each of the proposed classifiers.

– FV1: (Mean, Range)
– FV2: (Variance, Skewness, Kurtosis)
– FV3: (Mean, Range, Variance, Skewness, Kurtosis)

Columns reflect the classification method: and the feature vector used. Rows
reflect the kind of citrus defect as described in section 2.1. Each cell shows the
correct detection rate. Analyzing the table values, it can be observed that the
use of more features results in an increased performance, which justifies the
introduction of high order features present in FV2. Regarding the classifica-
tion algorithm, it is also noticeable that the more sophisticated ones (k-Nearest
Neighbors and Neural Network) produced considerably better results.

5 Conclusions and Future Work

A system for quality inspection in the citrus industry has been presented. In its
design, a special effort has been made for building a reliable training data set in-
cluding many types of peel flaws. This defect identification task has been carried
out by experts in the field, providing our system with very useful information suc-
cessfully employed in the classification task. The system is able to run in real time
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Table 1. Overall percentage correct classification

Prot. NN k-NN Net

FV1 FV2 FV3 FV1 FV2 FV1 FV2 FV3 FV3

A <50 50 <50 <50 62.5 <50 97.3 <50 94.2

B <50 71.4 60.2 100 100 50 100 100 100

C 71.4 <50 57.1 78’5 57.1 78.5 50 92.8 94.2

D 77 <50 69.2 61’5 69.2 62.6 84.6 92.3 72.3

E 94.1 66.6 100 <50 66.6 <50 <50 <50 63.2

F <50 <50 <50 53’8 69.2 77.1 52.3 84.6 72.5

G 66.6 <50 <50 <50 50 <50 <50 75 69.3

H <50 <50 <50 <50 58.3 <50 58’3 66.8 62.1

for a typical conveyor belt speed of 0.1 s. In our implementation, a quad-core state-
of-the-art personal computer was used. Our future work is focused on improving
the performance by introducing new statistical-based features not only related to
color. For example, the shape and size of defects is being currently exploited as a
possible improvement line.
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Abstract. We propose a Bayesian image superresolution method that

estimates a high-resolution background image from a sequence of oc-

cluded observations. We assume that the occlusions have spatial and

temporal continuities. Such assumptions would be plausible, for exam-

ple, when satellite images are occluded by clouds or when a tourist

site is obstructed by people. Although the exact inference of our model

is difficult, an efficient superresolution algorithm is derived by using a

variational Bayes technique. Experiments show that our superresolution

method performs better than existing methods that do not assume the

occlusions or that assume the occlusions but do not assume the temporal

continuities of the occlusions.

Keywords: Occlusion removal, image superresolution, variational Bayes.

1 Introduction

Superresolution is an image processing method that estimates a high-resolution
(HR) image from a sequence of low-resolution (LR) images of a single scene
[1,2,3,4]. In this study, we focus on a superresolution method that deals with
occluded observations. Occlusions are typical, for example, in satellite images,
where clouds can obstruct the land surface, or in pictures taken at tourist sites,
where people may disturb taking a clean image.

There are two strategies to superresolving an HR image from given occluded
LR images. One way is to identify the occlusions and use the unoccluded re-
gions of the observations for superresolution [1,5] and the other is to employ a
robust cost function that automatically discards inconsistent parts of the obser-
vations [2]. The former, which we adopt in this study, has several advantages
over the latter; it can incorporate explicit prior knowledge about the occlusion
and clean HR image, and desirable properties on them can be incorporated.
Furthermore, by representing the existence of occlusions in a probabilistic man-
ner, it can produce better estimates of the clean HR image by incorporating the
uncertainty whether a pixel in an observed image is occluded or not.

The estimation of a clean HR image and the detection of occlusions are closely
related; if we know one, we are able to accurately estimate the other. Conse-
quently, a separated treatment of the estimation of the clean HR image and
the identification of the obstructers (e.g. as in [6]) would prevent us from ac-
curate estimation. Therefore, we conduct their simultaneous estimation based

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 19–27, 2009.
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on a consistent probabilistic model incorporating prior knowledge about the HR
image and occlusions; in other words, we estimate posterior distributions of the
clean HR image and obstructers conditioned on given observations based on a
joint distribution of the clean HR image, the obstructers, and the given observa-
tions. However, exact Bayesian inference in our model is difficult due to the high
dimensionality of the variables; thus we employ variational Bayes and Laplace
approximation to obtain a practical algorithm.

2 Problem Formulation

Suppose we have T LR images y = {y(1), · · · ,y(T )} that are consecutive and
partly occluded observations of the same scene, where y(t) is a vector of length
PL obtained by raster-scanning of the image. Our aim is to reconstruct an HR
image x, which is a vector of length PH (> PL) from its observations y.

The observed images are assumed to be generated from the HR image by
i) applying shift and rotation motions, ii) convolving with a point spread function
(PSF), iii) downscaling, and iv) adding Gaussian noise. To represent possible
occlusions, we further assume the variance of the noise process is space-variant
depending on the existence of occluders [1]. Given the occluders and x, y(t) is
assumed to be generated by the following linear equation:

y(t) = W (t)x + ε(t) for t = 1, . . . , T, (1)

where W (t) denotes a PL×PH observation transformation matrix that reflects the
assumptions i)–iii), and the noise term ε(t) obeys non-iid Gaussian distribution
whose variance is space-variant according to the occlusion pattern. In this study,
we assume for simplicity the matrices W (t) are known.

3 Hierarchical Bayesian Model

According to a Bayesian treatment of superresolution, the HR image is estimated
by the mean of its posterior distribution p(x|y),

p(x|y) =
p(y|x)p(x)∫
p(y|x)p(x) dx

. (2)

We define a hierarchical model by introducing hidden variables z={z(1), · · · , z(T )}
that represent occlusions on the LR images. Each z(t) ∈ {−1, +1}PL has the same
length as the corresponding LR image y(t), and z

(t)
i = −1 denotes that the ith

pixel of y(t) is occluded, whereas z
(t)
i = +1 denotes the corresponding pixel is in-

tact. Therefore, the two-dimensional configuration of z(t) shows the shape of the
occlusion on the tth LR image. We further introduce hidden variables θ which
represent the temporal movements of the occluder. In the following subsections
we define probability distributions that constitute our model (2).
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3.1 Observation Model

The observation process is probabilistically given by

p(y|x, z) =
T∏

t=1

N (y(t)|W (t)x, B(z(t))−1), (3)

where B(z(t)) is a PL × PL diagonal precision matrix whose elements βi(z
(t)
i )

(i = 1, . . . , PL) are defined by

βi(z) =

{
βH, z = +1,

βL, z = −1.
(4)

We assume βH > βL so that z
(t)
i = +1 indicates high reliability (unoccluded) on

the ith pixel of the tth observation whereas z
(t)
i = −1 low reliability (occluded).

This space-variant variance model is the same as [1].

3.2 Image Prior

We assume a Gaussian image prior for the HR image

p(x) = N (x|0, (ρA)−1), (5)

where the matrix A is a first-order difference operator and ρ is a scalar that
controls the strength of smoothness. This prior represents our a priori knowledge
that the HR image would be spatially smooth.

3.3 Prior for Occlusion Patterns

In order for a prior to represent the uniform motion of the occlusions, we assume
a Markov property of the motion between the consecutive observations and in-
troduce a two-dimensional vector θ(t) = [θ(t)

1 , θ
(t)
2 ]� that denotes the movement

of the occlusion patterns between the tth and (t + 1)th frames. Since we have
assumed that each occluded region has a spatial continuity and moves smoothly
across consecutive frames, we define

p(z|θ) = p(z(1))
T−1∏
t=1

p(z(t+1)|z(t), θ(t)) (6)

= p(z(1))
T−1∏
t=1

1
Zt

exp{−E(z(t+1), z(t), θ(t))}, (7)

where Zt is a normalizing constant and the energy function E is defined by

E(z(t+1), z(t), θ(t))

= −Jself

∑
i

z
(t+1)
i − Jinner

∑
i∼j

z
(t+1)
i z

(t+1)
j − Jmovez(t+1)�G(θ(t))z(t), (8)
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where i ∼ j means “i and j are adjacent pixels.” The transition matrix G(θ(t))
is a function of θ(t) and G(θ(t))z(t) represents the predicted occlusion pattern in
the (t + 1)th observation based on the occlusion pattern in the previous frame
and the transition amount θ(t). The constants Jself, Jinner(> 0), and Jmove (> 0)
represent the tendency of occlusion, a degree of correlation of neighbor pixels in
the occlusion pattern, and a degree of correlation between z(t) and z(t−1) that
determines how close the occlusion pattern z(t+1) should be to the previous one,
respectively. Although it is possible to estimate the parameters Jself, Jinner ,
and Jmove from the given LR images, in this study they are given manually for
focusing on the estimation of HR images.

The initial distribution p(z(1)) is defined as the same as p(z(t+1)|z(t), θ(t))
except the energy function contains only the fist two terms of (8).

3.4 Prior for Occlusion Transition

The occlusion transition parameters θ are regarded as hidden variables that have
a Markov property:

p(θ) = p(θ(1))
T−1∏
t=1

N (θ(t+1)|θ(t), (rI)−1), (9)

where r is a scalar precision and I is the identity matrix. This prior asserts
that the occluder is under the inertial law and likely to move towards the same
direction as in the previous frame.

4 Approximate Bayesian Learning

Although the mean of the posterior p(x|y) is necessary for superresolution, the
exact evaluation is intractable because we need to integrate out all the hidden
variables and this cannot be performed analytically. Then, we employ the vari-
ational Bayes (VB) method and the Laplace approximation in order to derive a
practical algorithm.

In the VB method, the joint posterior distribution p(x, z, θ|y) is approximated
by another distribution q(x, z, θ), which is called a trial distribution. The trial
distribution is determined so as to minimize the Kullback-Leibler divergence
between the true posterior and the trial distribution

DKL(q||p) ≡
〈

ln
q(x, z, θ)

p(x, z, θ|y)

〉
q(x,z,θ)

, (10)

where the square brackets 〈·〉q(x,z,θ) denote an expectation operator with respect
to q(x, z, θ). The Kullback-Leibler divergence is always nonnegative and equal
to zero only when q = p.

To make the optimization tractable, we impose a factorization assumption
on the trial distribution: q(x, z, θ) = q(x)

∏
t,i q(z(t)

i )q(θ) and the trial distri-
bution is optimized by a coordinate-descent procedure. The coordinate-descent
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minimization with respect to the factorized trial distribution gives closed-from
solutions q∗(x), q∗(z(t)

i ), q∗(θ).
As we will see later, q∗(x) and q∗(z(t)

i ) are given by a Gaussian distribution
and a Bernoulli distribution, respectively, and the integrals with respect to them
are tractable. However, the integral with respect to q∗(θ) still remains intractable
because ln q∗(θ) is a complicated function of θ. To overcome this difficulty, we
utilize the Laplace approximation; i.e., q∗(θ) is approximated by a Gaussian
distribution, whose mean θ̄ gives the maximum of q∗(θ).

4.1 Optimal Trial Distribution

Due to the VB approximation, the optimal trial distribution for x is found to
be a Gaussian distribution

q∗(x) = N (x|µx, Σx), (11)

where µx =Σx(
∑

t W (t)�〈B(z(t))〉y(t)) and Σx =(ρA+
∑

t W (t)�〈B(z(t))〉W (t))−1.
The direct evaluation of the probability distribution q∗(x) is practically hard

due to the inversion of the huge matrix Σx. However, we can skip the direct
calculation of Σx because all we have to know is µx for the final output image.
Noting that the inverse of Σx is a sparse matrix, µx is obtained by a conjugate
gradient (CG) algorithm [7].

Due to the VB and Laplace approximation, the optimal trial distribution for
θ becomes a Gaussian

q∗(θ) = N (θ|µθ, Σθ), (12)

where µθ = θ̄ and Σθ = 〈H̄〉−1. Here, 〈H̄〉 is the Hessian of the 〈ln q∗(θ̄)〉q(z).
The optimal trial distribution for z

(t)
i is given by the following Bernoulli dis-

tribution:

q∗(z(t)
i ) = ν

1
2 (1+z

(t)
i )

ti (1 − νti)
1
2 (1−z

(t)
i ). (13)

The parameter νti, which is the probability of the occlusion absence q(z(t)
i = +1),

is calculated by a logistic sigmoid function νti = sigmoid(−2λti), where

λti = Jself + Jinner

∑
j∈N(i)

〈z(t)
j 〉 + Jmove[Ḡ(t−1)〈z(t−1)〉+ Ḡ(t)�〈z(t+1)〉]i

+
1
2
Jmove

∑
j,l,k

[Ḡ(t−1)
θkθlij

〈z(t−1)
j 〉Σθkl + Ḡ

(t)
θkθlji〈z(t+1)

j 〉Σθkl]

+
1
4
[
ln(βH/βL) − (βH − βL)〈e2

ti〉
]
. (14)

Here N(i) is the set of the neighboring pixels of pixel i and partial derivatives are
denoted by Ḡ

(t)
θk

= ∂G(θ̄(t))/∂θ
(t)
k and Ḡ

(t)
θlθk

= ∂2G(θ̄(t))/∂θ
(t)
l θ

(t)
k . The first term
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stems from the self connection, the second term from the inner-image connection,
and the third and fourth terms from the occlusion movement. The last term is
determined by the observations such that the baseline (βH − βL)−1 ln(βH/βL) is
compared with the following expected squared error at the ith pixel of the tth
observed image: 〈e2

ti〉 = (y(t)
i − w(t)�

i µx)2 + w(t)�
i Σxw

(t)
i , where w(t)

i is the ith
row of W (t). Here, the first term represents the reconstruction error on the ith
pixel of the tth image, and the second term represents the degree of uncertainty.
This equation means that, if the reconstruction error at ith pixel is large, then
the ith pixel is considered to be occluded.

The VB algorithm iteratively updates each component of the trial posterior,
q∗(x), q∗(z) and q∗(θ), one by one by fixing the other components, until con-
vergence. The algorithm is terminated when the relative change of µx’s norm is
smaller than a predetermined threshold 10−4.

5 Experiments

5.1 Synthetic Dataset

The proposed algorithm was tested with synthetic data generated by the fol-
lowing procedure. A given original HR image x (Lena) was first transformed by
translational and rotational motions, where the amounts of shift and rotation
were randomly drawn from the respective uniform distributions Unif(−2, 2) and
Unif(−4π/180, 4π/180), blurred with a Gaussian PSF with standard deviation 2,
then downscaled by a factor of 4 in each direction, and corrupted by Gaussian
noise whose variance is determined by the occlusion pattern z(t). There were
fifteen LR images. The occlusion pattern z(t) is shown in Fig. 1. Noise SNR was
set to 10 dB for the pixels where z

(t)
i = −1 (occluded pixels), while it was set

to 40 dB for the pixels where z
(t)
i = +1 (intact pixels). The occlusion pattern

on the first frame was generated by Gibbs sampling from the prior distribution
p(z(1)), and the occlusion patterns on the other frames were generated accord-
ing to G(θ(t). The values of θ were drawn from a Gaussian distribution with
a uniform mean vector. We fixed the model parameters at hand-tuned values:
ρ = 300, γ = 0.5, βH = 3 × 105, βL = 10.

Fig. 1. The binary occlusion patterns (black: large noise of 10 dB, white: small noise

of 40 dB). The occlusion patterns were shifted according to θ.
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(a) True (b) Without move (c) Proposed

Fig. 2. True and estimated occlusion patterns

(a) Observation (b) Proposed (c) Without move (d) Uniform

Fig. 3. Comparison of estimation results when the series of observed images suffer

form the occlusions shown in Fig. 1. (a) One of the fifteen LR images. (b) Proposed

(30.69 dB). (c) Without movement (29.13 dB). (d) Assumed uniform noise (28.66 dB).

Fig. 2 shows the true occlusion pattern and its estimates with/without assum-
ing the movement of the occlusion patterns. The estimation results and close-up
views of the region around the right eye of Lena are shown in Fig. 3. Fig. 3
shows (a) the first frame of the fifteen LR images, (b) the superresolved image
estimated by our method, (c) the estimate without considering the temporal
transition of the occlusions, (d) the estimate without assuming occlusions at all.
Performance of the algorithm was measured by the peak signal-to-noise ratio
(PSNR). As can be seen from the figure, our proposed method achieved the best
PSNR (30.69 dB).

5.2 Cloud-Contaminated Dataset

The second experiment is to obtain an HR image from a cloud-contaminated
NOAA/AVHRR dataset published online by JADAS. We generated a set of
LR images synthetically downsampled (by linear scaling of 4 to 1), again using
the model with translational and rotational motions and blurred by Gaussinan
PSF. The set of the LR images is shown in Fig. 4(a). The model parameters are
assumed to be known.

Since the observations are not continuous in time, we do not assume occlusion
transition here; the parameter for the occlusion prior Jmove was set to 0. We
fixed the model parameters at hand-tuned values: Jself = 0.02, Jinner = 10, ρ =
400, βH = 8 × 103, and βL = 10.
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(a) Observations (b) Estimated occlusion pattern

Fig. 4. Observed images and estimated occlusion patterns

(a) Observation (b) Median (c) Uniform (d) Proposed

Fig. 5. Estimation results using the cloud-contaminated images

Fig. 4(b) shows the estimated occlusion patterns. Fig. 5(a) presents an LR
image, and Fig. 5(b) shows the observation median. Fig. 5(c) is the superresolved
HR image by the simple method without assuming any occlusions. Fig. 5(d), we
shows the result by the proposed algorithm. In this experiment, we cannot eval-
uate PSNR because we do not know the clean HR image. However, it appears
that our model gives the best estimation in which the occlusions are removed
successfully, and moreover, the quality of the HR image is enhanced. It is ex-
pected that the performance will be further improved if sequential observations
are used.

6 Conclusion

We have proposed an image superresolution method for observations that are
contaminated by occlusions. The key factor of our model is the hierarchical like-
lihood in which the hidden variables are utilized so as to represent the knowledge
on the observation process. Uncertainty regarding the HR image, occlusion, and
amounts of occlusion movement is effectively considered via Bayesian inference,
and our model enables successful reconstruction by reducing the effects of occlu-
sions and accomplishes the improvements in PSNR and the reconstructed HR
image.
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Generating Self-organized Saliency Map Based

on Color and Motion

Satoru Morita

Faculty of Engineering, Yamaguchi University

Abstract. A computational theory concept of generating saliency maps

from feature maps generated from the bottom-up approach using vari-

ous filters such as a Fourier Transform was discussed. We propose a new

method which generates a saliency map by using self-organized filters

and not by using general filters such as Fourier transform. We extend the

ICA base function estimation to the non-regular positioned photorecep-

tor cells, which receive the hue image, the saturation image, the current

intensity image and the previous intensity image, to get the color and

motion information. Our model is expanded so that the filter with the

receptive field has a non-uniform arrangement like human with foveated

vision. An initial vision model such that a photoreceptor receives color

and motion is proposed in this paper. We show the effectiveness of our

model by applying this model to real images.

1 Introduction

Marr showed that there is a calculation model of the initial vision that extracts
a feature from the image from the bottom-up approach[1]. Koch and Ullman
proposed the general idea by using various filters to compute the saliency map
to show saliency in a two-dimensional plane from the feature map an image
generated from the bottom-up approach[2]. Itti and Koch were applied as a
calculation model of the form which can be applied to the image analysis[3].
A filter is the feature extraction of the multresolution, which is constructed
using a general Fourier Transform and a Rotation Filter. Because these use a
general filter, it is necessary for the image to be uniformly arranged. Fourier
Transform and Wavelet were used to extract a feature from the image [4]. The
information related to the frequency by multiplying a sine wave in the original
signal can be obtained with a Fourier Transform. Here, a base function becomes
a sine wave. The information related to the frequency by convoluting a mother
base function in the original signal can be obtained with Wavelet. They are this
technique based on the defined base function. On the other hand, the method
of extracting a feature signal by estimating a ICA base was discussed [5]. ICA
is an abbreviation of the Independent Component Analysis. An example is not
applied for the image arranged non-uniformly though the example is applied for
the two-dimensional image and one dimension signal. In this paper, the defined
general filter such as Fourier transform isn’t used, but the self-organizing filter
generated only from the observation of the image is used. Therefore the general

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 28–37, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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idea of the ICA base estimation is introduced in the model which generates
a saliency map. The receptive field of the human vision has an arrangement
which isn’t especially uniform. For example, the density of the receptive field
is high in the center and low in the circumference, with a foveated vision. The
self-organizing filter is generated from only observing. The receptive field has
such arrangement which isn’t uniform. Initial vision is modeled based on color
and motion which is important for the saliency map. The function of the vision
system is mentioned in section 2. The vision requirement is mentioned in section
3. Our model based on the ICA base estimation and the salinecy map according
the the vision requirements is mentioned in the section 4. We extend our method
to the method applied multiple information such as color and motion. It is
actually applied to the image in section 5, and the effectiveness of the initial
vision model to extract a remarkable feature based on the ICA base function
estimation is shown.

2 The Function of the Human Vision System

We survey the function of the human vision system [1] related to this paper in
the following. A retina is constructed by layers which are composed of the pho-
toreceptor, the bipolar cell and the ganglion cell. There are rods which react to
color and cones which do not react to color in the photoreceptor. The intensity
of light changes the membrane potential. A change in the membrane potential
in many photoreceptors is integrated, and a bipolar cell transmits it to the gan-
gliocyte. The gangliocyte, which has only an impulse occurrence function in the
cell of the intraretinal generates the impulse of the frequency corresponding to
the optical strength. As a gangliocyte receives information from many photore-
ceptors, a gangliocyte reacts to the vision stimulus in the fixed range. A change
is caused for the activities of the gangliocyte when stimulus is given to a certain
territory. A stimulus influence of gangliocyte in the circumference part is often
different from the stimulus influence in the central part.

The receptive cell gets strongly excited when stimulus is given to the central
part of the receptive cell, while the excitement is restrained when stimulus is
given to a circumference part. This is called the on-center, off-surround form
cell. The cell that the influence of the inhibition is taken in the circumference
part and the influences of the repression is taken in the central part, and it is
called an off-center, on-surround form cell in the reverse. The gangliocyte with
the receptive cell reacts on the boundary between light and shade. The fiber of
the gangliocyte is connected to the primary visual cortex of the occipital lobe.
Two cellular properties of the primary visual cortex are in the following. One
is that the form of the receptive cell is rectangle, and another one is that the
receptive cell reacts to a stimulus selectively. The cell of the primary visual cor-
tex is classified into simple cell,complex cell, and hypercomplex cell according
to that response selectivity. The cell which has the specifical feature selectively
is known as the feature extracting cell. In the simple cell, on-response cell and
off-response cell which is a rectangle is side by side. Therefore, such a cell reacts



30 S. Morita

to the slit-shaped vision stimulus. A response is poor if the direction, width and
position of vision stimulus do not match in the slit-shape. In other words, a sim-
ple form cell has selectivity against the direction, width and position of the slit.
Selectivity to the direction of the stimulus is specially named an orientation sen-
sitivity. The receptive field of a complex cell is wider than that of a simple cell,
and a complex cell reacts to the complex feature selectively. Selectivity against
the position of the slit light is poor without a complex cell reacting even if the
vision stimulus of the punctate is given to it, too. But, it has strong selectivity
to the direction of the slit light and the width. Most of the complex cells react to
the stimulus to move in the specifical direction which specially has the stimulus
that it is rather moved more strongly than the vision stimulus to stand again.
Though a hypercomplex cell looks like a complex cell, it reacts only when a
more complex condition is satisfied. Hubel and Wiesel discovered that there was
a neuron which reacted when the slit light of the specifical inclination is reflected
to the retina in the visual cortex of the cerebral membrane of the cat[6][7]. Such
a cell is called a feature extracting cell. The cells discovered by Hubel and Wiesel
have multiple kinds, and they responded to the slit light of each inclination. If
the cat which didn’t have a vision experience grows up in a cage and sees only
vertical sticks, the cat does not have the feature extracting cell responding to
the horizontal slit light but the feature extracting cell responding to the vertical
slit light. Malsburg explained how the neuron which Hubel and Wiesel discov-
ered is arranged using the neural network model including Hebb learning[6][7].
Willshaw and Malsburg showed that structure of the combination of the topo-
logical mapping seen in the living body was formed by using the neural network
model[11]. Kohonen expanded the interpretation of the neural network model of
the topological mapping from the stand point of the information processing[12].
The function of the vision system surveyed is realized in this paper.

3 A Requirement for the Vision

{1} The feature which was dependent on the input conditions can be detected.
{2} The input position of the receptive field can be not regular.
{3} Only information that the retina receives is analyzed.
{4} The feature can be detected without depending on the order observing the

image.

To realize requirement {1}, we introduce ICA base funtion estimation for gen-
erating the saliency map. To realize the requirement {2}, Because input for the
ICA base function estimation can be applied to the arrangement which isn’t
uniform, it is expanded to realize the requirement {3}, Information to receive
is restricted to the minimum information which a living body receives. The re-
quirement {4} can be realized by the feature extraction based on ICA.

{5} Motion and the color can be distinguished.
{6} An edge can be distinguished.
{7} A texture can be distinguished.
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We make the receptive field to receive the color and motion information to
realize the requirement {5}. We make the recetptive field to receives the neighbor
information which is needed for the texture analysis and the edge detection at
the same time to realize the requirements {6} and {7}. We make receptive field
to be arranged spatially.

{8} The various filters which a person’s living body has can be generated.

The requirements {8} are discussed after the result of an experiment.

4 Saliency Map and Self-organized Filters Based on ICA
Base Function Estimation

The method to estimate an ICA base function from the image and the signal
was discussed. The self-organization of the feature extracting cell of the color
and the motion are modeled based on the ICA base function estimation in this
paper. The feature is detected such that the data projected to the subspace is
independent and distributed. When the data that

Xl = {xl1, xl2, · · · , xln}
is centering, the result data

Yl = {yl1, yl2, · · · , yln}
is defined in the following as

Yl = WlXl

where
Wl = {wl1, wl2, · · · , wln}

The saliency map and the ICA base function are estimated for the lth data Xl.
The independence J0l of Yl is evaluated as

Jl = Σi,j(i�=j)E{yli · ylj}, (1)

where Jl(l = 1, · · · , m) is the independency evaluation value of the J value of
the m individual here.

The uncorrelation is weak type of the independency. In this paper, we use
the correlation insted of the independency. The two variables y1 and y2 relate
uncorrelation if these coveriance cov(y1, y2) = E{y1y2} − E{y1}E{y2} equals
zero. In this paper, as the mean of y1 and y2 are zero, equation (1) means the
correlation. The function E is the expectation of the probability variable.

The variables Wl and Xl are decided as so that Jl may become the smallest
here. Wl is the estimated base function. It is solved by the method of steepest
descent.

The salience map is defined based on the feature value Sal = max{yl0, · · · , yln}
and the feature number Sbl = Σn

i=0f(yli). A function f is step function.
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A saliency map based on the feature value is generated by using Sal(l = 1, · · · , m).
A saliency map based on the number of features is generated by using Sbl(l =
1, · · · , m).

It is known that the arrangement of the receptive field is often circle and
rectangle. Generally the receptive fields of the biological system are seldom ar-
ranged uniformly. The receptive field is arranged according to the probability
distribution which is dense in the center and is sparse in the periphery. Because
the input of the image is two dimensions, a probability density function is de-
fined in the two dimension as well. If the number of the receptive field is 10, n
in X = {x1, x2, · · · , xn} becomes 10. In the case of a cell to react to the motion
and the intensity, n becomes 10 · 2 = 20 when the input which varies in each
receptive field is received.

5 Generating Saliency Map Related to Color and Motion

The distinction of color is important as the distinction of motion is important.
When a color is distinguished, it is mentioned that intensity, saturation and hue
are important. The input of the receptive field is intensity, saturation and hue
and the intensity of the previous frame to detect features of motion and color.
The photoreceptor receives 18 inputs. The figure 1(a)(b)(c) and (d) show the four
layers of the photoreceptors. The probability that a receptive field exists in the
center is high, and the probability that a receptive field exists in the periphery is
low. It was arranged in accordance with this probability distribution. This brain

Fig. 1. (a)(b)(c)(d) Four layers photoreceptors to detect color and motion. image. (b)

A photoreceptor for the current image. (c) The probability distribution of the receptive

field of the foveated vision (e)This brain model is the process from eye to the primary

visual cortex.
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Feature Map

Mother
Base Function

Saliency Map

optical receptor cell Retina

H S I

Fig. 2. Flow from the photoreceptor which reacts to color and motion to the primary

visual cortex

Fig. 3. Intensity image, hue image, saturation image and the intensity image of the

previous frame

Fig. 4. 56 feature images

model between eye and the primary visual cortex as shown in the figure 1(e) is
discussed in the paper. Figure 2 shows the flow from the photoreceptor which
reacts to color and motion to the primary visual cortex.

– Photoreceptors receive the intensity, the saturation, the hue and the intensity
information of the previous frame respectively.

– The features are computed by multiplying the estimated base function in
information of the intensity, the hue, the saturation and the intensity of the
previous frame.
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– Saliency map is computed from the features. When there are two or more
base functions, saliency map value is calculated from all the base functions.
Two kinds of saliency maps are defined. A saliency map value is defined as
the maximum of the feature value in a pixel. Another saliency map value
is defined as the number that the feature value is over the fixed threshold
value.

There are a chair and a desk in the laboratory room while the position of the
lightings changes in figure 3. Figure 3 shows an intensity image, a hue image, a
saturation image and the intensity image of the previous frame. The size of the
image is 512 × 512. The next viewpoint is defined in the equivalent probability
from each pixel in the whole image. The 14 inputs of the receptor receive for the
intensity image from the previous frame, the intensity image of the current time,
the saturation image and the hue image. There are the rods which react to color
and the cones which do not react to color in the photoreceptor. Rods correspond

Fig. 5. (a) 56 base functions of the receptive cell which receives intensity. (b) 56 base

functions of the receptive cell which receives hue. (c) 56 base functions of the receptive

cell which receives saturation. (d) 56 base functions of the receptive cell which receives

the intensity of the previous frame.

Fig. 6. (a) A saliency map based on the feature value for a receptive cell to react to

color and motion. (b) A saliency map based on the number of features for a receptive

cell to react to color and motion. (c) An event map classified based on features.
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Fig. 7. Intensity image, hue image, saturation image and the intensity image of the

previous frame

Fig. 8. 48 feature images

Fig. 9. (a) 48 base functions of the receptive cell which receives intensity. (b) 48 base

functions of the receptive cell which receives hue. (c) 48 base functions of the receptive

cell which receives saturation. (d) 48 base functions of the receptive cell which receives

the intensity of the previous frame.

to the receptive cell, which receives the intensity, and cones correspond to the
receptive cell which receives the hue and saturation. Figure 4 shows 60 feature
images, because 14·4 = 56. Figure 5 (a),(b),(c) and (d) show the 56 base functions
of the receptive cell which receives intensity, hue, saturation and the intenisty
of the previous frame respectively. Figure 6 is the saliency map computed in
this method. Figure 6 (a) and (b) is a saliency map based on the number of
features and the maximum feature value respectively. Figure 6 (c) is an event
map classified based on features.
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Fig. 10. (a) A saliency map based on the feature value for a receptive cell to react to

color and motion. (b) A saliency map based on the number of features for a receptive

cell to react to color and motion. (c) An event map classified based on features.

Fig. 11. (a)The example of the remarkable base reacts to the intensity in the base of

figure 5. (b) The example of the remarkable base reacts to the color in the base of

figure 5. Four images are the intensity, hue, saturation and the intensity of the privous

time.

First, the image that a driver sees is analized. Figure 7 shows an intensity
image, a hue image, a saturation image and the intensity image of the previous
frame. The size of the image is 512×512. The 12 inputs of the receptor receive for
the intensity image from the previous frame, the intensity image of the current
time, the saturation image and the hue image. Figure 8 shows 48 feature images
because 12 · 4 = 48. Figure 9 (a),(b),(c) and (d) show the 48 base functions of
the receptive cell which receives intensity, hue, saturation and the intenisty of
the previous frame respectively. A color of a receptive field is often black in the
center, and white in the periphery. On the other hand, a color of a receptive field
is often white in the center, and black in the periphery. A color is often white
only in a certain direction. The various filters which a person’s living body has
can be generated. The requirement {8} is satisfied in the experiment. There are
relations between the neighbour images , and it is found that the base function
is the reverse relation with a certain base function. These cells are related to the
on-center off-surround form cell, off-center on-surround form cell, the orientation
selective cell and the motion selective cell. Their cells are seen in the neuron
fiber cell and primary vision field. A more remarkable base function becomes
clear by increasing the number of the receptive cells. It is meaningful that the
self-organizing cell which is common with the actual receptive field is generated.
It is understood that the chair color is identified. On the other hand the part
that changes from dark to light and the part that changes form light to dark are
distinguised from figures 6 (a) and 6 (b). You can find many cells extracting a
change in the brightness and color from figure6. The filter equivalent to some
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living bodies can be confirmed with the optical requirement {8} from a result of
observation. As the territory which contains motion and color in the event map
is similar to the learned image obtained as a result, the event analysis of task
and high level manage based on low level manage can be done. Figure 11 (a)
shows the example of the remarkable base reacting to the intensity in the base
of figure 5. Figure 11 (b) shows the example of the remarkable base reacting to
the color in the base of figure 5. Four images in figure 11 (a) and (b) correspond
to the intensity, hue, saturation and the intensity of the privous time.

6 Conclusion

We proposed the new brain model of the self-organized saliency map using ICA
base estimation to react color and motion. It is found that the several feature
extracting cell depending on the driver’s view and laboratory view can be gen-
erated by applying thie proposed model for the driver’s view and the laboratory
view.
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Abstract. For the purpose of object detection, Haar-Like Features

(HLF) proposed by Viola [13][14] are very famous. To classify images,

usually HLF and its extensions used only image intensity. However, it

is well known that the gradient information of image intensity is very

important for the object recognition [2][9]. So in this paper, we propose

a feature which uses both intensity and gradient informations. Our fea-

ture, called “Co-Occurrence Feature (COF)”, can treat the co-occurrence

of salient regions in both of intensity domain and gradient domain. We

use an extended image set that consists of original (intensity) image and

oriented gradient images which are extracted from original images. COF

is composed from a pair of arbitrary rectangles on arbitrary image chan-

nel in the extended image set. As a result of face/nonface classification

experiments, it is confirmed that our feature has good classification per-

formance, especially in the high true positive rate zone of ROC curves,

the false detection rate is significantly better than Viola’s HLF.

1 Introduction

For the purpose of object detection, Haar-like features (HLF) proposed by Viola
[13][14] are very famous and many extensions have been studied [4][5][6][7][8][10]
[12]. HLF is one of local image features and it is composed from several elemental
rectangles in an image plane. The feature value of HLF is a difference of average
intensity between elemental rectangles on an inputted image. HLF classifies the
image by using the feature value as an input of simple classification methods,
e.g. decision stumps or naive bayes. Since there are too many HLF in an image
plane according to the degree of freedom of elemental rectangles’ coordinates,
Viola proposed feature selection by Adaboost to choose a small subset of HLF
which has powerful classification performance.

The original HLF [13][14] consists of up to four elemental rectangles of the
same size which are neighboring each other, and the configuration patterns of
rectangles were limited to four types in Fig. 1. Afterwards, the configuration
patterns were extended to 14 types by Lienhart [8], and 19 types by Pham
[12], to improve the classification power of HLF (Fig. 2). The extended HLFs
are composed from rectangles of not always the same size, and it can represent
more complex local structures of targets. Hidaka extended HLF to the set of
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Fig. 1. Configurations of elemental

rectangles of original HLF

Fig. 2. Examples of configurations of

extended HLF in [8] or [12]

several arbitrary rectangles in the image plane [5]. The feature can catch a
relation between not only the close regions but also distant regions, and it can
represent complex structures of targets more flexibly. Mita proposed an extended
classifier constructed from multiple HLF [10][11]. The classifier is based on the
co-occurrence of HLF and made it possible to construct an effective classifier.

It is well known that the gradient information of image intensity is very im-
portant for many image recognition tasks. SIFT descriptor proposed by Lowe
[9] and Histograms of Oriented Gradients (HOG) proposed by Dalal [2] achieved
strong performance in many computer vision applications, such as matching,
retrieval, classification, detection, tracking and motion recognition. These de-
scriptor or feature calculate oriented gradient informations of image intensity.
The gradient informations are accumulated into histograms of quantized edge
orientations. The histogram is made from a certain local measurement region
(called “block”) in an image. In the case of HOG, usually a thousands of his-
tograms are calculated from a set of many blocks which are covering the image
entirely. Therefore, usually HOG is not computationally efficient. Zhu proposed
feature selection for HOG blocks based on Adaboost [3], and they showed it is
possible to achieve comparable classification power by using very small number
of blocks compared with the case of usual HOG [15].

Perhaps to suppress the computational cost and system complexity, most of
described methods employed either intensity or gradient informations. However,
the additional information channels of images will lead to improvement of classifi-
cation performance. So in this paper, we propose a feature which uses both inten-
sity and gradient informations. We consider the extended image set {I0, · · · , IB}
where B is the number of quantized edge orientation and {I1, · · · , IB} is the
set of oriented edge images which are made from original image I0. Our fea-
ture handles the co-occurrence of rectangles of images, just like [5][10][11]. As
a novel point, our feature is composed from a pair of arbitrary rectangles on
arbitrary channels in the extended image set. In this paper, we call proposal
feature “Co-Ooccurrence Feature (COF)”.

In our case, the total number of elemental rectangles increases according to
the increasing of image channel. Hidaka showed that it is possible to achieve
comparable classification power against Viola’s method by using a randomized
small subset of HLFs for the feature selection of Adaboost [4]. As well as such
method, we use random candidates approach; For the feature selection training
by Adaboost, the set of candidate COF is made by selecting a pair of arbitrary
rectangles from arbitrary image channel, at random. To maintain a variety of the
features, the subset of COF will be regenerated in each iteration of Adaboost.
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Fig. 3. The making process of the extended image set. The process of edge extraction

is performed by using Eqs. (1) to (4). Given an image length W and height H , g(x, y)

and d(x, y) (1 ≤ x ≤W, 1 ≤ y ≤ H) represent the gradient magnitude and gradient ori-

entation of a pixel (x, y), respectively. The oriented edge images are made from g(x, y)

and d(x, y) by using Eq. 5. As shown in Eq. 5, ib(x, y), the pixel value of b−th oriented

edge image Ib, is the weighted gradient magnitude where the weight cos |d(x, y)− cb|
indicates the degree of similarity between central angle of b−th orientation bin and

actual gradient orientation of a pixel (x, y).

We valid the performance of COF by face/nonface classification experiments.
Our feature has good classification performance compared with Viola’s HLF,
especially in the zone of high true positive rate of ROC curve, the false detection
rate is significantly better.

2 Co-Occurrence Feature for Extended Image Set

We propose the novel image feature, called Co-Occurrence Feature (COF), for
the extended image set.

2.1 Extended Image Set

At first, oriented edge image set {I1, · · · , IB} is made from original image I0

(B is the number of bins of the edge orientation to be quantized). The central
angle of b−th orientation bin is obtained as cb = (b − 1) ∗ 180

B . To make each
edge image Ib, every pixels i(x, y) of I0 is filtered by 3 × 3 sobel filter, and
then the edge magnitude g(x, y) and edge direction d(x, y) are calculated as
follows:

gv(x, y) =
+1∑

k=−1

21−|k|(i(x + 1, y + k) − i(x − 1, y + k)), (1)

gh(x, y) =
+1∑

k=−1

21−|k|(i(x + k, y + 1)− i(x + k, y − 1)), (2)
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g(x, y) =
√

g2
v(x, y) + g2

h(x, y), (3)

d(x, y) = arctan
gh

gv
. (4)

The pixel value ib(x, y) of b−th oriented edge image Ib is calculated as fol-
lows:

ib(x, y) = g(x, y) cos |d(x, y) − cb|. (5)

As a result, the extended image set {I0, I1, · · · , IB} is obtained.

2.2 COF on Extended Image Set

In our method, feature extraction is performed on the extended image set
{I0, I1, · · · , IB}. A elemental rectangle rb on Ib is defined as follows:

rb = (xs, ys, xe, ye) = {(x, y) ∈ Ib|xs ≤ x ≤ xe, ys ≤ y ≤ ye} (6)

where (xs, ys) and (xe, ye) are the diagonal apexes of the rectangle. A COF is
composed from a set of R elemental rectangles {rp

bp
}R

p=1. Fig. 4 illustrates the
difference between HLF and COF.

The feature value of COF is based on the average pixel values {m(rp
bp

)}R
p=1

on the elemental rectangles {rp
bp
}R

p=1. The average pixel value on a rectangle r
can be calculated as follows:

m(rb) =
∫∫

rb

v(x, y)dxdy (7)

where v(x, y) is i(x, y) if b = 0 and ib(x, y) in Eq. (5) if b > 0.
HLF employed the difference of average intensity of positive (white) rect-

angles and negative (black) rectangles, as a feature value. Therefore HLF has

Fig. 4. The difference of HLF and COF. (Left) HLF is composed from only the

combinations of the same size and neighboring rectangles on the intensity channel.

(Right) On the other hand, COF is composed from arbitrary rectangles in arbitrary

(i.e., intensity and oriented edge) channels.
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robustness about additive illumination changes. On the contrary, in our case,
the feature value will be made from different information channels (i.e. intensity
and oriented edge). It is hard to consider that a robustness for additive change
of intensity image and oriented edge image is useful in a real applications. So we
shoud not adhere about the difference of the averages.

In this paper, we make the feature value of COF by two simple ways: to take
the “sum” and the “difference” of the average pixel values of elemental rectan-
gles. In the feature selection training, the classifiers based on each feature type
are independently trained, and the most superior one is adopted.

In the case of “difference” type, a combinatorial problem of elemental rect-
angles is caused. However, because of the computational complexity problem
indicated in Sec. 3.1, we set the number of elemental rectangles R = 2. There-
fore the combinatorial problem is not occurred in this paper.

The feature values of COF {r1
b1

, r2
b2
} for an image I is represented as follows:

f+(I) = f+({Ib}B
b=0) = m(r1

b1 ) + m(r2
b2 ) (8)

f−(I) = f−({Ib}B
b=0) = m(r1

b1 )−m(r2
b2 ) (9)

The classification function of COF for an image I is written as follows:

h(p, θ, f(I)) =
{

1 if p(f(I)− θ) ≥ 0
0 otherwise (10)

where p ∈ {1,−1} and θ ∈ R are parameters determined by training (Fig. 6).

3 Adaboost for COF Selection

Adaboost [3] is the ensemble learning method that trains multiple base-classifiers
and assembles them to create a more powerful classifier. Viola used HLF as base-
classifiers for the face detection [13][14]. The algorithm of Viola’s Adaboost is
composed from two phases as follows:

1. Weak training: optimizes all HLF independently,
2. Feature selectioin: selects the best one from those optimized HLF.

Therefore the training time of this algorithm depends on the number of HLF.
The training algorithm for COF is described in the following sections.

3.1 Random Candidates Approach for COF Selection

In Wb ×Hb pixels image, there are Pb = Wb(Wb + 1)×Hb(Hb + 1)/4 elemental
rectangles. Therefore the total number of elemental rectangles on the extended
image set is P = P0 + P1 + · · · + PB . As described in Sec. 2.2, COF is com-
posed from R arbitrary elemental rectangles. So the total number of COF is
K = PR. For example B = 2, R = 2 and W0 = H0 = 19, the case that
prameters about training condition are pretty small, K becomes about 7 billion.
This is 10,000 times larger than the number of Viola’s HLF, and their feature
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– Input N labeld samples {Ii, yi}Ni=1 where Ii is a sample and yi is a label.

• yi = 1 ⇔ Ii is a positive sample, yi = 0 ⇔ Ii is a negative sample.

• wi > 0,
∑N

i=1 wi = 1.

– Initialize samples weights: if yi = 1 then wi = 1
2p

, otherwise wi = 1
2q

.

(p, q: # of positive samples and negative samples, respectively)

– for t = 1, · · · , T
• Normalize weights: wt,i ← wt,i∑

N
i=1 wt,i

.

• Make the subset of COF at random: {h1, h2, · · · , h10000}.
• for c = 1, · · · , 10000
∗ Perform weak-training to COF hc(p, θ, f+).

∗ Evaluate weighted error rate we(hc(p, θ, f+)) of optimized hc(p, θ, f+).

∗ Optimize COF hc(p, θ, f−).

∗ Evaluate weighted error rate we(hc(p, θ, f−)) of optimized hc(p, θ, f−).

∗ Set (hc, wec) = (hc(p, θ, f+), we+
c );

If we− < we+ then set (hc, wec) = (hc(p, θ, f−), we−c ).

• Select the t−th base-classifier: bt = arg minhc we(hc), et = minhc we(hc).

• Compute αt = log((1− et)/et).

• Update samples weights: wi ← wi · exp[αm · δ(yi − bt(Ii))] where

δ(x) = 1 if x = 0, or δ(x) = 0 otherwise.

– Final classification function is

H(I) =

{
1 if

∑T
t=1 αtbt(I) ≥ Θ

∑T
t=1 αt.

0 otherwise.
(Θ: Threshold)

Fig. 5. Adaboost for COF selection. The weak-training algorithm is shown in Fig. 6.

– Input COF h(p, θ, f).

– Input N labeld and weighted samples {Ii, wi, yi}Ni=1 where Ii, wi and yi is a sample,

a weight and a label.

• yi = 1 ⇔ Ii is a positive sample, yi = 0 ⇔ Ii is a negative sample.

• wi > 0,
∑N

i=1 wi = 1.

– Let w+ and w− be sum of weights of positive and negative samples, respectively.

– Extract feature value fi = f(Ii) from every samples.

– Make up-sorted array {gj}Nj=1 from {fi}Ni=1.

– Set θ = 0, e+ = w−, e− = w+, θ+
best = θ−

best = 0, e+
best = e−best = 1.

– For j = 1, · · · , N − 1

• Set θ = 1
2
(gj + gj+1).

• If yj = 1, then

∗ Set e+ ← e+ + wj and e− ← e− − wj .

∗ If e− < e−best then set e−best ← e− and θ−
best ← θ.

• Else if yj = 0, then

∗ Set e+ ← e+ − wj and e− ← e− + wj .

∗ If e+ < e+
best then set e+

best ← e+ and θ+
best ← θ.

– If e+
best < e−best then set p = +1 and θ = θ+

best, else set p = −1 and θ = θ−
best.

Fig. 6. The algorithm of weak-training for COF
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selection algorithm can not handle such the huge classifier candidates. There-
fore, we use random candidate approach like in [4]. In our experiment, 10,000
features (HLF for Viola’s method and COF for our method) are generated at
random as the candidate of a base-classifier. After the feature optimization, the
best feature in those candidates is selected as the base-classifier. The random
candidates are regenerated in each iteration of Adaboost to keep the variaty of
features.

Figs. 5, 6 show the algorithm of Adaboost by random candidates approach.

4 Experiments

In this paper, we used MIT CBCL face database [1] for our experiments. The
database consists of 2, 901 facial and 28, 121 background 19×19 pixel images. We
divided all images into training and test set; 2, 000 face and 5, 000 background
images are used for training, and the remaining images are used for testing. Five
pairs of training and test sets were generated at random.

We used four types HLF illustrated in Fig. 1 and then the total number of
HLF becomes about 53, 000. The parameters of COF are fixed to B = 2 and
R = 2. There are about 83, 000 elemental rectangles in the extended image set,
so we can use about 7 billion (83, 0002) COF potentially.

In each iteration of Adaboost for HLF/COF training, the set of 10,000 HLF
or COF as the base-classifier candidates is generated at random. The iteration
steps of Adaboost (equivalent to the number of the base-classifiers) is up to
200.

Fig. 7 shows the false positive rate (FP) and false negative (FN) rate when
true positive rate (TP) equals 99% and true negative rate (TN) equals 99%.
When TN = 99%, HLF and COF have comparable results. However, when
TP = 99%, the results of COF are significantly better than the results of
HLF. In the case of 200 classifiers, FP rate of COF is improved 5% against
HLF.

Fig. 8 shows the ROC curves for the five test sets created by using 200 HLF
or COF. It can be seen that there are no significant difference between the
results of HLF and COF when TP is smaller than 0.95. On the contrary, espe-
cially when TP is larger than 0.99, the results of COF are significantly better.

Fig. 7. Average error rates (%) for negative (positive) samples at TP (TN) = 99%



Co-occurrence of Intensity and Gradient Features for Object Detection 45

Fig. 8. ROC curves for five test sets. Red and green curves show the results of HLF

and COF, respectively. Both methods used 200 weak classifiers. Horizontal axis shows

the true positive (TP) rate and vertical axis shows the true negative (TN) rate. Top

and bottom figures show different TP zones (from 0.3 to 0.9 and from 0.9 to 1.0).
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5 Conclusions

In this paper, we proposed a new image feature which uses both intensity and
gradient informations and can treat co-occurrence of salient regions in both of
the information domains. In our experiments, we showed that the more powerful
features than the best HLF are certainly included in our 7 billion of COF. We
also showed that the feature selection based on random candidates manner can
efficiently find such powerful features from those extremely abundant candidates.
As a result, the classification accuracy is improved compared with Viola’s HLF.
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Abstract. Wild rodents learn the danger-predicting meaning of preda-

tor bird calls through the paring of cues which are an aversive stimulus

(immediate danger signal or unconditioned stimulus, US) and the acous-

tic stimulus (predator signal or conditioned stimulus, CS). This learning

is a form of pavlovian conditioning. In analogy, in this article a setup is

described where adaptive sensor-driven neural control is used to simulate

biologically-inspired acoustic predator-recognition learning for a safe es-

cape on a six-legged walking machine. As a result, the controller allows

the walking machine to learn the association of a predictive acoustic sig-

nal (predator signal, CS) and a reflex infrared signal (immediate danger

signal, US). Such that after learning the machine performs fast walking

behavior when “hearing” an approaching predator from behind leading

to safely escape from the attack.

Keywords: Learned predator recognition, Associative learning, Legged

robots, Sound, Reflexes, Prediction, Central pattern generators.

1 Introduction

Animals can effectively avoid dangerous situations including an attack of their
predators. Evidence from physiological and ethological studies shows that some
prey animals require experience to adaptively respond to predation (learned
predator recognition) instead of an innate recognition. For example, wild rodents
learn the danger-predicting meaning of predator bird calls through a temporal
association of cues which are an aversive stimulus (unconditioned stimulus, US)
and the acoustic stimulus (conditioned stimulus, CS) [1]. This mode of learning
is a form of classical conditioning which has been discovered by Ivan Pavlov
[2]. Generally, it involves presentations of a neutral stimulus (CS) along with a
stimulus of some significance (US). Once these two stimuli become associated,
animals begin to perform a behavioral response to the CS instead of the US.
Inspired by these findings, we simulate here such predator recognition learning
for a safe escape on a walking machine. This learned behavior together with the
escape response is controlled by adaptive sensor-driven neural control using a
correlation based differential Hebbian learning rule. The work presented here ex-
tends our previous works [3], [4] by integrating this learning mechanism into the
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original modular neural control [3], [4] leading to the adaptive behavior. How-
ever, the main purpose of this article is not only to demonstrate the biologically-
inspired learning on the walking machine (adaptive behavior) but also to show
that the adaptive sensor-driven neural control can be a powerful technique to
solve sensorimotor coordination problems of many degrees-of-freedom systems
and to effectively provide an online learning capability to the systems.

The following section describes the technical specification of the walking ma-
chine platform. Section 3 explains the adaptive sensor-driven neural control for
the acoustic predator-recognition learning and escape response. Experiments and
results are discussed in Section 4. Conclusion and an outlook on future research
are given in the last section.

2 The Walking Machine Platform AMOS

The six-legged walking machine AMOS [4], [5] is a biologically-inspired hard-
ware platform for studying the coordination of many degrees of freedom, for
performing experiments with neural controllers and learning and for the de-
velopment of artificial perception-action systems employing embodied control
techniques. It consists of a two-part body connected by one active backbone-
joint (BJ), at which six identical legs and one active tail are attached. Each
leg has three joints that are controlled by servomotors: the thoraco-coxal (TC-)
joint enables forward (+) and backward (−) movements, the coxa-trochanteral
(CTr-) joint enables elevation (+) and depression (−) of the leg, and the femur-
tibia (FTi-) joint enables extension (+) and flexion (−) of the tibia (see [5]
for the leg configuration of AMOS). Each tibia segment has a spring damped
compliant element to absorb impact force during walking. All in all, this ma-
chine has 20 sensors: six foot contact (FC1,...,6) sensors, seven infrared (IR1,...,7)
sensors, two light dependent resistor (LDR1,2) sensors, one gyro (GR) sensor,
one inclinometer (IM) sensor, one upside-down detector (UD) sensor, one cur-
rent sensor (I) and one auditory-wind detector (AW) sensor (see [5] and also
http://www.nld.ds.mpg.de/∼poramate/ICONIP09/AMOSLearning.mpg for the
location of all sensors on AMOS). Here the rear IR7 and AW sensors installed
at the tail are used for learning experiments of acoustic predator recognition
which is the main contribution of this article while the use of other sensors in
sensor-driven behavioral applications can be found in [4], [5]. The control of this
walking machine is programmed into a personal digital assistant (PDA) with the
update frequency of ≈ 14 Hz (see [4], [5] for more details of AMOS).

3 Adaptive Sensor-Driven Neural Control

The adaptive sensor-driven neural control (Fig. 1) generally generates reac-
tive and adaptive behaviors. The controller based on a modular structure is
formed by three main components: a neural preprocessing unit, a modular neural
control unit, and a neural learning unit. The neural preprocessing unit filters
sensory noise and shapes sensory data to drive corresponding reactive and adap-
tive behaviors. The modular neural control unit, on the other hand, is used for
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locomotion generation of the walking machine. It coordinates leg movements,
regulates walking speed, and creates omnidirectional walking. Additionally the
neural learning unit allows the walking machine to perform adaptive behavior;
i.e., it can learn to respond to a conditioned stimulus, e.g., an acoustic signal
which is the main focus of this study. All neurons of the adaptive control are
modelled as standard additive non-spiking neurons. Their activity develops ac-
cording to ai(t + 1) =

∑n
j=1 Wijσ(aj(t)) + Θi; i = 1, . . . , n , where n denotes

the number of units, Θi represents a fixed internal bias term together with a
stationary input to neuron i, and Wij the synaptic strength of the connection
from neuron j to neuron i. The output of the neurons in the neural preprocessing
and modular neural control units is given by the standard sigmoid transfer func-
tion σ(ai) = (1 + e−ai)−1 and the hyperbolic tangent (tanh) transfer function
σ(ai) = tanh(ai), respectively, while in the neural learning unit is governed by
a linear transfer function. Input units are linearly mapped onto the interval [0,
1] for all neurons in the neural preprocessing and learning units and [−1, 1] for
those in the modular neural control unit.

3.1 Neural Preprocessing of Sensory Signals

In order to simulate the acoustic predator-recognition learning for escaping a
close predator attack from behind (conditioned response) on the walking ma-
chine, we use the AW sensor [5] for detecting distant acoustic signals (predator
signal) and the rear IR7 sensor for perceiving too near, hence potentially dan-
gerous, approaching objects from behind. Here we use portable speakers [5] im-
plying a predator and the 300 Hz acoustic signal referring to a predator signal.
The speakers are manually moved for creating the predatory attack situation
(see http://www.nld.ds.mpg.de/∼poramate/ICONIP09/AMOSLearning.mpg).

The raw acoustic and infrared signals coming from the AW and IR7 sensors,
respectively, require preprocessors for eliminating the sensory noise as well as
shaping the sensory data. To do so, we utilize the dynamical properties, i.e.,
hysteresis effects, of a recurrent neuron to construct the preprocessing network
of the acoustic signal and the same one is also applied to the infrared signal.
Each network consists of a series of single recurrent neurons H1, 2. Their output
is combined at a threshold output neuron O providing a binary output [0, 1]
to the neural learning circuit. The complete neural preprocessing unit is shown
in Fig. 1(a) (see [5] for more details). It has a capability to eliminate unwanted
noise, shape the sensory data, and also prolong the activation time of the sensory
signals. The prolongation of the signals are required in order to obtain the ap-
propriate sensory correlation for a learning mechanism and to allow the walking
machine to effectively escape from the predator attack. That is, the action shall
persevere for longer than the stimulus itself to ensure a safe escape.

3.2 A Neural Learning Circuit

The preprocessed acoustic and infrared signals described in the previous section
are fed into the neural learning circuit to modify a plastic synapse during learn-
ing. The learning goal in this study is to enable the walking machine to learn to



50 P. Manoonpong and F. Wörgötter

7.5

8.0

3.0

4.3

-5.15

-5.5

8.0

8.0

H1

O

Neural preprocessing Neural
learning

(a) (b)

�

CS X

V

�

1

   0   >

 Excitatory synapse  Inhibitory  synapsePlastic synapse

7.5

8.0

3.0

4.3

-5.15

-5.5

8.0

8.0

Raw acoustic signal

O

H2

IR7

H1

AW

H2

AW

AW

u

Raw infrared signal

IR7

IR7  10  -10 -10

TL1 TL2 TL3 TR1 TR2 TR3CL1 CL2 CL3 CR1 CR2 CR3 BJ
 10  10  10  10  10  10 -10  10 -10

  -2.2   2.2   -2.2    -2.2    2.2    2.2

  -1   -1   -1   -1   -1   -1

     1.3     -1.3     1.3      -1.3     1.3     -1.3

 10 10 10 10 10 10

  -2  -2  -2  -2  -2  -2

FR3FR2FR1FL3FL2FL1

  -2.2   2.2   -2.2   -2.2   2.2   -2.2

    -2    -2     -2    -2     -2    -2

 B  B  B B  B  B  B B

PSN

VRNsCPG
H H

H H

H H H H

H H H H

H

I I4 5

1 2

3 4

5 6 7 8

9 10 11 12

15

 1.75
 1.75

 5   5

 1 -1
  1

  W

  -5   0.5
  0.5

  0.5
  -5  -5   -5  0.5

  0.5   0.5   0.5   0.5

  0.01   0.01

  3   3   3   3

  0.5   0.5  0.5   0.5

A
A  C C A C  C

A
A

A  C
 C

A
 C

 C
A

  -1.35  -1.35

     0.5     0.5
   -0.5

   -0.5     0.5
     0.5

   -0.5

   -0.5

I 12

  W21

  W11   W22

Output of the neural learning circuit (v)

   IN

Modular neural control(c)

I3I2I1

II

III

ON

H16 H17 H18

H19 H20 H21 H22 H H H H23 24 25 26

H H27 28
H H13 14

 FTi-joints CTr-joints TC-joints

Adaptive sensor-driven neural control

  1.0  1.0

1

   HN

US

   d/dt

�
0

0u

Fig. 1. (a) The neural preprocessing unit consisting of two identical networks with

appropriate weights (see [5] for more details of neural parameter design and neurody-

namics, i.e., hysteresis effects). These networks are applied to preprocess the acoustic

and infrared signals. Their output is fed to the neural learning unit. H1, 2AW and

H1, 2IR7 = hidden neurons of the AW and IR7 sensor networks with the standard

sigmoid transfer function, OAW and OIR7 = output neuron of the AW and IR7 sensor

networks with the threshold transfer function, CS = conditioned stimulus, US = un-

conditioned stimulus. (b) The neural learning circuit where its output activates a fast

walking behavior through modular neural control. ρ0 = synapse of the US input set

to 1.0., ρ1 = plastic synapse of the CS input, u0,1 = inputs to a learner neuron, v =

output of the learner neuron. (c) The modular neural control consisting of input (IN),

hidden (HN), and output (ON) neuron groups. Input neurons I are the neurons used to

control walking direction (I2,...,5) and to trigger the self-protective reflex (I1). Hidden

neurons H are divided into three modules (CPG, PSN, and VRNs (see [4] for details)).

Output neurons (TR, TL, CR, CL, FR, FL) directly command the position of servo

motors. The location of the motor neurons on the walking machine AMOS is shown in

[5]. BJ = backbone joint, TR(L) = TC-joints of right (left) legs, CR(L) = CTr-joints

of right (left) legs, FR(L) = FTi-joints of right (left) legs. All connection strengths

together with bias terms are indicated by numbers except those of the VRNs given by

A = 1.7246, B = −2.48285, C = −1.7246. W11, W22, W12, and W21 are modifiable

synapses (see Sect. 3.3).

recognize its acoustic predator signal (300 Hz sound) and then perform a fast
walking behavior as soon as it detects the signal. As a consequence, it can avoid
the close attack of the predator. To achieve this we apply a correlation based
differential Hebbian learning rule [6]. It correlates two kinds of input signals: one
is a predictive signal or an early input (conditioned stimulus (CS), see Fig. 1(b))
and the other is a reflex signal or a later input (unconditioned stimulus (US),
see Fig. 1(b)). The acoustic signal from the AW sensor is used as the predictive
signal while the infrared signal from the IR7 sensor serves as the reflex one. Both
sensory signals are provided to the learning mechanism as shown in Fig. 1(b).
At the beginning, the connection between the predictive acoustic signal and a
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learner neuron converges with zero strengths (ρ1, dashed line in Fig. 1(b)). In
this situation, the fast walking behavior will be controlled only by the reflex
infrared signal. That is, the machine generally walks with normal walking speed.
Detecting the acoustic signal and afterwards the objects (portable speakers)
from behind here implies the attack of the predator. This situation leads to the
correlation between the predictive and reflex signals, such that the modifiable
synapse ρ1, which connects the predictive signal with the learner neuron, will
grow. Consequently, after 2-3 attacks (depending signal correlation) during the
learning phase, the fast walking behavior will finally be driven by the predictive
signal instead. The used learning algorithm has the property that learning will
stop when the reflex signal is zero [6]; i.e., when the portable speakers (sound
source) does not get too near to the walking machine. As the weight is stored,
after learning the next time the acoustic signal is detected the fast walking
behavior will immediately be activated such that triggering an earlier escape
reaction. Eventually the machine will return to its normal walking speed when
the acoustic stimulus disappears implying that it is far enough from the sound
source or the predator.

Learning Algorithm: The correlation based differential Hebbian learning rule
(ICO-learning [6]) for the weight change of ρ1 is given by dρ1/dt = µu1du0/dt,
where µ is the learning rate which will define how fast a system can learn, e.g.,
0.35. One could consider µ as the susceptibility for a synaptic change, which
in a biological agent will be defined by its evolutionary development, which
determines the agent’s ability to learn a certain task. How and if these values
could also be influenced (possibly by mechanisms of meta-plasticity), changing
learning susceptibility, goes beyond the scope of this article. In this learning
rule, only the plastic synapse ρ1 is allowed to change while the synapse of the
reflex input ρ0 is set to a positive value, e.g., 1.0. Note that here the weight
change takes place only at a positive derivative otherwise it remains unchanged.
Formally we have v = ρ0u0 + ρ1u1 as the learner neuron output driven by inputs
u0,1. Here we set u0 and u1 to the infrared signal of the IR7 sensor (US) and the
300 Hz acoustic signal of the AW sensor (CS), respectively.

3.3 Modular Neural Control

Actions or walking behaviors of the machine are generated through modular
neural control. This modular controller consists of three subordinate networks
(colored boxes I, II, III in Fig. 1(c)): a neural oscillator network (I), a phase
switching network (PSN, II), and two velocity regulating networks (VRNs, III).
Here, we discuss only main functions of the networks (see [4] for a complete
description). The neural oscillator network, serving as a central pattern generator
(CPG) [7], generates periodic output signals. These signals are provided to all
CTr-joints and FTi-joints only indirectly passing through all hidden neurons
of the PSN. TC-joints are regulated via the VRNs. Thus, the basic rhythmic
leg movement is generated by the neural oscillator network and the steering
capability of the walking machine is realized by the PSN and the VRNs.
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The neural oscillator network consists of two neurons H1,2 with full connec-
tivity. Its synaptic weights and bias terms are selected in accordance with the
dynamics of the 2-neuron system [8] staying near the Neimark-Sacker bifurca-
tion where the quasi-periodic attractors occur. The example of periodic output
signals having different frequencies resulting from different weights can be seen
at [4]. The network has the capability to generate various sinusoidal outputs
depending on the weights. Here we use the output signal v of the neural learn-
ing circuit (Fig. 1) to modify all weights of the network determined by w11,22 =
0.75v+1.125, w12 = 1.5v−0.35, and w21 = −1.5v+0.35. As a consequence, walk-
ing frequency of the machine will be increased by the activation of v, resulting
in a fast walking speed during escaping from the predator attack.

The PSN is a generic feed-forward network, which reverses the phase of the
periodic signals driving the CTr- and FTi-joints (Fig. 1(c), see also [4]). These
periodic signals can be switched to lead or lag behind each other by π/2 in phase
in accordance with the given input I3 (Fig. 1(c)). The PSN has been implemented
to allow for sideways walking, e.g., for obstacle avoidance (see [4] for more details
on parameters and experiments on sensor-driven sideways walking).

The two VRNs are also simple feed-forward networks (see [4]). Each VRN
controls the three ipsilateral TC-joints on one side (Fig. 1(c), see also [4]). Be-
cause the VRNs behave qualitatively like a multiplication function [4], they have
capability to increase or decrease the amplitude of the periodic signals by the
magnitude of the inputs I4,5. Consequently, the walking speed of the machine
will be regulated, i.e., the higher the amplitude of the signal the faster it walks.
Therefore, we also apply the neural learning output v to I4,5 (see Fig. 1(c) and
equations below). Such that the amplitude of the TC-joint signals will be am-
plified for the fast walking behavior while escaping. Moreover these VRNs can
be used to achieve more walking directions, like forward and backward move-
ment (sign inversion of the multiplication) or turning left or right where the
directions are driven by other preprocessed infrared and light dependent resistor
sensor signals through also I4,5 (not shown in the current set of experiments but
see [4]).

Figure 1(c) shows the complete network structure together with the synaptic
weights of the connections between the controller and the corresponding motor
neurons as well as the bias term of each motor neuron. These synaptic weights
and all bias terms were manually constructed and adjusted to obtain an optimal
gait; i.e., a typical tripod gait [4]. Taken together, this modular neural control
can generate more than 10 different walking patterns including various reactive
behaviors controlled via the input neurons I1,...,5 (Fig. 1(c)). Here, we only focus
on the acoustic predator-recognition learning for the safe escape; i.e., the walking
machine will perform fast forward walking behavior as soon as it recognizes sound
(after learning) or detects the close objects (before/during learning) from behind.
Thus, the input neurons I1,...,3 are here set to I1 = 0.0, I2 = 1.0, I3 = 1.0, I4

= −1.0 + v, I5 = −1.0 + v allowing the machine to walk forward only in order
to clearly observe the difference between the slow walking speed under normal
condition and the fast one during escaping the attack.
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4 Experiments and Results

In this section, we illustrate the acoustic predator-recognition learning exper-
iments. As shown in Fig. 2, usually before learning AMOS walks fast (≈ 17
cm/s) only if it detects the close objects (here, portable speakers manually
moved) from behind through the rear IR7 sensor. During learning, detecting
the 300 Hz acoustic signal via the AW sensor and afterwards the objects from
behind hints here danger from the predator attack. This situation leads to the
correlation between the acoustic signal (predictive signal or “conditioned stim-
ulus” (CS)) and the infrared signal (reflex signal or “unconditioned stimulus”
(US)), such that the weight of the plastic synapse ρ1 (Fig. 1(b)) increases. While
the weight grows influencing the output v of the learner neuron, AMOS starts
to walk fast driven by the CS instead of the US. After learning, it immedi-
ately performs fast walking when “hearing” the approaching predator (learned
acoustic predator recognition) this way triggering an earlier escape reaction re-
sulting in the safe predator avoidance. The learning process stops when the
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walks with its normal speed (1) and then speedily escapes from the too-near objects (2).

As soon as it is far enough from the objects it then returns to its normal walking speed

(3). Such learning situations repeatedly occur (4-7). Simultaneously, the correlation

between the acoustic and infrared signals is being learned. Finally after 3 attacks

(1-7) AMOS can immediately react to the acoustic signal as soon as it detects (8-
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stimulus (acoustic signal), ∗ = detecting the PS (sound source). Note that one-trial
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US is no longer triggered which happens when the fast walking behavior is
driven by the CS. The video clip of the learning experiments can be seen at
http://www.nld.ds.mpg.de/∼poramate/ICONIP09/AMOSLearning.mpg.

5 Conclusion

In this study, we simulate acoustic predator-recognition learning on a six-legged
walking machine such that the machine can learn the correlation between the
predictive acoustic signal (“conditioned stimulus”) and the reflex infrared signal
(“unconditioned stimulus”). As a consequence, after learning, it performs an ear-
lier escape reaction resulting in the safe predator avoidance as soon as it hears
the approaching predator. These learned acoustic predator recognition and es-
cape behavior are achieved under adaptive sensor-driven neural control (Fig. 1)
which is modular structure-based design. It consists of three main modules: 1)
neural preprocessing unit utilizing recurrent neurodynamics for preprocessing
sensory signals, 2) neural learning unit using a correlation based differential
Hebbian learning rule for associative learning capabilities, and 3) modular neu-
ral control employing a central pattern generator for basic locomotion gener-
ation. More demanding tasks will be related to implement neural memory to
enhance learning capability through long-term memorization of walking relevant
events.
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Abstract. The RCA cleaning method is the industry standard way to

clean silicon wafers, where the temperature control is important for a

stable cleaning performance. However, it is difficult mainly because the

RCA solutions expose nonlinear and time-varying exothermic chemical

reactions. So far, the MSPC (model switching predictive controller) us-

ing the CAN2 (competitive associative net 2) has been developed and

the effectiveness has been validated. In this article, we focus on the prob-

lem of variable initial temperature which changes the plant dynamics. To

solve this problem, we present a method to switch multiple CAN2s, each

of which has been trained with the data for different initial temperature.

The effectiveness of the present method is evaluated by means of com-

puter simulation.

Keywords: switching of competitive associative nets, temperature con-

trol of RCA cleaning solutions, variable initial temperature of time-

varying plant.

1 Introduction

The competitive associative net called CAN2 is a neural net for learning an effi-
cient piecewise linear approximation of nonlinear functions by means of utilizing
the competitive and associative schemes[1,2]. The effectiveness of this approach
is shown in several areas such as control problems, function approximation, rain-
fall estimation, time series prediction, and so on [3]-[6]. Here, note that the CAN2
has the following differences from other similar methods; the local linear models
[7,8] also utilize the piecewise linear approximation, but they use linear models
in piecewise regions obtained via the K-nearest neighbors or the SOM (Self-
Organizing Map), while the CAN2 utilizes linear models (associative memories)
in the piecewise regions obtained via the competitive learning designed for min-
imizing the mean square error of function approximation. Here, the K-nearest
neighbors and the SOM are for minimizing the distance measures between input
vectors and the centers of the piecewise regions, and do not relate to the mean

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 56–64, 2009.
c© Springer-Verlag Berlin Heidelberg 2009

http://kurolab.cntl.kyutech.ac.jp/


Switching of Multiple CAN2s for Variable Initial Temperature 57

solution bath

infrared
heater

cleaning
filter

bellows
pump

bθ 0θ

phθh

pb

heater power p

bath temperature θB

silicon
wafers

input

competitive
cells

assosiative
cells

M 11

M 1k

w11

xs
1

xs
k

...

1st unit

...

w1k

MN1

MNk

wN1

Nth unit

...
wNk

. . .

. . .

. . .

ys

output

ys
1 y s

N

(a) (b)

Fig. 1. Schematic diagram of (a) the RCA cleaning system and (b) the CAN2

square error of function approximation. Thus, the CAN2 is supposed to show
better performance in function approximation and its applications.

On the other hand, the RCA cleaning method introduced and developed at
Radio Cooperation of America (RCA) is the industry standard way to clean
silicon wafers, and the temperature control is important for a stable cleaning
performance. Since the method uses corrosive and hazardous chemical solutions
such as SPM (sulfuric acid, H2SO4, and hydrogen peroxide, H2O2, mixture) and
so on, several pieces of special equipment are arranged for heating solutions as
shown in Fig.1(a), where there is a solution bath, a bellows pump, an infrared
(IR) heater, and a cleaning filter, which are connected by anti-corrosive recircu-
lation pipes; and the thermal sensor is covered by an anti-corrosive glass tube.
Thus, this system involves long and fluctuating time lags and delays, and the
mixture of the solutions causes several exothermic chemical reactions which are
nonlinear and time-varying. In order to control such nonlinear and time-varying
plants involving time lags and delays, we have developed a control method called
MSPC (model-switching predictive controller) using the CAN2. Precisely, the
CAN2 in the MSPC learns multiple linear models of the plant dynamics from
the input and output data of the plant, and then selects an appropriate lin-
ear model at each time of the control phase in order for the GPC (generalized
predictive controller) to use the selected linear model.

Although we have achieved a good control performance with the CAN2 after
learning the training data for a certain initial temperature of the RCA solution
so far, we try to cope with the next problem that the initial temperature of
the SPM solution varies widely owing mainly to the amount of the remaining
solution (water) in the recirculation pipe which is used in the previous cleaning
procedure. Here, the perfect removal of the used solution is not so easy for the
current RCA plant, and the difficulty of this problem lies in that the dynamics of
the solution is different for different initial temperature (see Sect. 3.1 for details).
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The remainder of this article is organized as follows; Section 2 gives a brief
overview of the MSPC using the CAN2. Section 3 shows the proposed method
after examining the variable initial temperature. Section 4 shows numerical ex-
periments and examines the effectiveness.

2 MSPC Using First-Order Difference Signals

We briefly show the MSPC using the first-order difference signals[6]. Here, note
that the MSPC using the original input and output values of the RCA plant [4]
does not work so much in the unit selection process [6] which is crucial for the
present method shown in Sect. 3.

2.1 Plant Model Using First-Order Difference Signals

In the RCA plant (Fig.1(a)), the input power p = p(t) and the bath temperature
θB = θB(t) are sampled with a virtual sampling period Tv as denoted by u(j) =
p(jTv) and y(j) = θB(jTv) for j = 1, 2, · · · , n. We suppose that they have the
relationship or the dynamics given by

y(j) = f(x(j)) + d(j) (1)

where f(·) denotes a function which is supposed to change slowly (or not to
change) in time, and d(j) represents zero-mean noise with the variance σ2

d. The
input vector x(j, ky , ku) ∈ X � Rk×1 is given by x(j) � (y(j − 1), · · · , y(j −
ky), u(j−1), · · · , u(j−ku))T , where ky and ku are positive integers, and k = ky+
ku. Then, among the difference signals ∆y(j) � y(j)− y(j − 1), ∆u(j) � u(j)−
u(j − 1), and ∆x(j) � (∆y(j − 1), · · · , ∆y(j − ky), ∆u(j − 1), · · · , ∆u(j − ku)),
we have the relationship

∆y(j) 
 aT ∆x(j), (2)

where a = (a1, · · · , ak)T � ∂f(x(j))/∂x. If a does not change for a while around
the time j, we have the following prediction consecutively for l = 1, 2, · · · as

ŷ(j + l) = y(j) +
l∑

m=1

∆ŷ(j + m) = y(j) +
l∑

m=1

aT ∆x(j + m), (3)

where ∆y(j + h) in ∆x(j + m) for h ≥ 1 is replaced by ∆̂y(j + h).

2.2 CAN2 for the Difference Plant Model

A CAN2 has N units. The ith unit has a weight vector wi � (wi1, · · · , wik)T ∈
Rk×1 and an associative matrix (row vector) M i � (Mi1, · · · , Mik) ∈ R1×k for
i ∈ I = {1, 2, · · · , N} (see Fig.1(b)). The CAN2 approximates the output value
ys = ∆y(j) for the input vector xs = ∆x(j) by

ŷs � M c xs, or ∆̂y(j) = M c∆x(j), (4)
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where the index c is selected by

c = argmin
i∈I

‖xs −wi‖2. (5)

Here, the variables xs and ys represent the input and the output of the CAN2,
respectively, and their superscript “s” indicates the variable related to the CAN2
for distinguishing x(j) and y(j) of the RCA system.

2.3 MSPC for the Difference Plant Model

The MSPC utilizes the CAN2 as well as the GPC (Generalized Predictive Con-
trol) for obtaining the predictive input û(j) which minimizes the control perfor-
mance index:

J =
N2∑

l=N1

ê2(j + l) + λu

Nu∑
l=1

∆̂u
2
(j + l − 1), (6)

where ê(j+l) = yd(j+l)− ŷ(j+l) indicates the error between the desired output
yd(j + l) and the predictive output ŷ(j + l). The parameters N1, N2, Nu and λu

are constants to be designed for the control performance. We obtain ∆̂u(j + l)
for l = 0, 1, · · · as follows; after learning the pairs (xs, ys) = (∆x(j), ∆y(j)) for
the training dataset Dn obtained at the previous control phase (see the next
section), the CAN2 at a discrete time j during the current control phase can
predict ∆y(j + l) for l = 1, 2, · · · consecutively by Eq.(4), and ŷ(j + l) by Eq.(3)
whose aT is replaced by M c. From the GPC method with this equation, the
above performance index is modified to

J = ‖yd −G∆̂u − p‖2 + λu‖∆̂u‖2 (7)

where yd = (yd(j +N1), · · · , yd(j +N2))T , ∆̂u = (∆̂u(j), · · · , ∆̂u(j +Nu−1))T ,
and p = (p(j+N1), · · · , p(j+N2))T . Here, p(j+l) is the natural response ŷ(j+l)
of the system Eq.(3) for the null incremental input ∆̂u(j + l) = 0 for l ≥ 0. The
ith column and the jth row of the matrix G is given by Gij = gi−j+N1 , where
gl for l = · · · ,−2,−1, 0, 1, 2, · · · is the unit step response ŷ(j + l) of Eq.(3) for
ŷ(j − l) = û(j − l) = 0 (l < 0) and û(l) = 1(l ≥ 0). Then, J is minimized by

∆̂u = (GT G + λuI)−1GT (yd − p), (8)

and we have û(j) = u(j − 1) + ∆̂u(j).

2.4 Iteration of Control and Learning

Before applying the MSPC to the real RCA plant, we train the CAN2 with the
data obtained from a simulation result using the differential equation model of
the RCA plant [3,4]. Namely, with certain initial values of wi and M i (i ∈ I),
we execute the following two phases repeatedly;
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(i) Control phase: Control the differential model RCA plant, and obtain the
dataset Dn = {(x(j), y(j)|j = 1, 2, · · · , n)} involving the input x(j) and the
output y(j) of the RCA system.

(ii) Learning phase: Apply the learning method to the CAN2 with Dn, where
wi and M i are updated to minimize the approximation error on Dn.

3 Method to Cope with Variable Initial Temperature

3.1 Property of Variable Initial Temperature

As described in Sect. 1, the initial temperature θ0 of the SPM varies owing
mainly to the remaining solution used for the previous cleaning process, where
θ0 rises by means of the exothermic reaction between the water in the remaining
used solution and the sulfuric acid in the new SPM. The exothermic chemical
reaction of the SPM through the temperature control depends on θ0 and the time
after mixing the constituent solutions of the SPM. Here, note that θ0 usually
varies from 80◦C to 120◦C, and a specific objective of the temperature control
is to rise the bath temperature to the set point θB = 135◦C with allowable error
±2◦C and to reduce the settling time TS as short as possible. Since the chemical
reaction is more active for higher θ0, the control of θO is more difficult for a
higher θ0 and easier for lower θ0.

3.2 Switching of CAN2s for Variable Initial Temperature

In order to cope with the above problem from the viewpoint of the MSPC, it
may be natural to prepare multiple CAN2s for several initial temperatures, and
select an appropriate CAN2 at each time in control phase. Precisely, we can do
the following steps with multiple CAN2s, or CAN2θs

0 (s ∈ S = {1, 2, · · · , |S|})
each of which has been trained with the dataset for the initial temperature θs

0.

step 1: At the time j in the control phase, select the unit for each CAN2θs
0 by

Eq.(5), or
cs
j = argmin

i∈I
‖∆x(j) −ws

i‖2 (9)

where ws
i (i ∈ I) are the weight vectors of the sth CAN2, or CAN2θs

0 .
step 2: Select the s∗th CAN2 which has the minimum sum of the square pre-

diction error for the time j − l + 1 (l = 1, · · · , Ne), or

s∗j = argmin
s∈S

Ne∑
l=1

‖∆y(j − l + 1)−Ms
cs

j
∆x(j − l + 1)‖2, (10)

where Ms
cs

j
is the cs

jth associative matrix of the sth CAN2.

Note that step 2 evaluates M s
cs

j
selected by step 1 for not only time j but also

j − 1, j − 2, · · · , and Ms
cs

j
for the selected s = s∗j th CAN2 is used for predicting

the output for the time j + 1, j + 2, · · · by means of the GPC.
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4 Numerical Experiments

We have examined the present method with the differential model of the RCA
plant [3,4] whose parameter values are set for the SPM. The control procedure
is supposed to last 8000s and the sampling period is set T = 0.25s, so that the
number of the training data is about n = 32, 000 = 8, 000/0.25. The dimension
of the input vector xs = ∆x(j) is set k = 6 (ky = 3 and ku = 3), and the
parameter values in Eq.(7) are set λu = 0.22, N1 = 1, N2 = 11 and Nu =
1. We prepare two CAN2s, i.e., CAN280 and CAN2120 trained for the initial
temperatures 80◦C and 120◦C, respectively, where we execute 30 iterations of
the control and learning phases. The parameter Ne (see Sect. 3.2) of the present
method is set Ne = 1 (we omit the result for Ne > 1 because of the limitation
of page numbers). We denote CAN2120+80 for the proposed method to switch
CAN2120 and CAN280.

4.1 Overshoot and Settling Time for Different Initial Temperatures

The time course of the input power p[%], the output bath temperature θB [◦C]
for the initial temperature θ0 = 120◦C and 80◦C controlled by the MSPC us-
ing CAN2120, CAN280 and CAN2120+80, respectively, are shown in Fig.2. First
of all, we can see that θB increases even if p is small from t = 500 to 1000
for θ0 = 120 (left) and around t = 1800 for θ0 = 80 (right), which indicates
that exothermic chemical reaction is occurring, while p should be kept about
60% (of the maximum power) at t > 3000 where the exothermic reaction is
disappeared.

The summary of θO and TS of the above cases as well as those for θ0 = 90,
100, 110 is shown in Table 1. From the table on the left hand side of Table 1, we
can see that CAN280 could not have achieved θO ≤2◦C for θ0 = 120◦C. However,
CAN2120+80 as well as CAN2120 have achieved θO ≤2◦C for both θ0 = 120◦C
and 80◦C. This result is reasonable because the chemical exothermic reaction for
θ0 = 120◦C is bigger than the lower θ0 as shown in Sect. 3.1, so that the method
achieving θO ≤2◦C for θ0 = 120◦C is supposed to be able to achieve θO ≤2◦C for
lower θ0. From two tables in Table 1, we can see that CAN2120+80 has achieved
θO ≤2◦C for all θ0, and whose TS is almost the same as TS by CAN2θ0 which is
trained with the data for θ0, respectively.

Table 1. The overshoot θO[◦C] and the settling time TS[s] for the initial temperature

θ0[
◦C] by means of CAN2120, CAN280, CAN2120+80 and CAN2θ0 for θ0 = 110, 100, 90

CAN2120 CAN280 CAN2120+80

θ0 θO TS θO TS θO TS

120 1.4 398 2.5 1020 1.8 392

80 0.2 1603 0.3 1588 0.2 1595

CAN2θ0 CAN2120+80

θ0 θO TS θO TS

110 1.0 665 0.6 659

100 0.7 956 0.2 965

90 0.1 1276 0.2 1282
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Fig. 2. Examples of the control result

4.2 Recovery from the Disturbance

After the bath temperature reaches the set point, the procedure to clean silicon
wafers is executed, which is modeled by a temperature disturbance accompanied
with the modification of the specific heat coefficient. The temperature should
be recovered quickly. Two examples are shown in Fig.3, and they indicate that
the present method using CAN2120+80 has achieved smaller recovery time than
CAN2120 and CAN280, respectively, for each case.

5 Conclusion

We have focused on the problem of variable initial temperature of the RCA clean-
ing plant, and presented a method to switch multiple CAN2s, each of which has
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Fig. 3. Recovery from the disturbance occurred at t = 5000s. TR: the recovery time.

been trained with the data for different initial temperatures. The effectiveness of
the present method is examined by computer simulation. The result shows that
the present method works well for every initial temperature from the point of
view of the overshoot, the settling time and the disturbance recovery. We would
like to examine the robustness and the generality of the method in various cases
in our future research study.
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Abstract. Based on indications from neuroscience and psychology, both per-
ception and action can be internally simulated in organisms by activating sen-
sory and/or motor areas in the brain without actual sensory input and/or without 
any resulting behavior. This phenomenon is usually used by the organisms to 
cope with missing external inputs. Applying such a phenomenon in a real robot 
recently has taken the attention of many researchers. Although some work has 
been reported on this issue, none of it has so far considered the potential of the 
robot’s vision at the sensorimotor abstraction level, where extracting data from 
the environment to build the internal representation takes place. In this study, a 
novel vision-motor abstraction is presented into a physically robot through a 
memory-based learning algorithm. Experimental results indicate that our robot 
with its vision could develop a simple anticipation mechanism in its memory 
from the interacting with the environment. This mechanism could guide the ro-
bot behavior in the absence of external inputs.  

Keywords: Vision-motor abstraction, memory based learning, cognition. 

1   Introduction 

Real world applications are usually subject to change and very difficult to be pre-
dicted. Any sudden changes in the environment can possibly cause temporary lose in 
communication with the external world. Some organisms, those that have the ability 
of cognition, can cope with such situations by replacing the external missing sensory 
data with their own internal representation.     

In recent decades, a branch of science called cognitive neuroscience has been es-
tablished to introduce such a phenomenon to the robot [1]. It is concerned with en-
dowing robots with human-like cognitive capabilities to enable them to accomplish 
complex tasks in complex environments. In [2], the authors have argued that all living 
creatures are cognitive to some degree, and therefore, it could be achieved to some 
extent on the robots [8]. We believe that the level of or how much the robot could be 
conscious of the surrounding environment depends on how much the robot knows 
about this environment. One of the possible approaches to measure robot’s con-
sciousness is by examining its ability to cope with missing external sensory data dur-
ing performance of a specific task, i.e., performs blindfolded navigation using only its 
internal representation.  

In recent years therefore, building a complete blindfolded navigation system in a 
robot has been a challenging task [3,4,6]. For instance, some initial experiments were 
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presented in [3] that aim to contribute toward building a robot that navigates com-
pletely blindfolded in a simple environment using a two-level network architecture; 
(a) low-level abstraction from sensorimotor values to a limited number of simple 
concepts, following the work done by Linker and Niklasson [4], and (b) higher-level 
prediction/representation of the agent’s interaction with the environment, inspired by 
the work done by Nolfi and Tani [5].  These efforts have succeeded in allowing the 
robot to anticipate long chains of future situations. However, they have failed to sup-
port a completely blindfolded navigation [6], in which the robot repeatedly uses only 
its internal representation values for its navigation. The failure partly seems to be due 
to the short range of the robot’s proximity sensors that they used, which limits the 
data that could be abstracted from the environment. We argue here that improving the 
robot’s sensorimotor abstraction level from the limited short range sensor to a wide 
vision view could possibly overcome this problem.  

To support our argument, we have done psychological experiments, similar to the 
one introduced by Lee and Thompson [7]. In a series of two experiments, we demon-
strated the accuracy with which humans can guide their behavior based only on their 
internally generated sensory experiences. Two subjects were asked to do a task under 
different conditions. The first subject (X) was asked to ‘look’ around in a room and 
locate a specific target (Fig.1A). He was then blindfolded and asked to locate the 
target again. The subject performed the task accurately with closed eyes, in the same 
manner as when he was free to ‘look’ (Fig.1B). However, he could not predict the 
exact time needed to turn to the target and this caused a few hits with the obstacle (the 
empty circles in Fig.1B). The second subject (Y) was not allowed to explore the room 
with his eyes (no vision input). Instead, he was blindfolded and walked around the 
room touching things around him until he found the target (Fig.1C). He was then 
asked to seek the target again blindfolded from the initial position. Though successful 
in reaching the target, he took more time than that needed by subject (X). In addition, 
the number of times that he hit the wall or touched it to correct or locate his direction 
was greater (the empty circles in Fig.1D).  

From the above experiment, we can conclude that subject (X) had collected a suffi-
cient data during his first ‘eyes open’ navigation. This data could be various dimen-
sions in the room which the subject related to times and distances that helped him to 
build internally his own image. In contrast, the data that subject (Y) had collected was 
limited to the objects that his hand touched during his first blindfolded navigation and 
their relation to his moving steps. This data, however, was not good enough to accu-
rately perform the task. 

In the above experiment, subject Y could be a demonstration of the results of the 
most recently reported works (e.g., [3]), since they used the short-range sensors for 
building the sensorimotor abstraction level. Our target in this study is to demonstrate 
the subject X behavior. Here we explore the inner world of a real robot that has a 
chance to explore the surrounding environment with its camera before it was told to 
navigate blindfolded in it.  

The rest of the paper is structured as follows. Section 2 briefly presents the back-
ground. Section 3 describes the robot and the environment. Section 4 explains the 
architecture of the proposed algorithm and the experiments. The final section presents 
a brief discussion of the work and gives some future work suggestions. 
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Fig. 1. The track of subject X\Y: (A)\(C) the first move, (B)\(D) the second move 

2   Robot Cognition  

A number of researchers have tried to investigate the robot’s inner world [8]. 
Hesslow’s paper [8], for instance, described a development of three simulation hy-
potheses in order to explain the robot’s inner world. This was also discussed by [3]: 
The first is covert behavior, which is the ability to generate internally neural motor 
responses that are not actually externally executed. The second is sensor imagery, 
which is the ability to internally activate the sensory areas in the brain, so as to pro-
duce the simulated experience without actual inputs. The third is anticipation, which 
is the ability to predict the sensory consequences of the motor response [3,8].  

Based on the above hypotheses, the internal sequences of the robot behaviors could 
be illustrated by Fig.2. In Fig.2A, a situation S1 elicits internal activity s1, which in 
turn leads to a motor response preparation r1 and thereafter results in the overt behav-
ior R1, which causes a new situation S2. In Fig.2B, because of the robot’s past ex-
periences, the response preparation r1 could directly elicit the internal activity s2. In 
Fig.2C, if the robot trains the network to some degree, then it should be possible to 
simulate long sequences of motor responses and sensory consequences. 

 

 

Fig. 2. (A)-(C) The basic principle of Hesslow’s hypothesis (Adopted from [8]). (D) The basic 
approach of simulation of perception in robots used by [3]. 

Several modelers have used the above approach directly into the robot [2,3]. These 
modelers have mapped the sensory input to motor output, and also predicted the next 
time step’s sensory input based on the network’s experience. Most of these works, 
however, have considered only the robot’s short-range sensors (e.g., IR sensor) in 
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their experiments, which cannot provide enough data about the environment for the 
robot to build its internal representation. 

From the psychological experiments in the above section, we agree with [3] that 
the weak spot in simulation theories is concerning the matter of the abstraction level 
at which internal representation is relied on. Therefore, improving the ability of this 
level could result in better internal representation in the robot, and in consequence, 
better cognition ability.   

3   Robot and Environment  

All the experiments in here were conducted in a physical mobile robot “Hemisson”. 
(www.k-team.com) (Fig.3A). The robot is able to avoid obstacles, detect ambient 
light intensity and follow a line on the floor. Hemisson is equipped with IR sensors 
and a wireless camera to transmit video images to a receiver that is connected to a PC 
for simple image processing. 

In this study, the robot’s camera view has been divided into 4 parts, as illustrated in 
Fig.3C. Each part covers a number of pixels that represent the distance to the obsta-
cles. The combination of these parts was used to indentify the current concept of the 
robot’s view (CC). The average of FL and FR were used to calculate the real distance 
(D) cm to the frontal obstacles. We have applied the idea of the flood fill algorithm 
[9] to filter the robot’s view and to easily clarify the boundaries between the floor and 
the obstacles. We arranged an ideal environment for the robot to avoid a large amount 
of image processing. A simple neural network was trained by Back-Propagation (BP) 
to convert the number of pixels in each part into a real distance.  

The environment we used was similar to the one used by [3], consisting of two dif-
ferent-sized rooms connected by a short corridor (Fig.3B). 

 
 

                                      
 
 
 
 

              (A)                                                                          (B)                                   (C) 

Fig. 3. (A) Schematic drawing of Hemisson. (B) Robot environment. The empty circle illus-
trates the robot. The dots area illustrates the range of robot’s view. (C) Snapshot of the Robot’s 
view taken from the position shown in B. Black thick line illustrates the lower edge of the 
obstacle. L, FL, FR and R, illustrate the left, left-front, right-front and right pixels range reading, 
respectively.  

4   Experiments   

4.1   The Proposed Architecture 

The general network architecture in this study was inspired by the architecture in [3]. 
In their work, they used two-level neural network architecture. The lower level  
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consisted of an unsupervised vector quantizer that categorized the current IR-sensor 
and motor values into a more abstract level; they called “concepts”, such as “corner” 
or “corridor”. The higher level consisted of a recurrent neural network that trained by 
either BP or by GA to try to predict the sequence of the lower-level concepts and their 
respective duration [3]. 

Our architecture, in contrast, differs in two main aspects. First, instead of using 
only the IR sensors as an input for the abstract level, we added the robot’s visual sen-
sors to the system. Second, the robot has two separated networks. The first, to control 
the robot’s navigation (Fig.4A), while the second, to represent the robot’s memory 
(Fig.4B). The second network is used to abstract data from both the first network 
(motors’ speed) and the environment. It also learns the relationships between these 
data to build the robot’s internal representation, and to predict both the upcoming 
concept (PNC) and the time needed to go through each concept (PT).  

We tried to train the second network with both GA and BP, as was suggested by 
[3,6]. However, the error ratio in both algorithms was very high, even when we 
trained the robot for a very long time. The reasons for these failures could be that the 
number of concepts generated by the robot’s camera has a sequence which is too 
complex for such algorithms to learn; especially we are dealing with a physical robot 
that makes learning through these types of evolutionary algorithms quite impossible.  

We, therefore, shifted the learning process in the second network so to be based on 
the contents of the robot’s memory. That is while the robot is navigating in the envi-
ronment using the first network; the second network tries to memorize the environment 
and predicts them from its experience the next view or action, and corrects later its data 
by the actual fact when it faces it. This algorithm turned out to be reasonably successful.  

 
 
 
 
 
  
 

   
 
 

                               (A)                          (B)                                                 (C) 

Fig. 4. (A) Architecture of the SNN used in the first network. White\black circles represent 
excitatory\inhibitory neurons which have positive\negative connection. The neurons in the 
hidden layer are fully connected to each other (Adopted from [10]). (B) Architecture of the 
second network. PNC and PT are the output of the robot’s memory at each time step. The 
dashed line illustrates the feedback connection done in experiment 3. (C) Tree-memory struc-
ture used in this study (Adopted from [11]). Each concept has its own prediction layer. Predic-
tion layer contains PNC, PT and the end action of each concept, e.g., turn right or turn left. 

 

A tree-type memory structure has been introduced to the second network, similar 
to the one introduced in [11] (Fig.4C). This memory has a dynamic structure and 
simple storing and retrieving mechanism. It was also supported by forgetting and 
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clustering mechanisms to control its general size and to provide a maximum memo-
rizing ability. The memory was divided into five levels. The first three levels were 
used to store the robot camera inputs to identify each concept. The fourth level, (ε), 
was used to count the number of concepts in each environment to identify the envi-
ronment. The last level represents the prediction layer. 

During the navigation, the robot built its memory and used it to predict its future 
action. The flowchart in Fig.5 shows the working mechanism of the memory. Accord-
ing to the chart, when the robot returns to its straight state after performing the turning 
action, two phases are operated sequentially: the learning phase (the thick lines in the 
chart), where the robot learns and updates its memory with the currently available 
facts, and the predicting phase (the thin lines in the chart), where the robot explores 
the environment and gradually builds its experiences. 

4.2   Experimental Results  

4.2.1   Wall-Following Behavior 
In order to control the robot’s initial behavior, the robot’s first network was pro-
grammed to perform wall following behavior using a pre-trained self-organizing  
spiking neural network [10] Fig.4A. 

 

 

Fig. 5. The working mechanism of the robot’s memory. Where NCB: next concept buffer. RT: 
real time. e: error prediction rate. CSF: changing-state flag.     
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As previously stated, the robot used this network exclusively for performing the 
navigation task; no data abstraction from the environment was processed in this level. 
The activation of CSF at every new state excited the second network to do its task. To 
simplify the second network’s task, which partly depended on the motor output from 
the first network, we limited the robot’s forward speed to a value equal to the average 
of the robot’s forward speed in 10 success rounds in the environment (S=1.25cm/sec). 

4.2.2   Data Abstraction and Prediction 
The main objective of this stage is to examine the validity of the second network to 
build an internal representation, so that, the robot can keep tracking its own relative 
position in the environment and to anticipate the upcoming event.  

Similar work to [3] has been carried out in this stage with some variations. The 
sensorimotor abstract level in the second network was supported by the robot’s vision 
and a tree-memory structure. In the experiment, we left the robot, using the first net-
work, to perform the wall-following task for 5 rounds, simultaneously with the exis-
tence of the second network whenever CSF was activated. At the beginning of each 
concept, the network trained both PNC and PT. 

Figure 6A&B show the number of concepts that the robot could identify from the 
environment using its camera. From the figure, we can see that our method abstracted 
7 different concepts from the environment, while in [3] only 5 concepts were found 
by using the short-range IR sensors. Notice that the number of concepts indicates to 
what degree the robot is sensitive about the environment, and as a consequence, it 
would results in better anticipation. 

Table 1 shows the evolvement of the learning and predicting phases in the robot’s 
memory during the 3 complete rounds in the environment. From the table, at the first 
round, the robot is not able to predict neither the PNC nor PT correctly. The robot set 
these values randomly since it does not have experience about them. In the learning 
phase, however, it updates both of these values in each concept by learning online 
from the value of RNC and RT, respectively. It is worthwhile to mention that the 
robot built a suitable knowledge about the surrounding environment within the first 
two rounds. Within the 3rd round the robot was able to predict all the PNC correctly, 
i.e., PNC = RNC and e decreases to 0. Although, the robot was unable to predict PT 
100% correctly, i.e., PT≠RT, however, its value comes very close to RT and α turned 
out to be very close to 0. We have also introduced different environment to the robot; 
the robot could easily adapt to the new environment and in short time could update its 
memory to predict the sequence of the new environment (experiment results were not 
shown due to the limitation).     

4.2.3   Blindfolded Navigation 
The objective of this stage is to examine the ability of the robot to replace all of its 
external sensory input with its own internal representation, i.e., repeatedly using the 
sequences of its own prediction for a certain number of times without external sensory 
input, see the dashed lines in Fig.4B. In other words, have the robot navigates itself 
blindfolded in the environment.   
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In this stage, after the robot trained in the original environment for 5 rounds, we 
removed the surrounding environment completely, eliminated the external sensory 
inputs, and let the robot move in a wide space using only the last found sequence of 
the concepts in its memory.  

Figure 6C shows the robot’s best behavior. Interestingly, the robot built experi-
ences about the environment in its memory sensitive enough so that it could navigate 
in the environment without any interaction with the external world. All the concepts 
were memorized correctly, and the robot moved according to the environment’s lay-
out. Unfortunately, the robot has slightly shifted its movement in each round, and this 
was probably due to the error in predicting the time of each concept. 

 
 
 

 
 
      
 

                         (A)                                    (B)                                  (C) 

Fig. 6. (A) Number of concepts that robot’s camera could identify in the original environment. 
(B) The layout of the robot’s view in each concept. (C) Robot’s behavior during 3 rounds simu-
lating only its internal representation. 
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5   Conclusion 

We have presented some initial experiments with the aim to contribute toward the 
development of robot models in sensorimotor abstraction, simulation and anticipation. 
In particular, and unlike the most previous related work, we have here presented (a) a 
robot equipped with a video camera to extract data from the environment during its 
navigation, and (b) a tree-type memory structure to store this data in a simple manner 
to use it to anticipate upcoming events and to guide the robot’s behavior in the ab-
sence of the external inputs.  

Our experiments show that the proposed algorithm successfully built internal rep-
resentations of the environment. These representations were capable of predicting 
upcoming concepts and of navigating the robot blindfolded in the environment, re-
placing missing sensory input. 

The results in the 2nd experiment indicated that our algorithm had memorized the 
sequences of concepts found in the environment and the robot’s behavior in each one. 
The robot’s internal representation had captured the topology of the original environ-
ment. With such memory structure, the robot’s previous knowledge could be recalled 
easily when it needed. In the final experiment, the robot indeed was able to navigate, 
to some degree, blindfolded using only its own internally built representation. The 
robot used its ‘mind’ to navigate from one concept to another by operating through a 
series of actions and situations that it learned. The robot’s memory was not very good 
at predicting the real time needed for each concept, but neither can humans (Fig.1). 
This predicting error caused a little delay in the robot’s movement.  

Although some studies have reported on the issue of robot imaginations and anticipa-
tions in different ways (e.g., SLAM [12]), where the robot can use its sensorimotor 
representation in the brain to simulate its movement internally before the actual move-
ment and to reason about its ability to perform the task in a short time and a safe man-
ner, the robot, however, has been told the layout of the environment and/or the position 
of the targets in advance. We showed in this study, that the robot could build an envi-
ronment’s map and an appropriate sequence of events in it through its own experiences. 
The robot can then use this data to recover any missing or corrupted data and even plan 
its future movement within its internal representation before any actual move.  

We believe that the work presented here illustrates some promising directions for 
further experimental investigations of vision-motor abstraction and for further devel-
opments of the synthetic phenomenology approach in general. 

As a possible future set of experiments, it would be interesting to try to improve 
the learning algorithm of the second network by building a higher-level to control the 
prediction-layer operations in the prediction phase. This may decrease the learning 
time for newly created prediction-layers.   

Acknowledgments. This work was supported by grants to KM from Japanese Society 
for Promotion of Sciences and from the University of Fukui. 

References 

1. Gazzaniga, M.S.: The Cognitive Neurosciences III. MIT Press, Cambridge (2004) 
2. Varela, F.J., Thompson, E., Rosch, E.: The embodied mind: cognitive science and human 

experience. MIT Press, Cambridge (1991) 



74 F. Alnajjar et al. 

3. Stening, J., Jacobsson, H., Ziemke, T.: Imagination and abstraction of sensorimotor flow: 
Towards a robot model. In: Chrisley, R., Clowes, R., Torrance, S. (eds.) Proceedings of the 
Symposium on Next Generation Approaches to Machine Consciousness, Hatfield, UK, pp. 
50–58 (2005) 

4. Linåker, F., Niklasson, L.: Extraction and inversion of abstract sensory flow representa-
tions. In: Proceedings of the Sixth international Conference on Simulation of Adaptive  
Behavior, From Animals to Animates, vol. 6, pp. 199–208. MIT Press, Cambridge (2000) 

5. Nolfi, D.S., Tani, J.: Extracting regularities in space and time through a cascade of predic-
tion networks: The case of a mobile robot navigating in a structured environment. Connec-
tion Science 11(2), 125–148 (1999) 

6. Stening, J.: Exploring Internal Simulations of Perception in a Mobile Robot using Abstrac-
tions. Masters Thesis, School of Humanities and Informatics, University of Skövde,  
Sweden (2004) 

7. Lee, D.N., Thompson, J.A.I.: Vision in action: the control of locomotion. In: Ingle, D., 
Goodale, M.A., Mansfield, R.J.W. (eds.) Analysis of Visual Behavior, pp. 411–433. MIT 
Press, Cambridge (1982) 

8. Hesslow, G.: Conscious thought as simulation of behavior and perception. Trends in  
Cognitive Science 6(6), 242–247 (2002) 

9. Taylor, T., Geva, S., Boles, W.W.: Monocular vision as a range sensor. In: Mohammadian, 
M. (ed.) Proceedings of International Conference on Computational Intelligence for Mod-
eling, Control and Automation, pp. 566–575 (2004) 

10. Alnajjar, F., Murase, K.: Self organization of spiking neural network that generates 
autonomous behavior in a real mobile robot. International Journal of Neural Sys-
tems  16(4), 229–239 (2006) 

11. Alnajjar, F., Mohd Zin, I., Murase, K.: A Hierarchical Autonomous Robot Controller for 
Learning and Memory: Adaptation in Dynamic Environment. Adaptive Behavior 17(3), 
179–196 (2009) 

12. Vaughan, R., Zuluaga, M.: Use your illusion sensorimotor self-simulation allows complex 
agents to plan with incomplete self-knowledge. In: Nolfi, S., Baldassarre, G., Calabretta, 
R., Hallam, J.C.T., Marocco, D., Meyer, J.-A., Miglino, O., Parisi, D. (eds.) SAB 2006. 
LNCS (LNAI), vol. 4095, pp. 298–309. Springer, Heidelberg (2006) 



 

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 75–82, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Adaptively Coordinating Heterogeneous Robot Teams 
through Asynchronous Situated Coevolution 

Abraham Prieto, Francisco Bellas, and Richard J. Duro 

Integrated Group for Engineering Research 
Universidade da Coruña, Spain 

{abprieto,fran,richard}@udc.es 

Abstract. Adapting to changing situations and objectives and selforganazing 
without a central controller in order to achieve an objective has become one of 
the main challenges in the design and operation of multirobot systems. The 
Asynchronous Situated Coevolution (ASiCO) algorithm has been successfully 
applied in surveillance tasks defined by just one global objective. In this paper 
we present the results obtained with ASiCO in more complex multirobot prob-
lems with several objectives that require a heterogeneous population of robot 
controllers that autonomously distribute the tasks. The paper focuses on the 
benefits of evolving an affinity coefficient that characterizes the individual 
genotypes.  

Keywords: Coevolution, Adaptation, Multi-robot Systems, Coordination. 

1   Introduction 

This work is concerned with the application of a real time coevolutionary strategy, 
based on Watson et al’s [1] Embodied Evolution (EE) concept that provides a means 
for groups of robots to selforganize and perform tasks in an efficient manner. The 
inspiration for this approach comes from the field of Artificial Life, but we have  
included some of the notions of utility functions found in the multiagent systems 
literature. In the original implementation of EE, the authors sought to establish a com-
pletely distributed evolutionary algorithm embodied in physical robots. Their ap-
proach was based on the hypothesis that a large number of robots could be used for 
the evaluation stage of an evolutionary process devoted to obtaining a controller for a 
particular task. This led to a set of ideas and design requirements that had to be taken 
into account, such as the fact that the evolutionary process had to be decentralized and 
thus the evaluations required for the determination of the fitness of an individual 
should take place directly within the individual in an embodied and localized manner, 
preferably on the physical robot itself. It is clear that this differs radically from other 
strategies found in the Evolutionary Robotics (ER) literature [2][3][4] where a cen-
tralized evolutionary algorithm is in charge of carrying out whatever operations are 
necessary using information from all the robots in a simulation (or even in some cases 
in real robots), and usually off-line, in order to obtain a controller that when instanti-
ated on the robots produces the desired individual or group behavior.  

Lately, a lot of effort has been devoted to the generation of coordinated behaviors 
for large (and sometimes not so large) groups of robots.  Some authors have been 
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working on the formalization of the problems [5] in order to produce hand crafted 
algorithms or controllers for particular tasks while others have concentrated on im-
plementation issues [6][7][8]. However, many of these approaches are particular to a 
task (i.e. foraging or flocking) or environment, often using homogeneous sets of  
robots and/or controllers and do not provide a general framework for obtaining collec-
tive behaviors. Some work is beginning to appear where some problems are character-
ized and a study of the production of collective solutions is carried out in order to 
determine the most appropriate for each case. For an example see [9]. However, it is 
often ignored that the structure of most real world problems does not allow for an 
easy decomposition into subproblems , nor are they known beforehand and, conse-
quently, the robot teams that solve them must arise in a joint manner. This is espe-
cially so in the case of complex dynamic problems where the environment or even the 
objectives change with time introducing a new level of complexity and a requirement 
for real time autonomous adaptation on the part of the robot teams. 

The objective of this paper is to present the application of Asynchronous Situated 
Coevolution (ASiCo) as a valid distributed and adaptive strategy in order to allow for 
groups of robots to selforganize to perform tasks in an efficient manner. ASiCo draws 
inspiration from the main features of some Artificial Life based distributed evolution-
ary approaches but includes some ideas from the multiagent systems literature to 
provide a way to implement the objectives of the collective system through the crea-
tion of energy and interaction based utility distribution schemes. A first application to 
simple in multirobot surveillance tasks may be found in [10]. 

The following sections are devoted to providing a brief description of the algorithm 
as well as some important operators, such as embryonic based reproduction, required 
for the adaptation of the algorithm to real time operation on distributed multirobot 
systems. After this, we will show some results obtained from the application of this 
approach to the problem of obtaining controllers for a set of robots that must selfor-
ganize to perform a collective cleaning task. The objective is then made more difficult 
by having two different tasks that the robot team must concurrently perform, thus 
leading to the speciation of heterogeneous controller populations. This necessary 
speciation is made more efficient through the inclusion of an affinity term in the re-
production mechanism. Finally, some conclusions are presented. 

2   A Brief Description of Asynchronous Situated Coevolution 

The ASiCo algorithm is inspired on Artificial Life simulations in terms of the use of 
decentralized and asynchronous open-ended evolution. Unlike other bio-inspired ap-
proaches such as genetic algorithms in which selection and evaluation of the individu-
als is carried out in a centralized manner at regular processing intervals based on an 
objective function, this type of evolution is situated. This means that all of the interac-
tions in the population are local and depend on spatial and temporal coincidence of the 
individuals in the simulation environment, implying an intrinsic decentralization. Con-
sequently, reproduction, creation of new individuals or their elimination, is driven by 
events that may occur in the environment in a decentralized way. 

This type of evolution has usually been employed for analysis purposes, this is, to 
study how a system evolves in an open-ended manner, and not really with an engi-
neering objective in mind, and thus, there is no clear procedure to relate the global 
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objective to be achieved with the local objectives of the agents that participate in the 
process. To this end, inspiration is taken from the studies of utility functions and their 
distribution among individuals in order to structure the energy dynamics of the envi-
ronment to guide evolution to the objectives sought. Specifically, we have used the 
principled evaluation function selection procedure for evolving coordinated multiro-
bot systems developed by Agogino and Tumer [11], which establishes a formal pro-
cedure to obtain the individual utility function from the global function. With this 
procedure, ASiCo open-ended evolution becomes an evolutionary optimization algo-
rithm that provides a distributed solution by means of the whole population and not 
only by the best individual as in typical evolutionary algorithms. 

 

 

Fig. 1. Schematic representation of ASiCo structure 

Fig. 1 displays a schematic representation of the algorithm’s structure divided into 
two different parts, and the relations between these procedures and the processes 
carried out during evolution. On one hand (right block) we have the procedures that 
guide the evolution towards an objective. Individual encoding defines the solutions 
that can be generated, the objective function is established using the utility functions 
commented above, and, finally, bipolar crossover allows for the evolution of a het-
erogeneous population. On the other hand (left block) we have the evolution engine, 
which is based on the interactions among elements in the environment. After the crea-
tion of a random population, the execution of the interaction events occurs in a con-
tinuous loop modifying the state of the elements. In some conditions and based on 
energetic criteria for spatiotemporally coinciding individuals, the procedures that 
represent the evolution of the population (selection, evaluation and elimination) oc-
cur. The energy/utility association represents the energetic rules in the environment 
and affects these three procedures. Finally, the objective function defines the ener-
getic criteria, the selection and the elimination.  

Thus, ASiCo is an interaction driven algorithm. Interactions are a set of rules that 
make the state of the elements and individuals in the environment change in time due 
to particular events. This process is independent from the evolution of the population. 
Two elements are very relevant within ASiCo. On one hand the energy flow, that is, 
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we have different rules that use the concept of energy to manage, through a bio-
inspired strategy, the assignment of quality and the conditions to the creation and 
deletion of individuals in the population. On the other, reproductive selection is  
the set of rules that regulates the reproduction process. This selection process must  
be defined for each problem and is based on spatial interactions together with some 
energetic criteria. Specifically, it is usually performed by means of a tournament op-
erator, which, in a typical evolutionary algorithm, randomly selects a number of indi-
viduals from the population for the reproduction. This centralized behavior is not 
possible here, so the tournament has been modified to be asynchronous and decen-
tralized and, consequently, based on local interactions between the individuals. 

A very important aspect of ASiCo is reproduction. This mechanism needs to be 
adapted to the objectives sought and in this paper we are interested in groups of real 
robots with a fixed number of individuals. Consequently, as we do not want real ro-
bots to “die” nor can we make robots “appear” in the environment, the reproduction 
mechanism has to contemplate the fact that the number of robots is fixed and still 
provide a way for the population to evolve in a distributed manner. Some authors 
have proposed different strategies, such as PGTA [1], which imply continuously 
modifying the genetic make up of the robots on line. This leads to instabilities in 
robot behaviors due to lack of evaluation time in the environment. Another approach, 
which is the one followed here, is to synchronize death with birth. In fact, as the ro-
bots are preset, we can only work with their controllers and thus, a death-birth process 
within a robot is just a change of its controller. To allow for evolutionary pressure 
within this process, we have designed a reproduction mechanism for fixed size popu-
lations called Embryo Based Reproduction (EBR).  

The idea behind EBR is that each agent, carries, in addition to its own parameters, 
another set of parameters corresponding to its embryo and an associated pre-utility 
value for the embryo that estimates the utility of the agent generated from it. Thus, 
when a new agent is created, its embryo is generated as a mutation of the parent geno-
type with half of its energy. During the life of an agent, the embryo is modified when-
ever the agent meets another one and evaluates it positively, meaning that the average 
of the utility of the two parents is higher than the pre-utility of the current embryo. 
Finally, when the parent dies because it ran out of energy or time or for whatever 
other reason, the embryo substitutes the parent, that is, the control of the robotic unit 
is assumed by the embryo and a new embryo is generated within the robot. This way, 
we ensure that the size of the population remains constant and that the process takes 
place in an asynchronous and decentralized manner. 

3   Experiments and Results 

This section contains some of the results of applying ASiCo to the problem of obtain-
ing controllers for a set of 20 preset robots that must carry out a task cooperatively. In 
the particular example we consider, the task has to do with cleaning an arbitrary area. 
Other authors have studied this problem using different algorithms [12][13], but our 
experience in multirobot surveillance tasks where ASiCO has provided better results 
as compared to typical evolutionary strategies [10], has led us to apply it in cleaning 
tasks too and thus analyze its capabilities in a typical testbed for multirobot systems. 
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The particular experiments we have developed consider the cleaning problem in a 
progressively more complex environment. It is made up of cells and each cell is char-
acterized by a level of dirt that increases through a non-linear function while no robot 
cleans it. The dirt level goes to zero when the cell is cleaned and starts to increase 
again until it is re-cleaned by another robot. The final objective of the multirobot 
system is to keep the entire environment as clean as possible all the time. In terms of 
sensing, it is very primitive. A robot can detect how many robots are within the sensor 
reach (which is a constant for all the robots) in each of the four quadrants around it, 
the dirt level of the cell it is on and if a collision has occurred. In addition, each robot 
has a small memory that allows it to remember its position n instants before. In terms 
of actions, all of the robots move at the same speed and the control system just pro-
vides a value for the angular velocity (rate of turn). 

The control system is based on a RBFNN (Radial Basis Function Neural Network) 
whose parameters are encoded in the genotype of the robot together with the length of 
the memory. The inputs to this network correspond to the number of robots around it 
within the four quadrants, the module and angle of the vector relating its position to 
that n instants before, the dirt level and its current position and the value of its colli-
sion sensor (whether a collision has occurred). The global utility is the sum of the dirt 
level in all the cells, and must be minimized. The individual utility is the sum of dirt 
levels in the cells in the instant the robot cleaned them. 

 

 

Fig. 2. Evolution of the global dirt level (left) and two screenshots of the simulation environ-
ment in simulation step 0 (top right) and simulation step 8000 (right bottom). Red intensity 
indicates dirt level. 

 
Fig. 2 left shows the evolution of the global dirt level in an environment that is being 

controlled by a set of 20 robots as described above. As we can see, it decreases to a 
stable level in around 5000 simulation steps. To have a visual idea of the fulfillment of 
the task, the right images of Fig. 2 show two screenshots of the simulator. Different 
robot colors represent different genotypes and red intensity represents the dirt level. The 
top image shows the initial situation, where all the controllers are random. The bottom 
image corresponds to the state after around 8000 simulation steps. It is clear that the 
controllers of the robots have improved to the point of being able to obtain quite a low 
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dirt level (an average dirt level of around 35000 units that, taking into account that the 
environment has 1584 cells, corresponds to 22 units per cell, consequently, every cell is 
being explored every 363 simulation steps). The fact that the whole area is monitored 
efficiently is a consequence of the emergence of a coordination strategy forced by the 
global utility requirements. Another interesting result that can be seen in Fig. 2 bottom 
right is that the robots tend towards a homogeneous genotype in this task (all the robots 
have the same color). This seems reasonable given the fact that the environment is rela-
tively homogeneous in terms of requirements for the agents.  

Once we have seen that ASiCO is able to solve the basic cleaning setup, we de-
cided to study a more complex environment where the type of cleaning could be  
different depending on the zones. To simulate this situation we have designed an 
environment with two separate areas and provided the robots with a new sensor that 
detects if the area must be swept or vacuumed (we assume that all the robots can 
perform both tasks). The final result is shown in the screenshot of Fig. 3 left in simu-
lation step 30000. As we can see, two different species have been created providing a 
very low global dirt level, represented in Fig. 3 right. This figure shows, in addition, 
the dirt level of the swept and vacuumed zones where we can appreciate initial fluc-
tuations in the population towards robots that are capable of solving both tasks, and 
consequently, there is a sharp decrease in the dirt level in one zone or the other, but a 
high global dirt level. Around simulation step 6000, the population is divided into two 
different species and, consequently, both dirt levels decrease. 

 

 

Fig. 3. Population of robots in simulation step 30000 when the cleaning problem is divided in 
two different tasks (left). Evolution of the global dirt level and that in both zones (right). 

 
ASiCO automatically selforganizes the population into two different types of ro-

bots. This is a very interesting capability of the algorithm that can be used in a multi-
robot system design stage to automatically obtain the distribution of robots into types, 
in this case, with 11 vacuum robots and 9 sweep robots. This result is a consequence 
of the Bipolar crossovers, which does not favor the appearance of homogeneous geno-
types, and the spatial separation of the two zones, that leads to robots executing small 
movements that keep them within a small area. Obviously, in a general problem, this 
spatial separation may not exist but the two tasks would be present, and ASiCO 
should provide different species too. 

In Fig. 4 we have represented the environment created to study the emergence of 
species without such spatial separation of the zones. In the top left image, we show 
the final result obtained when we place together the two zones that in Fig. 3 left were 
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separate. As we can see, the solution provided by ASiCO is a single species, so it 
seems that the basic implementation of the algorithm needs a spatial separation to 
obtain heterogeneous genotypes. To solve it, we have included a new coefficient in 
the genetic selection process, called affinity. This coefficient is calculated using the 
average difference of all the genes of two individuals, that is, it represents the geno-
typic distance of two individuals. During evolution, this coefficient is used to promote 
the selection and crossover of genotypically similar individuals, thus favoring the 
creation of species. In the case that the task does not require speciation, this coeffi-
cient does not affect the evolution. 

 

 

Fig. 4. Final multirobot system obtained when the two different areas that must be cleaned are 
placed together (left). The top image corresponds to the result obtained without affinity coeffi-
cient and the bottom one with it. Evolution of the dirt level (right). 

 
After including the affinity coefficient, the result obtained is shown in Fig. 4 bot-

tom left, where we can see two different species again. Fig. 4 right represents the 
evolution of the dirt level for the two zones and the global one. Now, the transient 
period that appeared in Fig. 3 right does not exist and all the dirt levels decrease from 
the beginning. With this improvement, the ASiCO algorithm is able to automatically 
provide a solution to the cleaning task with heterogeneous robots, specialized in 
sweeping or vacuuming. 

4   Conclusions 

The results presented in this paper provide an indication that Asynchronous Situated 
Coevolution (ASiCo) together with an embryonic like delayed reproduction mecha-
nism (EBR) considering an affinity parameter is an effective approach for the intro-
duction of real time evolution within robot coordination structures. The experiments 
here started from the premise that we had a fixed number of real robots and that the 
control strategy of the group had to arise in real time from their local interactions in a 
decentralized and asynchronous manner. It is clear from the results that, depending on 
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the requirement of the problems, homogeneous or heterogeneous populations of con-
trollers are obtained quite fast that allow the robot team to jointly achieve their objec-
tive and that when the objective or environment changes they adapt promptly to the 
new situations and objectives. The approach has been explored in a simulated envi-
ronment that mimics the cleaning tasks that need to be carried out in real environ-
ments obtaining successful results. 
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Abstract. This paper contributes on designing an autonomous system utilizing
self-optimizing memory controller for non-Markovian reinforcement tasks. In-
stead of holistic search for the whole memory contents, the controller adopts
associated feature analysis to produce the most likely relevant action from pre-
vious experiences. Actor-Critic (AC) learning is used to adaptively tuning the
control parameters, while on-line variant of Random Forest (RF) learner is used
as memory-capable to approximate the policy of Actor and the value function of
Critic. Learning capability is experimentally examined through non-Markovian
cart-pole balancing task. The result shows that the proposed controller acquired
complex behaviors such as balancing two poles simultaneously and displays long-
term planning.

1 Perceptual Aliasing and A Non-markovian Domain

As with the most real-world robot learning systems, the arising of perceptual aliasing,
when the system has to scale up to a non-Markov setting or POMDP renders conven-
tional reinforcement learning (RL) methods impracticable, raising an interests in heuris-
tic methods without any world model (e.g., ‘memory approach’) that intrinsically and
adaptively modifying the policy. In Memory-based systems the controller is unable to
take optimal transitions unless it observed the past inputs, then the controller simultane-
ously solve the incomplete perception while maximizing discounted long-term reward.
See [5, 6] as an early practice attempts.

1.1 POMDP Formal Setting

The formal setting of POMDP or non-Markovian is: P = 〈M,O,Z〉 consist of

1. An MDP M = 〈S, A, T, R〉,
2. A set of possible observations O, where O could constitute either a set of discrete

observations or a set of real-value,
3. Z , a probability density mapping state-observation combinations S ×O to a prob-

ability distribution, or in the case of discrete observations combinations S × O to
probabilities. In other words, Z(s, o) yield the probability to observing o in state s.
So basically, a POMDP is like an MDP but with observations instead of direct state
perception.

If a world model is available to the controller, it can easily calculate and update a belief
vector bt = 〈bt(s1), bt(s2), · · · , bt(sN )〉 over ‘hidden states’ at every time step t by
taking into a account the history trace h = o1, o2, · · · , ot−1, ot.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 83–92, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



84 O. Hassab Elgawi

1.2 Our Approach

The process of memorizing and scaling up could be lengthy if traditional memory
scheduling processes are to be used. In order to speed up learning process and im-
prove the convergence rate, a RL-controller is modeled as scheduler for our proposed
self-optimizing adaptive memory controller (Fig.1). Rather than holistic search for the
whole memory contents the model adopt associated feature analysis to successively
memorize a newly experience (state-action pair) as an action of past experience. Actor-
Critic (AC) learning is used to adaptively tuning the control parameters, while on-line
variant of random forests (RF) [4] learner is used as memory-capable function approx-
imator coupled with Intrinsically Motivated Reinforcement Learning (IMRL) reward
function to approximate the policy of actor and the value function of critic. Some ex-
perimental results are presented as promising examples. It includes the non-Markovian
cart-pole balancing and balancing two poles simultaneously.

At this point we would like to mention that M3 Computer Architecture Group at
Cornell has proposed a similar work [7] to our current interest. They implement a RL-
based memory controller with a different underlying RL implementation.

2 Self-optimizing Controller Architecture

One departing approach from manual ‘hard coding’ of behaviors is to let the controller
build its own internal ‘behavior model’–‘on-the-fly’ by learning from past experience.
Fig.1 illustrates the total view of our memory controller based on heuristic memory-
based without any world model for solving varieties of non-Markovian reinforcement
tasks. We briefly explain its components.

Past experiences representation. Sensory control inputs from environment would be
stored at the next available empty memory location (chunk), or redundantly at several
empty locations. In our memory implementation only the following parameters have to
be specified by a designer: 1) The capacity of the memory, 2) A function which extracts
features from its stored locations, 3) A predictor which provides relevant features of the
current system state, and 4) A function which provides intrinsic rewards.

Feature predictor. Is utilized to produce associated feature for selective experience.
This predictor was designed to predict multiple experiences in different situations.
When the selective experience is predicted, the associated feature is converted to feature
vector so the memory controller can handle it.

Features Map. The past experiences are mapped into multidimensional feature space
using neighborhood component analysis, based on the Bellman error, or on the tempo-
ral difference (TD) error. In general this is done by choosing a set of features which
approximate the states S of the system. A function approximator (FA) must map these
features into a value function V π for each state in the system. This generalizes learning
over similar states and increases the speed of learning, but potentially introduces gen-
eralization error as the feature will not represent the state space exactly.
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Memory access. The memory access scheduling is formulated as a RL agent whose
goal is to learn automatically an optimal memory scheduling policy via interaction
with the rest of the system. As can be seen in Fig.1 two scenarios are considered. In
Fig.1a all the system parameters are fully observable, the agent can estimate V π for
each state and use its actions (past experiences). In Fig.1b the system is partially ob-
servable [2,10], the agent does not know which state it is in due to sensor limitation, the
agent updates its policy parameters directly. Our system is modeled as non-Markovian
(non-MDP) process, where decision depends on last state-action, and the state transi-
tion st+1 = δ(st, at) depend on arbitrary past state where the agent had visited. This
transition is expressed by Pr(st|st−1, at−1, s

′
t, s

′′
t , · · ·), where st−1, at−1 are the pre-

vious state and action, and t′, t′′ are arbitrary past time.

Learning behaviors from past experience. On each time step, a component of the
TD learning algorithm, called the adaptive critic, is used to estimate the expected fu-
ture reward of retaining various combinations of memory locations. The collection of
memory locations show to have the highest accumulated rewards are more likely to be
remembered. The amount of occasional intrinsic rewards received, a long with the esti-
mates of the adaptive critic on this time step and on the previous time step, are used to
compute the TD error–the change in expected future reward. This error signal also used
to train the adaptive critic.

2.1 Conventional vs. Self-optimizing Memory Controller

Conventional manually designed memory controller suffers two major limitations in
regard with scheduling process and generalization capacity. First, it can not anticipate
the long-term planning of its scheduling decisions. Second, it lacks learning ability, as it
can not generalize and use the experience obtained through scheduling decisions made
in the past to act successfully in new system states. This rigidity and lack of adaptivity
can lead to severe performance degradation in many applications, raising interest in
self-optimizing memory controller with generalization capacity.

The proposed self-optimizing memory controller is a fully-parallel maximum-
likelihood search engine for recalling the most relevant features in the memory of past.
The memory controller considers the long-term planning of each available action. Un-
like conventional memory controllers, self-optimizing memory controller has the fol-
lowing capabilities: 1) Utilizes experience learnt in previous system states to make good
scheduling decisions in new, previously unobserved states, 2) Adapts to dynamically
changing of the system parameters, and 3) Anticipates the long-term consequences of
its scheduling decisions, and continuously optimizes its scheduling policy based on this
anticipation.

No key words or pre-determined specified memory locations would be given for the
stored experiences. Rather a parallel search for the memory contents would take place
to recall the previously stored event that correlates with the current newly event. The
controller handle the following tasks: (1) relate states and actions with the occasional
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Fig. 1. Architecture of self-optimizing memory controller. The controller utilizes associated fea-
ture analysis to memorize complete non-Markovian reinforcement task as an action of past ex-
perience. The controller can acquired behaviors such as controlling objects, displays long-term
planning and generalization capacity.

reward for long planning, (2) take the action that is estimated to provide the highest re-
ward value at a given state, and (3) continuously update long-term reward values asso-
ciated with state-action pairs, based on Intrinsically Motivated Reinforcement Learning
(IMRL).

3 Memory Capable Function Approximation

3.1 Actor-Critic Learning

Actor-critic, a group of on-policy TD methods, separates the policy and the value func-
tion into independent memory structures. The policy structure, or actor, is used to de-
cide which action to pick in each state. The estimate value function, or adaptive critic,
determines whether the actions of the actor are to be rewarded or punished. The algo-
rithms use these spare measures of performance to adopt an optimal behavior over time.
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The adaptive critic maps its current state event onto an estimate of whether it will be
rewarded. The mapping is learned from the past experience. If s+1 is the situation that
follows situation s in time, this expected future reward may be written as:

V (s) = γ0r(s) + γ1V (s + 1) + · · · + γnV (s + n) (1)

The value of the current situation, V (s), is the sum of all the rewards we will receive
over the next n time steps. The rewards on each time step are “discounted” by factor, γ,
in the range [0, 1]. Equation (1) may be rewritten in a recursive form:

V (s) = γ0r(s) + γ1V (s + 1) = r(s) + γV (s + 1) (2)

Any estimate of the value function that deviates from this equality is inaccurate, and the
magnitude of inaccuracy is captured by the TD error:

δ(s) = (r(s) + γV (s + 1)− V (s)) (3)

Adopting these methods can save much computation for selecting optimal actions, due
to utilizing separate memory for value function and policy.

3.2 Actor-Critic in Non-markovian Domain

Due to non-Markovian characteristics, explicit state information is not made available to
the controller. Instead, the controller infers the state of its environment from a sequence
of observation it receives, learns an optimal action by detecting certain past events, that
associated with its current perception.
In particular, at time t, the error of the critic is give by

Ec(t) =
1
2
([r(t) + γJ(t)] − J(t − 1))2 (4)

while the error of the actor is

Ea(t) =
1
2
(J(t)] −R∗)2 (5)

where R∗ is the optimal return, which is dependent on the problem definition. The
expected return is expressed as the general cost function, J(t), which is to be maximized
by the controller. Specifically,

J(t) = r(t + 1) + γr(t + 2) + γ2r(t + 3) + · · · (6)

where r(t) is the immediate reward and γ is the time-discounting factor 0 ≤ γ ≤ 1.

3.3 RF Memory-Enable for Optimal Learning

On-line RF has the characteristics of a simple structure, strong global approximation
ability and a quick and easy training [4]. It has been used with TD learning for building
a hybrid function approximator [11,12]. Here, in order to reduce the demand of storage
space and to improve learning efficiency, on-line RF is used to approximate policy
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function of actor and the value function of critic simultaneously. That is, the actor and
the critic can share the input and the basis functions structure of the forest. In order for
the actor to optimally select actions and the critic to correctly evaluate a state, both must
able to accurately model the underlying dynamics of the controller’s environment. The
RF memory-enable is designed to eliminate this duplicated effort by embodying the
actor and critic in a single structure. Let RFAppro represent a hybrid RF approximator
that combines actor and critic. Given a state s(t) and action a(t), RFAppro is defined
such that RFAppro(s(t), a(t)) = (J(t), a(t + 1)), where J(t) is the estimated value
of the given state-action pair, and a(t + 1) is the subsequent action to be taken by the
controller. The error at the critic output is the squared Bellman error. However, the error
at the action outputs is now determined by the gradient of the estimated value J(t + 1)
w.r.t the action a(t + 1) selected by the on-line RF at time t. Specifically,

ea(t) = α∇a(t+1)J(t+1)

= α

(
∂J(t + 1)
∂a1(t + 1)

, · · · , ∂J(t + 1)
∂ad(t + 1)

)
(7)

where α is a scaling constant and d is the number of choices available at action a.
Combining the error for each choice of the selected action, the overall actor error is

Ea(t) =
1
2

[
d∑

i=1

e2
ai(t)

]
(8)

where eai(t) is the choice of the action error gradient ea(t). In finding the gradient of
the estimated value J(t + 1) w.r.t the previously selected action a(t + 1), the direction
of change in action, which will improve the expected return at time step t + 1, is ob-
tained. Thus by incrementally improving actions in this manner, an optimal policy can
be achieved. E(t) = Ec(t)+Ea(t) define the reduced error for the entire on-line forest.

4 Experiment and Results

As discussed in previous sections, the proposed self-optimizing memory controller
brings a number of preferable properties for learning different behaviors. In this section,
we investigate its learning capability through a task of cart-pole balancing problem, de-
signed with non-Markovian settings.

4.1 Related Work

The pole balancing algorithm has not been extensively modeled for non-MDP. Although
a variation of Value and Policy Search (VAPS) algorithm [8] has been applied to this
problem for the POMDP case [9], they have assumed that x and θ are completely
known or observable. If history for x and θ are kept, their derivatives may be found,
and all state variables will be revealed making the case a fully observable MDP. They
have reached 500, 000 steps of iteration without failure. NeuroEvolution of Augment-
ing Topologies [13] and evolutionary computation [14], is another promising approach
where recurrent neural networks are used to solve a harder balancing of two poles of
different lengths, in both markovian and non-Markovian settings.
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4.2 Non-markovian Cart Pole Balancing

As illustrated in Fig.2A, Cart-Pole balancing involves a vertical pole with a point-mass
at its upper end installed on a cart, with the goal of balancing the pole when the cart
moves by applying horizontal forces to the cart, which must not stray too far from
its initial position. The state description for the controller consists of four continuous
state variables, the angle θ (radial), and the speed of the pole φ́ = δx/δt plus the
position x and speed of the cart x́ = δx/δt. The two continuous actions set up for
controller training and evaluation were RightForce (RF), (results in pushing the cart to
the right), and LeftForce (LF), (results in pushing the cart left). At each time step t,
the controller must only observe the θ and then takes appropriate action to balance the
pole by learning from the past experience and the intrinsically rewards (Fig.2A). The
optimal value function is shown in Fig.2B. A simulated sample run is shown in Fig.3.
The controller could keep the pole balanced after about 4000 steps.

mc
RF

mp

LF

A B

Fig. 2. (A) Illustration of the non-Markov Cart-Pole balancing problem, where the angular veloc-
ity is not observing by the controller. (B) Optimal value function.

4.3 Non-markovian Two-Pole Balancing

Then we moved to a harder setting of this problem, balancing two poles simultaneously.
Each pole has its own position and angular velocity, θ1 and θ̇1 for the first pole and θ2

and θ̇2 for the second pole respectively. The controller must balance the two poles with-
out velocity information. In order to assist the feasibility of our approach to balance
two poles simultaneously we compared with state-of-the-art methods. Table 1 reports
the performance of our controller compared with traditional value function-based meth-
ods (including SARSA-CMAC, SARSA-CABA, and VAPS ) and policy search method
(Q-MLP). Value function performance results are reported by [14], who used SARSA
implementations by [15]. [14] implemented the Q-Learning system from which Q-
Learning results are reported. It shows that our controller takes the minimal evaluations
to balance the poles. With regard to CPU time (reported in seconds) we slightly fall
short to Q-LMP. However, it interesting to observe that none of the value function ap-
proaches could handle this task in within the set of steps due to the memory constraint.
The result also indicates that our memory controller stand as a promising method in
solving this benchmark more successful than the traditional RL techniques.
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Fig. 3. A sample learning for balancing the pole

Table 1. Comparison of our result for balancing two carts simultaneously with state-of-the-art
value function approaches and policy based methods

Method Evaluation CPU time (Seconds)

Value-function SARSA-CMAC Time Out -
SARSA-CABA Time Out -

VAPS Time Out -
Policy-based Q-MLP 10,582 153
Memory-based Our 8,900 300

5 Conclusions

In this paper we provide evidences that the robot control system will benefit from the
inclusion of a self-optimizing memory controller. Our model avoids manual ‘hard cod-
ing’ of behaviors, modeled the memory controller as a RL agent learning from past
experience. Results based on non-Markov Cart-Pole balancing indicate that our model
can memorize complete non-Markovian sequential tasks and is able to produce be-
haviors that make the controlled system to behave desirably in the future. One of
our future plans is to overcome the limited capacity of memory. In our current de-
sign the number of “chunks” that can be used is quite limited. Another future plan
will be in designing intelligent mechanism for memory updating, and to experiment
with different applications such as visual and speech recognition, and robot
navigation.
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Appendix A: Pole-Balancing Learning Parameters

Below are the equations and parameters used for cart-pole balancing experiments [14]

1. Pole-Balancing Equations
The equations of motion for N unjoined poles balanced on a single cart are

ẍ =
F − µcsgn(ẋ) +

∑N
i=1 F̃i

M +
∑N

i=1 m̃i

θ̈i = − 3
4li

(ẍ cos θi + g sin θi +
µpiθ̇i

mili
),

where F̃i is the effective force from the ith pole on the cart,

F̃i = miliθ̇2
i sin θi +

3
4
mi cos θi(

µpiθ̇i

mili
+ g sin θi),

and m̃i is the effective mass of the ith pole,

m̃i = mi(1 − 3
4

cos2θi).

2. Pole-Balancing Learning Parameters

Table 2. Parameters for the single pole & double pole problem

Parameters for the single pole
Sym Description Value
x Position of cart on track [−2.4, 2.4]m
θ Angle of pole from vertical [−12, 12]deg.
F Force applied to cart −10.10N
l Half length of pole 0.5m
M Mass of cart 1.0kg
m Mass of pole 0.1kg

Parameters for double pole problem Value
Sym Description Value
x Position of cart on track [−2.4, 2.4]m
θ Angle of pole from vertical [−36, 36]deg.
F Force applied to cart −10.10N
li Half length of ith pole l1 = 0.5m

l2 = 0.05m
M Mass of cart 1.0kg
mi Mass of ith pole m1 = 0.1kg

m2 = 0.01kg
µc Coeff of friction on cart on track 0.0005

µp Coeff of friction if ith pole’s hinge 0.0005
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Abstract. Semantic approaches to conducting SLAM are still considered to be 
comparatively new compared to other methods. To this end, we introduce a new 
model for conducting SLAM on an autonomous mobile robot equipped with vi-
sion sensors. Our model consists of four separate stages, each with a specific 
goal at hand, namely: feature extraction, classification and storage, semantic 
analysis, and location resolving. This is the first time SLAM has been examined 
in this way and a set of planned experiments and benchmarks are also discussed 
which apply the proposed model to environments which are unknown and vary 
in their structure. Initial experiments are also included where images captured 
in different indoor locations are shown, along with the similarity scores of these 
images. Future work and experiments that are intended to be completed are then 
discussed. 

Keywords: image patch, image segment, image signature, semantic SLAM, 
CBIR, Tamura texture. 

1   Introduction 

The problem of Simultaneous Localization and Mapping (SLAM) can be described as 
a situation where an autonomous robot – equipped with one or more low-level sensors 
– is placed within an unknown environment and is required to perform two tasks si-
multaneously: the first is known as localization where the robot estimates its current 
location in the environment relative to other “visible” objects, whereas the second is 
called mapping, where the robot records its own position in addition to any objects 
and obstacles within the current environment. 

Having its origins from [20] where the issue of representing spatial information 
during the application of robotics is brought up, many traditional methods of conduct-
ing SLAM have been developed over the years. Such methods include those from 
Thrun [9], [22], [23], Davison [3], [19], and Little [6], [7]. While such methods of 
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SLAM possess different implementations, they have the common feature of tracking 
topological information on a geometric level. 

However, there have been several research efforts recently that have focused upon 
conducting SLAM on a semantic level [4], [8], [16] where high-level information is 
inferred from regular topological maps as suggested in [4]. This allows a greater 
amount of information pertaining to the environment (i.e. such as the navigability or 
the nature of certain areas) to be recorded, in addition to representing the presence of 
obstacles. For instance, in [17], certain occupied cells within an occupancy grid are 
labeled to indicate the presence of buildings, whereas in [18] and [8], certain regions 
of the map are classified according to different key objects that have been tracked. 

Research into the field of semantic mapping is considered to be new. There are 
few papers that have been published regarding the subject and the majority of them 
are very recent. It is in the interest of contributing towards this field that we propose 
conducting semantic SLAM though content-based image retrieval (CBIR). Imple-
menting CBIR to achieve a semantic form of SLAM is new in itself and provides  
advantages over traditional feature-based methods. For example, the semantic infor-
mation has the potential to be queried by a human using natural language. Moreover, 
we believe such semantic methods have tenable biological parallels.  

2   Model 

We propose an approach of handling the SLAM problem by implementing CBIR with 
the aid of cameras. As seen in Fig. 1., the proposed model consists of four separate stag-
es: (1) feature extraction, (2) classification and storage, (3) semantic analysis, and (4) 
location resolving. Each stage is composed of various sub-stages that contribute towards 
the overall goal of the stage.  A description of each stage will be explained below.  

 

Fig. 1. The various stages within the proposed model 
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2.1   Stage 1 (Feature Extraction) 

This stage begins with obtaining an image of the surrounding environment as input 
from vision sensors. This image is then segmented into 40 equally-sized portions, of 
which the process of feature extraction is conducted on each segment, or patch. The 
feature extraction in this last sub-stage is similar to that in [11] and [13] where the 
low-level Tamura texture features of coarseness, contrast and directionality [21] [1] 
are extracted as [12] has indicated the potential of implementing such features within 
the context of CBIR. In the event that such features prove to be inadequate in allow-
ing sufficient variation in the latter stages of semantic analysis within the model, we 
will revise this stage accordingly to implement other features suitable to CBIR as do-
cumented in [5]. 

The features of coarseness, contrast and directionality are calculated by applying a 
procedure that is similar to the one implemented by [20], the following steps are per-
formed to determine the coarseness value of a particular patch: 

Step 1: For each pixel point (x, y) within the image patch, calculate the sum total over 
neighbourhoods where the sizes are powers of two (i.e. 1 * 1, 2 * 2, ..., 32 * 32). The 
sum total over the size 2k neighbourhood at point (x, y) is 

Sumk, v(x, y) = ∑ ∑ ( , ) (1) 

for the vertical orientation, v,  and 

Sumk, h (x, y) = ∑ ∑ ( , )   (2) 

for the horizontal orientation, h, where f(i, j) is the gray-level pixel value at (x, y).  
 

Step 2: For each and every pixel point of each value of k, calculate the differences 
between the sum total corresponding to pairs of non-overlapping, equal sized neigh-
bourhoods in both vertical and horizontal orientations, where: 

Ek, v(x, y) = (Sumk, v(x, y) - Sumk, v(x, y – 2k)) / 22k   (3) 

for the vertical orientation, v,  and 

Ek, h(x, y) = (Sumk, h(x, y) - Sumk, h(x + 2k, y)) / 22k (4) 

for the horizontal orientation, h. 

Step 3: For each and every pixel point, analyse the output values as a result from the 
previous step, and select the best size, k, that gives the highest value: 
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Sbest(x, y) = 2k (5) 

where k maximizes E in either orientation: 

Emax= max (E1, h, E1, v, E2, h, E2, v ..., E5, h, E5, v) (6) 

Step 4: Finally, calculate the coarseness measure of the entire image patch by averag-
ing all Sbest values: 

Fcrs = ∑ ∑ S (i, j) (7) 

where m and n are the width and height of the image patch, respectively. 
The method of measuring the value of contrast for any particular image patch is al-

so explained in [20] with the following steps are performed: 
 

Step 1: For each image patch, obtain a histogram of gray-level differences in order to, 
calculate the average gray-level value: 

Avgimage =   sum(∑ bin(i) ( )
 ) (8) 

where bin(i) is the ith bin value with a histogram count of count(i), and m and n are the 
width and height of the image patch, respectively. 

Step 2: Calculate the fourth moment about the mean, µ4 with the following equation: 

µ4 = sum((∑ bin(i) - Avgimage) 
4 * 

( )
)) (9) 

Step 3: Measure the amount of polarization by defining the kurtosis, α4 as 

α4 = µ4 / σ4 (10) 

where σ2 is the variance, which is calculated as 

σ2 = sum((∑ bin(i) - Avgimage) 
2 * 

( )
)) (11) 

Step 4: Finally, combine σ and α4 to obtain the contrast measure with the equation 

Fcon = σ / α4
0.25 (12) 

[20] also provides the method of calculating the feature of directionality in which we 
implement as explained in the following steps: 
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Step 1: declare the following two 3 * 3 operators to aid in calculating the horizontal 
and vertical differences, ∆H and ∆V respectively, where 

 -1 0 1   1 1 1 
OPH = -1 0 1  OPV = 0 0 0 
 -1 0 1   -1 -1 -1 

 
Step 2: Calculate ∆H and ∆V for each gray-level pixel point f(i, j) in the image patch, 
where each 3 * 3 size neighbourhood with f(i, j) in the centre is multiplied with either 
OPH, or OPV, depending on the orientation, and then taking the sum total. These cal-
culations for ∆H and ∆V can be summarized as: 

∆H(x, y) = sum(∑ ∑ f(i, j) * OPH) (13) 

∆V(x, y) = sum(∑ ∑ f(i, j) * OPV) (14) 

Step 3: From ∆H and ∆V, we are able to obtain a magnitude ∆G, where 

∆G = (|∆H| + |∆V|) / 2 (15) 

and the local edge direction for each pixel point, θ(i, j), where 

  0 iff ∆H(i, j) = 0 and ∆V(i, j) = 0  
 θ(i, j)= π iff ∆H(i, j) = 0 and ∆V(i, j) > 0 (16)
 tan-1(∆V(i, j) / ∆H(i,

j)) +  
 

Step 4: Obtain the histogram HD by quantizing θ over bin values that range from 0 to 
π, as shown by an example in Figure 3. Following that, we apply a threshold process 
on to HD where any bin with a count value < 0.01 will have its respective count value 
be reset to 0. This is done in order to filter out the counting of unreliable directions 
that cannot be considered as edge points. 

Step 5: The directionality is finally determined by calculating the sharpness of the 
peaks in HD. This is done by summing the peaks across the entire histogram, thusly: 

Fdir = Fdir + ∑ ( ) (ϕm – ϕp * 0.0001)2 * HD(m) (17) 

where ϕm is the value of the mth bin, ϕp is the bin value of the highest count (peak) 
within the histogram, and HD(m) is the count value of the mth bin. 

From these features, a feature vector that is able to uniquely identify each patch is 
constructed, this is also known as an patch signature, and the 40 patch signatures 
within a single image constitute as a single image signature (shown in Fig. 2.), which 
is similar in concept to shape signatures used in [24]. Image signatures are required in 
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order to provide some sort of semantic context to the location in which each batch of 
image patches was captured. This is done by comparing semantic descriptions that are 
extracted from the image signatures. Direct comparison between two sets of image 
signatures is not done; as it is possible that two similar images can generate different 
image signatures due to background noise (such as new objects appearing within the 
scene). Under such circumstances, comparison between image signatures would fail 
under typical fuzzy or Euclidean distance measures. 

 

 

Fig. 2. Construction of an image signature 

 

It is expected that by extracting semantic information, a match would be able to be 
produced, as new objects introduced in the scene may result in a different group of 
patches, but the unaffected patches will still be able to produce a semantic description 
that closely resembles its counterpart from the other image (without the offending 
object), and hence, generate a match. 

From the fuzzy model of [13] and the variable weight assignment model as imple-
mented by [14], it is suggested that matching high-level concepts between images is 
possible, but as with most CBIR techniques, relies on training before achieving a high 
success rate. 

The Tamura texture features (i.e. coarseness, contrast, and directionality) which are 
extracted from each image patch have a single floating-point value attached to each of 
the features, which are calculated by applying a procedure that is similar to the one 
implemented by [21].  

2.2   Stage 2 (Classification and Storage) 

After the process of constructing patch signatures is completed, they are then pre-
sented to a fuzzy/neural network classifier, or some other appropriate self-organizing 
network. This is an important factor to consider, as the classifier should not be limited 
to a fixed number of classes, but grow accordingly instead as the variance in signa-
tures demands an increasing number of classes. 

Each class is determined by a <patch signature, patch> pairing, which is  
required during image reconstruction in the next stage. Note that a graphical, visual 
reconstruction of images is not necessary at this development stage, as the proposed 
semantic analysis would work equally as well on class labels generated from the  
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self-organizing neural network. Such an action may still prove to be useful in later 
developments in order to aid in enhancing semantic descriptions (i.e. using object 
recognition or further CBIR techniques). 

Thus, the classifier acts as the short-term memory portion of this stage, while 
<patch signature, patch> pairs being copied into long-term memory whenever a se-
mantic description uses that pairing. However, it is possible for the classifier to gener-
ate classes that will never be used. Through this method, a robot traversing through an 
environment will classify captured images according to Fig. 3.  

 

 

Fig. 3. Classification of images 

The input variables consist of the three Tamura texture features of coarseness, 
contrast and directionality, each with 2 trapezoidal-shaped membership functions. A 
single output variable with 2 trapezoidal-shaped membership functions is determined 
after the input variables are processed through a fuzzy rule set in order to determine 
the final similarity score of any particular image. This can be seen in Fig. 4. below.  

 

 

Fig. 4. Input/Output variables of the fuzzy inference system  

The fuzzy rule set currently consists of 6 rules where each input variable-
membership function tuple is mapped to the corresponding membership function in 
the output variable, as seen in Fig. 5. 
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Fig. 5. Fuzzy rules of the inference system 

2.3   Stage 3 (Semantic Analysis)  

Once patch signatures have been classified into various groups, each and every cap-
tured image is to be reconstructed through the use of only the unique patch signatures 
that have been stored within the database. Following this, reconstituted images are 
then analyzed in order to determine the relationship between image patches. Each 
cluster of patches that are within the same classification is given labels denoting the 
semantic relationship with other patch clusters as well as its current location within 
the entire image. This can be seen in Fig. 6, where the patch cluster of C1 is to the left 
of the patch cluster of C2.  

 

 

Fig. 6. Relative locations between patch clusters 

Therefore, the cluster of C1 is to be annotated with the relationship labels of: 
 

Right(C1) = C2 
Location(C1) = top left 

 
In order to provide a certain degree of flexibility in regards to relationships between 
clusters, we attach high-level descriptors to them, rather than noting the specific patch 
indices that constitute a cluster. For instance, if cluster C1 were to shift left, the labels 
denoting the relationship between C1 and C2 would still hold, whereas that might not 
necessarily be true if specific patch indices were recorded. 

The aggregate of all labels related to one cluster is considered to be the semantic 
location signature for that cluster. There also exists the possibility of detecting high-
level features that are present within the captured images such as object recognition 
[18] to further contribute towards the amount of semantic data present within each 
semantic location signature.  

As an example, consider the image in Fig. 7(a), which has 5 potential semantic 
areas of interest that can be treated as classes. These areas are divided within the  
regions as shown in Fig. 7(b) where C1 to C5 are the counter, ceiling, door, 
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wall/railing, and floor, respectively. Therefore, the reconstituted counterpart to this 
image would be as seen in Fig. 7(c) in the next page. 

The semantic descriptions for each and every cluster (and hence, the entire recon-
structed image) is then entered into a semantic descriptor database. This database is 
responsible for comparing existing descriptors within in against their incoming coun-
terparts to determine if a match is possible. Towards this end, a semantic reasoning 
system with an implementation similar to that of [2] with Research Cyc as the know-
ledge base of choice. 

 

 

Fig. 7. Reconstruction of an image 

2.4   Stage 4 (Location Resolving) 

As a result of the previous stage, a set of location hypothesis (i.e. a set of locations 
each labeled with a probability) is generated. Such sets are generally caused by noise 
and perceptual aliasing (a situation where different locations appear similar to each 
other). Therefore, this final stage of resolving which location the robot is currently at 
is required, as simply selecting the location with the highest probability is naïve.  

Bayesian reasoning opens up the possibility of determining the most likely location 
the robot is currently at by considering where the robot assumes its current location is, 
along with a new set of location hypothesis.  However, a common problem that arises 
from this is method is the issue of location, or orientation independence. As an exam-
ple, it can be difficult to recognize that a previous location has been revisited as it was 
viewed from a significantly different angle. One solution towards this problem is to 
implement a panoramic image sensor, which can be financially prohibitive and not 
easily available. Therefore, we attempt to overcome the aforementioned issue through 
another method, where locations are semantically related to each other by tracking 
either unique patches, or a unique ordering of patches. 



102 C.L. Tan, S. Egerton, and V. Ganapathy 

3   Experiments 

Three preliminary experiments have already been conducted in the MATLAB envi-
ronment, where images with a resolution of 640 * 480 pixels are segmented in a simi-
lar manner to that in [10]. However, in order to obtain a meaningful amount of seman-
tic data, each image patch consists of 96 * 80 pixels, resulting in 40 separate image 
patches per image. The size of image patches is determined through the use of the 
bestblk command within the MATLAB environment, which specifies the optimal 
patch size for processing. 

The results of our experiments are shown in Fig. 8., where the 20th patch of 3 sep-
arate images are analyzed and their respective color and texture features are extracted. 
It is expected that the differences between image patches of separate images (i.e. as a 
result of their feature comparisons) can be transposed to a higher, semantic level, 
which also implies differences between entire images, as an entire image can be said 
to be a larger version of an image patch with its signature composed of multiple, 
smaller sub-signatures. 

 

 

Fig. 8. Images of an open concourse area (top), a corridor (middle), and a cubicle room  
(bottom), with the extracted feature information of the indicated image patch region 
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These results appear to be encouraging. While the color histograms for each image 
patch have a unique distribution curve, there is also the possibility that the Tamura 
texture feature values also tend to favor a specific image-location pairing, with each 
image possessing a specific feature value that is distinct from the others. In this case, 
the image patch for the open concourse area has a high directionality compared to the 
others, while the cubicle room image patch has a somewhat higher coarseness. 

Following this, the next experiment applies the fuzzy logic system from [15] on to 
the image signature vector to determine if Tamura textures alone are able to detect 
differences between images in the same capacity as RGB histograms. Experiments  
with the RGB histogram and Tamura texture feature components were conducted to  
 

 

 

Fig. 9. The image sets of Corridor1 (a), Corridor 2 (b) and Concourse (c), with their respective 
results 
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determine the degree of influence of each image signature component in fuzzy logic 
classification. Data for this experiment consists of 3 separate locations, 2 corridor sets 
and 1 concourse set, which can be seen in Fig. 9. The compiled results indicate a high 
possibility that Tamura texture features alone are able to be implemented in the pro-
posed model. With only one exception (Corridor2E), the values of all image signa-
tures follow a decreasing trend as the robot traverses the various environments  
selected for the experiment.  

The goal of the final experiment is to determine the similarity score value which 
indicates a change in area (i.e. from a corridor to a room) during the classification 
process. To this end, 4 separate image sequences have been recorded, each consisting 
of 2 separate areas. The results are shown in Fig. 10., where the shaded letters indicate 
that the location of that image is semantically different than its predecessors (i.e. in 
Fig. 10(a), image A – J consists of a corridor area, whereas K – M consists of a room 
area). These results indicate that threshold value in similarity is around roughly 5.37 – 
5.65. However, there have been several instances where images belonging within the 
same area have values below this threshold, such as in images H – J in Fig. 10(a). 
Therefore, further refinement towards the model is required before attempting to pro-
ceed into further stages within the proposed model. 

 

 

Fig. 9. Results for dual-area experiments 

4   Conclusion 

In this paper, we have presented a semantic based SLAM model. This model is based 
on four separate stages with the goals of feature extraction, classification and storage, 
semantic analysis, and location resolving. We also describe three preliminary  
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experiments which demonstrate that implementation of Tamura texture features  
(i.e. coarseness, contrast, and directionality) alone are capable of producing noticeable 
differences in similarity scores when supplied with a series of images as a mobile 
robot traverses an environment. While further development is required for Stages 3 
and 4 of the proposed model, we see our model as potential contribution towards se-
mantic, and especially ontologically based methods that play a key role in future de-
velopments of both SLAM and generalized mapping models. 
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Abstract. As a novel evolutionary computation technique, shuffled complex 
evolution (SCE) has attracted much attention and wide applications for solving 
complex optimization problems in different fields. This paper utilizes SCE strat-
egy to estimate parameters of structural systems, which could be formulated as a 
multi-modal optimization problem with high dimension. Simulation results for 
identifying the parameters of a structural system under four conditions including 
limited output data, noise polluted signals, and no prior knowledge of mass, 
damping, or stiffness are presented to demonstrate the effectiveness of the  
proposed method.  

1   Introduction 

In system identification, considerable efforts have been invested in developing methods 
for identification of system models and their parameters. For civil-engineering systems, 
limited progress has been made with analytical methods for complexity and incomplete 
prior information. Instead, some successes have been achieved with various intelligent 
optimization algorithms. Evolution strategy (ES) algorithms have been presented for the 
identification of multiple degree of freedom (DOF) systems [1]. Perry et al. [2] have 
presented a modified GA to identify structural systems. 

As a novel evolutionary computation technique, Shuffled complex evolution (SCE) 
has attracted much attention and wide applications, owing to exactness of solution, 
easy implementation and quick convergence [3].  

The SCE method is based on a synthesis of four concepts that have proved success-
ful for global optimization: (a) combination of probabilistic and deterministic ap-
proaches; (b) clustering; (c) systematic evolution of a complex of points spanning the 
space, in the direction of global improvement; and (d) competitive evolution. 

In the field of structural engineering, especially system identification, SCE still has 
not been applied widely. Meanwhile, although numerous traditional approaches in lit-
erature tackled the problem of system identification in the field of civil engineering, it is 
still difficult for these approaches to extract the physical characteristics of the system 
like mass, damping, or stiffness in a structural system unless some of these are assumed 
known a priori. Besides, the measurements of inputs and outputs from a real structural 
system tend to be complex and expensive. Therefore, there is a significant interest in the 
development of an algorithm that uses as few measurements as possible to obtain the 
physical characteristics of the system without a priori knowledge of this system. 

In this study, a parameter estimation technique based on SCE is presented to over-
come some of the difficulties encountered in the field, which could be formulated as 
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multimodal numerical optimization problems with high dimension. Four numerical 
examples are presented from which the effectiveness and efficiency of the SCE are 
investigated. The influence of incomplete availability of measurements on the per-
formance of SCE for system identification is also discussed.  

2   Problem Formulation 

The basic idea in system identification is to compare the time dependent response of 
the system and a parameterized model by a norm or some performance criterion giving 
a measure to how well the model response fits the system response. Hence, the objec-
tive is to find a set of parameters that minimize the prediction error between system 
output y(t) , i.e., the measured data, and model output ˆ( , )y tθ  at each time-step t.  

Therefore, our interest lies in minimizing the predefined error norm of the outputs, 
e.g., the following mean square error (MSE) function. 

2

1

1
ˆ( ) ( ) ( ) .

T

k

F y k y k
T

θ
=

= −∑  (1) 

where  represents the Euclidean norm of vectors. Formally, the optimization prob-

lem requires finding a vector Rnθ ∈ , so that a certain quality criterion is satisfied, 

namely that the error norm ( )F θ  is minimized. The function ( )F θ  is commonly 

called a fitness function or objective function. In SCE, typically an objective function 
is used which reflects the goodness of solution. The identification problem thus is 
treated as a linearly constrained multi-dimensional optimization problem, namely 

1 2min ( ), ( , ,... ) .T
nF θ θ θ θ θ=  

min max. . , { ; 1,2,..., } .i i is t S S i nθ θ θ θ∈ = ≤ ≤ ∀ =   
(2) 

where ( )F θ =objective function which maps decision variable θ  into the objective 

space  nF R R= → , S is the n-dimensional feasible search space, maxθ  and minθ  

denote the upper bounds and the lower bounds of the n parameters respectively. 

3   Shuffled Complex Evolution Algorithm 

In SCE, a population of NP (population size) solution vectors is initialized randomly 
at the start, which is evolved to find optimal solutions through the reflection, hongmu-
tation, contraction, shuffling and selecting operation procedures. An optimization task 

consisting of n parameters can be represented by an n-dimensional vector. Let nS R∈  

be the search space of the problem under consideration. Then, the SCE algorithm 
utilizes NP, n-dimensional vectors 

1 2( , ,..., ) , 1, 2,..., .T
i i i inx x x x i sθ= ∈ =   (3) 

as a population for each iteration, called a generation of the algorithm[4]. 
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3.1   Implementation of SCE  

The philosophy behind the SCE approach is to treat the global search as a process of 
natural evolution. The sampled points (s in number) constitute a population. The 
population is partitioned into several communities (complexes), each of which is 
permitted to evolve independently (i.e., search the space in different directions). After 
a certain number of generations, the communities are forced to mix, and new commu-
nities are formed through a process of shuffling. This procedure enhances survivabil-
ity by a sharing of the information (about the search space) gained independently by 
each community. 

3.2   CCE Strategy 

Competitive complex evolution (CCE) strategy is the critical part of SCE algorithm. 
In CCE each member of a community (complex) is a potential parent with the ability 
to participate in a process of reproduction. A subcomplex selected from the complex 
is like a pair of parents, except that a subcomplex may consist of more than two 
members. 

To ensure that the evolution process is competitive, the probability that better par-
ents contribute to the generation of offspring is higher than that of worse parents. The 
use of a triangular probability distribution ensures this competitiveness.  

Nelder and Mead's [8] procedure is applied to each subcomplex to generate most of 
the offspring. CCE uses the information contained in the subcomplex to direct the 
evolution in an improvement direction.  

In addition, offspring are introduced at random locations of the feasible space un-
der certain conditions in order to ensure that the process of evolution does not get 
trapped by unpromising regions. This is somewhat analogous to mutation in response 
to stress that can occur in biological evolution. Each mutation also helps to increase 
the amount of information stored in the sample.  

Finally, each new offspring replaces the worst point of the current subcomplex, 
rather than the worst point of the entire population. This ensures that every parent gets 
at least one chance to contribute to the reproduction process before being replaced or 
discarded. Thus, none of the information contained in the sample is ignored. 

3.3   Operational Parameters 

According to the study result conducted by Duan [7], the SCE2 procedure is on the 
average the best algorithm. In most problems, it performs better than the SCE1, the 
other version of SCE. Thus, following Duan’s suggestion, the several key parameters 
are set the same as the SCE2, where m=(2n+1)�q=n+1�x=1�y=2n+1. m = the 
number of points in each complex, q=the number of points in each subcomplex, x=the 
number of generations that each subcomplex competitive evolution will take and 
y=the number of calculation times of each complex’s evolution. As the result, p, 
which is the number of complexes, becomes the only parameter that requires user 
specified according to the difficulty of certain problem. When p is relatively large, 
SCE is able to solve higher dimensional parameter estimation problem; however, at 
the same time, the method might become computationally demanding as well. There-
fore, in this paper p is set to 4. 
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4   Illustrative Examples 

In this paper the problem is made to the most difficult case of unknown mass systems, 
where the mass, stiffness and damping of the structure are to be identified. 

In order to assess the effectiveness of the parameter estimation technique with the 
SCE presented above, numerical simulations of five degrees of freedom (DOFs) 
structure system are carried out. The properties of the structural systems are given in 
Table 1. It is assumed that the system is excited by known forces and that the re-
sponse of the structure, in terms of accelerations, is recorded at some given points.  

Table 1. 5 DOF System Parameters 

Stiffness (kN/m)  
Level 1 2.485e5 
Level 2 
Level 3-5 

1.921e5 
1.522e5 

  
Mass (kg)  
Level 1-2 2.762e3 
Level 3-5 2.300e3 
  
Damping (kN.s/m)  
Level 1 
Level 2 

3.129e3 
2.536e3 

Level 3-5 2.030e3  
 

 

Fig. 1. n-DOF structural system 

The dynamic equation of motion of a structural system can be written as 

( ) .Mx Cx Kx u t+ + =&& &   (4) 

where M, C and K are the mass (m1,…,m5), damping(c1,…,c5) and stiffness (k1,…,k5) 
matrices, x is the displacement vector and u is the input force vector.  

Therefore, the system is fully described by the set of parameters 

1 2 5 1 2 5 1 2 5( , , , ; , , , ; , , , ) .m m m k k k c c cθ = … … …   (5) 

The influence of limited availability of measurements on the performance of SCE for 
parameters estimation is discussed. In the “full output” scenario, measurements at all 
DOFs are available, whereas in the second “partial output” scenario, only DOFs 2, 4, 
and 5 are available. The following cases of data availability will be treated here as: 

1: Full set of the accelerations (outputs) available 

1 2 5( ) ( ( ), ( ), ( )) .y t x t x t x t= && && &&…,   (6) 

 
2: Partial set of the outputs available 

2 4 5( ) ( ( ), ( ), ( )) .y t x t x t x t= && && &&  (7) 
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The statistical simulation results of 5 independent runs for the known mass system with 
the usage of the SCE strategy and DE algorithm are carried out. The input and output 
(I/O) data are polluted (in the cases considering noise) with Gaussian, zero mean, white 
noise sequences, whose root mean-square (RMS) value is adjusted to be a certain per-
centage of the unpolluted time histories. The mean results of the parametric identifica-
tion for full output scenario are summarized with 0% and 10% RMS noises.  

In these scenarios, the mass distribution of the structure is supposed to be unknown 
priori. The time records used span a total length of 20 s with a sample time of 0.02 s. 
The SCE strategy parameter is p=4 and maximum number of function evalua-
tion=20000. The search space is taken as 0.5–2.0 times the exact values.  

All identified average results’ errors are presented in Table 2. In addition, a typical 
SCE search performance for the 10% noise with partial measurements scenario is 
provided in Fig. 2, and a typical convergence characteristic of estimation for 4 scenar-
ios is shown in Fig. 3. The following four scenarios tested includes: 

CASE1: 0% noise + Full Outputs 
CASE2: 0% noise + Partial Outputs 
CASE3: 10% noise + Full Outputs 
CASE4: 10% noise + Partial Outputs 

Table 2. Results’ errors for 4 cases 

CASE1 CASE2 CASE3 CASE4 Par 
SCE DE SCE DE SCE DE SCE DE 

Min err 0.01 0.00 0.02 0.02 0.04 0.07 0.01 0.06 
Max err 0.03 0.09 0.21 0.16 0.37 0.31 0.29 0.52 m1~m5 
Mean err 0.02 0.04 0.11 0.07 0.27 0.18 0.14 0.29 
Min err 0.00 0.01 0.00 0.06 0.23 0.04 0.05 0.13 
Max err 0.04 0.09 0.12 0.49 0.42 0.29 0.70 0.68 k1~k5 
Mean err 0.02 0.05 0.06 0.29 0.30 0.14 0.34 0.36 
Min err 0.42 0.11 1.58 0.73 0.24 0.03 0.96 2.13 
Max err 0.12 0.97 4.66 2.56 2.74 2.58 6.52 7.82 c1~c5 
Mean err 0.26 0.70 3.00 1.75 1.01 1.28 3.82 3.45 

Note: Relative errors of identification are in parentheses expressed in %. 
 

From Table 2, without noise disturbing, it can be seen that the results obtained by 
both SCE and the DE are very close to the true values. The average results and errors 
obtained by DE a little outperform those obtained by the SCE. With 10% noise pol-
luted, the values of estimated parameters obtained by SCE and DE are still very close 
to the true values of original parameters. These two schemes both seem to be powerful 
in escaping local optima and in search for the global optimum on complex problems.  

From Figs. 2-3, we observe that for the cases without noise, in the first 50 genera-
tions, the convergences of estimation by SCE are faster than DE, but in the second 50 
generations the DE outperforms the SCE. In the cases with 10% results, it is obvious 
that the SCE algorithms can get the true values much more quickly. 

The results show that the SCE seems to perform well to the structural system iden-
tification problem, especially the polluted cases, yielding very accurate results but  
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Fig. 2. Typical identification results for 5-DOF unknown mass system (partial measurement 
with 10% noise) by SCE 

 
Case1                                                     Case2 

                     

Case3                                                  Case4  

Fig. 3. One typical convergence characteristic of estimation for 4 scenarios 
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requiring less computing effort. The largest relative errors are usually observed in the 
damping coefficients. Due to the fact that the damping parameter has only a small 
contribution to the overall response, its value is generally poorly estimated. This is a 
fact that has been reported in other studies [1][2] as well. 

In addition, the SCE approach is capable of locating the global optimum in all runs 
with in rather good results errors. It is well known that unknown mass systems are 
highly multimodal problems. Nevertheless, the maximum error of SCE is very good 
in damping of only 6.52% with partial output under 10% noise polluted in which DE 
reaches to 7.82%.  

5   Conclusion 

This paper has presented a shuffled complex evolution (SCE) strategy for the problem 
of structural system identification. SCE is very easy to implement and requires only 
one parameter tuning. Four numeric experiments have been conducted to assess the 
applicability of the SCE for structural parameters estimation. The results from our 
study show that SCE clearly and consistently performs excellent for hard unknown 
mass problems, both in respect to precision as well as robustness of the results. This 
proposed approach has no special requirements regarding the incomplete output 
measurements from the system. Even when the mass, stiffness and damping of the 
structure are unknown, the SCE can still converge to accurate results. The SCE ap-
proach is a promising tool for parameters estimation of structural systems in the sense 
that it is an optimal method requiring no prior knowledge on the structure. 
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Abstract. Time-series prediction has  been  a  very  well  researched  topic  in 
recent studies. Some popular approaches to this problem are the traditional sta-
tistical methods e.g. multiple linear regression  and  moving  average, and 
neural network with the Multi Layer Perceptron which has shown its supremacy 
in time-series prediction. In this study, we used a different approach based on 
evolving clustering algorithm with polynomial regressions to find repeating 
local patterns in a time-series data. To illustrate chaotic time-series data we 
have taken into account the use of stock price data from Indonesian stock ex-
change market and currency exchange rate data. In addition, we have also con-
ducted a benchmark test using the Mackey Glass data set. Results showed that 
the algorithm offers a considerably high accuracy in time-series prediction and 
could also reveal repeating patterns of movement from the past. 

Keywords: evolving clustering algorithm, polynomial regression, chaotic time- 
series data. 

1   Introduction 

Chaotic time-series prediction has become a very well-liked topic for research and 
there have been a number of methods from different fields introduced before to solve 
this problem. Some very popular approaches for time-series prediction come from 
traditional statistic approaches, i.e. linear regression, multiple linear regressions, and 
moving average [5]. Other than that, various models and algorithms from the machine 
learning and data mining fields have also been introduced (e.g. Multi Layer Percep-
tron, Pattern Recognition, and Support Vector Machine) [4], [8], [9]. All of these ap-
proaches have shown their strength in solving the time-series prediction problem  by  
presenting  a  good-quality  of  accuracy  in  predicting  future  values, however not 
much new knowledge can be revealed and learned from these models.  
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A breakthrough was made by [7] with the Dynamic Evolving Neuro-Fuzzy Infe-
rence System (DENFIS) in which the algorithm was not only  able to give good accu-
racy in predicting movement of time-series data, but it was also able to extract 
new knowledge in the form of sets of fuzzy rules which govern the movement of the 
series.  This  has  stimulated  us  to  make  an  effort  to  mine  knowledge  about  the 
existence of repeating patterns in a time-series movement, particularly in a chaotic 
time-series data (e.g. stock prices, exchange rates), and then to use extracted know-
ledge to predict future movement of the series. We are aiming to represent the rules in 
the form of repeating polynomial functions, group them based on their likeness, and 
do prediction for future value by trying to discover similar patterns from the past that 
can be associated with current condition. In addition, we also expect the algorithm to 
acquire the ability to evolve when new data sample comes, therefore it would be able 
to adapt when new problems emerge. 

In this study, we used in general two different types of data set as experimental 
data, which are; (1) the financial data set consists of the Indonesian stock prices data 
and some currency exchange rates as these data can be considered as a Complex Dy-
namic System (CDS) [5], and (2) a benchmark data set which in this case is the 
Mackey Glass data set. 

2   Clustering as Local Modeling 

One of the challenges in information science is to be able to represent dynamic sys-
tems, model them and then to reveal the rules that govern the behavior of the va-
riables over time [3]. An option to build a complete model of a dynamic system is 
by clustering comparable problem sets from a complete problem space based on 
certain condition into different groups. A model then can be created for each group 
(i.e. a local regression), and by combining all models from each cluster it will consti-
tute a complete model which might be able to cover all problems from the complete 
problem space [1], [2], [6]. Similarity in this case is usually (but not limited to) de-
termined by calculating a Euclidean distance between two data samples [5]. 

We developed a new algorithm which will extract pattern from a localized data 
set or a chunk of data (as a sub-space problem from a complete problem space) using 
a polynomial regression. Extracted patterns (in forms of polynomial functions) then 
will be grouped based on the likeness of their shape (trend of movement). We believe 
that repeating patterns of movement exist in a time-series data based on [2], [5], [7], 
even in a chaotic one, and it can be used to predict future values. 

2.1   Similarity and Distance Measurement 

Defining similarity between two objects in clustering process is a very important step. 
Different definition about similarity would give us diverse solutions or various groups 
of data. In a clustering process, it is common to use the Euclidean distance to measure 
similarity between objects [5]. This can be done by calculating distance from each 
attributes that we used to describe the object. 

Nonetheless, in our algorithm it will not be suitable to apply the Euclidean dis-
tance, as what we would like to group are not objects but sets of polynomial function 
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which represent patterns of movement of a time-series data across time. Therefore, we 
applied a different method to calculate similarity between two polynomial functions, 
which is the Angular Separation or Cosine distance (equation 1). By using the Co-
sine distance, we were able to measure similarity between two polynomial functions 
based on the shape and direction of the function. As for the attributes that we used to 
describe a polynomial function, we took into consideration the coefficients of each 
part of the polynomial function. 

                                              (1) 

2.2   ECM as Evolving Clustering Algorithm 

Evolving Clustering Method (ECM) was introduced by [6]. ECM is a fast, one-pass 
algorithm for dynamic clustering of an input stream of data. It is a distance-based 
clustering method where the cluster centres are represented by evolved nodes in an 
on-line mode. In the clustering process, the data samples come from a data stream and 
this process starts with an empty set of clusters. As new data samples come, new 
clusters are created or if the new data sample is similar to those previous ones, it will 
be added into one of the existing clusters and the cluster centre will be updated. 

ECM is used in Dynamic Evolving Neuro-Fuzzy Inference Systems (DENFIS) [7]. 
In our proposed algorithm, we have also implemented ECM as the core evolving clus-
tering algorithm. Nevertheless, we have also made a fundamental change in the algo-
rithm. ECM uses the Euclidean distance to measure similarity between objects when it 
creates or updates clusters. In our algorithm, we replaced the Euclidean distance with 
Cosine distance. The main reason of this modification is explained in sub-chapter 2.1. 

2.3   DyCPR  as  a  Novel  Evolving  Clustering  Algorithm  for  Time-Series 
Prediction 

We named the proposed algorithm Dynamic Clustering with Polynomial Regression 
(DyCPR). The main idea behind the algorithm is to extract patterns of move-
ment from a time-series data using a polynomial regression. After the patterns have 
been extracted, it will be grouped using the modified ECM algorithm. Cluster centres 
will represent the average movement calculated as a superposition function from all 
polynomial functions belong to the cluster. These cluster centres will be used as ref-
erences to predict movement of the series by finding a centre that can be related 
with current condition. Complete algorithm of DyCPR is described as follow; 
 
•  Step 0: First step of the algorithm is considered to be a data pre-processing step. In 
this step the algorithm, we will calculate the difference of values from the time- series 
data. difft = xt+1-xt, where difft is value difference at time t and X are actual value at 
time point t+1 and t respectively. The motive why the algorithm calculates values 
difference from time-series data is, because it is the movement of values difference 
that will be predicted instead of the actual value. 
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•  Step 1: After values difference has been calculated, the next step of the algorithm 
is to find the best-fit regression function from a chunk of data, Xi with size n. For 
every chunk of data which comes in, the best-fit regression function will be extracted 
by calculating linear regression and polynomial regression up to certain order (i.e. up 
to 6th order). PFi = {LRi, PR1i, PR2i, PR3i, PR4i, PR5i, PR6i} best-fit regression func-
tion is defined by calculating bestPF = minMSE(PFi). Besides calculating the best-fit 
regression function from the chunk of data with size n, the algorithm  will  also  cal-
culated  best-fit  regression  function  for  next  movement, PFMi using another chunk 
of data with the size n+1, Yi. 
•  Step 2: For the first chunk of data, found bestPF will become the cluster centre of 
the first cluster, Ccj  = bestPFi  and the function to predict next movement of data 
samples that belong to that cluster is set to PFMi. The radius of the cluster, Ruj is 
set to 0. If there is no more chunks of data comes then the algorithm stops. If there 
are still more chunks of data then the algorithm returns to Step 1, where the best-fit 
regression function will be calculated again. After the bestPFi is calculated for Xi, 
similarity between bestPFi with the Cc is measured. Similarity is calculated using 
Cosine distance by taking coefficients of bestPFi  function and Cc function into ac-
count. 
•  Step 3: The forth step of the algorithm is basically the implementation of the ECM 
algorithm, where the algorithm will calculate distance between   bestPFi  to all exist-
ing cluster centres, Cc and makes update to cluster centre j, Ccj  when it is found 
that distance between bestPFi  and Ccj  is less than 2xDthr. The process of updating 
the value of cluster radius, Ruj  is the same as it is in ECM. However DyCPR will 
update also the best-fit regression function for next movement of cluster j, PFMj  by 
calculating superposition value between existing PFMj  and PFMi when it decides 
that bestPFi belongs to cluster j. If all chunks of data sample have been processed than 
the algorithm stops, else it returns to Step 1. 
•  Step 4: In the prediction step, the algorithm will calculate the best-fit regression 
function from current chunk of data with size n, Xt  = {xt, xt-1, xt-2, …, xt-(n-1)}. Cal-
culated best-fit regression function for time t, bestPFt, then will be compared to all 
existing cluster centres, Cc. When closest Ccj is found, then PFMj will be used as a 
reference function to calculate next movement of values differences, pxt+1. Predicted 
actual value then will be calculated as, xt+1 = xt + pxt+1. Learning process then will be 
continued by taking new data sample as a data sample to update existing clusters and 
the algorithm returns to Step 1. 
 

One key characteristics of DyCPR (other than its power to evolve by creating and 
updating clusters when new data sample becomes available) is that the algorithm will 
do  prediction  of  future  values  by  predicting  the  polynomial  function  that  will 
represent movement of the series in the future (this is explained in Step 1 and 3 in the  
DyCPR algorithm). This is significantly different in comparison to DENFIS 
where the algorithm does prediction by calculating real predicted values based on 
extracted fuzzy rules represent by each cluster centres [7]. 
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3   Experiments and Results 

In this study, we used data from financial field as experimental data. These data  
are; (1) data of five stock prices from Indonesian stock market (namely  
TLKMJK, AALIJK, LMASJK, KLBFJK, and ELTYJK; data are available from: 
http://finance.yahoo.com/q/cp?s=^JKSE) and (2) currency exchange rates data (i.e. 
NZD to USD and IDR to USD)1 . The five stock prices data represent three different 
types of movement, which are; chaotic, increasing and decreasing. The stock prices 
data cover period of January 2005 to January 2009, while the currency exchange rates 
data expand from January 2006 to January 2009. As for benchmark data, we use the 
Mackey Glass data set to examine the robustness of the algorithm. Figure 1 illustrates 
movement of the Indonesian stock price data for ELTYJK data. 

 

 
 

Fig. 1. Daily basis data (closing price) of ELTYJK in Indonesian stock exchange market span-
ning from January 2005 to January 2009 

 
No normalization process applied to the data before the training process is started. 

On the other hand, what will be extracted are patterns of movement of difference be-
tween values across time instead of movement of the actual values (as it has been 
explained in Step 1 in DyCPR algorithm). 

Results  showed  that  the  algorithm  demonstrated  its  strength  by  giving  a con-
siderable high accuracy of prediction results (with RMSE of 2.4680 and 0.2449 for 
ELTYJK data and LMASJK data respectively; please note the RMSE is un- norma-
lized RMSE). This can be seen in figure 2 and 3, where we attached prediction results 
for two stock prices data with different behavior which are; (1) ELTYJK data with 
increasing trend and (2) LMASJK data with decreasing trend, here we used 80% of 
total data set records as training set and 20% as test set. Even more, the algorithm 
showed its ability to adapt to new problems (unusual pattern of movement) which did 
not appear during the training step as in the case of LMASJK data for the last view 
points (i.e. a flat-line pattern). 
 

                                                           
1 NZD is New Zealand Dollar, USD is United States Dollar and IDR is Indonesian Rupiah. 
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Fig. 2. Comparation of predicted value (in dashed line) and actual value (in solid line) for EL-
TYJK data set on testing set. Number of training set is 850 and number of testing set is 200. To 
predict value at t+1, values from time point t, t-1, t-2, t-3, t-4, t-5, t-6, t-7, t-8, and t-9 are used 
to find the best fit polynomial regression. Distance threshold used in DyCPR is 0.3. 

 

 
 

Fig. 3. Comparation of predicted value (in dashed line) and actual value (in solid line) for 
LMASJK data set on testing set. Number of training set is 750 and number of testing set is 180. 
To predict value at t+1, values from time point t, t-1, t-2, t-3, t-4, t-5, t-6, t-7, t-8, and t-9 are 
used to find the best fit polynomial regression. Distance threshold used in DyCPR is 0.3. 

 
As it is expected, the algorithm was not only able to provide excellent accuracy in 
predicting future values, it was also capable to extract new knowledge in the form of 
repeating polynomial functions which exist in the series over time. This can be seen in 
the clusters the algorithm created as showed in figure 4 for the ELTYJK data. 

From figure 4, we can observe how the polynomial functions are being grouped 
into different clusters, and how the cluster centres represent the average movement  
function for each group. This finding justified our assumption that repeating patterns 
of movement do exist in a time-series data, and that it can be modeled using a poly-
nomial functions. We have also conducted a benchmark test using the Mackey Glass 
data set as part of our experiment. Complete results of our experiments with the other 
data sets can be seen in table 1. 
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Fig. 4. Created clusters during training and testing process when predicting movement of stock 
price difference for ELTYJK data. Each clusters show comparable patterns of movement based 
on the likeness of shape and direction of extracted polynomial regression for each chunk of 
data. Cluster centres (in wider line) represent movement of all polynomial functions which 
belong to a cluster, are calculated as superposition functions. 

 
Results from table 1 showed that the algorithm demonstrated its superiority in 

chaotic time-series prediction. The algorithm is also effective to predict movement of 
different types of time-series data with different behaviours (e.g. fluctuative, increas-
ing, and decreasing). 

 
Table 1. Results of DyCPR used to predict 8 different types of data set covering stock prices 
data set, currency exchange rate data set, and the Mackey Glass data set. 80% of data is used as 
training set and 20% as testing set for each experiments. Value of distance threshold, Dthr in 
DyCPR is set to 0.3. 

Data Set Category Trend Range of Values RMSE 
TLKMJK Indonesian Stock Price Increasing 3,853.9-11,933.0 34.0077 
AALIJK Indonesian Stock Price Fluctuate 346.0-32,026.0 109.3862 
LMASJK Indonesian Stock Price Decreasing 35.0-1,304.8 0.2449 
ELTYJK Indonesian Stock Price Fluctuate 331.75-1,508.4 2.4680 
KLBFJK Indonesian Stock Price Fluctuate 10.0-680.0 3.1927 
NZDUSD Exchange Rate Balanced 1.2235-1.9058 0.0083 
IDRUSD Exchange Rate Decreasing 8,684.0-12,209.0 72.6284 
Mackey Glass Benchmark Data Fluctuate 0.2192-1.3137 0.0057 

4   Conclusion and Future Works 

Dynamic Clustering with Polynomial Regression (DyCPR) showed its strength  
by giving high accuracy in predicting movement of chaotic time-series data. The  
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robustness of the algorithm has also been tested by conducting experiment using dif-
ferent data sets with different behaviours. Furthermore, proposed algorithm was 
also able to extract repeating patterns of movement from chaotic time-series data. It 
has also been verified that by using   polynomial regressions to model patterns of 
movement in a localized sub-space   of time-series data, we were able to acquire 
prediction of next movement with a considerably high accuracy. 

As for future works, we would like to extend the algorithm so it can be used to 
predict movement of not only a single chaotic time-series data but for multiple time- 
series data as well. One possibility to achieve this is by implementing a recursive 
clustering method, where the first clustering process will group data from different 
series into a number of groups with comparable behaviour, and the second clustering 
process will be to extract patterns of movement from created clusters in the first step. 
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Abstract. This paper proposes a differential evolution (DE) algorithm that 
combines the strengths of multiple strategies together. The selection of strategy 
and control parameters for each individual happens every learning period. Thus 
the user gains the benefits of different strategies without difficult fine tuning of 
control parameters. The performance of the proposed MDE algorithm is evalu-
ated on well-known benchmark functions and is superior to some other efficient 
and widely used variants of DE. In addition, MDE is applied to optimize both 
weights and biases of a single multiplicative neuron for prediction of DJIA with 
3228 samples. Experiments show its better performance than other methods in 
learning ability and generalization. 

Keywords: Differential Evolution, Evolutionary Algorithm, Single Multiplica-
tive Neuron, Financial Prediction. 

1   Introduction 

Differential Evolution (DE) algorithm is an efficient evolutionary algorithm (EA), 
proposed by Storn and Price, for global optimization in continuous space [1]. DE has 
been widely applied and shown its strengths in many application areas from scientific, 
engineering, to financial [2-3]. DE has three critical control parameters: crossover rate 
(CR), mutation factor (F), and population size (NP), that require a proper setting to 
ensure its performance and convergence. Different proper ranges of CR are suggested 
for different optimization functions. Mutation factor F usually affects the convergence 
speed. NP is normally allowed the user to set to handle the complexity or dimension-
ality of the function. In addition, DE has a number of perturbation methods or muta-
tion strategies developed. Most of them are suitable for different characteristics of 
functions. While some strategies have shown good convergence for unimodal func-
tions, others are advised for complex multimodal functions. This complex task of the 
strategy selection and parameter settings becomes burdens to many practitioners, and 
thus encourages a number of research groups to attempt to automate the chore. 

This paper proposes a simple method of mixing different strategies of DE to pull 
out their benefits. Trigonometric mutation operator, by Fan and Lampinen [4], and 
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two other widely used strategies are first observed. The three strategies and parameter 
CR are self-adapted during the learning period. The proposed multi-strategy DE (or 
MDE) is evaluated using 5 nonlinear benchmark functions widely used in optimiza-
tion literature. Then the algorithm is applied to optimize weights and biases of a sin-
gle multiplicative neuron (SMN) [5] for the prediction of next-day closing index of 
Dow Jones Industrial Average (DJIA) during Jan 1994 to October 2006. The dataset 
are technical indicators computed from the five inputs: daily opening, high, low, clos-
ing indexes and the volume traded each day. The results are compared with those 
from back propagation and conventional DE variants. 

This article is organized as follows. The next section briefly reviews basic under-
standing of the related topics, i.e., DE and SMN for financial prediction. Section 3 
describes the proposed algorithm which is then evaluated with benchmark functions 
in Section 4. Section 5 describes the application in optimizing the SMN for the pre-
diction of DJIA index. Finally Section 6 concludes this work. 

2   DE and Time-Series Prediction with SMN 

This section briefly reviews essential understanding of DE, its adaptation, and the 
financial prediction using SMN optimized with EAs. 

2.1   Differential Evolution and Its Adaptation of Strategies and Parameters 

Differential evolution (DE) is a population-based and directed search method [1]. 
Like other EAs, it starts with a randomly generated initial population of individuals, 
called vectors in DE domain. DE generates offspring by perturbing the solutions with 
a scaled difference of two randomly selected parent vectors. Then the replacement of 
an individual occurs only if the offspring outperforms its corresponding parent. This 
process will be iterated until some stopping criteria such as a maximum number of 
generations or number of objective function calls allowed [2]. There exist many muta-
tion strategies in DE algorithms resulting in different variants, whose names are de-
noted with DE/x/y/z naming scheme [1-2]. The performance of the conventional DE 
algorithm highly depends on the chosen mutation strategy and associated parameter 
values (NP, CR, and F). In the past decade, DE researchers have suggested many 
empirical guidelines for choosing mutation strategies and tuning of the control pa-
rameter. Unfortunately various conflicting conclusions have been drawn with regard 
to the rules for manual configuration. Therefore researchers have developed some 
techniques to avoid such manual tuning. For examples, Qin et al. [6] recently pro-
posed a self-adaptation of five conventional mutation strategies as well as parameters 
CR and F during the learning period. A similar work by Brest et al. [7] also encoded F 
and CR into each vector but randomized and adjusted them with different ranges and 
methods. 

2.2   The Single Multiplicative Neuron for Financial Prediction 

Various neural network models and training algorithms have been used for time series 
prediction [8-9]. Since most financial time-series are nonlinear in nature, multiplica-
tion being the most basic unit of nonlinearities has been a natural choice of models in 
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the artificial neuron model for financial prediction. In this work a single multiplicative 
neuron (SMN) [5] is employed because SMNs are easy to implement by using the 
standard back propagation (BP) learning algorithm and exhibit better performance 
than the multilayered neural networks with special structures [5,8]. The structure of a 
generalized SMN model with learning algorithm is briefly as follow. Let (x1, x2, …, 
xn), (w1, w2, …, wn) and (b1, b2, …, bn) be the input pattern, weights and biases of the 
model, respectively. The output function is the logsig of the operator Ω which is a 
multiplicative operation as in Eq. (1) and u is equal to Ω. 
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Back propagation (BP) algorithm is generally adopted as learning algorithm to train 
the SMP. BP is used to minimize the error function defined in Eq. (2). 
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where dp represent the desired network output for the pth input pattern, and yp is the 
computed output neuron. Using the steepest descent gradient approach and the chain 
rules for the partial derivatives, the update rules for the weights and biases of the 
model are given in Eqs (3) and (4), respectively. 
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where η  is the learning rate parameter that controls the convergence speed. The 
above process is iterative until some termination criteria are met such as the maxi-
mum generations. 

Yadav et al. [5] recently applied SMN to predict a set of well-known time-series 
including a currency exchange rate from 2002 to 2004 (totaling of 800 samples). The 
result has outperformed a multilayer neuron network. Soon after that, Zhao and Yang 
[9] proposed a Particle Swarm Optimization as learning algorithm of SMN for three 
well-known time series prediction problems. Their results outperformed those from 
learning with BP and Genetic Algorithm. 

3   The Proposed Multi-strategy Differential Evolution 

This section describes the proposed multi-strategy DE (MDE) that combines the 
strength of various DE strategies. As discussed in Sections 1 and 2.1, different muta-
tion strategies are suggested depending on the characteristics or complexity of the 
function at hands, which in most cases are usually unknown a priori. In this work, we 
have chosen three common strategies as follows. 

1. The DE/rand/1/bin (RAND) strategy which is the most widely used strategy and 
regarded as the standard DE. RAND is has good exploration ability and is suit-
able for multimodal functions [2-3]. 
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2. The DE/current-to-best/1/bin (CURR2BEST) strategy has demonstrated a good 
convergence for a wide set of functions [2, 6]. 

3. The trigonometric mutation operator (TMO) performs as a rather greedy local 
search [4]. A small value of mutation probability parameter was suggested in [4] 
for a general use to balance the convergence speed (of TMO) and exploration 
ability (of RAND) in TDE. 

This set of strategies is chosen based on an idea that an efficient mix of strategies 
should have diverse characteristics. However, other mixes of various strategies are 
under investigation and are expected to provide a better performance and robustness. 

The structure of DE population in MDE is as illustrated in Fig. 1 that excludes the 
D-dimensional position {x1, x2,… , xD} and the objective function value f of each 
vector. For each vector i, Strategyi indicates one of the available strategies. The cur-
rent number of available strategies in this work (NS) is 3. CRi is set for the corre-
sponding strategy as widely suggested in DE literature i.e., 0.9 for RAND and 
CURR2BEST [1-3,6], and 0.95 for TMO [4]. Parameter F is related to convergence 
speed and most suggested to be randomized within a range of (0, 1+]. In this work, 
the value of Fi is randomized from a uniform distribution within [0.2, 1.1] to cover 
both exploration and exploitation capability. 

Chancei is a probability value determining the chance that vector i chooses one of 
the mutation strategies. At the beginning of evolutionary process, Chancei is initial-
ized equally to 1/NS, where the current NS is 3 in this work. The roulette wheel selec-
tion method is utilized to probabilistically select one of the available strategies based 
on Chancei. For the next generations, all Chancei are recalculated every learning pe-
riod λ as follows. Each vector i has an array Score[]i that continuously collects a flag 
indicating a success or improvement of the vector i’s objective function value fi. That 
is, if at generation g, vector k’s fk has improved after the mutation and crossover op-
eration, Score[g]k is set to 1, and 0 otherwise. This array Score[]i is thus a storage for 
collecting or counting the number of improvement – the f of that vector i has im-
proved – over the learning period. The size of the array Score[]i is limited to the learn-
ing period λ. Windowing scheme is used for Score[]i to let the learning mechanism 
able to keep only the most recent λ-generation information. 

 
Strategy1

CR1

F1

Chance1

Score[]1

Strategy2

CR2

F2

Chance2

Score[]2

StrategyNP

CRNP

FNP

ChanceNP

Score[]NP

…

vector1 vector2 vectorNP  

Fig. 1. The structure of the population in MDE 

For any population-based search and optimization algorithms, maintaining diver-
sity is of great importance. Some strategies to be included in MDE, such as TMO, can 
possess a high convergence. Therefore, the population initialization routine uniformly 
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randomized creates vectors of 5 times of population size (5×NP). Then one of them is 
randomly selected as a real population vector. Each of the remaining vectors is gradu-
ally selected into the population, only if the summation of its Euclidean distances to 
all vectors already in the population is of minimum. This scheme will enhance diver-
sity at the beginning. 

4   Experimentation 

This section describes the experimentation to evaluate the performance of the proposed 
MDE algorithm by using a set of four widely-used benchmark functions for minimiza-
tion. Table 1 illustrates the descriptions of those functions whose global minima are 0. 
The first two functions are unimodal while the remaining two functions are multimodal. 
The experiment will test MDE algorithm using 50 dimensions or decision variables. The 
maximum numbers of function calls (MAXNFC) are limited to 10000D = 500,000. The 
basic statistical results from executing 30 independent runs with different seed numbers 
for random number generator are collected. The results will be compared to those from 
the standard DE/rand/1/bin (CR=0.9, F=0.5) and TDE (CR=0.95, F=0.99). The associ-
ated parameter values are set as widely suggested in literature [1-3]. In all cases, the 
experiment investigates the results for two different values of NP, i.e. 4D and 8D. The 
learning period λ of MDE is set to 50 after a preliminary test of the selected functions 
with varying values of λ from 30 to 70 with a step of 10. 

4.1   Experimental Results 

Table 2 shows the means, standard deviations, the best, and the worst results from 30 
runs of each algorithm for each case. Fig. 2 illustrates averages convergence graphs 
for each case. From the table and the figure, we can observe the following results. 

1. For the simple F1 Schwefel 2.22 function, MDE clearly outperforms both RAND 
and TDE with both NP values tested. This demonstrates a good convergence of 
MDE for functions with a simple landscape. 
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Table 2. Statistical Results for 50 Dimensions 

Function Algorithm NP Mean S.D. Best Worst 
F1 Schwefel 2.22 RAND 200 1.87E-04 5.64E-05 9.77E-05 3.20E-04 
 RAND 400 3.717 1.030 2.466 6.586 
 MDE 200 9.03E-19 3.92E-18 2.49E-26 1.80E-17 
 MDE 400 3.99E-15 1.24E-14 8.88E-18 5.73E-14 
 TDE 200 1.71E-06 4.42E-07 1.04E-06 2.85E-06 
 TDE 400 0.119 0.031 0.071 0.176 
F2 Rosenbrock’s RAND 200 34.316 0.797 32.994 36.467 
 RAND 400 47.561 0.405 46.860 48.346 
 MDE 200 1.046 1.677 1.67E-08 4.034 
 MDE 400 11.913 4.090 3.359 18.948 
 TDE 200 44.537 16.791 34.678 92.721 
 TDE 400 45.718 1.465 43.179 49.186 
F3 Rastrigin’s RAND 200 237.031 19.692 196.060 282.849 
 RAND 400 342.739 12.363 319.394 369.747 
 MDE 200 13.651 3.642 7.960 23.879 
 MDE 400 9.711 3.022 4.974 16.914 
 TDE 200 28.560 47.051 2.985 141.846 
 TDE 400 31.739 55.178 2.024 207.077 
F4 Masters RAND 200 36.821 0.653 35.505 37.788 
 RAND 400 37.342 1.062 35.103 38.447 
 MDE 200 22.805 6.817 10.491 30.645 
 MDE 400 30.410 3.399 20.515 32.878 
 TDE 200 35.901 1.197 31.798 37.169 
 TDE 400 36.132 0.871 34.287 36.739 
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Fig. 2. Average convergence graphs: F1 Schwefel 2.22 and F2 Rosenbrock at the top; F3 
Rastrigin and F4 Masters at the bottom 
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2. For Rosenbrock function (F2) whose global optimum is inside a long, narrow, 
parabolic-shaped flat valley. The convergence to the global optimum has been 
repeatedly used to assess the performance of optimization algorithm. MDE con-
verges much faster than RAND and TDE in average since the beginning. In addi-
tion, MDE can successfully converge near to the optimum in some run when  
using NP=4D, thus resulting in the best value (at 1.67E-8) much better than all 
other algorithms. 

3. For multimodal Rastrigin (F3) and the Masters (F4) functions whose fitness land-
scapes have numerous local optima due to the cosine term, MDE again outper-
forms other algorithms in all indicators but with only one exception. TDE can 
achieve the best values better than that by MDE in a few runs. However a lower 
SD value from MDE indicates MDE’s better robustness than TDE. 

4. Regarding the effects of different NP tested, in nearly all cases, all algorithms 
tested including MDE converge better, in average, when using NP=4D than 
NP=8D. The exception is only at multimodal Rastrigin case for MDE, in which a 
larger population tends to be more better than a smaller population. The effects of 
different population size and the guideline for choosing an optimal population 
size deserve a further investigation. 

5   Financial Time-Series Prediction with SMN 

This section describes an application of MDE in optimizing weights and biases of 
SMN during its learning, which is then used to predict the outputs during testing. The 
dataset is index of Dow Jones Industrial Average (DJIA) from 3 January 1994 to 23 
October 2006, total samples is 3228 trading days. Raw data input are daily opening, 
high, low, closing, and volume traded, which are easily accessible online. 

5.1   Training and Testing of the Prediction Model 

The data are split into two sets – training and testing sets. The training set consists of 
2510 patterns and the rest is set aside for testing [10]. In this experiment, six technical 
indicators reviewed of domain experts [9-10] are computed from the raw data as indi-
cated in the Table 3 and then fed into the SMN. All the inputs are normalized to val-
ues between 0.1 and 0.9. Training of the prediction models is carried out using MDE 
algorithm to optimize six weights and six biases of the SMN, thus 12 decision (or 
objective) variables. The MDE optimization is to minimize the error, E, in eq. (2) 
where in this particular case, dp and yp are the actual and predicted indices, respec-
tively, on day p. Due to stochastic nature of the algorithm, the optimized weight and 
bias values of the model are obtained through 5 independent runs with different seed 
number for random number generator. After each training run, the obtained set of six 
(weight, bias) pairs of the neuron is used for prediction of next-day closing index for 
the test data. The mean absolute percentage error (MAPE) in Eq (5) is used to gauge 
the performance of the prediction model when the testing data are used, 
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where Nt is the number of testing data. Then basic statistical values of obtained 
MAPEs from 5 independent runs are computed for analysis. To compare the perform-
ance of the proposed model, other two DE variants (RAND and TDE) as well as back 
propagation (BP) learning algorithm (in Section 2.2) are also simulated. In this ex-
periment, the learning period λ is 50 generations. Population size (NP) is 50. Maxi-
mum objective function calls (MAXNFC) allowed to learn is 30000 for MDE, TDE, 
and RAND, while standard BP for SMN is allowed to learn up to the same 30000 
generations. For TDE, the mutation probability (Mp) is set to 0.05 as suggested by the 
originators [4]. Learning rate η for BP is 0.7 [8-9]. Each of three DE variants is al-
lowed to execute the same 5 independent runs and the statistical results (of MAPEs) 
are compared to the MAPE from the single run with SMN’s BP. 

Table 3. Selected technical indicators and their formula 

Technical indicators used Formula 
− Exponential moving average (EMA) 

(3 numbers: EMA10, EMA 20, and EMA40) 
(P×A)+(Prev. EMA×(1-A)); A = 2/(1+N), P is current 

price, A is smoothing factor, N is time period 

− Accumulation/distribution oscillator (ADO) 
 

( (Close-Low) – (High-Close) ) / ( (High-Low) × 
(Period’s Volume) ) 

− Relative strength index (RSI) 
 

RSI = 100 – 100/(1+U/D); U is total gain/n, D is total 
losses/n, n is number of RSI period 

− Price rate of change (PROC) 
 

(Today's close - Close X-period ago)
100

Close X-period ago
×  
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Fig. 3. Comparison of learning characteris-
tic for DJIA from different algorithms 

Table 4. Comparison of MAPE of DJIA during 
testing obtained from different algorithms 

Algorithm Best Average Worst S.D. 

RAND 1.72 22.04 74.51 30.02 

TDE 19.92 31.36 34.59 6.40 

MDE 1.61 1.69 1.86 0.11 

BP 1.87     

5.2   Results and Discussions 

The learning characteristics or convergences of four algorithms are demonstrated in 
Fig. 3. Table 4 compares the prediction accuracy using MAPE obtained from the 
algorithms. It can be observed that BP learning quickly converged and got trapped in 
some local optima early at MAPE=1.87. In contrary, RAND and TDE variants gradu-
ally improved their MAPEs similarly. However, RAND tends to provide a better 
result than TDE; this should due to the greediness of TDE that causes less explora-
tion. A smaller value of Mp is expected to improve the results of TDE. Concerning 
the best MAPEs achieved, both RAND and MDE obtained the better values than BP. 
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However MDE achieved a better average MAPE than RAND. The small value of 
S.D. for MDE indicates its robustness in generalization for this prediction experiment. 

6   Conclusion 

Differential Evolution (DE) algorithm has recently gained a strong attention, and has 
been widely used in engineering and scientific optimization community. However its 
robustness and performance depend upon choosing a proper mutation strategy as well 
as associated control parameters. This work proposes the MDE algorithm that com-
bines different efficient DE strategies to gain their advantages. The algorithm is 
evaluated using 5 well-known benchmark functions and compared to the standard 
DE/rand/1/bin and TDE variants. The results have demonstrated that MDE outper-
forms other competitive variants. Then MDE is applied to optimize both weights and 
biases of a single multiplicative neuron for prediction of the next-day closing index of 
DJIA. The results have shown that MDE can provide a better prediction in accuracy 
and robustness than back propagation, standard DE, and TDE. The current works are 
to experiment MDE with more strategies, and to evaluate with a larger set of bench-
mark functions and more time-series datasets. 
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Abstract. The paper deals with a neural-network-based version of sur-

rogate modelling, a modern approach to the optimization of empirical

objective functions. The approach leads to a substantial decrease of time

and costs of evaluation of the objective function, a property that is par-

ticularly attractive in evolutionary optimization. In the paper, an exten-

sion of surrogate modelling with regression boosting is proposed, which

increases the accuracy of surrogate models, thus also the agreement

between results obtained with the model and those obtained with the

original objective function. The extension is illustrated on a case study

in materials science. Presented case study results clearly confirm the

usefulness of boosting for neural-network-based surrogate models.

1 Introduction

For more than two decades, evolutionary algorithms, especially their most fre-
quent representative – genetic algorithms (GAs), are successful in solving dif-
ficult optimization tasks [1,2]. Their popularity is to some extent due to the
biological inspiration, which increases their comprehensibility outside computer
science. Nevertheless, they have also important mathematical properties, such
as the ability to escape a local optimum and continue the search for a global
one, and the ability to do without information about gradients or second-order
partial derivatives. This makes them particularly attractive for the optimization
of empirical objective functions, the values of which cannot be mathematically
calculated, but have to be obtained experimentally, through some measurement
or testing. Indeed, the impossibility to calculate function values makes also cal-
culation of derivatives impossible, whereas measurement errors usually hinder
obtaining sufficiently accurate estimates of them.

Like other methods relying solely on function values, evolutionary algorithms
need the objective function to be evaluated in a large number of points. In
the context of optimization of empirical objective functions, this is quite disad-
vantageous because the evaluation of such a function is often costly and time-
consuming. An area where the trade-off between successful optimization and
costly objective function evaluations plays a crucial role is the computer-aided
search for materials and chemicals optimal with respect to certain properties [3].

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 131–140, 2009.
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Here, evolutionary algorithms are used in more than 90% of optimization tasks,
and the rarely encountered alternatives simulated annealing, simplex method
and holographic search strategy also use solely function values, therefore need-
ing a similarly high number of function evaluations. Testing a generation of
materials or chemicals typically needs several days of time and costs thousands
of euros. Therefore, evolutionary computation here rarely runs for more than
10 generations.

The usual approach to decreasing the cost and time of optimization of em-
pirical objective functions is to evaluate the function only sometimes and to
evaluate its suitable regression model otherwise. That model is termed surrogate
model of the function, and the approach is referred to as surrogate modelling.
Needless to say, the time and costs needed to evaluate a regression model are
negligible. However, it must not be forgotten that the agreement between the
results obtained with a surrogate model and those obtained with the original
function depends on the accuracy of the model.

This paper suggests to increase the accuracy of surrogate models by means of
boosting. Boosting is a popular approach to increasing the accuracy of classifi-
cation, and due to its success in classification, also several methods of regression
boosting have been proposed. However, so far no attempt has been reported to
combine regression boosting with surrogate modelling. Hence, the purpose of the
reported research is basically a proof of concept: to extend surrogate modelling
with regression boosting, and to validate that extension on several sufficiently
complex case studies. One of them is sketched in the paper.

In the following section, basic principles of surrogate modelling and its strate-
gies in evolutionary optimization are recalled, and the importance of feed-forward
neural networks as surrogate models is pointed out. Section 3 recalls a particular
method of regression boosting and elaborates it for multilayer perceptrons. The
application of such a boosted neural network as surrogate model is illustrated
on a case study in materials science in Section 4.

2 Surrogate Models in Evolutionary Computation

Surrogate modelling is a general optimization approach in which the evaluation
of the objective function is restricted to points considered to be most important
for the progress of the employed optimization method [4,5,6,7]. It is most fre-
quently encountered in connection with the optimization of empirical objective
functions, but has been successfully applied also to expensive optimization tasks
in engineering design in which the objective function is not empirical, but its
evaluation is time-consuming [5].

Although surrogate modelling has been applied also to conventional optimiza-
tion [4], it is most frequently encountered in connection with evolutionary algo-
rithms because for them, the approach leads to the approximation of the fitness
function, whose usefulness in evolutionary computation is already known [8,9].
For the progress of evolutionary optimization, most important criteria are on the
one hand points that indicate closeness to the global optimum (through highest
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values of the fitness function), on the other hand points that most contribute to
the diversity of the population.

In the literature, various possibilities of combining evolutionary optimization
with surrogate modelling have been discussed [5,6,7]. Nevertheless, all of them
are controlled by one of these two strategies:

A. The individual-based-control consists in choosing between the evaluation of
the empirical objective function and the evaluation of its surrogate model
individual-wise, for example, in the following steps:
(i) An initial set E of individuals in which the considered empirical fitness

η was evaluated (e.g., individuals forming several first generations of the
evolutionary algorithm).

(ii) The surrogate model is constructed using pairs {(x, η(x)) : x ∈ E}.
(iii) The evolutionary algorithm is run with the fitness η replaced by the

model for one generation with a population Q of size qP , where P is the
desired population size for the optimization of η, and q is a prescribed
ratio (e.g., q = 10 or q = 100).

(iv) A subset P ⊂ Q of size P is selected so as to contain those individuals
from Q that are most important according to the considered criteria for
the progress of optimization.

(v) For x ∈ P , the empirical fitness is evaluated.
(vi) The set E is replaced by E ∪ P and control returns to the step (ii).

B. The generation-based-control consists in choosing between both kinds of eval-
uation generation-wise, for example, in the following steps:
(i) An initial set E of individuals in which the considered empirical fitness

η was evaluated is collected like with the individual-based control.
(ii) The surrogate model is constructed using pairs {(x, η(x)) : x ∈ E}.
(iii) Relying on the error of the surrogate model, measured with a prescribed

error measure (such as mean squared error, MSE, or mean absolute error,
MAE), an appropriate number gm of generations is chosen, during which
η should be replaced by the model.

(iv) The evolutionary algorithm is run with the fitness η replaced by the
model for gm generations with populations P1, . . . ,Pgm of size P .

(v) The evolutionary algorithm is run with the empirical fitness η for a
prescribed number ge of generations with populations Pgm+1, . . . ,Pgm+ge

(frequently, ge = 1).
(vi) The set E is replaced by P ∪Pgm+1 ∪ · · · ∪ Pgm+ge and control returns

to the step (ii).

For empirical objective functions, it is typical to be highly nonlinear. Hence,
nonlinear regression models should be used as surrogate models. A prominent
example are multilayer feed-forward neural networks, more precisely, the non-
linear mappings computed by such networks. Their attractiveness for nonlin-
ear regression in general and for surrogate modelling in particular [8] is due to
their universal approximation capability, which means that linear spaces of func-
tions computed by certain families of multilayer feed-forward neural networks



134 M. Holeňa, D. Linke, and N. Steinfeldt

Fig. 1. Example multilayer perceptron architecture with two hidden layers, used in the

case study presented in Section 4

are dense in some general function spaces [10,11]. In the application domain
of catalytic materials, from which the case study in Section 4 is taken, nearly
all examples of regression analysis published since mid 1990s rely on multilayer
feed-forward neural networks, typically on multilayer perceptrons (MLPs, cf. Fig-
ure 1). In the last edition of “Handbook of heterogeneous catalysis”, more than
20 such examples are listed, as well as several additional, based on radial basis
function networks and piecewise-linear neural networks [12].

3 Boosted Neural Networks

Boosting was originally a method of improving classification accuracy through
developing the classifier iteratively and increasing the relative influence of the
training data that most contributed to errors in previous iterations on its devel-
opment in subsequent iterations [13]. The usefulness of boosting for classifica-
tion has incited its extension to regression [14,15]. In the following, the method
AdaBoost.R2, proposed in [16], will be explained in detail, within an MLP con-
text. Similarly to other adaptive boosting methods, each of the available input-
output pairs (x1, y1), . . . (xp, yp) is in the first iteration of AdaBoost.R2 used
exactly once. This corresponds to resampling them according to the uniform
probability distribution P1 with P1(xk, yk) = 1

p for k = 1, . . . , p. In addition, the
weighted average error of the 1st iteration is set to zero, Ē1 = 0.

In the subsequent iterations (i ≥ 2), the following steps are performed:

1. A sample (ξ1, η1), . . . , (ξp, ηp) is obtained through resampling (x1, y1), . . .
. . . , (xp, yp) according to the distribution Pi−1.

2. Using (ξ1, η1), . . . , (ξp, ηp) as training data, a MLP with nI input neurons
and nO output neurons is trained to compute a mapping Fi : IRnI → IRnO .

3. A [0,1]-valued squared error vector Ei of Fi with respect to (x1, y1), . . .
. . . , (xp, yp) is calculated as
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Ei = (Ei(1), . . . , Ei(p)) =
(‖Fi(x1) − y1‖2, . . . , ‖Fi(xp) − yp‖2)

maxk=1,...,p ‖Fi(xk) − yk‖2
, (1)

where ‖ ‖ denotes the Euclidean norm in IRnO .
4. The weighted average error of Fi is calculated as Ēi = 1

p

∑p
k=1Pi(xk, yk)Ei(k).

5. Provided Ēi < 0.5 , the probability distribution for resampling (x1, y1), . . .
. . . , (xp, yp) is for k = 1, . . . , p updated according to

Pi(xk, yk) =
Pi−1(xk, yk)

(
Ēi

1−Ēi

)(1−Ei(k))

∑p
k=1 Pi−1(xk, yk)

(
Ēi

1−Ēi

)(1−Ei(k))
. (2)

6. The boosting approximation in the i-th iteration is set to the component-
wise median of the mappings F1, . . . , Fi computed by the MLP up to the
i-th iteration with respect to the probability distribution proportional to(

Ē1
1−Ē1

, . . . , Ēi

1−Ēi

)
.

The errors used to asses the boosting approximation are called boosting errors,
e.g., boosting MSE or boosting MAE. For simplicity, also the mapping F1 com-
puted by the MLP in the first iteration is called boosting approximation if boost-
ing is performed, and the respective errors are called boosting errors, although
boosting introduces no modifications in the 1st iteration.

The above formulation of the method deals only with the case Ēi < 0.5. For
Ēi ≥ 0.5, the original proposal of the method in [16] stops boosting. However,
that is not allowed if the stopping criterion should be based on an independent
set of validation data. Indeed, the calculation of Ēi does not rely on indepen-
dent data, but it relies solely on the data employed to construct the Fi. A
possible alternative for the case Ēi ≥ 0.5 is reinitialization, proceeding as in the
1st iteration [17].

In connection with surrogate modelling, two remarks to boosted neural net-
works are appropriate:

A. Boosted neural networks (more generally, any boosted surrogate models) are
only particular kinds of surrogate models and their interaction with evolu-
tionary algorithms in optimization tasks follows the same rules as the in-
teraction of surrogate models in general. In particular in the outlines of
individual-based and generation-based control in Section 2, boosting is al-
ways performed in the step (i).

B. It is important to be aware of the difference between the iterations of boost-
ing and the iterations of neural network training. Boosting iterates on a
higher level, one iteration of boosting includes a complete network train-
ing, which can proceed for hundreds of iterations. Nevertheless, both kinds
of iterations are similar in the sense that starting with a certain iteration,
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over-training is present. Therefore, also over-training due to boosting can
be reduced through stopping in the iteration after which the error on an
independent set of validation data increases. Moreover, cross-validation can
be used to find the iteration most appropriate for stopping.

4 Case Study in Materials Science

The extension of MLP-based surrogate modelling with boosting will be illus-
trated on a case study with data from the investigation of catalytic materials
for the high-temperature synthesis of hydrocyanic acid [18]. It was performed
through experiments in a circular 48-channel reactor. In most of those exper-
iments, the composition of the materials was designed by means of a specific
GA for heterogeneous catalysis [19]. As usually in evolutionary optimization of
catalytic materials, the GA configuration was determined by the experimental
conditions in which the optimization was performed: number of channels of the
reactor in which the materials were tested, as well as time and financial resources
available for those expensive tests. In the reported case study, the algorithm was
running for 7 generations of population size 92, and in addition 52 other cata-
lysts with manually designed composition were investigated. Consequently, data
about 696 catalytic materials were collected.

The MLPs employed as surrogate models had 14 input neurons : 4 of them
coding the material used as support, the other 10 corresponding to the propor-
tions of 10 metal additives belonging to independent variables; output neurons
were 3, corresponding to considered fitness functions (Figure 1).

The most appropriate MLP architectures were searched with cross-validation,
using only data about catalysts from the 1.–6. generation of the GA and about
the 52 catalysts with manually designed composition, thus altogether data about
604 catalytic materials. To use as much information from data as possible, cross-
validation was applied as the extreme 604-fold variant, leave-1-out validation.
The set of architectures within which the search was performed was delimited
by means of the heuristic pyramidal condition: the number of neurons in a sub-
sequent layer must not increase the number of neurons in a previous layer.

To investigate the usefulness of boosting in our case study, the same data were
used and the same set of architectures was considered as for architecture search.
In each iteration of boosting, a leave-1-out validation was performed, and the
boosting MSE calculated in each fold for the catalytic material left out from
training the respective MLP was subsequently averaged over all 604 folds. The
criterion according to which boosting is considered useful for an architecture
was: the average boosting MSE in the 2nd iteration has to be lower than in the
1st iteration. The iteration till which the average boosting MSE continuously
decreased was then taken as the final iteration of boosting.

According to that criterion, boosting was useful for 9 among the 12 considered
architectures with one hidden layer and for 65 among the 78 considered architec-
tures with two hidden layers. For those architectures, basic information relevant
to boosting is summarized in Table 1. In particular, the difference of the average
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Table 1. Architectures for which boosting improved the boosting MSE on the test

data, averaged over the leave-1-out validation, together with the final iteration till

which it was improved, and together with values of boosting MSE [·10−3] in the 1st

and final iteration
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(14,3,3) 2 8.89 8.88 (14,8,5,3) 5 8.54 7.91 (14,12,8,3) 6 8.13 7.85

(14,4,3) 7 8.99 8.86 (14,8,6,3) 14 9.23 8.34 (14,12,9,3) 7 9.91 9.10

(14,5,3) 3 8.17 7.11 (14,8,8,3) 2 7.66 7.53 (14,12,10,3) 2 8.47 8.40

(14,6,3) 3 7.80 7.75 (14,9,3,3) 8 10.24 7.60 (14,12,12,3) 13 8.62 7.31

(14,8,3) 2 7.22 7.20 (14,9,4,3) 2 9.06 8.58 (14,13,3,3) 9 11.43 9.30

(14,9,3) 2 7.95 7.92 (14,9,5,3) 10 8.96 8.13 (14,13,4,3) 2 10.08 8.70

(14,11,3) 3 7.13 7.11 (14,9,6,3) 8 10.94 10.08 (14,13,5,3) 31 9.55 6.74

(14,13,3) 2 12.11 12.03 (14,9,7,3) 5 9.09 8.74 (14,13,6,3) 20 9.55 7.27

(14,14,3) 3 7.38 7.35 (14,10,3,3) 8 10.08 9.00 (14,13,7,3) 7 9.29 8.59

(14,10,4,3) 19 9.63 7.07 (14,13,8,3) 3 8.68 8.14

(14,3,3,3) 2 8.78 8.67 (14,10,5,3) 3 8.78 8.35 (14,13,9,3) 8 9.52 8.19

(14,4,3,3) 19 8.74 7.50 (14,10,6,3) 32 8.69 6.55 (14,13,10,3) 3 8.44 8.22

(14,4,4,3) 11 9.25 8.67 (14,10,7,3) 4 8.63 8.04 (14,13,12,3) 13 9.08 7.60

(14,5,3,3) 5 8.94 8.16 (14,10,10,3) 3 9.70 9.41 (14,13,13,3) 13 8.39 7.41

(14,5,5,3) 3 8.28 7.92 (14,11,3,3) 7 11.30 9.03 (14,14,3,3) 6 11.52 8.89

(14,6,3,3) 8 9.16 8.46 (14,11,5,3) 8 9.81 7.98 (14,14,4,3) 15 9.56 7.13

(14,6,4,3) 3 8.55 8.22 (14,11,6,3) 6 8.69 7.82 (14,14,5,3) 7 10.43 8.82

(14,6,6,3) 3 7.22 7.16 (14,11,7,3) 7 9.59 8.92 (14,14,7,3) 7 9.04 7.87

(14,7,3,3) 5 8.54 7.70 (14,11,8,3) 24 9.18 7.53 (14,14,8,3) 29 9.73 6.65

(14,7,4,3) 5 9.24 8.22 (14,11,10,3) 2 9.28 9.13 (14,14,9,3) 3 9.14 8.48

(14,7,5,3) 2 8.58 8.29 (14,12,3,3) 11 10.94 7.31 (14,14,10,3) 4 9.02 8.18

(14,7,6,3) 5 7.75 7.56 (14,12,4,3) 13 10.80 8.46 (14,14,11,3) 10 8.36 7.96

(14,7,7,3) 4 8.27 7.27 (14,12,5,3) 8 8.97 8.32 (14,14,12,3) 3 8.84 8.54

(14,8,3,3) 17 10.47 8.18 (14,12,6,3) 6 9.18 8.71 (14,14,13,3) 3 9.36 9.06

(14,8,4,3) 6 11.06 9.96 (14,12,7,3) 7 10.11 9.17 (14,14,14,3) 6 8.77 8.18

boosting MSE between the first and final iteration is a measure of accuracy im-
provement of the boosted neural network compared to the classical neural network
trained in the 1st iteration. Moreover, boosting has not improved the accuracy of
neural networks with architectures not listed in Table 1 because for them, the av-
erage boosting MSE in the 2nd iteration was higher than the average MSE of the
classical neural network trained in the 1st iteration.
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Fig. 2. History of the boosting MSE and MAE on the data from the 7th generation of

the GA for MLPs with the 5 architectures included in the validation of boosting

To validate the most promising results of the investigation of the usefulness of
boosting in our case study, data from the 7th generation of the genetic algorithm
were used. The validation included the 5 architectures that were most promising
for boosting from the point of view of the lowest boosting MSE on the cross-
validation test data in the final iteration. According to Table 1, these were the
architectures (14,11,3), (14,10,4,3), (14,10,6,3) (14,13,5,3) and (14,14,8,3) for
which the final iterations of boosting were 3, 19, 32, 31 and 29 respectively. For
each of them, the validation proceeded as follows:

1. In each iteration up to the final, a single MLP was trained with data about
the 604 catalytic materials considered during the architecture search.

2. In each iteration, the boosting approximations of the MLP outputs were
computed.

3. From the values predicted by the boosting approximations for the 92 mate-
rials from the 7. generation of the GA, and from the measured values, the
boosting MSE and MAE were calculated.

The results are summarized in Figure 2. They clearly confirm the usefulness of
boosting for the 5 considered architectures. For each of them, boosting led to an
overall decrease of both considered error measures, MSE and MAE, on new data
from the 7th generation of the GA. Moreover, the decrease of the MSE (which
is the measure employed during the investigation of the usefulness of boosting)
was uninterrupted or nearly uninterrupted till the final iteration of boosting.
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5 Conclusions

The paper dealtwith surrogatemodelling, a modern optimization approach,which
is particularly attractive in evolutionary optimization of empirical objective func-
tions. It proposed to extend surrogate modelling with regression boosting, to in-
crease the accuracy of surrogate models, thus also the agreement between results
obtained with a surrogate model and those obtained with the original objective
function. The proposed extension was elaborated for the important situation when
a function computed by a MLP is employed as surrogate model. Needless to say,
regression boosting is not new, though it is less common than the popular classi-
fication boosting. However, novel is its combination with surrogate models, which
adds the advantage of increased accuracy to the main advantage of surrogate mod-
elling – decreasing the time and costs of optimization.

Theoretical principles of both surrogate modelling and boosting are known,
therefore the main purpose of the reported research was to validate the feasibility
of the proposed extension of surrogate modelling on several sufficiently complex
case studies, one of which was sketched in this paper. The presented case study
results clearly confirm the usefulness of boosting. From the point of view of the
average boosting MSE, the performance of boosted neural networks was better
than the performance of classical neural networks for 74 tested architectures,
whereas the opposite situation occurred only for 16 tested architectures. For the
five most promising architectures, boosting led to an overall decrease of MSE
and MAE on new data from the last generation of the evolutionary algorithm.
If boosting error is measured in the same way as during the investigation of
the usefulness of boosting, i.e. as MSE, then the decrease was uninterrupted or
nearly uninterrupted till the final iteration.

Notice that the error measures MSE and MAE, which were employed in the
case study, take into account only the accuracy of the approximations of the
empirical objective functions by the surrogate models, and not the complexity
of the models. Therefore, one of the main objectives of our future research into
boosted surrogate models is testing the applicability of the Bayesian informa-
tion criterion and the Akaike information criterion in this context. These error
measures take into account model complexity, thus allowing to tune the trade-off
between the accuracy of the neural network approximation and its smoothness.
That testing will be a part of a comprehensive series of tests of boosted neural
networks and their comparison with classical neural networks on several artificial
and real-world data sets.
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Abstract. The delta technique has been proposed in literature for constructing 
prediction intervals for targets estimated by neural networks. Quality of con-
structed prediction intervals using this technique highly depends on neural net-
work characteristics. Unfortunately, literature is void of information about how 
these dependences can be managed in order to optimize prediction intervals. 
This study attempts to optimize length and coverage probability of prediction 
intervals through modifying structure and parameters of the underlying neural 
networks. In an evolutionary optimization, genetic algorithm is applied for find-
ing the optimal values of network size and training hyper-parameters. The ap-
plicability and efficiency of the proposed optimization technique is examined 
and demonstrated using a real case study. It is shown that application of the 
proposed optimization technique significantly improves quality of constructed 
prediction intervals in term of length and coverage probability. 

Keywords: Neural network, genetic algorithm, prediction interval. 

1   Introduction 

A generic neural network model is a non-parametric attempt to model the human brain. 
Composed of many parallel, interconnected computing units, NNs can identify and 
learn the nonlinear dependencies amongst the sets of inputs and outputs. With their 
flexible mathematical structures, they have ability to approximate any nonlinear map-
ping with any arbitrary degree of accuracy (universal approximator). Relying on these 
promising features, researchers have widely applied them in many real-world prob-
lems, including engineering regression and classification problems. Their superiority 
over traditional parametric techniques/models has been reported frequently [1] [2]. 

In the majority of studies and research conducted so far, focus is on developing NN 
models for point prediction, without any indication of its likely accuracy. As systems 
become more and more complex with many interconnected components, uncertainty 
creeps into their operation. Accompanied with uncertainty are probabilistic events 
whose occurrence may result in multiple realities for future of a system. These issues 
negatively affect performance of the NN regression models for predicting future of 
the underlying systems. Degradation of NN prediction performance is more tangible 
when targets are from complex systems including, among others, manufacturing en-
terprises, transportation systems, or airports. One should make note of the fact that  
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negative consequences raised from the stochastic nature of complex systems cannot 
be compensated solely through increasing NN size (neither hidden layers nor neurons) 
or repeating its training procedure. Because NN regression models offer a point esti-
mate without any measure of its accuracy, making decisions based on such prediction 
may spell disaster for different components of large systems. 

To cope with these deficiencies, construction of Prediction Intervals (PIs) for NN 
outputs has been proposed in literature. Mathematically, a prediction interval is a 
random interval that future observations will lie within it with a previously deter-
mined portability called confidence level.  In literature, a variety of methods (from 
different perspectives) has been proposed and examined for constructing PIs for  NNs 
[3] [4] [5] [6] [7] [8]. The focus of this research is on delta technique for constructing 
prediction intervals [3] [4]. Delta technique has its roots in nonlinear regression [9]. It 
interprets and represents NN models as nonlinear regression models. Such interpreta-
tion makes it possible to apply standard asymptotic theory to them for constructing 
PIs. Based on this method, a NN model can be interpreted as a nonlinear mapping, y Φ( , ) ε i 1,2, … , m (1) 

where ε  are assumed to be independently and identically distributed (iid) with va-
riance .The Taylor series expansion of (1) produces the following estimate, y , y Φ( , )  Φ( , ) y ( ) (2) 

According to theories of nonlinear regression, a (1 α)% asymptotic prediction 
interval for y  will be as follows, 

Nomenclature 
All vectors are column vectors and are denoted by boldface letters. 

 The i-th nonrandom m-input vector 
 &   First and second training datasets 

 Test dataset 
W Original set of neural network parameters 

 Optimized set of neural network parameters 
 the true set of NN parameters 
 the set of NN parameters obtained using least square technique y  Neural network scalar output depending on  

Φ(x , ) Nonlinear function of parameterized by  
 Variance of  y Gradient of neural network output with respect to its set of parameters J Jacobian matrix of neural network 

 The standard deviation estimate 
ε  The i-th error term associated with modelling function 

 Regularizer constant t α
 1 α

 quantile of a cumulative t-distribution function with d degrees of freedom 

 Range of the underlying target 
 Set of positive natural numbers 
 Set of positive natural numbers n  Number of neurons in each layer of a NN with L layer n  Upper bound of n  

MSE Mean Squared Error 
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y t  s 1  y (J J) y i 1,2, … , m (3) 

When networks are over-fitted, the Jacobian matrix becomes singular. In case of us-
ing a weight decay regularizer to avoid such a problem ((y y) (y y)  λ w w), 
the PIs will be constructed as follows [4], y t  s 1 y (J J λI) (J J)(J J λI) y i 1,2, … , m. (4) 

Researchers have used (3) and (4) for constructing PIs in different case studies [6,10]. 
Despite reports on successful applications of the delta technique, there are many is-

sues left unarticulated in this domain. One issue, which is in fact the main motivation 
for conducting this research, is that how PIs can be constructed to have the minimum 
length with the highest coverage probability. Coverage probability of PIs has a direct 
relationship with length of PIs: the longer the PIs are, the higher the coverage probabili-
ty is. The perfect coverage probability can be easily achieved through considering ex-
treme values of targets as upper and lower bounds of PIs. Needless to say, such wide PIs 
are useless, as they carry no information about targets’ variation. Based on this argu-
ment, this paper aims at optimizing length and coverage probability of PIs: squeezing 
intervals without compromising their coverage probability. The optimization algorithm 
attempts to select the optimal structure for NN and determine optimal values for some 
parameters leading to narrower PIs without reduction in their coverage.  

The rest of this paper is organized as follows. Section 2 of this paper explains how 
PI construction can be cast in the format of an optimization problem. Section 3 de-
scribes the optimization method and its practical issues. Results for a case study are 
demonstrated and discussed in Section 4. Section 5 concludes the paper with a short 
summary and some guidelines for further research. 

2   Problem Formulation 

Quality of PIs constructed using (4) depends on many factors. Of the significantly 
influential factors are NN size and parameters. Network size indicates number of 
adaptive parameters of NNs which is a function of number of inputs, number of lay-
ers, and number of neurons per layer (in case of a multi-input single-output (MISO) 
network). The direct effects of network size is on Jacobian matrix which appears in 
(4) in the form of (J J λI) (J J)(J J λI) . Dimensionality of the Jacobian ma-
trix is determined by number of network parameters. The Jacobian matrix of NN with 
bigger size has more elements that do smaller networks. Therefore, under equal con-
ditions, wideness of PIs is partially attributable to the dimensionality of the Jacobian 
matrix. 

Length of PIs in (4) also depends on estimation of standard deviation, s. In order to 
minimize PI lengths, one solution is to minimize s as much as possible. While this mi-
nimization may positively contribute to squeezing PIs, it may lead to a serious problem: 
over-fitting. In such a case, the gradient terms in (4) evaluated for not-yet-seen samples 
will quickly jump up. This again will significantly widen PIs. Over-fitting problem can  
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be handled through increasing the value of the regulizer factor (λ). Unfortunately, this 
again will result in wider intervals due to its direct presence in (4). 

A satisfactory tradeoff between the aforementioned conflicting issues can be 
achieved through implementation of an optimization problem. In mathematical terms, 
the optimization problem can be written as follows (for an L layer NN), min, , NMPIL (5) 

Subject to, 1  (6) 

n and n i 1,2,…, L (7) 

1 n n i 1,2,…, L (8) 0 1, (9) 

Normalized Mean Prediction Interval Length (NMPIL) is a measure of length of PIs 
normalized by the underlying target range, 

NMPIL 1m 2 t  s 1 y (J J λI) (J J)(J J λI) yξ  (10) 

Prediction Interval Coverage Probability (PICP) is also computed as follows, 

PICP 1m c  (11) 

where c 1, if the target is covered by PI, otherwise c 0. Constraint (6) guaran-
tees that PICP always remain sufficiently high during optimization process.  is a 
constant (bigger than one) determined by modeler. Constraint (7) is related to the 
number of neurons in different layers of NN model. In (7), an upper bound has been 
considered for number of neurons in each layer. Such an upper bound can be deter-
mined empirically based on the principle that big NNs are highly over-fitted. Term (9) 
constrains range and domain of the regulizer factor. 

3   Optimization Algorithm 

In this section, the optimization method for minimizing (5) while satisfying con-
straints (6)-(9) is described. As some optimization variables are integers, the optimi-
zation function is not continuous and differentiable. Therefore, minimization of (5) 
through mathematical analysis is not possible. Even if possible, because mathematical  
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Fig. 1. The proposed method for developing optimal prediction intervals 

optimization does not explore the parameter space, it is highly likely that they end up 
trapped in local minima. Unfortunately, local solutions are unsatisfactory for prob-
lems where the variation of the fitness function is not monotonous with regard to the 
parameters, as it is in our case. Due to these characteristics, evolutionary techniques 
such as Genetic Algorithm (GA) are the most appropriate search and optimization 
tools. Essentially, GA is a stochastic search algorithm inspired by the mechanics of natural evolution including survival of the fittest, reproduction, cross-over and mutation. The most interesting feature of GA is that it does not evaluate and improve 
a single solution, but analyses and modifies a set of solutions concurrently. The effi-
cacy of GA for solving optimization problems and its superiority has been demon-
strated in literature [11,12]. In literature, GA has been widely used for finding optimal 
structures of NNs with the purpose of minimizing the prediction error [13] [14]. 

With regard to the powerful features of GA and conditions of the underlying prob-
lem, GA is adopted for finding the optimal structure and regulizer factor. The optimi-
zation mechanism of the proposed method can be succinctly described as follows. 
Firstly, data samples are split into three datasets: training dataset 1 ( ), training data 
set 2 ( ), and the test set ( ).  and  are used for training NNs and construct-
ing PIs.  is for evaluation of the optimized NN using not-yet-seen data. An initial 
population is considered for parameters of the interest (number of neurons in first and 
second layer, and the regulizer factor). In the GA loop, Levenberg–Marquardt method 
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is applied for training NN models using . Training is repeated for the whole popu-
lation of candidates. Then, PIs are constructed for  based on the delta technique. 
The fitness function (NMPIL) is computed for each case. Term s in (10) is calculated 
for . If the stopping criteria of the GA are unsatisfied, a new population will be 
generated and the GA loop will be repeated. Exploration of candidate space continues 
until some termination criteria are met. After termination of the GA loop, PIs for 

are constructed using the optimized NN model.  

 

 
 

Fig. 2. Correlation coefficients between point prediction and targets, (left-side), varying num-
ber of neurons while keeping the regulizer factor fixed, (right-side), considering 4 neurons in 
first layer and varying other parameters 

 
Fig. 1 shows the flowchart of the proposed GA based optimization method for 

finding the optimal values of n , n , and λ. The GA termination criterion can be 
reaching a maximum number of iterations, achieving a minimum fitness limit, or 
exceeding a stall limit. 

4   Experiments and Numerical Results 

In this section, numerical tests are conducted to evaluate usefulness and effectiveness 
of the proposed optimization method for minimization of PI length through finding 
the best structure for the NN models and the optimal value for the regulizer factor 
used in (4). The case study is a benchmark dataset frequently used in literature [15]. It 
contains thirteen independent variables and one dependent variable (house price). 
Total number of samples is 506. In the experiment,  and  and contain 50%, 
25%, and 25% of total samples, respectively. All PIs are constructed with 90% confi-
dence.  in (6) has been considered to be 2.The optimization is carried out with a pop-
ulation size of 30 and the stopping criterion as the maximum number of generations, 
which is set to 50. Optimization terminates if there is no improvement for 15  
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Fig. 3. NMPIL evolution through optimization procedure (left-side), and optimal values of 
parameters (right-side)  

 
generations. To avoid any loss of good solutions, the allowed range for  and  is 
considered to be 1,15 . After termination of optimization, the final network is used 
for constructing optimal PIs for the unobserved testing samples ( ). 

It is first shown that point prediction error is always big, regardless of network 
structure and the regulizer factor value. Fig. 2 represents correlation coefficient calcu-
lated for NN estimation and real targets. In the experiment correspond to the left-side 
plot, number of neurons in the first and second layer has been varied between 1 to 10, 
while keeping the regulizer factor fixed at 0.5.In another experiment (the right-side 
plot), quantity of neurons in the second layer and the regulizer factor have been  
varied, while keeping quantity of neurons in the second layer fixed at 4. To avoid 
problems related to initialization, training procedure has been repeated 5 times and 
average results have been reported. The correlation coefficient maximums for two 
experiments are 0.82 and 0.93, respectively. Because these coefficients have a consi-
derable difference with the perfect case, NN point predictions are not much reliable. 
Results clearly indicate that this unreliability is not compensable through changing 
NN structure or parameters. 

PIs are constructed using the delta technique and optimized based on the proposed 
method in the previous sections. Variation of parameters and the fitness function 
during optimization have been represented in Fig. 3. Optimization terminates after 24 
generations. The optimal values for n , n , and λ are 5, 6, and 0.41, respectively. The 
fitness function quickly drops in the early generations of GA and then plagues until 
optimization terminates. The obtained results clearly indicate that optimization of NN 
structure and the regulizer factor has a strong impact on length of PIs. 

The real value of any optimization problem must be verified using unobserved 
samples. Here, samples of  are projected to the optimized NN. Table 1 represents 
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NMPIL and PICP for the first and final (optimized) NNs. These results show that the 
optimization procedure yields considerably narrower PIs (23.05%) without compro-
mising coverage probability of intervals (88.2%). Besides, provided results explicitly 
indicate that generalization capability of NN models has been maintained and even 
improved through the optimization procedure. This is mainly due to the fact that two 
sets have been used during the optimization process. 
 

Table 1. NMPIL and PICP for test samples ( ) 
 

NN Model NMPIL (%) PICP (%) 
Obtained in first generation of GA 29.49 93.70 
Optimized NN 23.05 88.20 

5   Conclusion 

The first conclusion of this paper is that quality of prediction interval is highly af-
fected by neural network structure and training hyper-parameters. Length and cover-
age probability of prediction intervals highly depend on neural network structure and 
the regulizer factor. Therefore, optimization of neural network structure and its train-
ing parameters is essential in order to construct narrow prediction intervals with satis-
factorily high coverage probability. The second conclusion is that such optimization 
cannot be carried out through mathematical analysis, mainly due to non-
differentiability of the fitness function and its non-monotonous variation. Thus, evolu-
tionary techniques such as Genetic algorithm for locating the optimal configurations 
and parameters are the ultimate optimization tool. 

In this study, a new Genetic algorithm based method for constructing optimal  
prediction intervals was developed. Its practicality and effectiveness was demonstrat-
ed through a case study. Given that the computational burden of the optimization 
procedure is reasonably inexpensive, it can be applied in every prediction interval 
construction problem.  There is still work to be done for further examination of the 
proposed method for benchmark datasets and real world case studies, particularly 
manufacturing enterprises. Also work is in progress to improve quality of the con-
structed prediction intervals through a comprehensive optimization of all influential 
factors, including those considered in this study as well as network parameters. 
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Abstract. This paper presents a new hybrid genetic algorithm (HGA) for fea-
ture selection (FS) called as HGAFS. HGAFS incorporates a new local search 
operation that is devised and embedded in HGA to fine-tune the search in FS. 
The proposed local search operation works on basis of the distinct and informa-
tive nature of input features that is computed by their correlation information. 
The aim of using correlation information is to encourage the local search strat-
egy for selecting less correlated (distinct) features. Such an encouragement re-
duces the redundancy of information in the generated subset of salient features. 
We have tested our methods on several real-world datasets and have compared 
the performances with the results of other existing algorithms. It is found that 
HGAFS produces consistently better performances. 

Keywords: Feature selection, local improvement, correlation information,  
fitness value. 

1   Introduction 

Feature selection (FS) is a task of reducing the spurious features from the original 
feature set of a given dataset. Such reduction process ultimately provides the better 
classification performance in the pattern recognition field and generates a subset of 
reduced number of salient features. It is known that FS is basically a search process. 
During searching the spurious features, the approach that depends on the classifier 
performance as the evaluation function in every FS steps, is called as the wrapper 
approach [1] while the approach neglecting such evaluation function, is called as filter 
approach [2]. Furthermore, depending on the selection strategy, searching can be 
categorized into two ways: forward search [3], and backward search [4]. Apart from 
these, there are also some other techniques in FS, which are: ant colony optimization 
(ACO) based search [5] [6], Tabu search, Simulated annealing, and so on.     

Genetic search is a recent development guided by genetic algorithm (GA). The GA 
is biologically inspired and has many mechanisms mimicking natural evolution [7]. It 
has a lot of prospects in science and engineering optimization or in search problems. 
Furthermore, GA can be applicable to FS while the problem has an exponential search 
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space. Though GA or, simple GA (SGA) works well in an exponential search space, it 
suffers by some difficulties such as: inferior solutions caused by premature conver-
gence and poor ability of a fine-tuning near local optimum points [8] [9]. However, to 
get the better solutions in SGAs, integrating the domain-specific knowledge into 
SGA, called hybridizing SGA is necessary.  

In solving the FS task, there are some hybrid GAs (HGAs) (e.g., [8], [9]) where 
different types of strategies have been introduced in their local search operations. In 
[8], the incorporated strategy ripple(r) operation in which 2r-1 times operations are 
necessary to add the significant features or to delete the insignificant features in (or, 
from) the selected subset. The computation of significant features here is based on the 
trained classifier which shows the expensive computational cost. On the other hand, 
measurement of mutual information (MI) between each pair of features is the main 
adopted technique in [9] which is also suffered by expensive computation.  

As an alternative, this paper proposes a new local search operation in HGA for FS, 
called as HGAFS that is based on the observation of feature space. In this regard, 
computation of correlation information is performed to find the relationships between 
features so that HGAFS can select the distinct and informative features for the pattern 
classification. The goal of using correlation information is to encourage the search 
strategy for selecting less correlated (distinct) features. Such encouragement ulti-
mately reduces the redundancy of information in the generated subsets.  

A restricted random scheme is also proposed in HGAFS to decide the number of 1-
bits (i.e., number of selected features) in individual chromosome of the population set. 
Such scheme encourages deciding the number of 1-bits in a reduced form. In FS task, 
it is reasonable in the sense that reduced number of 1-bits ultimately decides the re-
duced size of subsets. Finally, it can be said that the proposed new local search strat-
egy provides the faster convergence and has an ability to generate reduced subsets of 
salient features by using its fine-tuning search capability. 

The rest of this paper is organized as follows. In Section 2, details of proposed 
HGAFS are discussed. Experimental results and comparison to other algorithms are 
reported in Section 3. A short conclusion with few remarks is given in Section 4. 

2   Proposed Hybrid GAs for Feature Selection 

In this paper, the proposed HGAFS consists of two new techniques which are: (a) a 
random scheme for deciding the number of 1-bits in the chromosome distributions, 
(b) a new local search operation that improves the quality of newly generated off-
springs. The above two contributions put impact positively on the final outcomes of 
HGAFS. Now, the pseudo-code of the local search operation proposed in HGAFS, 
which can be applicable for a single offspring at a time, is outlined as follows,  
 

local-improvement(offsp)  /* offsp: a offspring */ 
{ 
  put features of 1-bits in offsp into X; 
  compare X with D and S groups; /* D: dissimilar group ; S: similar group */ 
  divide X into Xd and Xs accordingly; 
  switch{ 
   )();(: ξδξδ −−>< sXremdXaddsXanddXcase  
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)();(: sXadddXremsXanddXcase −−<> ξδξδ  

/* for better understanding see Section 2.2 */ 
} 
set 1-bits of Xd and Xs in X accordingly; 
set features of 1-bits in X to offsp; 
set rest of bits in offsp to be 0; 

} 
 

In HGAFS, there are some fundamental steps which can be explained as follows, 
 

Step 1) Initialize a feature set N of n features, a subset K of k salient features, and a 
population set P of c chromosomes. Encode the each string of the chromo-
some set by binary digits representing the value 1 and 0. The value 1 and 0 
represent a feature selected and not selected, respectively. Decide the number 
of 1-bits in each c according to the value of k which can be determined by 
following Section 2.1. 

Step 2) Measure the fitness value of chromosome c in P sequentially using feed-
forward three layered neural network (NN) training classifier which can be 
expressed as,  

 

)1(*100)( TERcChrom −=γ                                        (1) 

Here, TER refers to the testing error rate of the NN on the testing dataset.  
Step 3) Perform the conventional 1-point crossover operation [11] by using the con-

ventional rank-based selection procedure [11]. In this case, follow the cross-
over probability which is defined by user previously. 

Step 4) Perform mutation operation according to the conventional scheme [11] over 
the whole chromosome set in P by following the earlier user defined muta-
tion probability. 

Step 5) Perform the local-improvement operation upon one generated offspring ac-
cording to the proposed strategy described in Section 2.2. Repeat the same 
operation until all generated offsprings are covered.   

Step 6) Replace the chromosomes of lowest rank order in P by the new local im-
proved offsprings. 

Step 7) Check the current generation whether it is equal to the predefined total num-
ber of generation T, then continue. Otherwise, Go to Step 2). 

Step 8) In order to locate the best chromosome that signifies the desired subset of 
salient features, follow the same procedure that mentioned in [13]. In this 
case, we select the best chromosome of each generation which is compared 
with the best chromosome of the previous generation. 

HGAFS uses the constructive NN training classifier to compute the fitness of the 
individual chromosomes. Constructive strategy tries to adjust the suitable number 
hidden neurons in the hidden layer during training that enhances the classification 
capability of NN as well. The details description of such strategy can be found in [10]. 
The following section gives more details about the different components of our  
proposed algorithm. 
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2.1   Determination of Subset Size 

In HGAFS, deciding the size of salient feature subset fully depends upon the number 
of 1-bits (k) in the final best chromosome. It should be noted that the value of k in 
each chromosome once is decided must be fixed up to the final state of FS process. 
However, if the value of k in each chromosome is too high or, too low then the fitness 
value may degrade. Thus, by considering the both issues we propose a modified 
scheme from [13], called restricted random scheme. The aim of such scheme is to 
maintain the value of k in a reasonable range while designing the chromosome set 
which can be described by two ways: 

Firstly, the probabilistic value of k in a bounded region can be defined as, 
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Here, ψ is define by ε of n. Specifically, ε is a user specified parameter and its value is 
set here up to [0.15, 0.4] depending on the number of n of different datasets. The 
reason is that, if ψ≈n then the search space for finding the salient feature subset be-
comes larger which may cause the high computational cost as well as the ineffective 
subsets.  

Secondly, arrange all the possible values of P(k) to the conventional “roulette-
wheel selection” scheme [11] to achieve the value of k consistently.  

However, in HGAFS, generating the subset is actually maintained by a predeter-
mined range in between 2 to 12 for its size. On basis of this assumption, the value of ε 
is determined. 

2.2   Local Improvement Operation 

In HGAFS, the local improvement operation requires the computation of correlation 
information of features to find the relationships between features. Therefore, HGAFS 
can detect the distinct and informative features easily. The following four steps de-
scribe the proposed local improvement operation. 

i) Measure the correlation (degree of relationships) between different features of a 
given training set using the well-known Pearson product-moment correlation coeffi-
cient computation. The correlation coefficient rij between two features i and j is, 
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where xi 
and xj are the value of features i and j, respectively. The variables 

ix and 
jx  

represent the mean values of xi 
and xj, averaged over p examples. After computing rij 

for all possible combinations of features, HGAFS attempts to compute the correlation 
of each feature i as, 
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Thereafter, all features n are arranged by ascending order according to their correla-
tion values.  

ii) HGAFS then creates two groups. One group contains the first n/2 features, 
called as dissimilar (D) group, while the other group contains the remaining n/2 fea-
tures, called as similar (S) group. Now, the first feature of both groups is the least 
correlated (most distinct) among the other features of each individual group. 

iii) Perform the local operation upon the newly generated offspring. During this 
operation, distinguish the number of 1-bit in one set X. Then, compare each element 
of X with the element of D and S. Thus, two subsets Xd and Xs are ultimately formed 
where those contains the features of D and S, respectively. 

iv) Decide that, Xd and Xs always keep a number of features, say, δ and ξ, respec-
tively. Here, δ is equal to µ of k whereas ξ is to be (1-µ) of k. For this, it is necessary 
to adjust the above quantities in every step. Since, our motivation is to provide more 
distinct features to the offspring set, therefore, µ here is set to 0.65. However, compare 
the current |Xd| and |Xd| with δ and ξ, respectively to be made the following two  
decisions, 

(a) )();( ξξδδ −>−< sXremsXifdXadddXif  

(b) )();( sXaddsXifdXremdXif −<−> ξξδδ  

Here, add and rem operations are performed according to the distinctness of features 
from D and S groups. Specifically, add() indicates to add more distinct features com-
paring to the current ones in Xd or Xs whereas rem() specifies to be removed more 
similar (or, less distinct) features comparing to the present ones in Xd or Xs.  

3   Experimental Setup 

HGAFS was applied to four real-world benchmark datasets to evaluate its perform-
ance. The datasets are: breast cancer (BCR), glass (GLS), vehicle (VCL), and sonar 
(SNR) and the details description of these datasets can be found in [14]. The charac-
teristics of the datasets and their partitions are shown in Table 1. Each experiment was 
carried out 20 times and the presented results are the average of these 20 runs. The 
performance of HGAFS was evaluated in terms of the number of selected features (ns) 
as well as classification accuracy (CA). All experiments were done in Pentium-core 2 
duo, 2.66 GHz personal computer.  

In this study, we used a number of user specified parameters and their values are 
decided in some certain ranges. For example, (a) population size=[20,40], (b) cross-
over probability=0.06, (c) mutation probability=[0.03,0.05], and (d) genera-
tion=[20,40]. There are also some other parameters used in NN training while the 
string of each chromosomes is evaluated. The initial connection weights for an NN 
were randomly set to [-1.0, 1.0]. The learning rate and momentum term were set to 
[0.1, 0.2] and [0.5, 0.9], respectively. The number of partial training epochs of NN 
was chosen between [10, 70]. The NN training was conducted by the well-known BP 

(4) 
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algorithm [12]. We conducted one additional set of experiments to investigate the 
performance of the original all features using constructive NN training classifier. 

In course of measuring the fitness value of individual chromosomes, the total  
examples of the respective dataset were partitioned into three sets. The first 50% 
examples was selected as a training set to train the NN, the second 25% examples as 
the validation set to check the condition during training, and the last 25% as the test-
ing set to test the NN.  
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Fig. 1. Generation process of glass   Fig. 2. Variation between subset sizes and fitness values in 
dataset for a single run                      different runs 

 

3.1   Experimental Results 

Table 2 shows the average results of using all features and of selected features (ns) by 
HGAFS. The classification accuracy (CA) in the table refers to the percentage of 
correct classification by the trained NN on the testing set. It is seen that a small num-
ber of features from the original feature set was selected by HGAFS. For instance, in 
case of sonar dataset, HGAFS selected 5.35 features on average from a set of 60 fea-
tures. This indicates that HGAFS could find a reduced number of salient features. The 
positive effect of a small number of features can be seen when we look the CA. For 
example, the vehicle dataset, the CA of all features was 58.77%, when it was 75.79% 
with 4.40 features. HGAFS also exhibits good results for other datasets.  

Furthermore, the use of ns causes a small standard deviation (SD) as presented in 
the Table 2 for each entry. The low SDs refer to the robustness of HGAFS which is 
indeed the consistency of an algorithm under different initial conditions.  

In order to observe how the generation process of HGAFS progresses, Fig. 1 shows 
the whole scenery of glass problem for a single run. It is seen that average fitness 
value of the population is being varied while the generation increases. The circle 
indicates that the maximum average fitness was achieved at that point. The complete 
information of that point is: the generation number is 13, subset size is 3, and the CA 
of that subset is 83.02%. In contrast, Fig. 2 exhibits the variation curves between the 
subset size and CAs in total 20 runs. Thus, it can be assumed that the performance of a 
subset is roughly dependent on its size.  

3.2   Comparison with Other Works 

In this context, the obtained results of HGAFS on four datasets are compared with the 
results of different FS algorithms. Three well-known algorithms HGAFSH[9], 
GPFS[13], and ICFS[3] are chosen for comparison. The results are summarized in 
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Table 3. Since, the different algorithms were evaluated in different experimental set-
ups; therefore, we cannot compare the results of HGAFS completely with other algo-
rithms until the all experiments are performed in the same experimental setup.  

 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
Table 3 shows the comparisons between HGAFS and other algorithms on basis of 

average percentage of CAs and average number of ns. Now, the comparative studies in 
between HGAFS and other algorithms for four datasets are stated below. 

Cancer: The number of ns in HGAFS is lower than ICFS but comparable with GPFS. 
In contrast, the overall performance is better than the others.  

Glass: HGAFS outperforms HGAFSH and ICFS significantly in every event. HGAFS 
drastically reduces the original feature set and optimally generates a reduced number 
of salient feature subset resulting better CAs.  

Table 2. Average results of BCR, GLS, VCL, and SNR datasets. SD refers standard deviation 

Avg. results with all features Avg. results with selected features Datasets 
CA (%) SD No. of feature SD CA (%)  SD 

BCR 97.60 0.002 3.25 1.17 98.55 0.006 
GLS 71.51 0.046 3.45 1.07 81.04 0.021 
VCL 58.77 0.152 4.40 1.15 75.79 0.009 
SNR 70.87 0.092 5.35 2.21 85.87 0.037 

Table 1. Characteristics of datasets 

Partition sets Datasets Features Classes Examples
Training Validation Testing 

BCR 9 2 699 349 175 175 
GLS 9 6 214 108 53 53 
VCL 18 4 846 424 211 211 
SNR 60 2 208 104 52 52 

Table 3. Comparisons between HGAFS, HGAFSH[9], GPFS[13], and ICFS[3]  

Comparisons Datasets  
HGAFS HGAFSH GPFS ICFS 

No. of features 3.25 -- 2.23 5.00 BCR 
Class. acc. (%) 98.55 -- 96.84 98.25 
No. of features 3.45 5.00 -- 4.50 GLS 
Class. acc. (%) 81.04 65.51 -- 65.19 
No. of features 4.40 11.00 5.37 -- VCL 
Class. acc. (%) 75.79 76.36 78.45 -- 
No. of features 5.35 15.00 9.45 -- SNR 
Class. acc. (%) 85.87 87.02 86.26 -- 
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Vehicle: In terms of number of ns, HGAFS achieved a few number of features com-
paring to HGAFSH and GPFS while in case of CA, it is comparable to those algo-
rithms. 

Sonar: HGAFS achieved a few number of ns comparing to HGAFSH and GPFS. But 
in case of CA, it is reasonable or comparable to those algorithms.  

4   Conclusion 

This paper proposes a new local search approach in HGA for FS that is based on the 
observation of feature space. Computation of correlation information of features was 
used to recognize the distinct and informative features which were utilized later in the 
local search operation of HGAFS. Thus, the proposed local search operation helps to 
reduce the redundancy of information in the generated subset. In contrast, a restricted 
random scheme was incorporated to decide the number of 1-bits in individual chro-
mosome of a population set which is reasonable in the sense that reduced number of 
one decides the reduced size of subsets.  

In HGAFS, neither the computation of training based classifier nor the computa-
tion of mutual information between a pair of features is taken into account for its local 
search operation. Apart from these both issues HGAFS achieves a faster convergence 
and fine-tuning in local optimum points during FS.     

Extensive experiments have been carried out in this paper to evaluate how well 
HGAFS performed on different real-world datasets in comparison with other promi-
nent FS algorithms. In almost all except some few cases, HGAFS outperformed the 
others in terms of the number of selected features and classification performances. 
The results of the low SDs of the CAs exhibit the robustness of this algorithm.  

Since the focus of this paper is to present the fundamental ideas and technical de-
tails of HGAFS, the detailed comparisons with other algorithms using rigorous statis-
tical methods are left as the future work.  
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Abstract. Over the years, various evolutionary approaches have been proposed 
in efforts to solve the facility layout problem (FLP). Unfortunately, most of 
these approaches are limited to a single objective only, and often fail to meet 
the requirements for real-world applications. To date, there are only a few 
multi-objective FLP approaches have been proposed. However, they are im-
plemented using weighted sum method and inherit the customary problems of 
this method. In this paper, we propose an evolutionary approach for solving 
multi-objective FLP using multi-objective genetic algorithm that presents the 
layout as a set of Pareto optimal solutions optimizing both quantitative and 
qualitative objective simultaneously. Experimental results obtained with the 
proposed algorithm on test problems taken from the literature are promising. 

Keywords: Multi-objective facility layout problem, Pareto optimal solutions, 
Quantitative objective, Qualitative objective. 

1   Introduction 

FLPs deal with arranging a given number of facilities (departments) on the factory 
floor of a manufacturing system to meet one or more objectives. These objectives 
may include minimizing the total cost of transporting materials (material handling 
costs) or maximizing adjacency requirement between the facilities. In essence, FLP 
can be considered as a searching or optimization problem, where the goal is to find 
the best possible layout. Traditionally FLP has been presented as a Quadratic As-
signment problem (QAP) to find the best assignment of n facilities to m locations, 
where the number of facilities and locations must be equal. It is well known that QAP 
is NP-complete category due to the combinatorial function involved and cannot be 
solved for large layout problems. Despite its popularity, QAP is a difficult problem to 
solve using traditional optimal algorithms [1]. 

During the last decades many different methods have been developed to solve FLP 
with genetic algorithms (GAs). However, most of the researches in this field are gen-
erally concerned with a single objective, either qualitative or quantitative feature of 
the layout. By contrast, practical layout problems are multi-objective by nature and 
they require the decision makers to consider a number of criteria involving both quan-
titative and qualitative objectives before arriving at any conclusion. A solution that is 
optimal with respect to a given criterion might be a poor candidate for some other 
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criteria. Hence, the trade-offs involved in considering several different criteria pro-
vide useful insights for the decision makers. Surprisingly, the research in this impor-
tant field has been scarce when compared to the research in single criterion. 

Although dealing with multiple objectives has received attention over the last few 
years [2,3,4,5], to our knowledge these approaches are still considered limited, and 
mostly dominated by the unrealistic aggregation of preferences method, popularly 
known as weighted sum method. In this method, multiple objectives are combined 
into a single scalar objective using weighted coefficients. However, there are several 
disadvantages of this technique [6]. First, as the relative weights of the objectives are 
not exactly known in advance and cannot be pre-determined by the users, the objec-
tive function that has the largest variance value may dominate the multi-objective 
evaluation. As a result, inferior non-dominated solutions with poor diversity will be 
produced. Second, the user always has to specify the weight values for functions and 
sometimes this will not have any relationship with the importance of the objectives. 
Third, a single solution is obtained at one time. If we are interested in obtaining a set 
of feasible solutions, it has to be run several times. This also, is not a warranty that the 
solutions obtained in different runs are different. More importantly, since the selection 
of objective weights is critical in designing layout having multiple objectives, the 
objective weights therefore play an important role in the design process. In practice, it 
is selected randomly by the layout designer based on his/her past experience that 
restricts the designing process completely designer dependent and thus the layout 
varies from designer to designer. To overcome such difficulties, Pareto-based evolu-
tionary optimization has become an alternative to classical weighted sum method. 
Goldberg [7] first proposed this approach and it explicitly uses Pareto dominance to 
determine the reproduction probability of each individual.  

This paper presents a multi-objective evolutionary approach for FLP to find a set 
of Pareto optimal layout solutions optimizing both quantitative and qualitative objec-
tives. In this work, we have used the Non-dominated Sorting Genetic Algorithm 2 
(NSGA 2) proposed by Deb et. al. [8]. The goal of this proposed multi-objective FLP 
approach is to find as many different potential layouts as possible, each of which is 
near optimal and is not dominated by consideration of a particular objective. In an 
attempt to address multiple objectives simultaneously in this work, we apply material 
handling costs and closeness relationship among various departments as quantitative 
and qualitative objective respectively. 

The paper is organized as follows. Section 2 explains the concept of multi-
objective optimization and Pareto-optimal solution. Section 3 describes the related 
works on FLP. Section 4 justifies the necessities of multi-objective evolutionary FLP 
algorithm. The implementation of multi-objective FLP algorithm is presented in Sec-
tion 5. Experimental results are presented and analyzed in Section 6, followed by the 
conclusions in the final section. 

2   Multi-Objective Optimization and Pareto Optimal Solution 

In the world around us, there are few problems concerned with a single value or ob-
jective. Instead, most problems involve multiple objectives and constraints that often 
conflict with each other. For such multi-objective optimization problems (MOOP), 
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these conflicts have to be met or optimized before any adequate solution is reached. 
However, it is rarely the case that a single solution can simultaneously satisfy all the 
existing objectives. Therefore, when dealing with MOOPs, we normally look for the 
trade-offs rather than a single solution. In order to generate these trade-off solutions, 
an old notion of optimality called Pareto-optimum [9] is normally adopted. In a 
MOOP, a solution x(1) is said to dominate the other solution x(2), if both the following 
conditions are true: (1) The solution x(1) is no worse than x(2) in all objectives, and (2) 
the solution x(1) is strictly better than x(2) in at least one objective.  

For a given finite set of solutions, we need to perform pair-wise comparisons to 
find out which solutions dominate and which are dominated by each other. From 
these comparisons, we can find a subset of the finite set of solutions such that, any 
two solutions of which do not dominate each other and all the other solutions of the 
finite set are dominated by one or more members of this subset. This subset is called 
the non-dominated set for the given set of solutions. Unfortunately the use of this 
concept almost always gives not a single solution but a set of solutions, which is 
called the Pareto-optimal set. 

3   Related Works 

The FLP has been extensively studied over the last few decades and a wide variety of 
approaches have been proposed. Traditionally, these approaches have been divided 
into two categories [10]: optimal and suboptimal. The optimal methods such as the 
branch-and-bound and cutting plane algorithm have been successfully applied to FLP 
when the number of facilities is less than 15. However, as the number of departments 
is larger than 15, QAP has been validated to be an NP-complete problem and its com-
putational time is exponentially increased [1].  

FLP is one of the truly difficult ill-structured, multi-criteria and combinatorial op-
timization problems. In recent years, a lot of sub-optimal and intelligent techniques 
have been developed to cope with this type of problems. Most of these approaches 
belong to heuristic ones such as simulated annealing [11], tabu search [12], and GAs 
[13, 14]. During the past three decades, numerous heuristic methods have been devel-
oped to obtain some good, rather than optimal, solutions for layout problems. How-
ever, Generally speaking, GAs outperform other heuristic methods [1]. GAs have 
been widely implemented to solve combinatorial optimization problems and are con-
sidered to be a robust approach by accompanying them with artificial intelligence [9]. 
Comprehensive surveys of the different approaches to FLPs are found in [10,15]. 

4   Importance of Multi-Objective FLP 

Historically, FLPs have been solved only for one goal, either quantitative or qualita-
tive aspect of the layout. Quantitative approaches involve primarily the minimization 
of material handling costs between various departments. More specifically, it tries to 
minimize the sum of distance among all facilities multiplied by the corresponding 
flows. Qualitative approaches used the closeness rating scores to indicate the desired 
relative “closeness” requirement for two departments to be next to each other. Here 
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the goal is to maximize the total closeness ratings among all departments. The close-
ness ratings are; A (absolutely necessary), E (essentially important), I (important), O 
(ordinary), U (un-important) and X (undesirable), to indicate the respective degrees of 
necessity that any two given departments be located close together. 

In real-world FLPs, it is often necessary to optimize both quantitative and qualita-
tive criteria simultaneously. In general, the minimization of the total material handling 
costs is often used as the optimization criterion in FLP. However, the closeness rating, 
hazardous movement or safety, and the like are also the important criteria in FLP. 
Many researchers have questioned the appropriateness of selecting a single-criterion 
objective to solve FLP because qualitative and quantitative approaches each have 
advantages and disadvantages [4]. The major limitations on quantitative approaches 
are that they consider only relationships that can be quantified and do not consider 
any qualitative factors. The shortcoming of qualitative approaches is their strong 
assumption that all qualitative factors can be aggregated into one criterion. In essence, 
FLPs fall into the category of a MOOP. 

Accordingly, it is desirable to generate many near-optimal layouts considering 
multiple objectives according to the requirements of the production order or customer 
demand. Then, the production manager can selectively choose the most demanding 
one among all of the generated layouts for specific order or customer demand. On the 
other hand, if multiple objectives conflict with each other, then the production man-
ager does not need to omit any required objective. Based on the principle of multi-
objective optimization, obtaining an optimal solution that satisfies all of the objectives 
is almost impossible. However, it is desirable to obtain as many different Pareto-
optimal layout solutions as possible, which should be non-dominated, converged to, 
and diverse along the Pareto-optimal front with respect to these multiple criteria. 

5   The Proposed Pareto Optimal Based Approach 

5.1   Chromosome Representation 

In this study, a form of direct representation for strings is used. The solution is repre-
sented as a string of integers of length n, where n is the number of facilities. The inte-
gers denote the facilities and their positions in the string denote the positions of the 
facilities in the layout. For example, the following assignment of the 8/8 problem 

7  6  5  3 
8  4  1  2 

will be represented by the solution string  7  6  5  3  8  4  1  2. 

5.2   Fitness Evaluation and Selection Scheme 

As discussed early, there are two approaches in facility layout algorithms: minimize 
the distance-based objective function value (quantitative approach), and maximize the 
adjacency-based objective function (qualitative approach). In this work, we separately 
utilized both of these as objectives. The first fitness function, total material handling 
cost, is based on quantitative model. This function is subject to minimization, and 
measured as  
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The second fitness function, the closeness rating score, is based on qualitative model. 
This function is subject to maximization, and measured as  
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The numerical values used for the closeness ranking values are: A=6, E=5, I=4, O=3, 
U=2, and X=1. After performing all these operations, a non-dominated sorting strat-
egy employing the crowding-distance assignment [8] is performed to achieve the 
elitisms for the next generation. 

5.3   Crossover and Mutation Operation 

The chromosome representation in this multi-objective FLP is different from that of 
the conventional GA. As a result, the direct application of the traditional genetic op-
erators may create an illegal solution. Hence, some problem-specific genetic operators 
are required. We follow the concept described by Suresh et. al [16] for crossover 
operation. It may be noted that this crossover maintains partial structure of the parents 
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to a large extent than by the existing crossover operations such as PMX, OX and CX 
[16]. Mutation provides and maintains diversity in a population. In our approach, two 
genes are picked up randomly and then they exchange their positions. As a result, the 
resultant chromosomes are legal and no repair is required. 

6   Experimental Results and Discussion 

Until now, almost all FLP algorithms try to optimize single criteria only (mainly 
minimizing the material handling cost). Though few multi-objective FLP approaches 
can be found in the literature, all of these existing approaches employed weighted 
sum approach. And to our knowledge, there are no published paper for the Pareto 
optimal solution. Therefore, to evaluate our proposed algorithm, first we compared 
the material handling costs obtained by our approach with the existing single objec-
tive approaches to justify its capability to optimize this cost. Then we demonstrated 
its performance as a multi-objective evolutionary FLP algorithm by optimizing mate-
rial handling cost and closeness rating score. Note that, for both cases we have used 
the same results achieved by our approach.  

 
Table 1. Comparison with existing algorithms 

 
To evaluate the proposed multi-objective FLP approach, we run the algorithm on 

various benchmark data. The 6, 8, 12, 15, 20 and 30 facility problem (naug6, naug8, 
naug12, naug15, naug20, naug30) formulated by Naugent et al. [17], the 6 and 8 
facility problem proposed by Dutta and Sahu (ds6, ds8) [18], the 9 facility problem 
(ct9) used in [19], the 6 and 8 facility problem (singh6, singh8) proposed in [2], and 
42, 72 and 100 facility problem (sko42, sko72, wil100) available in the web [20] are 
used here. As discussed above, very few benchmark problems are available for multi-
objective FLP, particularly, in the case of closeness rating score. Thus, the authors 
have themselves created their own data sets for closeness rating score. The experi-
ments are conducted using 50 chromosomes and 40 generations for up to 15 facility 
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(289.36) 

289 
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15 479 575 
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20 1014 1285 
1384 
(1400.4) 
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(1436.3)
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(1287.38) 
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(1290.5) 

1286 
(1290.6) 

30 2238 3062 
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3161 
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3326 
(33269 

3062 
(3079.32) 

3064 
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3062 
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 Pareto Optimal Based Evolutionary Approach 165 

problem, where as 100 chromosomes and 80 generations for more than 15 facility 
problem. The probabilities of crossover and mutation are 0.9 and 0.3 respectively. 
Each benchmark problem is tested for thirty times with different seeds. Then each of 
the final generation is combined and a non-dominated sorting is performed to consti-
tute the final non-dominated solutions. 

Table 2. Comparison of the material handling cost obtained by various evolutionary methods 

Problem n SA TS GAs Proposed Approach 
naug30 30 6128 6150 6202 3062 
sko42 42 NA 15866 15982 15796 
sko72 72 NA 66920 67160 66034 
will100 100 274022 NA 275290 273988 

6.1   Single Objective Context 

In Table 1, the performance of the proposed approach is compared with some existing 
algorithm in term of material handling cost. This table is partially cited from [1] and 
value in the parenthesis represents the average objective function value. From this 
table, it can be easily found that the proposed FLP algorithm is capable in producing 
near-optimal values for the test problems. As indicated in the table, the performance 
of the proposed approach is superior or equivalent to other approaches and match up 
with most of the best-found solutions; although some other algorithms may achieve 
this value. In case of naug12, it achieves the new best-found material handling cost. 
Only exception is in the case of naug20 problem, where it fails to achieve the best-
known result by a slight margin. Also, in some cases, the average results obtained by 
the proposed algorithm are a little higher than that of some existing algorithms. De-
spite that it should be mentioned that all the compared algorithms are designed for 
single objective only, and the main goal of our proposed algorithm is to find trade-off 
solutions for multi-objective FLP, which is very rare in literature. Also, according to 
the Pareto optimal theory, the final and average value may be influenced by the pres-
ence of other objective (closeness rating score). While considering this, the overall 
performance of the proposed approach is very promising for all the problems. 

Table 3. Results of Test Problems 

Material Handling Cost Closeness rating Score Problem 
Best Average Best Average 

ds6 96 96.8 48 43.40 
ds8 179 209.84 82 70.3 
ct9 4818 4822.9 90 74.79 
singh6 94 98.28 48 40.48 
Singh8 179 199.84 82 73.1 
naug30 3062 3081.02 292 254.05 

 
We also perform experiments to compare our proposed evolutionary FLP algo-

rithm with some existing evolutionary FLP approaches to justify its efficiency as  
an evolutionary approach. Table 2 summarizes the material handling cost in compari-
son with these methods for naug30, sko42, sko72, wil100 problems. The column 
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headings, SA, TS and GAs indicate simulated annealing, tabu search and genetic 
algorithm based approaches respectively. This table is partially cited from [21]. From 
the table, it can be found that the proposed approach clearly outperforms the other 
evolutionary approaches by a significant margin. 

6.2   Multiple-Objective Context 

MOEAs do not try to find one optimal solution but all the trade-off solutions, and deal 
with two goals - finding a set of solutions as close as possible to the Pareto-optimal 
front and as diverse as possible. Table 3 shows the performance statistics of the evolu-
tionary multi-objective FLP in the context of material handling cost and closeness 
rating score. All the results for these problems available in the literature used 
weighted sum approach for handling multiple objects and present only a single final 
value. However, by extracting the material handling cost from these results, it can be 
shown that our proposed algorithm outperforms the best-known results for ds6 and 
ds8 problems. The available best-known results are 98 and 190 respectively. In others 
cases, the results are the same. On the other hand, the closeness rating score may vary 
in different cases. This is due to the fact that different authors use different rating 
scores for the test problems. 
 

    

(a) naug30                                    (b) singh6 

Fig. 1. Final Pareto-optimal front 

 
To illustrate the convergence and diversity of the solutions, non-dominated solu-

tions of the final generation produced by the proposed algorithm for the test problems 
naug30 and singh6 are presented in Fig. 1. From these figures, it can be observed that 
the final solutions are well spread and converged. And for this reason it is capable of 
finding extreme solutions. It is worthwhile to mention that in all cases, most of the 
solutions of the final population are Pareto optimal. In the figures, the occurrences of 
the same non-dominated solutions are plotted only once. 

Fig. 2 demonstrates the convergence behavior of the proposed methods over gen-
erations for ds8. These figures also justify that our proposed approach clearly opti-
mizes both of the objectives with generations. From the figures, it can be found that 
from first generations to last generations, the proposed method is able to optimize 
both of the material handling cost (minimize) and closeness rating score (maximize). 
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            (a) Material handling cost        (b) closeness rating scale 

Fig. 2. Two objectives over generations of ds8 problem 

To summarize the result, the proposed approach is capable of producing near-
optimal and non-dominated (Pareto optimal) solutions, which are also the best-known 
results in many cases. The simulation results clearly show that our proposed approach 
is able to find a set of diverse Pareto optimal solutions, which fulfills the two main 
goals of the multi-objective FLP algorithm. 

7   Conclusion 

FLP has attracted the attention of many researchers because of its practicality and 
interdisciplinary importance. Although several schemes for solving FLP are available 
in the literature, very few of them deal with multi-objective approach to optimize both 
qualitative and quantitative objectives. This is in contrast to real life, where FLP must 
consider both types of objectives. At present, several multi-objective FLP techniques 
have been proposed. However, most of them are limited to the weighted sum ap-
proach and suffer from a number of problems. In this work, we have presented an 
evolutionary approach for solving the multi-objective FLP that searches for the 
Pareto-optimal solutions. The experimental results demonstrate that the proposed 
approach can produce an overall strong performance for all of the applied benchmark 
problems related to the material handling cost in the context of single-objective opti-
mization. For the multi-objective optimization, the results show that it is capable in 
finding a set of Pareto optimal solutions that optimizes both material handling cost 
and closeness rating score simultaneously throughout the evolutionary process, con-
sidering both diversity and convergence of the non dominated solutions. 
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Abstract. We recently proposed a swarm reinforcement learning al-

gorithm based on particle swarm optimization (PSO) in order to find

optimal policies rapidly. In this algorithm, multiple agents are prepared,

and they learn not only by individual learning but also by an update pro-

cedure of PSO. In this procedure, state-action values are updated based

on the personal best and the global best which are found by the agents

so far. In this paper, we direct our attention to a problem that overvalu-

ing personal bests brings inferior learning performance. In order not to

update the state-action values based on the overvalued personal best,

we propose a swarm reinforcement learning algorithm based on PSO in

which the personal best of each agent has a lifespan.

Keywords: reinforcement learning, particle swarm optimization, swarm

intelligence.

1 Introduction

In ordinary reinforcement learning algorithms [1], a single agent learns to achieve
a goal through experiencing many episodes. If a learning problem is complicated,
it may take much computation time to acquire the optimal policy. Meanwhile,
for optimization problems, population-based methods such as genetic algorithms
and particle swarm optimization (PSO) [2] have been recognized that they are
able to find rapidly global optimal solutions for multi-modal functions with wide
solution space. It is expected that by introducing the concept of population-based
methods into reinforcement learning algorithms, optimal policies can be found
rapidly.

In order to find optimal policies rapidly, we recently proposed reinforcement
learning algorithms using multiple agents [3,4], and call them swarm reinforce-
ment learning algorithms. In the algorithms, multiple agents are prepared and
they all learn concurrently with two learning strategies: individual learning and
learning through exchanging information. In the former strategy, each agent
learns individually by using a usual reinforcement learning algorithm such as Q-
learning [5]. In the latter strategy, the agents exchange their information among

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 169–178, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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them and learn based on the exchanged information every after repeating the
individual learning a certain number of times.

Learning methods called multi-agent reinforcement learning have been pro-
posed [6]. Basically, the aim of the multi-agent reinforcement learning methods
is to acquire optimal policies in tasks achieved by cooperation or competition
among multiple agents. In the methods each agent regards other agents as a
part of environments. The concept and objective of the swarm reinforcement
learning algorithms are different from those of the multi-agent reinforcement
learning methods. Basically, the swarm reinforcement learning algorithms could
treat both tasks achieved by a single agent and achieved by cooperation or com-
petition among multiple agents. In the methods, multiple agents are prepared
in order to learn in shorter learning time. In [3] and [4], swarm reinforcement
learning algorithms for problems of single-agent tasks are proposed.

The performance of the swarm reinforcement learning algorithms highly de-
pends on a method of exchanging the information, which should be appropriately
designed. In our former paper [4], we proposed the swarm reinforcement learning
algorithm based on PSO (SRL-PSO) in which the update equations of PSO are
used for exchanging the information. In this algorithm, Q-values (state-action
values) of each agent are evaluated by a certain way every episode in order to
select personal bests and the global best. The superior Q-values among the Q-
values found by each agent so far are stored as the personal best. Moreover, the
superior personal best among all the personal bests is stored as the global best.
In learning through exchanging the information, the Q-values of each agent are
updated based on its own personal best and the global best.

In this paper, we point out a problem concerning the evaluation of Q-values
in SRL-PSO, and propose a method to resolve it. Although the objective of rein-
forcement learning is to maximize the return, it is almost impossible to evaluate
the Q-values by the return whose calculation requires many simulations. In SRL-
PSO, the Q-values are evaluated by a value approximate to the return. Therefore,
they are not necessarily evaluated correctly and are sometimes overvalued, which
is an inevitable problem in SRL-PSO. When such overvalued Q-values become
the personal best, it is hard for the agent to find Q-values which are superior to
the overvalued personal best. Since the Q-values of the agent continue to be up-
dated based on the overvalued personal best until superior Q-values are found,
the learning speed deteriorates.

In order to resolve the above-mentioned problem, this paper proposes SRL-
PSO in which the personal best has a lifespan (SRL-PSO-L). In the proposed
algorithm, if the personal best of an agent is not replaced after experiencing
a certain number of episodes corresponding to a specified lifespan, it comes
the end of its life and its Q-values are replaced with the current Q-values of
the agent. Thus, the overvalued personal best is replaced, which resolves the
problem of SRL-PSO. SRL-PSO-L is applied to a shortest path problem, and
its performance is examined through numerical experiments.
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The rest of this paper is organized as follows. Section 2 outlines the swarm
reinforcement learning method [3,4]. Next, Section 3 proposes SRL-PSO-L, and
Section 4 shows its experimental results. Finally, Section 5 concludes the paper.

2 Swarm Reinforcement Learning Method

2.1 Basic Framework

The swarm reinforcement learning method [3,4] is motivated by population-based
methods in optimization problems and its basic framework is as follows. Multiple
agents are prepared and they all learn concurrently with two learning strategies:
individual learning and learning through exchanging information. In the former
strategy, each agent learns individually by using a usual reinforcement learning
algorithm. In the latter strategy, the agents exchange their information among
them and learn based on the exchanged information every after repeating the
individual learning a certain number of times.

Any usual reinforcement learning algorithm can be used for the individual
learning, and Q-learning [5] which is a typical reinforcement learning algorithm
is used in this paper. In Q-learning, when agent i takes action a in state s, the
Q-value Qi(s, a) of the agent i for the state-action is updated by

Qi(s, a) ← Qi(s, a) + α { r + γ max
a∗∈A(sn)

Qi(sn, a∗) −Qi(s, a) } (1)

where
α : learning-rate parameter,
r : reward,
γ : discount-rate parameter,

sn : next state,
A(s) : set of allowable actions in state s.

The ε-greedy method is used as an action selection method for all the agents. In
this method, each agent takes an action randomly with probability ε, and the
action whose value is maximum (maxa∗ Q(s, a∗)) with probability 1− ε.

In the learning through exchanging the information, each agent updates its
own Q-values by referring to the Q-values which are evaluated to be more useful
and superior to those of the other agents for finding rapidly the optimal Q-values.
For this purpose, the Q-values of each agent are evaluated for each episode af-
ter the individual Q-learning is performed. In ordinary Q-learning with a single
agent, Q-values are not necessary to be evaluated. By contrast, in the swarm re-
inforcement learning method, it is essential to introduce an appropriate criterion
to evaluate the Q-values. By the evaluations, superior Q-values can be selected
and exchanged among agents, and Q-values of each agent can be updated by
using the superior Q-values.

The flow of the swarm reinforcement learning method is as follows.

Step 1. Each of multiple agents updates its own Q-values by performing the
individual Q-learning (1) for a specified number of episodes.
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Step 2. The Q-values of each agent are evaluated by an appropriate method,
which is described in Subsection 2.2.

Step 3. Based on the evaluation of Step 2, superior Q-values are selected and
exchanged among agents. The Q-values of each agent are updated by
using the superior Q-values.

Step 4. If the termination condition is satisfied, terminate this algorithm. Oth-
erwise, return to Step 1.

In SRL-PSO [4], the update equations of PSO are used for the procedure of Step
3, which is described in Subsection 2.3.

2.2 Evaluation of Q-Values

As stated above, in the swarm reinforcement learning method, it is necessary to
appropriately evaluate the Q-values of each agent at the end of each episode.
Since the objective of reinforcement learning is to maximize the return, it seems
to be most suitable to evaluate the Q-values by directly calculating the return.
However, it is not practical, because this calculation requires many simulations.
Instead, the Q-values are evaluated in such a way that the evaluation results are
close approximations of the returns.

Basically, in this method, the Q-values of each agent are evaluated by the sum
of rewards which the agent gains during the previous one episode. However, to
simply sum up them causes the following problem. Since a Q-value is updated
whenever an agent takes an action, Q-values at and shortly after the beginning
of the episode are rather different from those at the end of the episode. Even if a
new episode begins with the same Q-values at the end of the previous episode, the
same actions are not necessarily taken and the same rewards are not necessarily
obtained. The rewards obtained by using the Q-values at and shortly after the
beginning are considered to have only a little relation with the Q-values at the
end. Thus, such rewards are discounted and the discounted results are summed
up. Therefore, the evaluated value E for the Q-values is defined as

E =
N∑

k=1

dN−krk (2)

where N is the number of actions in the episode, rk is the reward for the k-th
action, and d(< 1) is the discount parameter. The definition (2) could bring that
the larger the evaluated value E for the Q-values of an agent is, the superior the
Q-values are.

2.3 Information Exchange Method Based on Particle Swarm
Optimization

This subsection describes an information exchange method based on PSO in
SRL-PSO. PSO [2] is a population-based method which is often used for rapidly
finding global optimal solutions in optimization. PSO originates in social be-
havior, and each agent updates its own candidate solution by utilizing its own
personal best and the global best.
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Here, PSO is outlined. Consider a problem of determining values of N decision
variables x = (x(1), x(2), · · · , x(N)) which maximize an objective function f(x).
In PSO, a swarm is prepared and all particles in the swarm are used for solving
this problem. Let J be the number of the particles (the swarm size), and xj =
(xj(1), xj(2), · · · , xj(N)) be the decision variable vector (the candidate solution)
of particle j (j = 1, 2, · · · , J). The candidate solution of j is updated as follows:

vj(n) ← wvj(n) + c1r1{pj(n) − xj(n)} + c2r2{g(n)− xj(n)} (3)
xj(n) ← xj(n) + vj(n) (4)

(j = 1, 2, · · · , J ; n = 1, 2, · · · , N)

where
vj = (vj(1), vj(2), · · · , vj(N)) : velocity vector of particle j,
w : weight parameter called inertia weight,
c1, c2 : weight parameters called acceleration coefficients,
r1, r2 : uniform random numbers in the range from 0 to 1,
pj = (pj(1), pj(2), · · · , pj(N)) :

best solution found by particle j so far, which is called personal best,
g = (g(1), g(2), · · · , g(N)) :

best solution found by all particles so far, which is called global best.

The reinforcement learning problems can be considered to be a kind of opti-
mization problems by regarding a candidate solution and an objective function
value as Q-values and an evaluated value E, respectively. It is expected that
optimal Q-values can be found rapidly by applying the procedure of updating
the candidate solution in PSO to the update scheme of Q-value.

In this information exchange method, the personal best of each agent and the
global best are determined by comparing evaluated values and are stored. Let
the personal best Pi be the best Q-values found by the agent i so far, and let
the global best G be the best Q-values found by all the agents so far. Each agent
updates its Q-values by using these two kinds of best Q-values. Following the
update procedures of PSO, the update equations of a Q-value are given by

Vi(s, a) ← WVi(s, a) + C1R1{Pi(s, a) −Qi(s, a)}
+C2R2{G(s, a)−Qi(s, a)} (5)

Qi(s, a) ← Qi(s, a) + Vi(s, a) (6)

where Vi(s, a) is a so-called velocity, W , C1 and C2 are weight parameters, and
R1 and R2 are uniform random numbers in the range from 0 to 1.

3 Proposed Swarm Reinforcement Learning Algorithm

In this section, we point out a problem of SRL-PSO, and propose SRL-PSO-L,
an extension of SRL-PSO, in order to resolve the problem.

In SRL-PSO, overvalued Q-values sometimes become the personal best. Q-
values of the agent whose personal best is overvalued are not updated adequately,
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which causes serious deterioration of learning speed. As mentioned in Subsection
2.2, Q-values of each agent are evaluated based on rewards gained during the pre-
vious one episode. The rewards gained for the Q-values are variational because
of stochastic transition of states. Therefore, even if the Q-values are considerably
different from the Q-values which bring the maximum return, they are evaluated
to be much superior in the case where the agent unexpectedly gains large re-
wards, which is an inevitable problem in SRL-PSO. If such overvalued Q-values
become the personal best or the global best, then they are mostly superior to
Q-values updated by the individual Q-learning and they are unfortunately kept
to be the personal best or the global best. Since the Q-values of agent continue to
be updated by using the overvalued Q-values in the learning through exchanging
information, the learning speed deteriorates.

In SRL-PSO-L, if the personal best is not replaced after experiencing a spec-
ified number of episodes, it is mandatorily replaced in order not to store over-
valued Q-values over many episodes. For this purpose, the concept of age and
lifespan is introduced into the personal best. After an agent performs the in-
dividual Q-learning, the age of its own personal best increases by one. If the
personal best is not replaced after experiencing a certain number of episodes
corresponding to a specified lifespan, it comes the end of its life and its Q-values
are replaced with the current Q-values of the agent. If it is replaced, its age is
reset to zero. In addition, if the personal best which comes the end of its life is
the global best, the global best is also replaced. In this case, the (new) personal
bests of all the agents are compared, and the best among them is stored as the
global best. By using this information exchange method, even if overvalued Q-
values are the personal best, it is replaced after experiencing some episodes and
it is expected that a better policy is found rapidly.

The flow of SRL-PSO-L is as follows.

SRL-PSO-L

Ei : evaluated value for the Q-values {Qi(s, a)} of agent i.
EP

i : evaluated value for the personal best {Pi(s, a)} of agent i.
EG : evaluated value for the global best {G(s, a)}.
iG : agent number in which the Q-values are the origin of the global best.

agei : age of agent i.
L : lifespan of the personal best.
Y : number of episodes for which the individual Q-learning is performed be-

tween the information exchange among the agents.

Step 1. ∀i, s, a: set the initial values of Qi(s, a) and Vi(s, a), and set agei ← 0,
EP

i ← −∞ and EG ← −∞.
Step 2. Perform the following procedures for each agent i.
Step 2-1. Set y ← 1. The variable y means the number of episodes after the

information exchange.
Step 2-2. Update Qi(s, a) by performing the individual Q-learning (1) for one

episode.
Step 2-3. Set agei ← agei + 1. If agei = L, go to Step 2-7.
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Step 2-4. Calculate the evaluated value Ei by (2). If Ei > EP
i , ∀s, a: set Pi(s, a)

← Qi(s, a), EP
i ← Ei and agei ← 0.

Step 2-5. If Ei > EG, ∀s, a: set G(s, a) ← Qi(s, a), EG ← Ei and iG ← i.
Step 2-6. Go to Step 2-9.
Step 2-7. ∀s, a: set Pi(s, a) ← Qi(s, a), EP

i ← Ei and agei ← 0.
Step 2-8. If i = iG, ∀s, a: set iG ← argmax

i
EP

i , G(s, a) ← PiG(s, a) and EG ←
EP

iG .
Step 2-9. If y < Y , set y ← y + 1 and return to Step 2-2.

Step 3. Update Vi(s, a) and Qi(s, a) of each agent i by (5) and (6).
Step 4. If the termination condition is satisfied, terminate this algorithm. Oth-

erwise, return to Step 2.

4 Numerical Experiments

The effectiveness of the proposed SRL-PSO-L is examined by applying it to a
shortest path problem and by comparing its computational efficiency with that
of other algorithms. A usual shortest path problem may easily be solved by
ordinary Q-learning, and we make it harder to solve. We set up a shortest path
problem with the goal position being changing randomly.

4.1 Shortest Path Problem

The shortest path problem is that a single agent finds the shortest path from the
start cell to the goal cell in an n by n grid world. In this grid world, we let the
coordinates at the bottom left be (1,1), and those at the top right be (n,n). While
the start cell is (1,1) and fixed, the goal cell is changing within a range and is de-
termined at random. The agent perceives its own coordinates (x,y), and has four

Fig. 1. Example of grid world for n=10
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possible actions to take: moving up, moving down, moving left and moving right,
that is to say, it has actions to move into (x, y + 1), (x, y − 1), (x − 1, y) and
(x + 1, y). Some cells have walls at the boundaries with their adjacent cells, and
the movement of the agent is blocked by the walls and the edge of the grid world.

Figure 1 shows an example of the grid world for n=10. In our experiments,
we let the size n=40, and the x and y coordinates of the goal cell are determined
randomly in the range from 35 to 40, respectively. Hence, they are determined
randomly from 36 cells. Four cases 1, 2, 3 and 4 in which the number and
positions of the walls are different among them are generated according to the
above condition. They are numbered in the ascending order of the number of
walls, and there is no wall in Case 1.

4.2 Experimental Set Up

In this paper we consider problems of single-agent tasks, and the shortest path
problem explained in the previous subsection is a single-agent task. SRL-PSO-L,
SRL-PSO and ordinary Q-learning with a single agent (called QL) are applied to
this problem, and their experimental results are compared. The following values
are used for parameters of Q-learning:

learning-rate parameter : α = 0.5,
discount-rate parameter : γ = 0.999,
probability of random action : ε = 0.2.

All the initial values of Qi(s, a) are set to be zero. The coordinates of the goal
cell are changed randomly at the beginning of every episode, and are fixed dur-
ing the episode. When the agent reaches the goal cell, it gains the reward +100.
Otherwise, it gains −1 whenever it takes an action. By using this rule of reward-
ing, the evaluated value E becomes larger when the number of actions to reach
the goal cell is smaller.

For SRL-PSO-L and SRL-PSO, the following values are also used for their
parameters:
number of agents : 4,
weights in (5) and (6) : W = 0, C1 = C2 = 0.2,
number of episodes for which the individual Q-learning is performed between
the information exchange : Y = 1,
discount parameter in (2) : d = 0.999,
lifespan : L = 50 (for SRL-PSO-L).
The other experimental conditions are the same as QL.

Each algorithm is terminated after reaching 20000 episodes. In SRL-PSO-L
and SRL-PSO, since the number of agents is four, each agent learns for 5000
episodes. The values of all the parameters are determined through the prelimi-
nary experiments in such a way that each algorithm works as good as possible.

4.3 Results and Discussion

Figure 2 shows the variation of number of actions through the learning phase
obtained by each algorithm for Case 4, which is the most complicated case
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because of many walls. In SRL-PSO-L and SRL-PSO, the x-axis is not the
number of episodes for each single agent, and is the sum of numbers of episodes
for all the agents. The y-axis represents the minimum number of actions to reach
the goal found so far. Each algorithm is performed thirty times with various
random seeds, and their results are averaged.
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Fig. 2. Variation of number of actions through the learning phase (Case 4)

It is observed from the figure that the numbers of actions in SRL-PSO-L
and SRL-PSO are smaller than that of QL. Therefore, learning with the mul-
tiple agents works better. Comparing SRL-PSO-L with SRL-PSO, SRL-PSO-L
is better than SRL-PSO, and a better policy is obtained rapidly by introducing
the lifespan into the personal best.

Next, simulations are performed by using Q-values which each algorithm found
through the previous learning phase, and the algorithm is evaluated by the num-
ber of actions to reach the goal cell in the simulations. Since there exist 36
coordinates of the goal cell in this shortest path problem, the simulations are
performed ten times for each of these goal coordinates and their results are av-
eraged. The ε-greedy method is used for taking an action, and the probability

Table 1. Comparison of number of actions in the simulations performed by using the

Q-values obtained

Case SRL-PSO-L SRL-PSO QL

1 261 287 945

2 319 321 915

3 515 599 996

4 459 574 999
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of random action is 0.2, which is the same value as the learning phase. Table 1
shows the mean number of actions to reach the goal cell in the simulations. It is
confirmed from this table that SRL-PSO-L outperforms SRL-PSO and QL.

5 Conclusion and Future Works

This paper has pointed out a problem of SRL-PSO, and has proposed an ex-
tension of SRL-PSO in which a lifespan is introduced into the personal best.
In the proposed method, if the personal best is not replaced after experiencing
episodes corresponding to the lifespan, it comes the end of its life and its Q-
values are replaced with the current Q-values. In addition, if the personal best
which comes the end of its life is the global best, the global best is also replaced.
It is confirmed from the experimental results that the proposed algorithm using
the lifespan outperforms SRL-PSO and ordinary Q-learning using a single agent.

As we pointed out, in SRL-PSO, the evaluated values of Q-values inevitably
have errors because they are approximates to the returns. The evaluated values
in the swarm reinforcement learning method correspond to objective function
values in optimization, and these errors are regarded as noises of the objec-
tive function values. Extensions of PSO are proposed for optimization problems
whose objective functions are noisy [7,8]. Investigating whether the concept of
these extensions works well for SRL-PSO is one of our future works. In con-
trast, the concept of the proposed method, that is, introducing a lifespan into
PSO could be effective for the optimization problems with the noisy objective
functions, and developing such PSO is the other future work.
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Abstract. To achieve sustainable human-agent interaction (HAI), we

proposed a new model of intrinsically motivated adaptive agent, which

learns about the human partner and behaves to satisfy its intrinsic mo-

tivation. To investigate the model’s effectiveness, we conducted a com-

parative HAI experiment with a simple interaction setting. The results

showed that the model was effective in inducing subjective impressions of

higher enjoyability and sustainability. The subjects’ brain activity mea-

sured by near-infrared spectroscopy (NIRS) indicated higher variability

of activity at left dorsolateral prefrontal cortex during the interaction

with the proposed agent.

Keywords: Human-agent interaction (HAI); intrinsic motivation; adap-

tive agent; reinforcement learning; near-infrared spectroscopy (NIRS).

1 Introduction

Research on human-agent interaction (HAI) and human-robot interaction (HRI)
has recently been growing and producing a wide range of applications, such as
entertainment, therapeutic use, media of communication, and other kinds of
assistance [1]. For many of these applications, continuation of interaction and
maintaining the user’s interest are the issues of primary importance.

Among the various factors which affect the sustainability of interaction,
Nakata et al. focused on the information transmission between agent and human.
They experimentally compared agents with different degrees of regularity, and
showed that maximum human interest is achieved by interaction with the agent
of intermediate regularity [2,3]. Similarly, Kondo et al. investigated the relation-
ship between predictability and sustainability of the interaction, and showed
that moderate level of predictability can contribute to the sustainability [4].

However, humans get bored even with agents of moderate predictability, once
they fix their mental model about the agents. To achieve more sustainable HAI,
it will be useful to take notice of our own motivation in HAI, as well as in
interaction with other human or animal: We are generally driven to continue in-
teraction when it satisfies our intrinsic motivation for exploration, manipulation,
achievement, etc [5]. Therefore, to make HAI more “natural” and sustainable, a
promising approach would be to endow the agent with the intrinsic motivation.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 179–188, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Intrinsic motivation has recently been utilized in developmental robotics (also
known as epigenetic robotics or ontogenetic robotics) to learn progressively from
simpler to more complex situations, avoiding situations in which nothing can be
learned [6,7]. However, effectiveness of intrinsically motivated agent on HAI is
not obvious, because unlike the usual cases of developmental robotics, the en-
vironment (human partner) can be highly dynamic. In this study, we propose
a new model of adaptive interaction agent which learns about the human part-
ner and behaves to satisfy its intrinsic motivation. We implemented the agent
for a simple interaction setting, and conducted a comparative experiment to
investigate the model’s effectiveness for enjoyable and sustainable HAI. In addi-
tion to investigating subjective impressions of the agents and interaction log, we
measured the subjects’ brain activity during interaction by near-infrared spec-
troscopy (NIRS), to study the effect of different types of agents on the subjects’
cognitive states.

2 Model of Intrinsically Motivated Agent

2.1 Adaptivity and Reinforcement Learning

We focus on turn-taking type of interaction, which means that an interaction is
described from the agent’s viewpoint as a sequence

· · · → st → at → st+1 → at+1 → · · · , (1)

where st ∈ S denotes sensory input from the human partner to the agent at
time t, and at ∈ A denotes action of the agent at t. We presume that the set A
of possible agent actions at t is not restricted by the preceeding input st.

An agent driven by certain motivation system — whether intrinsic or extrinsic
— must be able to adapt to the environment (partner), to satisfy its motivation.
We use the TD learning method [8] to model an adaptive agent.

In the framework of reinforcement learning, each input st is accompanied by
a reward rt ∈ R. When a new input st+1 is obtained, the agent updates value
of the preceeding input st based on the stored reward rt and the current value
function V : S → R, as

V (st) ← V (st) + α{rt + γV (st+1) − V (st)} . (2)

Here α is learning rate parameter of the value function, and γ is discount rate
of a future reward in the present value. In the initial state, without any a priori
knowledge, one can set V (s) = 0 for all s ∈ S.

Based on the value function V , the agent selects an action which is likely to
maximize expected values for the next moment. Detail of the action selection is
given in Sect. 2.2.

2.2 Internal Model of Human Partner

In many simple learning problems, the reward rt is directly associated with st. In
the intrinsically motivated agent, however, rt is derived from the agent’s internal
model of the environment (partner). The role of the internal model is to predict
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– what will be the next input st+1 given a context (st, at),1 and
– how it is likely that a contextual situation (st, at) itself will take place.

For some specific problems, one could construct parametric internal models.
Here, we adopt more extensive approach and define the internal model as a
combination of the transition probability distribution {PT (st+1|st, at)} and the
context probability distribution {PC(st, at)}.

The internal model is updated based on the interaction history (1). As men-
tioned earlier, human partner can be highly dynamic. Therefore, the update
of the internal model should incorporate decay of the memory. When the cur-
rent context (st, at) and the new input st+1 are given, the transition probability
distribution {PT } is updated by

PT (s′|st, at) ← PT (s′|st, at) + ρT {δ(s′, st+1) − PT (s′|st, at)} , (3)

where δ(x, y) is Kronecker’s delta. Similarly, the context probability distribution
{PC} is updated by

PC(s, a) ← PC(s, a) + ρC{δ((s, a), (st, at)) − PC(s, a)} . (4)

ρT and ρC are learning rates of the internal model. In the initial state, one can
set PT (s′|s, a) = 1/|S| for all (s, a, s′) ∈ S ×A×S and PC(s, a) = 1/|S ×A| for
all (s, a) ∈ S ×A.

The transition probability {PT } works also in the action selection to derive
action values in TD learning as

V (at+1 = a|st+1) =
∑
s′

V (s′)PT (st+2 = s′|st+1, at+1 = a) . (5)

We utilize the Boltzmann action selection method, so the probability of the agent
selecting action at+1 = a, given st+1, is

p(at+1 = a|st+1) =
eV (a|st+1)/T∑
b eV (b|st+1)/T

, (6)

where T is the temperature parameter that determines the balance between the
maximization of the expected value based on the current value function and the
exploration for refinement of the value function.

2.3 Intrinsic Motivation for Information Transfer

In considering the proper expression of reward for the intrinsically motivated
agent, we direct our attention on the transfer entropy [9], which is a informa-
tion theoretic measure quantifying the causal interaction between two systems,
excluding the shared information due to common history. The transfer entropy
can be utilized to characterize autonomous systems [10].
1 Extension to context with longer history length is straightforward. However, longer

history requires exponentially longer interaction to obtain stable internal model.
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From the probability distribution p of triadic interaction sequence (st, at, st+1),
transfer entropy from the agent (A) to the human partner (H) is given as

TEA→H = MI (st+1; at|st) = H(st+1|st) −H(st+1|st, at)

=
∑
st

∑
at

∑
st+1

p(st+1|st, at)p(st, at) log
p(st+1|st, at)
p(st+1|st)

. (7)

The more the agent’s action at has influence on the human’s response st+1 given
the same st, the larger TEA→H becomes (in other words, the more information
the agent can transfer to the human partner).

Our intrinsically motivated agent tries to maximize this measure of influence
TEA→H on the human partner. This leads the following reward function

rt+1 = log
PT (st+1|st, at)
PC,T (st+1|st)

=
PT (st+1|st, at)∑

b PT (st+1|st, b)PC(st, b)/
∑

b PC(st, b)
. (8)

Note the reward can be calculated from the internal model ({PT }, {PC}). By
replacing all the probability terms in Eq. (7) with those of the internal model,
one can also obtain the agent’s subjective transfer entropy.

Let us describe through several possible situations how the reward (8) con-
trols the behavior of the agent. First, when the agent finds an action at which
can effectively induce otherwise rare response st+1 given st, PT (st+1|st, at) �
PC,T (st+1|st) and the reward is high. However, when the agent repeats the same
pattern (st, at, st+1) for its high value, both the numerator and denominator terms
of (8) come close to 1 due to the update rules (3) and (4), so the reward and the
value decrease, making the agent stop the repetition. On the other hand, when at is
followed by “unexpected” st+1 given st (that is, PT (st+1|st, at) < PC,T (st+1|st)),
the reward becomes negative, and such things happen more often in the situa-
tions where the agent cannot influence the human response. Taking these cases
together, one can expected that the reward makes the agent pursue intermediate
level of novelty, avoiding situations in which nothing can be learned, in a similar
way as the intelligent adaptive curiosity proposed by Oudeyer et al. [7].

2.4 Algorithm

Combining the components described above, the algorithm of the intrinsically
motivated agent can be described in the following procedural form:

– Initialize (s0, a0, δ0), the value function V , and the internal model
({PT }, {PC});

– Starting from t = 0, repeat
• With the given context (st, a(t)), obtain new input st+1 from the envi-

ronment (partner);
• Update the value function V (st) by the TD learning method (2);
• Update the internal model ({PT }, {PC}) by the rules (3) and (4);
• Evaluate the reward rt+1 by (8), and store it for the value function

update (2) in the next time step;
• Selects the action at+1 using the rules (5) and (6);
• t ← t + 1;
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3 Experiment

To assess the effectiveness of our model of intrinsically motivated adaptive agent
on HAI, we conducted a comparative experiment of three types of agents in a
simple interaction design.

3.1 Interaction Design

We used a virtual agent, rather than a real robot agent, to prevent physically
induced artifacts on the NIRS measurement by minimizing the subjects’ move-
ments and changes in posture during interaction with the agent [11].

A CG image of the Sony AIBO was presented on a 14.1 inch LCD display that
was placed 70 cm in front of the subject sitting on a chair. Using a computer
mouse, the subject clicked or dragged on the agent image. Based on the mouse-
button pressing time, the agent distinguished each mouse input either as a click
or as a drag (thus S = {click, drag}), with the threshold of 350 ms.

The agent, in return, showed one of four actions (movies)
A = {M1, M2, M3, M4}; Action M1 was to move the agent’s head upward, then
downward, and upward back to neutral position. M2 was to move its head up-
ward and then shaking it left and right (once each side), then back to neutral
position. M3 was to move its head up-right, back to neutral, up-left, back to
neutral again. M4 was to move its head downward, wiggle it forward and back-
ward three times in quick succession, then move back to neutral.2 The meanings
of the actions were left to the interpretation of each subject. Each action took
1.5 s, and the agent did not accept new mouse input till the period ends.

3.2 Agents in Comparison

The following three types of agents were compared in the interaction experiment:

Type I was the intrinsically motivated adaptive agent defined in Sect. 2.
Type F was an adaptive agent which has the same rules for the update of value

function (2) and the internal model (3), (4), and for action selection (5), (6),
but the reward was extrinsically given by either of the fixed functions

rF1
t+1 =

{
1 if st+1 = click,
0 if st+1 = drag, or rF2

t+1 =
{

0 if st+1 = click,
1 if st+1 = drag. (9)

Type R was a agent which selects its action at randomly with equal probability
1/4, regardless of the input st.

Following parameter values were used for the adaptive agents of type I and
F; the learning rate of the value function α = 0.1, the discount rate of the
future reward γ = 0.3, the learning rate of the internal model ρT = ρC = 0.1,
and the temperature parameter for the Boltzmann action selection T = 1/30. A
preliminary experiment as well as some inter-agent simulation confirmed that the
model’s qualitative behavior is not altered by minor changes in the parameters.
2 The action movies can be downloaded from our website,

http://www.livingsys.lab.tuat.ac.jp/~nozawa/temp/IMAgentMovies.zip

http://www.livingsys.lab.tuat.ac.jp/~nozawa/temp/IMAgentMovies.zip
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3.3 Subjects and Procedures

Twelve healthy volunteers (all male, all right handed, mean age 22.6±2.0 years)
participated in the experiment. All subjects were explained about the experiment
before giving written informed consent. This study was approved by the ethics
committee of the Tokyo University of Agriculture and Technology.

Before the experiment, the subjects were familiarized with the operation, by
5 min practice session with an agent which showed all the four actions in an
order when the mouse was clicked, and in the reverse order when dragged.

The subjects were instructed to freely set and change their aims of interaction.
Each subject had interaction sessions with all the three types of the agents. The
subjects were divided into four groups (three subjects each), by the two orderings
of agent types, (R, I, F) or (F, I, R), and by the two kinds of reward rF1 or rF2

in (9) for type F agent.
Each interaction session consisted of 1 min fixation phase, 15 min interaction

phase, and again 1 min fixation phase. During the fixation phases, the subjects
were instructed to fixate their attention on the cross mark which was shown at
the center of the LCD display. Each interaction session was followed by 10 min
rest period, during which subjects were asked to complete the questionnaire.

3.4 Observation

Questionnaire. After each session, the subjects were asked to describe their
impression about the agent they interacted with. After the second and third
sessions, the subjects were also asked to answer a Likert scale questionnaire
comparing the last two agents they intereacted with. The questionnaire con-
sisted of 16 items with eight viewpoints, each item with seven rating levels from
“strongly disagree” (−3) to “strongly agree” (+3). The eight viewpoints were:
(1) enjoyable, (2) charming, (3) lively, (4) soothing, (5) consistent, (6) obedient,
(7) insightful to your intention, and (8) desirable for long interaction. For each
of the eight viewpoints, two items — “The latter felt more {adjective} than ther
former.” and “The latter felt less {adjective} than ther former.” — were pre-
sented. This was to balance the influence of positive/negative expressions, and
to check the consistency of each subject’s ratings. The items were arranged in a
randomized order.

Interaction Log. In regard to the subjects, timing and types of mouse oper-
ations were recorded. For the agents, timing and types of movie actions were
recorded. For the adaptive agent of type I and F, the sequence of rewards rt, the
estimated values V , and the internal model ({PT }, {PC}) were also logged.

From these data, we examined statistics of human/agent actions, informa-
tion theoretic measures of interactions between the subjects and agents, such as
mutual information, distinguishability, controllability (dyadic) [3] and transfer
entropy (triadic), and dynamics of these measures.

NIRS Measurement. Prefrontal region of human brain has been suggested to
play significant roles for attention control, working memory, executive function,
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etc. [12], which will be important for sustainable HAI. Therefore, we measured
the subjects’ brain activity in prefrontal region during the interaction sessions.

Changes in the concentration of oxy- and deoxy-Hb were measured by a multi-
channel NIRS imaging system (FOIRE-3000, Shimadzu Co., Japan). We placed
8 source and 7 detector optodes, covering prefrontal regions (including Fp1, Fp2
and Fz positions of the international 10-20 system), by 22 channels.

To avoid physically induced artifacts, the subjects were asked to assume a
preferred posture and retain it for the entire duration of the experiment. The
subjects kept the NIRS optodes on throughout all the three interaction sessions.

4 Results

Due to the limitations of space, we show only a part of the results. One subject
was removed from the analysis as he did not use mouse click in a whole session
and rarely used click in the other two sessions.

4.1 Subjective Impressions

Figure 1 shows the distribution of the comparative ratings between type I and
the other two types, with respect to the eight viewpoints given in above. The
viewpoints with which Wilcoxon signed rank test (null hypothesis: the rating
is symmetric about 0) showed significant difference with level p < 0.05 are
marked with “*”, and those with level p < 0.01 are marked with “**”. This
result shows that the intrinsically motivated adaptive agent gave impressions of
higher enjoyability (viewpoint 1) and sustainability (viewpoint 8) than the other
two agents.

4.2 Characteristics of Information Transfer

To compare the features of interaction with the different types of agents from
a static viewpoint, we derived probability distributions of dyadic pairs (st, at),
(at, st+1), and triadic interactions (at−1, st, at), (st, at, st+1), by counting over
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Fig. 1. Boxplot of the ratings on comparative impressions with respect to eight view-

points. Left : the agent type I vs R. Right : the agent type I vs F. See Sect. 3.4 for the

contents of the viewpoints.
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Fig. 2. Static estimation of (a) mutual information MI(st, at), (b) transfer entropy

TEH→A, (c) mutual information MI(at, st+1), (d) transfer entropy TEA→H

the whole of each interaction session. Using these, we calculated mutual informa-
tion and transfer entropy and compared them among the agent types (Fig. 2).

Fig. 2(a) and (b) show that type I agent caused intermediate level of infor-
mation transfer from the subject to the agent, meaning that the predictability
for human was also intermediate between the other two types of agents. Com-
parison of Fig. 2(c) and (d) suggests that once st was given, the action at of
type I agent had more influence on the human response st+1 than that of type
F agent. We also note that the transfer entropy TEA→H was significantly larger
than the mutual information MI(at, st+1) (two-tailed paired t-test, p < 0.05).
These results are consistent with the definition that the intrinsically motivated
agent tries to maximize the influence TEA→H on the human partner.

4.3 Variability of Prefrontal Cortex

We evaluated the variability of activity in the prefrontal region by the standard
deviation of band-pass filtered3 oxy-Hb signals from each of the 22 channels.

By multiple pairwise comparisons (Wilcoxon signed rank test with Holm’s
multiple test correction, p < 0.05), the variability showed significantly higher
values with type I agent at a lower left channel (the data is shown in Table 1).
The channel with the significantly higher variability was overlapped with the
dorsolateral prefrontal cortex (DLPFC), which is involved in sustaining attention
[12]. Therefore, this higher variability suggests that the intrinsically motivated
adaptive agent successfully kept influencing on the subjects’ attention level.
3 4-th order Chebyshev type II filter with cut-off frequencies 0.7 and 0.002 Hz, pass-

band ripple 5 dB.
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Table 1. Variability of NIRS oxy-Hb signal (a.u.) from a lower left channel

Subject

1 2 3 4 5 6 7 8 9 10 11

I 2.00 5.53 1.93 3.94 2.83 4.40 3.45 6.54 3.20 1.45 0.89

Type F 1.65 4.78 1.41 1.80 2.47 3.41 2.29 3.40 2.91 2.13 0.93

R 1.21 5.13 1.83 3.09 2.60 3.98 2.45 5.63 1.50 1.60 0.76
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Fig. 3. Dynamical characteristics of the interactions by a subject with agents of type

I (left) and F (right). (a) dynamics of transfer entropy from human to agent (dashed)

and agent to human (solid). Horizontal lines shwo average values of the corresponding

quantities. (b) NIRS oxy-Hb signals at the lower left channel overlapped with DLPFC.

4.4 Dynamics of Interaction Characteristics

Dynamics of the informational characteristics brings further insight into the
difference of the interactions. For example, Fig. 3(a) shows dynamics of transfer
entropy TEH→A and TEA→H of interactions between a subject and type I/F
agents. The values were calculated from triadic probability distributions obtained
by counting over the interaction history in shifting time windows of 60 s. It
indicates that type I agent had more initiative in the interaction than type F
agent did. Figure 3(b) shows the same subject’s NIRS oxy-Hb signals at the
lower left channel overlapped with DLPFC. The results suggest that the activity
of DLPFC was raised when the interaction became transitional and less stable.

5 Conclusions

To achieve sustainable HAI, we proposed a new model of intrinsically motivated
adaptive agent, which tries to maximize its influence on the human partner. The
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comparative experiment showed that the model worked as expected, and was ef-
fective in inducing subjective impressions of higher enjoyability and sustainabil-
ity. The subjects’ brain activity measured by NIRS indicated higher variability
of activity at left DLPFC during the interaction with the proposed agent.

Unlike the models of intrinsically motivated learner in developmental robotics
[6,7], our model did not incorporated the extension of dimensions in input-action
space and the internal model space. Such “developmental” aspect will be effective
for longer term sutainable HAI, though it would make experimental assessment
of effectiveness more difficult.
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Abstract. With the increasing amount of information available in recent years, 
searching for the desired content is becoming a challenging task. In this work, a 
tool for searching abstracts submitted to scientific conferences is introduced. It 
not only search abstracts by the given keyword(s), but also displays abstracts re-
lated to a single or multiple selection. It also displays information on the simi-
larity between all abstracts on a list, providing users with more information to 
take into account to support finding relevant abstracts. It also suggests possible 
keywords to help refine their search, and an interface for storing and sorting se-
lected abstracts for future review and/or printing. 

Keywords: text data mining, knowledge visualization, neuroinformatics,  
bipartite graph, dimensionality reduction. 

1   Introduction 

As more and more information is archived every day, techniques to efficiently extract 
essential information are required. When dealing with textual documents, a widely 
used approach is the vector space model [1]. In this model, a set of terms T is build by 
extracting words from the collection of documents D followed by stop words removal 
and stemming [2]. In this approach, the numbers of occurrences of each term in each 
document are counted (document frequency), and a matrix F is built with one row for 
each document and one column for each term and the document frequency as entries. 

In order to grasp the overall picture of the dataset being analyzed, several visuali-
zation techniques have been proposed [3--5]. Based on these concepts, we have de-
veloped a text mining and visualization tool utilizing the spherical embedding (SE) 
algorithm [6--7]. Moreover, as an application of such a tool, we have also developed a 
tool for searching and visualizing documents and contents of databases [8--9]. 

In this work, a tool for searching related abstract submitted to scientific confer-
ences is introduced. It does not provide a visualization of the overall dataset  
previously introduced [8], however, it has an interactive tool for learning about the 
similarity between all abstracts on a list. Such a feature may help users in finding 
relevant abstracts. It also displays possible keywords candidates so the user can use to 
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refine their search. Moreover, a feature for managing a collection of selected abstracts 
is also made available for future reviewing and/or printing. 

2   Concepts of the Related Abstract Search Tool 

The Related Abstract Search Tool (RAST) is a web-based application for searching 
scientific abstracts submitted to conferences such as the Society for Neuroscience 
Annual Meeting, Human Brain Mapping, Japanese Neuroscience Society meeting, 
and so on. It was first implemented as an extension of the 3D-SE viewer [6--9], which 
is a tool for visualizing the relationship between two entities: words and abstracts. 

2.1   The 3D-SE Viewer 

The 3D-SE viewer is a tool for the visualization of bipartite graphs [6--7]. As one of 
its application, we have developed the RIKEN Brain Science Institute team map (BSI-
Team Map) [10], which shows the relationship between laboratories and units in BSI 
and the keywords representing their research topics (Fig. 1). The information pro-
vided for the creation of this output was only on the existence or absence of a link 
between the two vertices. However, surprisingly, the 3D-SE viewer clearly clustered 
laboratories belonging to the same category (Research Cores). This result suggests 
that this tool can be utilized to cluster, visualize and browse over a dataset consisting 
of two entities. 

2.2   The 3D-SE Viewer Based RAST 

As described above, the 3D-SE viewer may provide the overall image of a large data-
set by visualizing the relationship between two entities [7]. We have therefore, ap-
plied it for the visualization of abstracts submitted to scientific conferences [8]. In this 
example [11], words were extracted [12] from abstracts of the Society for Neurosci-
ence 2008 annual meeting poster sessions, and the coordinates of the abstracts and 
extracted keywords calculated using the 3D-SE viewer. This dataset consists of 
14,029 abstracts and 47,868 extracted words. To visualize it using the 3D-SE viewer 
would require powerful computational resources, therefore, viewing the sphere as the 
earth, we have adopted the Google Maps API, compressing the three dimensional 
(3D) sphere into a two dimensional (2D) plane. 

In this tool (Fig. 2), results of a keyword search are displayed not only as a list of 
abstracts (key abstracts), but also graphically by placing flags over the abstracts 
(nodes) in the map. The key feature of this tool is that, based on the similarity index 
calculated online, it provides a list of abstracts related to a single or multiple chosen 
key abstract(s) (related abstracts). More surprisingly, this feature could provide sev-
eral users with interesting related abstracts which did not contain any keyword util-
ized for the key abstract search. We call them “hidden treasure”. Moreover, a list of 
extracted keywords is also provided for each listed abstract. Such information may 
provide users with candidates of keywords regarding their research interest. These 
keywords may be useful for searching information over the web, and also in other 
databases. 
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Fig. 1. The BSI Team Map. The list on the left represents different laboratories colored on the 
group (Research Core) it belongs to. The list on the right represents the keywords describing a 
research topic colored into research categories such as “Field”, “Brain Function”, “Method”, 
etc. 

 
Similar feature is observed elsewhere as in the PubMed database, however, they do 

not allow search for multiple selected items. And since they can only search for re-
lated items to a single selection, the results might have been calculated offline and 
stored on a database to be referenced when a query arrives. 

2.3   Problems on the 3D-SE Viewer Based RAST 

As it can be noted from the examples cited above, the 3D-SE viewer is not only a tool 
for visualizing bipartite graph, but it also compresses multidimensional data into a 
three dimensional space. For example, in the BSI-Team map, there are 58 teams and 
175 keywords, therefore, the 3D-SE viewer is compressing a 175 dimensional vector 
into three dimensions. Similarly, for the SfN 2008 RAST, it is compressing a much 
larger vector of 47,868 dimensions into only three. As a result of this process, not all 
abstracts closely located are directly related to each other. This has resulted in misun-
derstanding on the interpretation of the map. However, since again we have only 
provided information on the existence or absence of a link between abstracts and 
words, the grouping of abstracts belonging to the same category suggests that it does 
provide visual information of the overall characteristic of the data. 
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Fig. 2. 3D-SE viewer based Related Abstract Search Tool. A list of abstracts is displayed on the 
left side, and the 3D-SE viewer sphere compressed into a 2D plane shown in the right. Yellow 
background on the list mean key abstract (yellow flags on the map), and blue background (blue 
flags) are the related abstracts. Most of the related abstracts did not utilize the term “neuroin-
formatics” entered for searching the key abstract. 

3   The Related Abstract Search Tool 

The RAST has been designed to search for related abstracts online based on single or 
multiple selected items. The base items, called key abstracts are first searched based 
on the keyword entered by the user. Key abstracts are listed in yellow background 
according to the number of found keywords (Fig. 3 left side). The number of items to 
be listed is selected from the pull down menu found before the “Search” button. Re-
lated abstracts are searched either by pressing the “> Related Abstract” link located at 
each abstract on the list, or by selecting the key abstracts by checking the check box 
in front of each abstract and pressing the “Search Related Abstract” button. Related 
abstracts are listed indented and below the key abstracts, in blue background. Simi-
larly to the list of key abstracts, the number of items to be listed for the related ab-
stracts can be selected from the pull down menu found before the button. On the right 
side of the window three tabs are present, the Map tab, the Detail tab, and the Printing 
Cart tab. The Detail tab displays the content of one or several abstracts by clicking 
either on the title or from the Printing Cart tab. Details are described below. 
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Fig. 3. The Related Abstract Search Tool. The left side shows a list of abstracts with key ab-
stracts in yellow background and related abstracts in blue background. The right shows the 
similarity map, and bellow the map the list of extracted words with the number of occurrence 
on each abstract. 

3.1   Related Abstract 

Related abstracts are calculated online, since it also allow multiple selected key ab-
stracts. Assuming each abstract as a vector with each element being the words ex-
tracted from all abstracts, the similarity is calculated as the cosine between vectors. 
When calculating the related abstract of multiple selected abstracts, a composite vec-
tor is first calculated from the selected key abstracts, and then the related abstract is 
calculated assuming the composite vector as a single abstract. Related abstracts that 
did not contain any of the keywords entered for searching the key abstracts are 
marked with a gold ingot meaning it is a hidden treasure. That is, abstracts that may 
be related to the topic that the user is searching for, but without any of the keywords 
the user has chosen. 

3.2   Similarity Map 

The similarity map is a color map displayed in the Map tab (Fig 3 right side). The 
colors represents relatively the highest (red) and lowest (blue) similarity between two 
abstracts. This feature was implemented to help users in easily identifying abstracts 
belonging to the same group, or abstracts independent to others. That is, abstracts 
showing higher similarity index has higher possibility in being discussing about simi-
lar topics, as well as, abstracts with low similarity index may belong to a different 
research field. The first abstracts starting with “K” are for the key abstracts, with the 
number indicating the order in the list. Similarly, the following abstracts starting with 
“R” are for the related abstracts. By clicking on one of the colors over the map, the 
two abstracts in question are displayed in a pop-up window for easy comparison of 
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their titles. Utilizing this feature, we have found that abstracts with a much higher 
similarity compared to others are often from the same research group. Moreover, 
another interesting information this map may provide is, when there are two or more 
abstracts with high similarity in a row or column, a user may be also interested in 
knowing whether these abstracts has also high similarity to each other. That is, Sup-
pose R03 and R07 are very similar to K01. If the similarity between R03 and R07 is 
also high, this may indicate that both abstracts might be of interest if one of them is. 
However, if the similarity between R03 and R07 is low, it may indicate that both 
works points to a different direction in a given topic. Similar to this, if one of the 
Related abstracts has very low similarity to all other abstracts, this may indicate that 
this given abstract is similar to the key abstract but again pointing to a different direc-
tion compared to all other abstracts. This may provide user with rich information in 
determining which related abstracts to look at. 

Below the table, a list of words is displayed according to the term frequency- in-
verse document frequency (tf-idf) index. Following the words, a circle indicates the 
occurrence of that word in a given abstract (rows). This list is displayed in order to 
help users in narrowing their result and also to suggest other keywords that may be 
utilized to refine their search. Moreover, by clicking on a term, it is automatically 
added to the search box. 

3.3   Printing Cart 

The printing cart stores selected abstracts for later reviewing or printing the list. Ab-
stracts are added to the printing cart by clicking on the “Add to Cart” link at each 
abstract title. Clicking on the Add to Cart on the pop up window displayed at the 
similarity map also has the same effect. Abstracts added to the printing cart are sorted 
according to its presentation time slot. On top of the printing cart, three buttons are 
present; “Show Detail”, “Print Preview” and “Print”. These buttons take effect only to 
the abstracts whose check boxes are turned on. The Show Detail button displays the 
content of the selected abstracts on the Detail tab. The Print Preview displays the 
content of the selected abstract on a new window, so users can check prior to printing 
the list of abstracts. And finally, the Print button displays the print dialog box for 
printing the selected abstracts. 

4   Discussions and Perspectives 

The Related Abstract Search Tool, inspired on the 3D-SE viewer, aims to help not 
only searching abstracts submitted to scientific conferences, but it may also provide a 
tool for searching and browsing through any type of database. By graphically display-
ing the relationship between items, the task of searching becomes easier as more in-
formation is provided at a glance. 

When dealing with documents, choosing the correct keywords becomes essential. 
As the present work deals with abstracts submitted to the Society for Neuroscience 
annual meeting, we have filtered the extracted words with the keyword list provided 
on the last issue of the Journal of Neuroscience 2006 and 2007. Not so much surpris-
ing, filtering have worsen the output mainly because keywords necessary for newly 
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emerging field such as neuroinformatics are not included. We have not analyzed the 
extent of missing keywords proposed by the Journal of Neuroscience since it is not 
our scope in this work. However, this result suggests that part of this tool may be 
utilized to help journal editors in reviewing their keyword list by providing possible 
keyword candidates. 

To further support not only abstract searching, a feature for linking the results 
stored into the printing cart with schedule manager such as iCal, google calendar and 
others is also being developed. Moreover, based on the abstracts the user has added to 
the printing cart, we aim to provide users with other possible abstracts he/she might 
get interested to which are hardly found only by the keyword and related abstract 
search features discussed above. 
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Abstract. In this paper we have proposed a new hybrid approach com-

bining artificial bee colony algorithm with a greedy heuristic and a local

search for the quadratic knapsack problem. Quadratic knapsack problem

belongs to traditional knapsack problem family and it is an extension of

the well-known 0/1 knapsack problem. In this problem profits are also

associated with pairs of objects along with individual objects. As this

problem is an extension of the 0/1 knapsack problem, it is also NP-Hard.

Artificial bee colony algorithm is a new swarm intelligence technique in-

spired by foraging behavior of natural honey bee swarms. Performance

of our algorithm on standard quadratic knapsack problem instances is

compared with the other best heuristic techniques. Results obtained on

these instances show that our hybrid artificial bee colony algorithm is

superior to these techniques in many aspects.

Keywords: Artificial bee colony algorithm, combinatorial optimization,

quadratic knapsack problem, swarm intelligence.

1 Introduction

In traditional 0/1 knapsack problem for a given knapsack with fixed capacity C
and a given set of n objects with positive weights and positive profit values, we
have to select a subset of these n objects for inclusion in the knapsack in such a
way that the total weights of the selected objects should not exceed its capacity
C, and the total profit value P of selected objects should be as high as possible.
If the presence of an object i in the knapsack is represented by a binary variable
oi, whose value will be 1 if the object i is present in the knapsack, otherwise it
will be 0, then the 0/1 knapsack problem can be mathematically formulated as
follows: Maximize P =

∑n
i=1 oipi, subject to

∑n
i=1 oiwi ≤ C, where wi and pi

are respectively the weight and profit of object i.
Whereas in 0/1 knapsack problem profit values are associated only with in-

dividual objects, in quadratic knapsack problem additional non-negative profit
values are associated with every pair of objects. The profit value associated with
a pair of objects is added to knapsack’s total profit value if and only if both
the objects of the pair are present in the knapsack. If both object i and object
j is present in the knapsack, then a profit value associated with this pair pij is

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 196–205, 2009.
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added to the total knapsack profit value, along with i and j individual profit val-
ues. Thus, quadratic knapsack problem can be formulated as follows: Maximize
P =

∑n
i=1 oipi +

∑n−1
i=1

∑n
j=i+1 oiojpij , subject to

∑n
i=1 oiwi ≤ C. This problem

can be reduced to traditional 0/1 knapsack problem, by setting all the profit
values associated with pairs of objects to zero. Thus, being a generalization of
the 0/1 knapsack problem, this problem is also NP-Hard.

In this paper we have used the concept of absolute value density and relative
value density which were first defined in [1]. The absolute value density of an
object is the the sum of all the profit values associated with an object divided by
its weight. The relative value density of an object is defined relative to a subset
of objects. The relative value density of an object with respect to a subset of
objects is equal to its absolute value density in the QKP instance obtained by
considering only the objects belonging to the subset and the object in question.

Quadratic knapsack problem (QKP) was introduced by Gallo et al. [2] where
a branch-and-bound algorithm was proposed for solving this problem. Since then
many exact methods for QKP have been developed. The reader is referred to
[3] for a survey of these methods as well as for practical applications of QKP.
Among the heuristic techniques, Julstrom [1] proposed three methods for QKP
- a greedy technique, a genetic algorithms and a greedy genetic algorithms.
The genetic and greedy genetic algorithms differ in that the former is a normal
genetic algorithm but the latter contains implementation of a greedy heuristic
in crossover and mutation operators. A hybrid technique combining steady state
genetic algorithm with a greedy heuristic was developed by Singh and Baghel
[4]. This hybrid approach was tested on the same instances as used in [1], and,
it outperformed all the three approaches of [1]. An algorithm based on swarm
intelligence was proposed by Xie and Liu [5]. They used a new swarm-based
technique called mini-swarm, which was developed from MAOS [6]. Mini-swarm
can be considered as a group or society of agents, which are individual in nature
and having a limited amount of longterm memory. These agents cooperate with
each other to find a optimal solution for a given problem. This mini-swarm
approach also outperformed the best approach of [1].

In this paper we have proposed a hybrid swarm intelligence technique com-
bining an artificial bee colony (ABC) algorithm with a greedy heuristic and a
local search for solving the quadratic knapsack problem.

This paper is organized as follows: Section 2 provides an introduction to ar-
tificial bee colony algorithm, section 3 describes our hybrid swarm intelligence
approach. Computation results are presented in section 4, whereas section 5
outlines conclusions and future work.

2 Artificial Bee Colony Algorithm

Artificial bee colony algorithm is a new metaheuristic technique inspired by the
foraging behaviour of natural honey bee swarms. This technique was proposed
by Karaboga [7] and improved further by Karaboga and Basturk [8] and Singh
[9]. In natural honey bee colonies, foraging bees are classified into three types,
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viz., employed bees, onlooker bees and scout bees. All bees which are presently
exploiting a food source are termed as employed. The employed bees bring loads
of nectar from the food source to the hive and may share the information about
their food sources with onlooker bees. Onlookers are those bees which are waiting
in the hive for the employed bees to share information about the food sources
presently being exploited by them. Scouts are those bees that are presently
searching for new food sources in the neighborhood of the hive. Employed bees
share information about their food sources by dancing in a common area in the
hive called dance area. The nature and the duration of a dance is proportional
to the nectar content of the food source presently being tapped by the dancing
bee. Onlooker bees observe numerous dances before choosing a food source. The
onlookers have a tendency to choose a food source with a probability propor-
tional to the nectar content of that food source. Therefore, good food sources
attract more bees than the bad ones. Whenever a bee, whether it is scout or
onlooker, finds a food source it becomes employed. Whenever a food source is
completely exhausted, all the employed bees associated with it leave it, and can
again become scouts or onlookers.

Motivated by this natural phenomenon, Karaboga [7] proposed the artificial
bee colony(ABC) algorithm. In ABC algorithm each food source represents a
feasible solution to the problem under consideration and the nectar content of a
food source represents the fitness of the solution represented by that food source.
Like the natural bee colony, in artificial bee colony also artificial bees are classi-
fied into same three types with similar functions, viz., employed bees, onlooker
bees and scout bees. In ABC algorithm, there are only as many employed bees
as there are number of food sources. Usually, the number of onlookers are also
taken to be equal to the number of employed bees. The employed bee of an
exhausted food source becomes a scout and as soon as it finds a new food source
it again becomes employed.

ABC algorithm follows an iterative process. It starts by associating each em-
ployed bee with one randomly generated food source (solution).Then during each
iteration, each employed bee determines a food source in the neighborhood of
its currently associated food source and evaluates its nectar content (fitness).
If its nectar content is better in comparison to that of its currently associated
food source then that employed bee moves to this new food source abandon-
ing the old one, otherwise, it remains at its old food source. After all employed
bees have completed this process, they share the nectar information of the food
sources with the onlookers. Based on this information, each onlooker select a
food source according to the probability proportional to the nectar content of
that food source. The probability pi, with which a food source i is selected by an
onlooker bee is given by pi = fi/

∑ns
j=1 fj , where fi is the fitness of the solution

i and ns is the total number of food sources. This selection scheme is known by
the name ”roulette wheel selection” among the genetic algorithm community.
Due to this selection scheme, it is assured that solutions with higher fitness val-
ues are selected more often than the solutions with lower fitness values. Once
all onlookers have selected a food source, each of them determines a food source
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in the neighborhood of its selected food source and computes the fitness value
of this newly determined food source. The best food source, among all the food
sources determined by the onlookers associated with a particular food source i,
and, the food source i itself, will be the new location of the food source i in the
next iteration. If the fitness of a solution associated with a particular food source
does not improve for a predetermined number of iterations then the employed
bee associated with it abandons it to become a scout. This scout is transformed
into an employed bee immediately by associating it with a randomly generated
new solution. Once new location of each food source is determined, the next
iteration of the ABC algorithm begins. This process is repeated over and over
again as long as the termination condition remain unsatisfied.

3 The Hybrid ABC Algorithm for QKP

We have developed a hybrid approach combining ABC algorithm with a heuristic
and a local search. The heuristic transforms the infeasible solution obtained
through ABC algorithm into a good feasible solution which is further improved
by local search. The heuristic and local search are discussed in subsection 3.4.
The main features of our ABC algorithm for the QKP problem are described in
subsequent subsections.

3.1 Solution Encoding

Similar to [1,4], we have also used a bit-vector of length n to represent a solution
where n is the total number of objects. If the value at the ith position of the
bit-vector is 1 then it indicates that object i is in the solution, whereas a 0 at
the ith position indicates that object i is not in the solution.

3.2 Generation of Initial Solutions

We have used the same method as used in [1] for generating initial solutions.
We have also used this method for generating a new solution whenever a bee
becomes a scout. This method generates a solution by following an iterative
process. During each iteration, this method selects two objects randomly from
the set of unassigned objects and performs a binary tournament between them.
With probability pinit, object with higher absolute value density will be selected
and with probability (1− pinit) object with lower absolute value density will be
selected. The selected object will be deleted from the list of unassigned objects,
and, if it fits, it is included in the knapsack. This process is repeated till the set
of unassigned objects becomes empty.

3.3 Probability of Selecting a Food Source

Instead of selecting the food source for an onlooker through roulette wheel selec-
tion, we have used binary tournament selection. In binary tournament selection,
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two food sources are randomly chosen and better of the two food sources are se-
lected with probability ponl and worse of the two with probability (1− ponl).We
have tried the roulette wheel selection also, but binary tournament selection
always gave better results.

3.4 Determination of a New Neighboring Food Source

In order to generate a solution in the neighborhood of a particular solution say
solution i, first we create a copy i′ of solution i and choose another solution
randomly. From this randomly chosen solution we add a maximum of 5 objects,
randomly chosen from those objects not present in i′, to i′. If we are not able
to find even one such object then that means that the two solutions are identi-
cal. This situation was called collision in [9] and is resolved in the same manner
as in [9]. If this collision occurs while generating a neighboring solution for an
employed bee then it is resolved by making the associated employed bee scout
thereby eliminating one duplicate solution. If the collision occurs while gener-
ating the neighboring solution for an onlooker then another solution is chosen
randomly for copying objects from it. This process is repeated till we found a
solution different from i′.

After some objects are added to i′, it becomes infeasible, i.e., violates the
knapsack capacity constraint. To transform this infeasible solution into a good
feasible solution we have used a slightly modified version of the two-phase heuris-
tic used in [4]. The first phase of the heuristic transforms the infeasible solution
into a feasible one. It begins by computing the relative value densities of every
object present in the solution with respect to the set of all objects present in
solution. Based on these relative value densities, next a binary tournament is
performed between the two randomly chosen objects of the solution. With prob-
ability ptour, the object with smaller relative value density is deleted from the
solution and with probability (1 − ptour) the object with larger relative value
density. The relative value densities of remaining objects are updated accord-
ingly. Next the heuristic iteratively deletes objects from the chromosome until
the chromosome becomes feasible. During each iteration the objects with small-
est relative value density is chosen for deletion and the relative value densities of
remaining objects are updated accordingly. The second phase iteratively tries to
include as many unassigned objects as it can to the feasible solution using the
same criteria as used in relative greed heuristic of [1]. It begins by computing
the relative value density of every unassigned object with respect to the set of
objects present in the solution. During each iteration it adds to the solution, the
unassigned object with highest relative value density whose addition does not
cause the capacity violation and the relative value densities of the unassigned
objects are updated accordingly. This process is repeated until it is not possible
to add any more objects.

Once the heuristic phase is over, in some cases we try to improve the solution
further using a local search. The local search is based on repeatedly exchanging
an object in the knapsack with an unassigned object. We exchange an object
in the knapsack with an unassigned object, if such an exchange can increase
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the overall profit without violating the capacity constraint. All objects present
in the knapsack are tried one-by-one in their natural order for exchange with
unassigned objects. As soon as we find a profitable exchange for an object in the
knapsack, we immediately perform this exchange. This local search is used with
probability pexch. Actually, we found that using the local search always not only
increases the execution times but also sometimes slighty decreases the solution
quality. The latter can be attributed to lack of diversity resulting from using the
local search always.

3.5 Other Features

Unlike the usual practice, we have used different number of employed bees and
onlooker bees. If the solution associated with an employed bee does not improve
for itnoimp number of iterations then it becomes a scout. Like [9], here also there
is a second possibility in which an employed bee can become scout as described
previously. Also, there is no upper limit on the number of scouts in a single
iteration. The number of scouts in a particular iteration depends on the number
of times the aforementioned two conditions hold.

4 Results and Discussions

We have implemented our approach in C and executed it on an Intel core 2
duo system with 2 GB RAM running at 3.0 GHz under OpenSUSE 11.1. We
have executed our program on a set of 80 QKP benchmark instances of Billionet
and Soutif [10]. Out of 80 instances 40 instances have n = 100 objects, and
other 40 instances have n = 200 objects. These instances are further subdivided
according to their densities (the percentage of non-zero profit values associated
with pairs of objects). For each value of density ∈ {0.25, 0.5, 0.75, 1.0} there are
10 instances for each of the two values of n. This leads to a total of 80 benchmark
instances. Optimal solution values of all of these instances are known [10,11].

We have used a colony of 200 bees, out of which 50 are employed bees and
150 are onlookers. Our algorithm terminates when the best solution does not
improve over 500 iteration. We have used itnoimp = 2n, pinit = 0.75, ptour =
0.8, ponl = 0.95 and pexch = 0.1. These parameter values are chosen empirically.

We have compared our hybrid ABC approach with mini-swarm approach of
[5] and HSSGA of [4] which are the best heuristics for the problem. Mini-swarm
approach was executed 100 times on each of the 80 instances, whereas HSSGA
was executed 50 times on each of the selected 20 instances(10 instances with
n = 100, density =0.25 and 10 instances with n = 200, density =1.0). Like
mini-swarm, our algorithm is also executed 100 times on each instance. Table 1
compares the performance of our approach with mini-swarm on instances with
n = 100, whereas table 2 does the same for n = 200. For each instance these
tables report for each method the number of times the optimal solution is found
out of 100 trials(Hits), the highest profit solution found by each method(Max)
and average time to reach the best solution(AvgT ). For our approach these



202 S. Pulikanti and A. Singh

Table 1. Comparision of Mini-swarm and ABC on instances with 100 objects

Instance Mini-swarm ABC
Time Time

d num Optval Hits Max AvgT Hits Max Avg SD MinT AvgT

0.25 1 18558 100 18558 0.430 100 18558 18558 0.0 0.02 0.039

2 56525 100 56525 0.170 100 56525 56525 0.0 0.00 0.017

3 3752 100 3752 0.190 100 3752 3752 0.0 0.00 0.011

4 50382 100 50382 0.920 100 50382 50382 0.0 0.01 0.018

5 61494 100 61494 0.064 100 61494 61494 0.0 0.00 0.008

6 36360 100 36360 0.415 100 36360 36360 0.0 0.02 0.024

7 14567 100 14657 0.233 100 14657 14657 0.0 0.01 0.019

8 20452 100 20452 0.313 100 20452 20452 0.0 0.02 0.023

9 35438 39 35438 0.801 100 35438 35438 0.0 0.02 0.040

10 24930 100 24930 0.890 100 24930 24930 0.0 0.02 0.037

0.50 1 83742 100 83742 0.273 100 83742 83742 0.0 0.01 0.032

2 104856 52 104856 0.224 100 104856 104856 0.0 0.00 0.020

3 34006 88 34006 0.366 100 34006 34006 0.0 0.01 0.023

4 105996 100 105996 0.137 100 105996 105996 0.0 0.00 0.012

5 56464 100 56464 0.669 100 56464 56464 0.0 0.02 0.031

6 16083 100 16083 0.263 100 16083 16083 0.0 0.01 0.022

7 52819 100 52819 0.417 100 52819 52819 0.0 0.01 0.028

8 54246 100 54246 0.416 100 54246 54246 0.0 0.01 0.027

9 68974 100 68974 0.950 100 68974 68974 0.0 0.01 0.025

10 88634 100 88634 0.345 100 88634 88634 0.0 0.01 0.036

0.75 1 189137 100 189137 0.090 100 189137 189137 0.0 0.00 0.002

2 95074 75 95074 0.749 100 95074 95074 0.0 0.02 0.075

3 62098 100 62098 0.349 100 62098 62098 0.0 0.02 0.025

4 72245 100 72245 0.522 100 72245 72245 0.0 0.02 0.072

5 27616 100 27616 0.210 100 27616 27616 0.0 0.01 0.018

6 145273 100 145273 0.555 100 145273 145273 0.0 0.01 0.016

7 110979 100 110979 0.341 100 110979 110979 0.0 0.01 0.029

8 19570 100 19570 0.192 100 19570 19570 0.0 0.01 0.016

9 104341 100 104341 0.417 100 104341 104341 0.0 0.02 0.044

10 143740 100 143740 0.209 100 143740 143740 0.0 0.01 0.016

1.00 1 81978 100 81978 0.271 100 81978 81978 0.0 0.02 0.036

2 190424 100 190424 0.230 100 190424 190424 0.0 0.01 0.019

3 225434 100 225434 0.190 100 225434 225434 0.0 0.00 0.011

4 63028 100 63028 0.400 100 63028 63028 0.0 0.01 0.022

5 230076 100 230076 0.106 100 230076 230076 0.0 0.00 0.009

6 74358 100 74358 0.330 100 74358 74358 0.0 0.01 0.032

7 10330 100 10330 0.120 100 10330 10330 0.0 0.00 0.007

8 62582 100 62582 0.257 100 62582 62582 0.0 0.01 0.023

9 232754 100 232754 0.109 100 232754 232754 0.0 0.00 0.028

10 193262 100 193262 0.240 100 193262 193262 0.0 0.01 0.123

Total hits 3854/4000 4000/4000
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Table 2. Comparison of Mini-swarm and ABC on instances with 200 objects

Instance Mini-swarm ABC
Time Time

d num Optval Hits Max AvgT Hits Max Avg SD MinT AvgT

0.25 1 204441 100 204441 1.221 100 204441 204441 0.0 0.08 0.118

2 239573 100 239573 0.499 100 239573 239573 0.0 0.03 0.044

3 245463 98 245463 0.536 100 245463 245463 0.0 0.00 0.047

4 222361 100 222361 0.726 100 222361 222361 0.0 0.07 0.141

5 187324 100 187324 1.571 100 187324 187324 0.0 0.12 0.207

6 80351 28 80351 2.781 100 80351 80351 0.0 0.25 0.341

7 59036 77 59036 2.583 100 59036 59036 0.0 0.14 0.286

8 149433 100 149433 2.038 100 149433 149433 0.0 0.22 0.360

9 49366 100 49366 1.405 100 49366 49366 0.0 0.12 0.150

10 48459 100 48459 0.940 100 48459 48459 0.0 0.15 0.201

0.50 1 372097 100 372097 1.292 100 372097 372097 0.0 0.15 0.201

2 211130 26 211130 1.825 57 211130 211121.4 9.9 0.36 5.073

3 227185 100 227185 1.606 100 227185 227185 0.0 0.26 0.344

4 228572 100 228572 4.801 100 228572 228572 0.0 0.15 0.200

5 479651 100 479651 0.501 100 479651 479651 0.0 0.00 0.047

6 426771 100 426771 1.053 100 426771 426771 0.0 0.04 0.084

7 220890 100 220890 2.066 100 220890 220890 0.0 0.28 0.339

8 317952 100 317952 1.726 100 317952 317952 0.0 0.15 0.196

9 104936 100 104936 1.097 100 104936 104936 0.0 0.13 0.167

10 284751 98 284751 2.097 100 284751 284751 0.0 0.16 0.286

0.75 1 442894 16 442894 3.339 35 442894 442758.5 101.8 0.24 7.096

2 286643 95 286643 2.797 100 286643 286643 0.0 0.20 0.495

3 61924 100 61924 0.656 100 61924 61924 0.0 0.07 0.103

4 128351 100 128351 1.232 100 128351 128351 0.0 0.17 0.204

5 137885 100 137885 1.127 100 137885 137885 0.0 0.09 0.125

6 229631 100 229631 1.661 100 229631 229631 0.0 0.25 0.301

7 269887 100 269887 6.291 100 269887 269887 0.0 0.24 0.351

8 600858 98 600858 1.966 100 600858 600858 0.0 0.08 0.120

9 516771 100 516771 1.515 100 516771 516771 0.0 0.16 0.284

10 14269 100 142694 1.072 100 142694 142694 0.0 0.17 0.194

1.00 1 937149 100 937149 0.574 100 937149 937149 0.0 0.00 0.043

2 303058 100 303058 1.179 100 303058 303058 0.0 0.29 0.643

3 29367 100 29367 0.301 100 29367 29367 0.0 0.02 0.039

4 100838 100 100838 0.543 100 100838 100838 0.0 0.10 0.129

5 7866355 100 786635 2.043 100 786635 786635 0.0 0.08 0.127

6 41171 100 41171 0.311 100 41171 41171 0.0 0.04 0.062

7 701094 100 701094 1.732 100 701094 701094 0.0 0.16 0.340

8 782443 100 782443 1.258 100 782443 782443 0.0 0.12 1.477

9 628992 100 628992 2.277 100 628992 628992 0.0 0.16 0.984

10 378442 100 378442 1.757 100 378442 378442 0.0 0.29 0.350

Total hits 3736/4000 3892/4000
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Table 3. Performance of HSSGA on 20 instances

Instance HSSGA
Time

n d num Optval Hits Max Avg SD MinT AvgT

100 0.25 1 18558 50 18558 18558 0.0 0.00 0.03

2 56525 50 56525 56525 0.0 0.00 0.01

3 3752 50 3752 3752 0.0 0.00 0.01

4 50382 50 50382 50382 0.0 0.00 0.01

5 61494 50 61494 61494 0.0 0.00 0.01

6 36360 50 36360 36360 0.0 0.00 0.01

7 14657 50 16457 14657 0.0 0.00 0.01

8 20452 50 20452 20452 0.0 0.00 0.01

9 35438 50 35438 35438 0.0 0.00 0.01

10 24930 50 24930 24930 0.0 0.00 0.01

Total hits 500/500

200 1.0 1 937149 50 937149 937149 0.0 0.39 0.97

2 303058 50 303058 303058 0.0 0.60 8.50

3 29367 50 29367 29367 0.0 0.01 0.02

4 100838 50 100838 100838 0.0 0.02 0.07

5 786635 50 786635 786635 0.0 1.77 7.56

6 41171 50 41171 41171 0.0 0.01 0.03

7 701094 50 701094 701094 0.0 0.76 12.26

8 782443 50 782443 782443 0.0 21.54 54.28

9 628992 50 628992 628992 0.0 0.26 5.39

10 378442 50 378442 378442 0.0 0.05 0.46

Total hits 500/500

tables also report the average solution quality, the standard deviation of solution
values and the minimum time to reach the best solution. Data for mini-swarm
is taken from [5] where average solution quality and the minimum time to reach
the best solution is not reported. These tables clearly shows the superiority
of our approach over mini-swarm in terms of solution quality. For 100 objects
instances our approach finds optimal solution in all 4000 trials, whereas mini-
swarm approach gives optimal solutions in 3854 trials out of 4000 trials. For
200 objects instances our approach finds optimal solution in 3892 trials, whereas
mini-swarm finds optimal solution in 3736 trials. Overall, there are only two
instances on which hit rate for our method is less than 100%, whereas for mini-
swarm there are 12 instances on which hit rate is less than 100%. The mini-
swarm approach was executed on a Pentium 4 system running at 3.06GHz under
Red Hat Linux 7.3. As it is executed on a different system than our approach,
therefore, it is not possible to exactly compare the time of two approaches.
However, we can safely say that our approach is faster on most of the instances
even after compensating for the processing speeds.

Table 3 reports the result of HSSGA on 20 instances. Data for HSSGA is taken
from [4]. Comparing table 3 with tables 1 and 2, we can see that our approach as
well as HSSGA have 100% hit rate on all the 20 instances. HSSGA was executed
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on a Pentium 4 system running at 2.4GHz under Red Hat Linux 9.0. Though
it is not possible to exactly compare the speed of the two approaches, it can
be easily inferred from the tables that HSSGA is faster on all instances with
n = 100, whereas our hybrid ABC approach is faster on most of the instances
with n = 200.

5 Conclusions

We have developed a hybrid artificial bee colony approach for the quadratic
knapsack problem and compared it with mini-swarm [5] and HSSGA [4], which
are the best heuristics known for the problem. Our approach outperformed the
mini-swarm approach both in terms of solution quality as well as running time,
whereas its performance is comparable to HSSGA. The superiority over mini-
swarm approach is significant as it is another swarm-based approach. As a future
work we plan to extend our approach to quadratic multiple knapsack problem.
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Abstract. All existing learning methods have particular bias that makes them
suitable for specific kind of problems. Universal Learning Machine (ULM) should
find the simplest data model for arbitrary data distributions. Several ways to cre-
ate ULMs are outlined, and an algorithm based on creation of new global and lo-
cal features combined with meta-learning is introduced. This algorithm is able to
find simple solutions that sophisticated algorithms ignore, learn complex Boolean
functions, complicated probability distributions, as well as the problems requiring
multiresolution decision borders.

1 Introduction

Despite great progress in development of numerous new algorithms computational
intelligence (CI) systems are still far behind natural biological systems in solving com-
plex problems that face organisms, learning to optimize chances of survival, recog-
nizing important structures in perceptual information, developing communication and
coordination with other organisms. CI algorithms are quite sophisticated, but the key to
general intelligence may lie in specific information filters that make learning possible,
and chunking mechanisms that combine their results into higher-level mental represen-
tations. Filters discover phonemes, syllables, words in the auditory stream (with even
more complex hierarchy in the visual stream), while chunking links sequences of lower
level patterns into higher-level patterns, discovering associations and motifs.

On a more technical level this means that more attention should be paid to genera-
tion of features, exploiting various ways to use input information. Systematic selection
and construction of new features should be followed by simple learning models that are
quite accurate once an appropriate representation of the problem is found. For highly
non-linear decision borders local features based on kernels localized at data samples
that are close to decision borders are useful. There is some similarity to the kernel-
based learning [1] that implicitly projects data into high-dimensional spaces, but here
mixing different kernels and using different types of features gives much more flexi-
bility. Cortical minicolumns extract a large number of interesting features from signals.
This inspiration led to almost Random Projection Machine (aRPM) [2] algorithm where
random projections generate new candidate features, and only those that contain clus-
ters of pure data samples (in the k-separability sense [3]) are selected. The algorithm is
fast and works quite well for complex Boole’an functions where almost all other algo-
rithms fail. However, for some data distributions direct use of linear projections is not
the best idea. For example, visual object recognition should distinguish complex shapes
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defined in two- or three-dimensional space. Sophisticated approaches may miss simple
and comprehensible solutions.

In this paper Universal Learning Machines (ULM) are introduced, based on sys-
tematic generation and selection of features of growing complexity, that help to learn
simple data models in all kinds of situations. This is the next step towards meta-learning
systems [4,5], that shifts emphasis on construction of the feature space, rather than con-
struction of sophisticated learning models. In the following section short description
of meta-learning idea is given, followed by systematic description of feature construc-
tors and some details about current implementation of the ULM approach. Illustrative
results are in section 4 and a brief discussion concludes this paper.

2 Meta-Learning and Feature Construction

According to the ”no free lunch” theorem [6] no single system may reach the best
results for all possible distributions of data. Decision trees and rule-based systems are
the best for data that have simple logical structure, require sharp decision borders [7,8]
but fail already on problems where linear discrimination provides accurate solution.
SVM in kernelized form works well when complex topology is required but may miss
simple solutions that rule-based systems find, fails when sharp decision borders are
needed and fails on complex Boolean problems [9]. Each system has a particular bias
that makes it suitable for particular class of problems. Discovering this bias and finding
an appropriate model is not easy, and is usually done by tedious experimentations with
combinations of pre-processing, filtering and selection, clusterization, classification or
regression and post-processing techniques, combined with meta-learning procedures
based on stacking, boosting, committees and other techniques. A number of efforts
directed at automatic search for good data models are worth noting.

First approach is to search for general characteristics of data and compare it to the
characteristics of reference data for which ranking of results of different system has
been established [10]. However, a small change in data distribution may have a strong
influence on the type of decision borders needed. The second approach tries to put
various data transformations into a framework that systematically increases their com-
plexity and do a meta-search in the space of all such models. The framework for
similarity-based methods is quite suitable here, covering most classification methods,
including feedforward neural networks and some kernel methods [4,5]. The granularity
of the transformations use to automatically build good models is finer when hetero-
geneous systems are admitted, using optimized distance (kernel) functions of different
types and optimized neural transfer functions in constructive network methods [11,12].
Other systems may be added to the pool of models, including heterogeneous decision
trees and their forests [13]. This approach may be converted into general theory of
transformation based learning, building models based on composition of transforma-
tions [14], and combining them by using committees of locally-competent models [15].

With proper control of search and complexity of generated models [16,17] such
transformation-based approach offers an interesting approach that may overcome the
limits of the ”no free-lunch” theorem. However, success of such meta-search for best
composition of transformations relies on the availability of transformations that extract
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useful features and handle various specific problems, such as image analysis, multime-
dia streams, signal decomposition, text analysis, biosequences and many other prob-
lems. A Universal Learning Machine (ULM) is based on a very general algorithm:

– Construct new features (generate transformations).
– Test if they help to learn (generate results and select).

Learning may of course be done with one of the sophisticated schemes, but here the
focus will be on construction of features. They may be ranked by some simple filter
criterion [18], or be used to incrementally expand feature space using simple learning
models. Analysis of all feature constructors for specific applications is beyond the scope
of this paper, but it is fruitful to analyze methods that may be applied to construct new
features from typical data.

3 Feature Construction

A set of raw initial features is provided as a part of problem description; out of these
some may be directly useful and should be selected and tested. More features may be
created by various transformations and pattern filters to extract useful information. A
hierarchy of features with different complexity should be established, depending on the
type of decision regions they provide and the complexity of search processes needed to
discover them.

Binary features are the simplest and are a special case of projection on a line. Pro-
jections may be either unrestricted (all data are used for the projection), giving global
features, or restricted, providing local features. Raw binary features {bi} should be re-
garded as global, resulting from unrestricted projections on a line. They are created
from other features by dividing nominal features into two subsets, or creating subin-
tervals of real features {xi} using decision trees or Quality of Projected Clusters [19]
criteria.

Local binary features may be obtained by imposing various restrictions on projec-
tions. For binary features this will lead to complexes b1∧b2...∧bk that help to distinguish
interesting regions in feature space. For real-valued features restrictions based on inter-
vals create hyperboxes

∏
i[r

−
i , r+

i ]. Restricted binary features are created by decision
trees, for example if there is top level path z = (x1 < t1) ∧ (x2 ≥ t2), then z is a bi-
nary (logical) feature made from projection on x2 restricted by x1 < t1 (or vice versa).
Such features are especially useful for problems with inherent logical structure [7,8].
Logical features may be smoothed and changed into real, strongly non-linear feature
using sigmoidal functions z = σ(t1 − x1)σ(x2 − t2). Other ways to restrict subspace
used for projection may be considered, for example taking only vectors that are not far
from x1 line and binarizing the projection z = σ(x1− t1)σ(d−||x||−1), where ||x||−1

norm excludes feature x1. More general version of binary features may use different
restrictions for each values b = 0 and b = 1. Similar considerations may be done for
nominal features.

The real-valued raw features are sometimes directly relevant to the learning task.
Enhancement of local contrast is very important in natural perception. Features trans-
formed by a steep sigmoidal function σ(βxi − ti) are frequently more useful, closer to
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binary. Slopes βxi and thresholds ti may be individually optimized using mutual infor-
mation or other relevance measures independently for each feature. Single features may
also show interesting patterns of p(X |C) distributions, for example k relatively large
groups of values, each corresponding to the same type of objects. Such k-separable
solutions are very useful for learning complex Boolean functions. For example, n-bit
parity functions are n + 1-separable if a sum of all feature values is used as a new fea-
ture. A single cluster of pure cases is worth using as a new feature. Such features are
generated by applying localized window-type functions to original features [19], for
example zi = σ(xi − ai) − σ(xi − bi), a > b.

Thus original real features may be pre-processed in several ways to increase their
usefulness. The same is true for restricted, or partially localized real features. Instead
of accepting raw features additional conditions restricting the subspace from which
projections are made are added, zij = xi for |xj | < tj . Linearization of 2-dimensional
distributions is possible using step-functions. If the minimal value of xi is xmin and
zij = xiΘ(tj − xj) + (xmin − 1)Θ(xj − tj) all projections for xj ≥ tj are moved
to zij = xmin − 1. Consider for example fuzzy XOR relations between (xi, xj); such
transformation will convert it to a 4-separable problem that is easily solved by most
machine learning systems.

More complex line patterns and higher-dimensional patterns may be considered.
First, linear combinations of features provide frequently better features than raw fea-
tures. The simplest and computationally cheapest way to generate them is to start
from calculation of the class centers mi, and use normalized projection directions
wij = (mi − mj)/||mi − mj ||. If conditional probabilities p(x|C) have approxi-
mately Gaussian distributions z(x; w) = w · x captures all information and other fea-
tures will be spurious. This is indeed the case in a number of benchmark data, making
them trivial. Drawing p(C|z) shows areas of significant overlaps and allows for separa-
tion of border vectors that fall near the threshold p(Ci|z) = p(Cj |z). Using only those
vectors more projection directions may be generated; first class-dependent clusteriza-
tion of these vectors is done and then search for pairs of cluster centers from different
classes that are close to each other.

In recent years kernel-based learning methods dominate in pattern recognition [1].
Kernels are used to measure similarity to reference vectors providing new features zi =
K(x(i), x). Gaussian kernels are most popular, creating features that provide localized
receptive fields, measuring how far vector x is from the reference support vector x(i).
Suppose that distribution p(x) = p(x1, x2) has been created as a sum of two partially
overlapping Gaussian distributions; than transforming this distribution to (z1, z2), with
kernels at the centers of clusters z = z1 + z2 variable will be almost constant along
p(x) =const, making the non-linear decision border almost flat after transformation.
Quadratic optimization procedures in SVM may be replaced by any large-margin linear
discrimination techniques, the extraction of useful information by kernels is primary
reason for success.

Explicit generation of features based on different similarity measures [20] removes
one SVM bottleneck, allowing for optimization of resolution in different areas of the
feature space: strong non-linearities are provided where they are needed (small range
of localized kernels), and using smooth functions (large range) when this is sufficient.
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This technique may be called adaptive regularization, in contrast to simple regular-
ization based on minimization of the norm of the weight vector ||w|| used in SVM or
neural networks [1]. Although simple regularization enforces smooth decision borders
decreasing model complexity it is not able to find the simplest solutions and may easily
miss the fact that a single binary feature contains all information. Generation of kernel
features should therefore proceed from most general, providing almost hyperplanar de-
cision borders, with centers placed far from decision borders (identified looking at the
z = w · x distribution for w = (m1 −m2)/||m1 −m2|| direction), to more specific,
highly non-linear, with non-zero contributions only close to decision border. More so-
phisticated features may also be useful: based on Mahalonobis distance calculated for
clusters of vectors located near decision borders (an inexpensive method for rotation
of density functions with d parameters has been introduced in [11]), or with flat local
fronts using cosine distance.

Summarizing, the (incomplete) list of feature constructors includes:

– B1: Binary – unrestricted projections; provides 4 regions p(C|b), C = 1, 2; b =
0, 1, for MAP classifiers, complexity O(1)Nb.

– B2: Binary – restricted by other binary features; complexes b = b1∧b2...∧bk; also 4
regions p(C|b), full complexity O(2kNb), but only O(Nb) with greedy algorithms.

– B3: Binary – restricted by distance; b = 0∧r1 ∈ [r−1 , r+
1 ]...∧rk ∈ [r−k , r+

k ]; search
is done separately for each b value.

– N1: Nominal – like binary, with two or more subsets.
– R1: Line – original feature xi, unrestricted projection xi(x); thresholds or intervals

may change it into B1; contrast enhancements σ(xi), search for 1D patterns.
– R2: Line – like R1 but restricted by other features, xi = xi(x) only for |xj | < tj .
– R3: Line – like R2 but restricted by distance, , xi = xi(x) only for

∑
j �=i x2

j < t.
– R4: Line – linear combination z = w · x optimized by unrestricted, projection

pursuit (PCA, ICA, QPC ...); otherwise treated like R1.
– P: Prototype-based localized features q(x) = exp(−||x − r||), weighted distance

functions or specialized kernels.
– M: Motifs, based on correlations between elements (sequences, Hebbian correla-

tions).
– T: Non-linear transformations: radial, separable, universal, rational, and other types

of transfer functions [11] f(x) = Φ(x; w) for feature construction.

Prototype-based local features are created using support vectors near the decision bor-
der. First, projections lines zi = wi · x are generated using class means, and those
vectors that are projected in the interval zi ∈ [θi − r, θi + r] selected, where r =
0.05|max zi − minzi|, and the threshold p(C|zi = θi) = p(C′|zi). More line pro-
jections may be generated by grouping vectors into several clusters in each class and
using restricted line projections for their means. Distances between selected vectors are
evaluated (Euclidean distances are used) and only those with the fraction [0.5+ ε, 1− ε]
of neighbors from the same class (with ε = 0.1) in the σ radius are left. They are close
to the decision borders, but selecting those with largest σ and clusterizing them to form
features qi(x) = exp(−|x−pi|/σ) will provide relatively smooth local features. Those
vectors that are close to the border but have very small qi(x) are used again to create
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features with smaller σ, localized more strongly, until most vectors are covered by local
features. In this way multi-resolution kernel projection is realized with few support vec-
tors. Complexity of this process is dominated by distance calculation, but this is done
only on a small subset of all vectors, all other steps are linear in the number of vectors.

Second-order features may be build by learning machines using features that have
been constructed and selected for learning. Ranking of local features should be done
with care as they may not be globally important, but will be needed for local represen-
tation of information only. ULM may be presented as a constructive network, with new
nodes representing transformations and procedures to extract useful features, and addi-
tional layers analyzing the image of data in the feature space created in this way. Here
feature generators and classifiers are separated. ULM starts from original features, test-
ing consecutively binary, nominal and real features, then testing the results of adding
restricted features, and constructing new features using projections and prototypes. This
process may be viewed as a search in the space of various feature spaces, analogous to
the search in the space of similarity-based models [4,5].

4 Illustrative Results

The ULM approach is illustrated using a few benchmark datasets (taken from the UCI
repository [21]) that create various problems to the state-of-the-art classification sys-
tems. Three quite different systems have been used in comparison: SVM with linear
and Gaussian kernels (with proper choice of P-features giving identical results), Naive
Bayes (NB) classifier, and Separability-Split Value (SSV) decision tree [22], all imple-
mented in the Ghostminer software [23]. 10-fold stratified crossvalidation tests have
been done in all cases.

Reference results obtained with original features are in Table 1. In parenthesis the
number of generated features is noted. Line projections R1 were generated in two ways,
from calculation of the class centers or cluster centers. For Hypothyroid, Wisconsin
and Australian class centers worked better, for the remaining of datasets cluster centers
were used. The simplest binary features B1 extracted from decision trees are presented
in Table 2.

The Australian credit problem (15 features, 690 samples) has been used in the Statlog
project [24] that compared 22 classifiers. The best result 86.9±, has been obtained with
Cal5 tree (6 leaves on average), a rather fortuitous result as this tree has never been
among top three for the remaining 21 datasets used in the Statlog study, the variance
in crossvalidation test is about 4%, and the results have not been properly averaged
over many runs. SVM with Gaussian kernel, optimized C=0.01 and σ = 0.01, using
460 support vectors, reaches 86.2±4.1%. Starting from ranking of single features it is
easy to notice that A9 (our guess is that it codes “has bank account”) is by far the most
important feature (ex. Pearson correlation coefficient is 0.72, while the next best feature
has 0.46). Using A9 binary feature SVM results with linear kernel is 85.5±3.5% with
182 SVs used and SSV tree and NB classifier give the same accuracy. For SVM and SSV
this is only slightly higher than the reference value, but for NB it is a significant (over
5%) improvement. SSV and NB solutions are equivalent to the maximum a posteriori
(MAP) rule: IF A9=T then class +, A9=F then class −.
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Adding more features from the original set degrades this result, also adding line
projections decreases accuracy, but adding to the binary feature one prototype-based
feature near the decision border improved all results in statistically significant way to
86.8%, with only 3 leaves for SSV. While adding other features did not improved the
result of SVM and NB, for SSV combination of the A9 with one R1-feature and one
P-feature gave even better result, 87.0±2.50 with just 4 leaves. For this dataset ULM
finds not only the simplest solution, but also using additional P-feature finds the most
accurate solution known so far.

The Ljubliana cancer data contains 286 cases, of which 201 are no-recurrence-events
(base rate 70.3%) and 85 are recurrence-events (29.7%). There are 9 attributes, with 2-
13 different values each. SVM with Gaussian kernel gives 73.8±4.3%, linear SVM
71.0±4.7%, MLP network reaches similar accuracy to Gaussian SVM. The most im-
portant feature is Degree-malignant∈ {1, 2, 3}, that for the value 3 has more than half
recurrence events. Restricting this nominal feature (equivalent to selection of one path
from two-level decision tree) using the number of involved nodes (ranging from 1 to
9) creates a binary feature: B1 = Degree-malignant = 3 ∧ involved nodes> 1. The
accuracy of the MAP rule based on this single feature, as well as the 3 classifiers in
our study is 76.3±6.5%. Such simple and comprehensible solutions are easily missed
if complex models (that in this case are less accurate) are used.

Appendicitis is another small dataset [7], containing only 106 cases, 88 cases with
acute appendicitis and 18 cases with other problems, with 8 features (results of medical
tests). Adding a single binary restricted feature B2 derived from SSV decision tree (see
Table 2) increased the accuracy of all methods by 4-5%, to 91.5%, at the same time
reducing complexity of classifiers. Other types of features did not improve this result.

The Cleveland heart disease dataset contains 303 cases, 164 corresponding to healthy
(54.1%) and the rest to heart problems of various severity, described by 6 continuous
and 4 nominal features. Adding new features did not lead to NB improvement in any
significant way, but SVM benefited slightly from adding 3 line projections (achieving
83.5±3.6, with 98 SVs), and using 3 prototype-based features (84.2±6.1).

The Pima Indian diabetes dataset has only 8 attributes, 768 instances, 500 (65.1%)
healthy and 268 (34.9%) diabetes cases. This dataset was used in the Statlog project
[24], with the best 10-fold crossvalidation accuracy around 77.7% obtained by logistic
discriminant analysis. Small improvement (1.3%) is gained in NB by adding binarized
real feature (Table 2), and also by adding 3 line projections. Slight SVM improvement is
noticed only with 3 line projections and 4 prototype-based features, giving 78.5±3.6%.

The Wisconsin cancer dataset contains 699 cases, with 458 benign (65.5%) and 241
(34.5%) malignant cases, described by 9 attributes with integer value in the range 1-10.
Binarization of F2 feature improves the result in insignificantly way, but using a single
line projection improves SSV results by 2.2% and NB results by 1.2%, while SVM is
improved slightly only after 4 P-features are added, reaching 97.2±1.9% with 45 SVs.

The Hypothyroid dataset has 3772 cases for training and 3428 cases for testing, but
to use consistent methodology the data has been merged and 10-fold stratified crossval-
idation used. There are 22 attributes (15 binary, 6 continuous), and 3 classes: primary
hypothyroid, compensated hypothyroid and normal (no hypothyroid), with unbalanced
class distribution in the merged data, 166, 368 and 6666 vectors in the normal class.
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Results of SVM and especially NB are quite poor (Table 1), however adding one bi-
nary restricted feature greatly improves them, from 94.1 to 99.5±0.4% with 80 SVs for
SVM, and from 41.3 to 98.1±0.8% for NB. Adding more features does not improve
these results further.

Table 1. Reference results with original features; ULM significantly improved results are de-
scribed in the text

Dataset Classifier
SVM (#SV) SSV (#Leafs) NB

Australian 84.9±5.6 (203) 84.9±3.9 (4) 80.3±3.8
Ljubliana cancer 72.0±5.1 (168) 74.7±5.0 (3) 72.2±7.4

Appendicitis 87.8±8.7 (31) 88.0±7.4 (4) 86.7±6.6
Heart 82.1±6.7 (101) 76.8±9.6 (6) 84.2±6.1

Diabetes 77.0±4.9 (361) 73.6±3.4 (4) 75.3±4.7
Wisconsin 96.6±1.6 (46) 95.2±1.5 (8) 96.0±1.5

Hypothyroid 94.1±0.6 (918) 99.7±0.5 (12) 41.3±8.3

Table 2. B1 features extracted from the decision tree

Dataset B1 features
Australian F8 < 0.5 F8 >= 0.5 & F9 >= 0.5

Ljubliana cancer Degree-malignant = 3 Degree-malignant = 3 ∧ involved nodes> 1

Appendicitis F7 >= 7520.5 F7 < 7520.5 & F4 < 12

Heart F13 < 4.5 & F12 < 0.5 F13 >= 4.5 & F3 >= 3.5

Diabetes F2 < 123.5 F2 >= 143.5

Wisconsin F2 < 2.5 F2 >= 4.5

Hypothyroid F17 < 0.00605 F17 >= 0.00605 & F21 < 0.06472

In case of the Wisconsin breast cancer data linear combination of features is clearly
better than using individual features separately in decision trees or in Naive Bayes; in
case of the hypothyroid data it is quite the opposite.

5 Discussion

Universal Learning Machines should be based on meta-learning schemes: searching
for the best models in the space of selected data transformations. Meta-learning in the
framework of similarity-based models [4,5] has been previously used with considerable
success. Here a search in the space of various feature transformations is explored. Of
course one may combine the two meta-learning approaches and in addition expand
the space of all admissible transformations. General framework for such meta-learning
schemes has recently been proposed in [16,17]. However, even the simplest scheme to
construct-select features is worth exploring, generating new features that, followed by
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forward selection or even a simple filter method to rank all features, may dramatically
simplify and improve results.

While a lot of efforts have been devoted to feature selection procedures [25] much
less effort has been spent on feature construction [26]. Yet functioning of biological neu-
ral networks gives numerous examples of transformations realized by neural columns
that extract non-linear features from incoming signals, reducing noise in data and learn-
ing to estimate similarity of responses. Neural columns learn to react not only to inten-
sity, but also to specific structures in the incoming stimuli, solving complex perceptual
problems. As a step towards universal learning machines various ways of extracting
information from input data have been systematically described, from binary features
and their enhancements, through combinations of features derived from simple decision
trees, combinations of features estimated from clusters, localized clusters after projec-
tions, to kernel-based features at different level of granularity, allowing for adaptive
regularization. This of course does not exhaust all possibilities for construction of in-
formative features. Various projection pursuit networks that reduce dimensionality, in-
cluding PCA, ICA and other techniques [27], create interesting combination of original
raw features according to such criteria as maximum variance or independence.

Feature constructors described here go beyond linear combinations. Systematic ex-
plorations of features of growing complexity allows for discovery of simple models
that more sophisticated learning systems will miss. Some benchmark problems have
been found rather trivial, and have been solved with a single binary feature, one con-
strained nominal feature, or one new feature constructed as a projection on a line con-
necting means of two classes. Kernel-based features offer an attractive alternative to
current kernel-based SVM approaches, offering multiresolution and adaptive regular-
ization possibilities. Analysis of images, multimedia streams or biosequences will re-
quire even more sophisticated ways of constructing features based on simpler features.
Although larger datasets should be analyzed it is quite clear that constructing new fea-
tures in this way opens new possibilities to create simple, comprehensible and accurate
data models.
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Abstract. Automatic text summarization systems aim to make their created 
summaries closer to human summaries. The summary creation under the condi-
tion of the redundancy and the summary length limitation is a challenge  
problem. The automatic text summarization system which is built based on ex-
ploiting of the advantages of different techniques in form of an integrated 
model could produce a good summary for the original document. In this paper, 
we introduced an integrated model for automatic text summarization problem; 
we tried to exploit different techniques advantages in building of our model like 
advantage of diversity based method which can filter the similar sentences and 
select the most diverse ones and advantage of the differentiation between the 
most important features and less important using swarm based method. The ex-
perimental results showed that our model got the best performance over all 
methods used in this study. 
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1   Introduction 

Dramatic increasing of the information amount on the web made the finding of the 
interesting information more difficult. The information search tools or search engines 
became ineffective in facing such problem in the user’s point of view. Due to this 
problem, it was imposed those information search tools to employ useful helping 
factor to get ride of such difficulty. Up to now the automatic text summarization is the 
main useful helping factor for those information search tools which produces a short 
summary of   the content of each explored web page. Automatic text summarization is 
a technique concerning the creation of compressed form for single document or multi-
documents. The aim of automatic text summarization techniques is to find the most 
important text units and present them as summary of the original document. Each 
technique differs from another in the way of discovering such text units. The auto-
matic text summarization system which is built based on exploiting of the advantages 
of different techniques in form of an integrated model could produce a good summary 
for the original document. Many techniques have been proposed for automatic text 
summarization problem based on different methodologies, [1; 2; 3] used the shallow 
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features to score the text units and selecting the highest score text units as summary, 
[4; 5; 6; 7; 8; 9; 10] could add advantage to the mechanism of the text unit scoring 
which is the exploitation of the data to create a criteria or weights to be used in the 
scoring coefficient through the applying of the machine learning for automatic text 
summarization problem. The discourse structure based techniques [11; 12; 13] em-
ployed the discourse structure for the sentence scoring.  

All techniques mentioned above did not pay attention to the problem of the redun-
dancy which causes the low quality of the created summary. The method which was 
built for dealing with the problem of redundancy is MMR [14], many methods made 
use of MMR either directly or after modifying it, [15; 16; 17; 18; 19; 20; 21]. 

The improvement of the summary quality remains the key research problem and 
needs much work like incorporate more than one good technique. Aretoulaki [22] 
proposed a hybrid system, the system was built based on four modules, where each 
module tries to look for specific features and information in the input text, then the 
outputs of those modules are passed to Artificial Neural Network (ANN) to score the 
text units as important and unimportant based on those outputs of the four modules. 
Alemany and Fort [23] presented a summarizer based on lexical chains, in which, the 
cohesive properties of the text were combined with coherence relations to produce 
good summaries. a different hybrid model was introduced by Cunha et al. [24], which 
combines mainly three systems, each system produces its own extract, then an algo-
rithm creates the final summary by selecting the highest score sentences from the three 
extracts after scoring of those extract sentences. The summary creation under the con-
dition of the redundancy and the summary length limitation is a challenge problem. 
Therefore in this paper, we introduce an integrated model for automatic text summari-
zation problem; we try to exploit different techniques advantages in building of our 
model like advantage of diversity based method [25] which can filter the similar sen-
tences and select the most diverse ones and advantage of the differentiation between 
the most important features and low important using swarm based method [26]. 

The rest of this paper is organized as follows: Section 2 presents MMI diversity 
based text summarization method, swarm based text summarization method and in-
troduces integrating of the MMI diversity based text summarization and swarm based 
text summarization. Section 3 discusses experimental design. Section 4 and 5 presents 
the method and experimental results. Section 6 presents discussion. Section 7 gives 
conclusion and future work. 

2   MMI Diversity Based Text Summarization 

MMI (maximal marginal importance) [25], it is a text summarization diversity based 
method for summary generation. It depends on the extraction of the highest important 
sentences from the original text. The text features used in this method are: sentence 
centrality, title-help sentence (THS), title-help sentence relevance sentence (THSRS), 
word sentence score (WSS), key word feature and the similarity to first sentence. 

To summarize a document using this method, it is required first to cluster the 
document sentences into clusters (using k-means clustering algorithm) where each 
cluster contains the most similar sentences. The clusters number is determined auto-
matically by the summary length (number of sentences in the final summary). Each 
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sentences cluster is represented as one binary tree or more. The first sentence which is 
presented in the binary tree is that sentence with higher number of friends (higher 
number of similar sentences), then the sentences which are most similar to already 
presented sentence are selected and presented in the same binary tree. The sentences 
in the binary tree are ordered based on their scores. The score of the sentence in the 
binary tree building process is calculated based on the importance of the sentence and 
the number of its friends using eq. 1. 

BT i i i iScore (s )=impr(s )+(1-(1-impr(s )×friendsNo(s ))) (1)
 

Where ScoreBT(si) is the score of the sentence si in the binary tree building process, 
impr(si) is the importance of the sentence si calculated using normal features eq. 2 
and  friendsNo(si) is the number of sentences which are similar to the sentence si. 

impr(S )=avg(WSS(S )+SC(S )+SS_NG(S )+sim_fsd(S )+kwrd(S ))
i i i i i i               

(2) 

Where WSS: word sentence score, SC: sentence centrality, SS_NG: average of THS 
and THSRS features, sim_fsd: the similarity of the sentence si with the first document 
sentence calculated using cosine similarity measure and kwrd(si) is the key word 
feature. 

Each level in the binary tree contains 2ln of the higher score sentences, where ln is 
the level number, ln=0, 1, 2, .., n, the top level contains one sentence which is a sen-
tence with highest score. In case, there are sentences remaining in the same cluster, a 
new binary tree is built for them by the same procedure. 

MMI is used to select one sentence from the binary tree of each sentence cluster to 
be included in the final summary. In the binary tree, a level penalty is imposed on 
each level of sentences which is 0.01 times the level number. The purpose of the level 
penalty is to reduce the noisy sentences score. The summary sentence is selected from 
the binary tree by traversing all levels and applying MMI on each level sentences. 

MMI(S )=Arg max (Score (S )-β(S ))- max (Rel(S ,S ))
i i i i jS CS\SS S SSBTi j

⎡ ⎤
⎢ ⎥
⎢ ⎥∈ ∈⎢ ⎥⎣ ⎦                     

(3)

 

Where:  

Rel(s ,s )=avg(nfriends(s ,s )+ngrams(s ,s )+sim(s ,s ))
i j i j i j i j                    

(4) 

Where Rel(si,sj) is the relevance between the two competitive sentences, si is the 
unselected sentence in the current binary tree, sj is the already selected sentence, ss 
is the list of already selected sentences, cs is the competitive sentences of the cur-
rent binary tree, β is the penalty level and Nfriends(si,sj) is the shared friends (the 
group of sentences which are similar to both sentences si and sj), ngrams(si,sj) is the 
shared ngrams (the group of ngrams which are contained in both sentences si and sj) 
and sim(s ,s )

i j
 is the similarity between those two sentences. 
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3   Swarm Based Text Summarization 

The swarm based text summarization method [26] generates a summary of the origi-
nal document by picking up the top n sentences which have high scores. Where n 
equal the predefined summary length and the sentences are scored using the same 
features presented in section 2.1. The score of each feature is adjusted by a weight. 
The features weights are generated by training of the particle swarm optimization 
(PSO) [27]. 100 documents were selected from Document Understanding Conference 
(DUC) [28] data collection, DUC 2002 and used as training and testing data. The 
swarm method is defined as combination of adjusted features scores as in (5) 

5

i i
i=1

Score(s)= w ×score_f (s)∑
                                             

(5) 

Where Score(s) is the score of the sentence s, wi is the weighted of the feature i pro-
duced by PSO, i=1 to 5 and score_fi(s) is the score of the feature i.  

4   Methodology 

The proposed model for summary creation depends on the extraction of the highest 
important sentences from the original text; we try to investigate the performance of 
integrating of two methods: MMI diversity based Text Summarization [25] and 
Swarm Based Text Summarization [26], Figure 1. 
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Fig. 1. Integrated model 

 
In MMI method, the score of the sentence in the binary tree is calculated using: 

BT i i i iScore (s )=impr(s )+(1-(1-impr(s )×friendsNo(s )))
                   (6) 

In this equation the importance of the sentence appears in two positions, both two 
importances of the sentence are calculated using a simple combination of the text 
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features score. We replaced the sentence importance in the second position by the 
sentence importance which is calculated using swarm weights based adjusted features 
scores. The steps of the integration process are illustrated in figure 2.  

 
 5

1

_f( ) ( )i i
i

Score s w score s
=

= ×∑

( ) ( ) (1 (1 ( ) ( )))BT i i i iScore s impr s impr s friendsNo s= + − − ×

Score (s )=impr(s )+(1-(1-swarm_impr(s )×friendsNo(s )))
BT i i i i

( ) max ( ( ) ( )) max (Re ( , ))
\

MMI S Arg Score S S l S Si i i jBTi S CS SS S SSi j
β

⎡ ⎤
⎢ ⎥= − −⎢ ⎥∈ ∈⎣ ⎦

Integration point 

New formula    (7)

 

Fig. 2. The steps of the integration process 

Where in eq. 7 swarm_impr(si) is the importance of the sentence si calculated using 
eq. 5. 

The reason of making the features are the centre of the integrating of the two 
methods is because the features are the cornerstone in the generation process of the 
text summary. The summary quality is sensitive for those features in terms of how the 
sentences are scored based on the used features. Therefore the exploiting of the ad-
vantages of different techniques can be a good way for evaluating the sentences. 

5   Results and Evaluation 

The DUC 2002 document sets (D061j, D062j, D063j, D064j, D065j, D066j, D067f, 
D068f, D069f, D070f, D071f, D072f, D073b and D077b) comprising 100 documents 
were used for testing [28]. ROUGE (Recall-Oriented Understudy for Gisting Evalua-
tion) toolkit [29] is used for evaluation, where ROUGE compares a system generated 
summary against a human generated summary to measure the quality. ROUGE is the 
main metric in the DUC text summarization evaluations. It has different variants, in 
our experiment, we use ROUGE-N (N=1 and 2) and ROUGE-L. In DUC 2002 docu-
ment sets, each document set contains two model or human generated summaries for 
each document. We gave the names H1 and H2 for those two model summaries. The 
human summary H2 is used as benchmark to measure the quality of our proposed 
model summary, while the human summary H1 is used as reference summary. Beside 
the human with human benchmark (H2-H1) (H2 against H1); we also use another 
benchmark which is MS word summarizer (Msword). 

We ran three experiments using the same data set, first is MMI diversity based 
method, second is swarm based method, and third is the integrating of the two previ-
ous methods (MMI diversity based method, swarm based method). We present the 
three evaluation measures ROUGE-1, ROUGE-2 and ROUGE-L with the metrics 
recall, precision and f-measure. 
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The results are shown in the tables 1, 2 and 3 using ROUGE-1, ROUGE-2 and 
ROUGE-L respectively. We can see in table 1 for example there is a big difference 
between recall and precision; therefore, we will compare all methods based on the 
average f-measure evaluation which is a balance between recall and precision. Figures 
3,4, and 5 draw the same results. 

Based on the average f-measure evaluation for ROUGE-1, table 1, the swarm 
based method is better than MMI diversity based method but the advantage of MMI 
diversity based method is that it takes into account the redundancy problem while the 
swarm based method does not consider that problem. The integrating of the MMI 
diversity and swarm based methods outperforms them individually. The benchmark 
Msword got less performance than the individual methods and integrated method. The 
same thing can be said on the performance of the methods for ROUGE-2 in table 2 
and for ROUGE-L in table 3. 

 

Table 1. MMI, swarm, integrated model, msword summarizer and H2-H1 comparison: average 
recall, average precision and average f-measure using rouge-1 at the 95%-confidence interval 

METHOD AVG-R AVG-P AVG-F 

Sword 0.39306 0.48487 0.42477 
MMI 0.42288 0.48837 0.4442 
Swarm 0.43028 0.47741 0.44669 
Integrated model 0.42678 0.49368 0.44848 
H2-H1 0.49657 0.49613 0.49605 

Table 2. MMI, swarm, integrated model, msword summarizer and H2-H1 comparison: average 
recall, average precision and average f-measure using rouge-2 at the 95%-confidence interval 

METHOD AVG-R AVG-P AVG-F 

Msword 0.16325 0.21066 0.17947 
MMI 0.18213 0.22242 0.19504 
Swarm 0.18828 0.21622 0.19776 
Integrated model 0.18629 0.22817 0.19971 
H2-H1 0.20957 0.2094 0.20938 

Table 3. MMI, swarm, integrated model, msword summarizer and H2-H1 comparison: average 
recall, average precision and average f-measure using rouge-L at the 95%-confidence interval 

METHOD AVG-R AVG-P AVG-F 

Msword 0.36605 0.45272 0.39604 
MMI 0.38865 0.45131 0.40889 
Swarm 0.39674 0.44143 0.41221 
Integrated model 0.39261 0.45692 0.4133 
H2-H1 0.46524 0.4649 0.46479 
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Fig. 3. MMI, swarm, integrated model, msword summarizer and H2-H1 comparison: average 
recall, average precision and average f-measure using rouge-1 at the 95%-confidence interval 
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Fig. 4. MMI, swarm, integrated model, msword summarizer and H2-H1 comparison: average 
recall, average precision and average f-measure using rouge-2 at the 95%-confidence interval 
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Fig. 5. MMI, swarm, integrated model, msword summarizer and H2-H1 comparison: average 
recall, average precision and average f-measure using rouge-L at the 95%-confidence interval 
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6   Discussion 

In this experiment, we have tested the hypothesis of exploiting of the advantages of 
different techniques in form of an integrated model could produce a good summary, it 
was not reject. The integration point of the two methods (MMI diversity based 
method and swarm based method) has been made in the scoring phase of the sen-
tences because the sentences scoring is the unique way for determining the most im-
portant ideas in the text. The swarm based method played an important role in the 
differentiation between the most important features and low important using the 
weights produced by PSO. MMI diversity based method could filter the similar sen-
tences and select the most diverse ones. The experimental results of the proposed 
model testing have shown good performance when comparing with the two methods 
(MMI diversity based method and where swarm based method) and the benchmark 
methods used in this study. 

7   Conclusion and Future Work 

In this study, we introduced an integrated model for automatic text summarization prob-
lem. We built our model based on the integrating of two techniques (the first technique 
is diversity based and the other technique is non diversity based). The proposed model 
has advantage of exploiting of the abilities of different resources. The advantage of the 
diversity based methods is their ability to filter the most similar sentences and select  
the most diverse ones and advantage of the non diversity method used in this study is 
the differentiation between the most important features and less important. The experi-
mental results have shown that the proposed model performs well. For future work, we 
plan to introduce a different hybrid model of the two techniques combined in the current 
model based on a different methodology for creating the summaries. 
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Abstract. Due to rapid technological innovation and severe competition, the 
upstream component price and the downstream product cost in hi-tech indus-
tries usually decline significantly with time. In building a pricing supply chain 
model, some coefficients are generally obtained from experiments and cannot 
be defined as crisp numbers. Thus, an effective fuzzy pricing supply chain 
model becomes crucial. This paper establishes a fuzzy bi-level pricing model 
for buyers and vendors in supply chains. Then, a particle swarm optimization 
(PSO) based algorithm is developed to solve problems defined by this model. 
Experiments show that this PSO-based algorithm can solve fuzzy bi-level pric-
ing problems effectively. 

Keywords: Two-stage supply chain, bi-level programming, hierarchical deci-
sion-making, optimization, particle swarm optimization, fuzzy set. 

1   Introduction 

Hi-tech products have the following characters: there are shorter product life cycle 
time, quicker responsive time, increasing need for globalization and massive customi-
zation. Moreover, the material purchase cost and the product market price are decreas-
ing at a continuous and sustained rate. The lead-time from order to delivery is usually 
suppressed from 955 (delivery 95% order within 5 days) to 1002 (delivery 100% 
order within 2 days) [1]. In some Hi-tech industries such as computers and communi-
cation consumer’s products, some component costs and product prices are declining 
at about 1% per week [2]. This implies that purchasing or selling one-week earlier or 
later will result in about 1% loss. 

Many researchers like Lev and Weiss [3], Goyal [4] and Gascon [5] have studied 
the ordering policy in the classic economic order quantity (EOQ) model for finite and 
infinite horizon. Buzacott [6] and Erel [7] considered a continuous price increase due 
to inflation. Buzacott [6] assumed compound increasing price and setup cost with 
inflation in a finite horizon. Erel [7] considered a compound-increasing price EOQ 
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model with inflation rate. Yang and Wee [8] addressed a quick response production 
strategy with continuous demand and price declining in a finite horizon. Khouja and 
Park [9] derived an optimal lot size model for a decreasing rate of purchase cost in a 
finite horizon. All these researches with cost/price change were based on the case of 
single echelon. Most of these traditional EOQ models consider only the buyer’s own 
profit. Recently, Yang el al. [1] developed a collaborative pricing and replenishment 
policy which takes into consideration the perspectives of a vendor and a buyer simul-
taneously. However, in reality, a buyer and a vendor in a supply chain would have 
competitive relationship in nature. It is very difficult for them to totally share interests 
and prices collaboratively. They need to make decisions based on their own interests 
but also have to consider the decisions from the other part as it affects their own  
interest as well. 

When defining a pricing model in a supply chain, the coefficients, such as costs 
from a buyer or a vendor are often required to be obtained through some experiments 
and/or some experts’ understanding of the nature of the coefficients. It has been ob-
served that, in most real-world situations, the possible values of these coefficients are 
often imprecisely or ambiguously known to the experts and cannot be described pre-
cisely. With this observation, it would be certainly more appropriate to interpret the 
experts’ understanding of the coefficients as fuzzy numerical data which can be repre-
sented by means of fuzzy sets [10]. 

Bi-level programming techniques aim to solve problems where each decision entity 
independently optimizes its own objective but is affected by the actions of other enti-
ties. In a bi-level decision problem, a decision entity at the upper level is known as the 
leader, and at the lower level, the follower [11]. Bi-level problems have been studied 
widely [12]. The investigation of bi-level problems is strongly motivated by real 
world applications, and bi-level programming techniques have been applied with 
remarkable success in different domains such as decentralized resource planning [13], 
electric power market [14], logistics [15], civil engineering [16], and road network 
management [17][18]. 

To practically solve the pricing problem in a supply chain , this paper uses bi-level 
techniques to develop a fuzzy bi-level pricing model. This model considers a buyer as 
the leader and a vendor as the follower, allowing them to make decisions sequentially; 
fully considering the mutual influences. That is, both the buyer and the vendor aim to 
maximize their profits in the supply chain system but their decisions are related with 
each other in a hierarchical way.  

This paper is organized as follows. After the introduction in Section 1, Section 2 
introduces related definitions. In Section 3, we build a fuzzy bi-level pricing model 
for the buyers and the vendors in a supply chain. To solve the problems defined by 
this model, a PSO based algorithm is developed in Section 4. Section 5 employs an 
example to carry out the experiments. Finally, conclusions and further studies are 
highlighted in Section 6. 

2   Preliminary 

Definition 2.1[19] Let , ( )a b F R∈%% be two fuzzy numbers, the ranking relationship 

between a%  and b%  is defined as follows: 
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a b≤ %% if ( ) ( )m a m b< %%  or ( ) ( )m a m b= %% and ( ) ( )a bσ σ≥ %%  

where the mean ( )m a%  and the standard deviation ( )aσ % are defined as  
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where ( ) { | ( ) 0}s a x a x= >% %  is the support set of fuzzy number a% . 

For triangular fuzzy number ( , , )a l m n=% ,  
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a l m n lm ln mnσ = + + − − −%  

3   A Fuzzy Bi-level Pricing Model 

In this section, we develop a fuzzy bi-level pricing model for a buyer and a vendor in 
a supply chain. 

In a buyer-vendor system, a buyer’s net profit can be calculated from [19] as fol-
lows: 

ln(1 )0 0
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1 (1 ) 1 (1 )
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1 (1 ) 1 (1 )
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−
− − − −

%
%   

(1) 

A vendor’s net profit can be calculated from [19] as follows:  

0
0 0

1 (1 ) 1 (1 ) ( 1) 1 (1 )
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%   

(2) 

In (1), a buyer controls m, the number of buyer’s lot size deliveries per vendor’s lot 
size; and rm, the weekly decline-rate of market price to the end-consumer. In (2), a 
vendor controls n, the number of orders that a vendor places for the item from a sup-
plier in the planning horizon; rb, the weekly decline-rate of the buyer’s purchase cost; 
and rv, the weekly decline-rate of the vendor’s purchase cost. All other parameters 
defined in the problem are constants.  The explanations of symbols used in the above 
two formulas are listed in Table 1. 
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Table 1. Explanations on symbols used in (1) and (2) 

n number of orders that a vendor places for the item from a supplier in the planning horizon 
m   number of buyer’s lot size deliveries per vendor’s lot size 
Q  buyer’s lot size 
rb  weekly decline-rate of the buyer’s purchase cost  
D  weekly demand rate  
rv   weekly decline-rate of the vendor’s purchase cost  
rm   weekly decline-rate of market price to the end-consumer  
H   weekly length of the planning horizon  
Fv   vendor’s holding cost per dollar per week 
Fb  buyer’s holding cost per dollar per week 
Cv  vendor’s ordering cost per order 
Cb   buyer’s ordering cost per order 
Pv0   vendor’s unit purchase cost at the initial time 
Pb0   buyer’s unit purchase cost at the initial time 
Pm0  market price to the end consumer at the initial time 
Pv(t)  vendor’s unit purchase cost in week t 
Pb(t)  buyer’s unit purchase cost in week t 
Pm(t)  market price to the end consumer in week t 
NPv  vendor’s net profit in the planning horizon 
NPb   buyer’s net profit in the planning horizon 
NP   joint net profit of both the vendor and the buyer in the planning horizon 

 
In reality, the demand rate D, ordering cost Cb and Cv usually are obtained from 

experiments, which are often imprecisely or ambiguously known to us and cannot be 
described by precise values. Thus, we interpret D, Cb and Cv as fuzzy numbers. 

When making the pricing strategy, if we take the point of view from a buyer to 
make the profit a priority over a vendor, we can make a buyer as the leader and a 
vendor as the follower. By combining Formulas (1) and (2) and change Cb and Cv as 
fuzzy numbers, we establish a fuzzy bi-level pricing model in a supply chain as: 
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subject to 0>n                                         (4) 

In this model, both the buyer and the vendor adjust their own controlling variables 
respectively, wishing to maximize their own profits, under specific constraints. The 
buyer is the leader, who makes decision first; and the vendor is the follower, who 
responses to the buyer’s decision. 

This model describes a nonlinear bi-level problem which is being solved by using a 
PSO-based algorithm. 
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4   A Particle Swarm Optimization Based Algorithm 

In this section, we use the strategy adopted in the PSO method to develop a PSO-
based algorithm to solve the problems defined in (3) and (4).  

Figure 1 outlines the structure and process of this algorithm. We first sample the 
buyer-controlled variables to find some candidate choices for a buyer. Then, we in-
troduce fuzzy coefficients by the fuzzy ranking method defined in Definition 2.1. The 
PSO method enables the vendor’s response for every buyer’s choice. Thus, a pool of 
strategies for both the buyer and the vendor is formed. By pushing every strategy pair 
towards the current best ones, the whole strategy pool is updated. Once a strategy is 
reached for the buyer, we use the stretching technology [21] to avoid local optimiza-
tion. We repeat this procedure by a pre-defined count and reach a final decision. 

 

 

Fig. 1. The outline of the PSO based algorithm 

The detailed algorithm is specified in Algorithm 1: 

Algorithm 1. A PSO based algorithm for bi-level pricing problems 
Step 1: Sample lN  particles of ijx , and the corresponding velocities 

ijxv ; 

Step 2: Initiate the buyer’s loop counter lk = 0; 

Step 3: For the k-th particle, k =1,…, lN , generate the response from the vendor; 

Step 3.1: Sample fN  candidates iy  and the corresponding velocities 
iyv , i = 

1,…, fN ; 

Step 3.2: Initiate the vendor's loop counter fk =0; 

Step 3.3: By using the fuzzy ranking method defined in Definition 2.1, calculate 
the function value of every particle by Formula (4); 

Step 3.4: Record the best particles 
iyp  and *y  from 

iyp , i = 1,…, fN
; 
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Step 3.5: Update the vendor’s velocities and positions using 
1 *

1 2

+1 1
i

( ) ( )
i i i

i

k K K K K K K
y f y f l y i f l i

K K k
i y

v w v c r p y c r y y

y y v

+

+

= + − + −

= +
 

Step 3.6: fk  = fk  + 1; 

Step 3.7: If fk ≥ fMaxK  or the solution changes for several consecutive genera-

tions are small enough, then we use Stretching technology to obtain the global  
solution and go to Step 3.8. Otherwise go to Step 3.5; 

Step 3.8: Output *y  as the response from the vendor. 

Step 4: By using the fuzzy ranking method defined in Definition 2.1, calculate the 
function value of every particle by Formula (3); 

Step 5: Record 
ijxp ,  *

ijx ,  j = 1,…, lN  for each ijx , j = 1,…, lN  ; 

Step 6: Update velocities and positions using 
1 *

1 2

+1 1

( ) ( )
ij ij ij

ij

k K K K K K K
x l x l l x ij l l ij ij

K K k
ij ij x

v w v c r p x c r x x

x x v

+

+
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Step 7: lk  = lk  + 1; 

Step 8: If the sum of the differences between samples and optimal responses is 
smaller than ε or lk ≥ lMaxK  we use the Stretching technology for the current lead-

ers' solutions to obtain the global solution. 
 [end] 

5   An Example and Experiments 

In this section, we illustrate the model and the algorithm developed in this study by 
the following numerical example and parameters: 

[1] Demand rate per week, ( , , ) (350 units, 400 units, 450 units)D D D D= =%   

[2] Vendor’s unit purchase cost at the initial time, Pv0 = $4   
[3] Buyer’s unit purchase cost at the initial time, Pb0 = $5  

[4] Market price to the end consumer from the buyer at the initial time, Pm0=$6 
[5] Buyer’s ordering cost per order, ( , , ) ($25,$30,$35)Cb Cb Cb Cb= =%  

[6] Vendor’s ordering cost per order, ( , , ) ($900,$1000,$1100)Cv Cv Cv Cv= =%  

[7] Buyer’s holding cost per dollar per week, Fb = 0.004 
[8] Vendor’s holding cost per dollar per week, Fv = 0.004 

[9] Time horizon considered, H= 52 weeks 
 

In Table 2, we list the running results from our previous study [22], where the demand 
rate and the ordering cost from both the buyer and the vendor are all crisp numbers,. 
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Table 2. Summary and comparison of running results 

  Result from [22] Result from this study 

m 16 16 
rm 0.0175 0.0175 
n 11 11 
rb 0.0367 0.0367 
rv 0.0999 0.0999 

NPb 30,263 30,263 
NPv 15,704 15,704 
NP 46,327 46,327 

 
From Table 2, we can see that, when the values of the coefficients are described by 

fuzzy numbers, the final decisions are quite similar. In this example, they are exactly 
the same. This is understandable due to our decision making process. When making 
decisions, decision makers may make small adjustment on the uncertain information, 
preference or circumstances. If the minor change occurs in the input, there should 
normally be no tremendous change to the final solution. 

6   Conclusions 

This paper establishes a fuzzy bi-level pricing model in a supply chain. A PSO based 
algorithm is then developed to solve the problems defined by this model. Experiment 
results show that the fuzzy bi-level pricing model and the PSO based algorithm can 
provide effective solutions to decision makers when there are uncertain information in 
the original parameters. Future researches and experiments can be done to explore 
more complex industrial applications of bi-level programming techniques in supply 
chain management. 
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Abstract. This paper studies a new version of growing particle swarm

optimizers. In the algorithm, a new particle is born if a particle explor-

ing the optimum is stagnated and the swarm can grow depending on

problem complexity. The particle velocity is controlled by an accelera-

tion parameter that can attenuate depending on the number of particles

and can vibrate depending on the time. The parameter plays important

role to reduce the computation cost and to increase the success rate.

The algorithm efficiency is confirmed by numerical experiments of typi-

cal benchmarks.

1 Introduction

The particle swarm optimizer (PSO) is an optimization algorithm inspired by
flocking behavior of living beings [1]. In the algorithm, particles represent poten-
tial solutions and organize a swram. Referring to search history of the swarm,
the particles can find the optimum solution. A variety of improved PSOs have
been studied with important problems such as multi-objective optimization [4]
[5], niching [2] [3], network topology [6]-[10]. Performance of the PSOs have been
compared with other evolutionary computation algorithms and the results are
competitive to each other in typical benchmarks [10]. The PSOs have been ap-
plied to many engineering objectives including signal processors, communication
systems, multi-layer perceptrons, power systems and power electronics circuits
( see [11]-[18] and references therein).

However, the study of PSOs is still in progress. Remarkable problems still
remain, for example, trapping of the entire swarm into a local optimum, suitable
adjustment of algorithm parameters, increasing computation cost, and increasing
inter-particle communication cost. In order to consider such problems, we have
proposed the growing particle swarm optimizer (GPSO [9,10]). In the GPSO, a
new particle can be born if a particle exploring the optimum is stagnated. De-
pending on the problem complexity, the particles can be born successively and
the swarm can grow. The growing structure can be effective in escaping from
a trap and finding the optimum with low computation cost. It is not natural
to set common swarm size for various problems. The swarm size should change
depending on property of each problem. This paper proposes an improved version

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 234–241, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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of the GPSO where the particle velocity is controlled by an acceleration param-
eter that does not exist in our previous works. The parameter can attenuate
depending on the number of particles and can vibrate depending on the time.
The vibration can prevent excessive swarm convergence to a trap. The parameter
plays important role to reduce the computation cost and to increase the success
rate as the problem complexity increases. Performing numerical experiments for
typical benchmarks, the algorithm efficiency is confirmed. These results provide
basic information in order to develop flexible optimization algorithm that can
adapt problem size and complexity.

2 Growing PSOs with Dynamic Parameter

Here we define the GPSO for a fundamental optimization problem: finding the
unique minimum of an m-dimensional function F (x) where x ≡ (x1, · · · , xm) ∈
Rm and F (x) ∈ R. Let Ds ⊂ Rm denote a search space including the op-
timum of F . Each particle at discrete time t is characterized by its position
xi ≡ (xi1, · · · , xim) ∈ Rm, velocity vi ≡ (vi1, · · · , vim) ∈ Rm, and a counter ci(t).
The position xi corresponds to a potential solution and each particle moves to
minimize F (xi). The personal best (pbest) that is the best value of the F (xi) in
the past search process. The optimum at each time step is given by the global
best (gbest) that is the best of pbest for all the particles. The counter ci(t) in-
spects time-invariance of the pbesti and is used for controlling the number of
particles N(t). Although there exists a variety of the swarm topology [10], we
adapt the complete graph for simplicity. Note that N(t) can increase and the
swarm can grow in the search process. The algorithm is defined as the following:

Step 1 (Initialization): Let t = 0 and let initial particle numbers N(t) be
given. The particle positions xi(t), i = 1 ∼ N(t), are assigned randomly in
the search space Ds. The velocity, counter value, pbest and gbest are all initial-
ized: ci(t) = 0, vi = 0, pbesti = F (xi(t)) and gbest ≤ pbesti.

Step 2 (Renewal of particle positions):

xi(t) = xi(t) + vi(t)
vi(t) = w(N(t), t)vi(t) + ρ1(xpbesti − xi(t)) + ρ2(xgbest − xi(t))

(1)

where i = 1 ∼ N(t). The parameters ρ1 and ρ2 are selected randomly from a uni-
form distribution on [0, 2]. The acceleration parameter w(N(t), t) can attenuate
depending on the population N(t) and can vibrate depending on t:

w(N(t), t) = (−1)tw0A
N(t)−N(0) (2)

where 0 < w0 < 1 is an initial value and 0 < A < 1 is an attenuation parameter.
As suggested in Section 1, Eq. (2) is a key term in order to improve the algorithm
efficiency.
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Step 3 (Update of pbest): The current value of F (xi(t)) is compared with pbesti
and the counter value is increased if pbesti is not changed:

pbesti = F (xi(t)), xpbexti = xi(t) if F (xi(t)) < pbesti,

ci(t) =
{

ci(t) + 1 if F (xi(t)) ≥ pbesti
0 if F (xi(t)) < pbesti

, i = 1 ∼ N(t) (3)

Step 4 (Birth of particles): If a counter value ci(t) exceeds the threshold Tc then
a new particle is born and is located randomly in Ds where i = 1 ∼ N(t). Let
N(t) = N(t) + Nb if the number of the born particles is Nb. The new particles
can be born until N(t) reaches the maximum population limit Nmax.

Step 5 (Update of gbest):

gbest = pbesti and xgbest = xpbesti if pbesti < gbest, i = 1 ∼ N(t). (4)

If F (xgbest) satisfies the criterion then the algorithm is terminated.

Step 6: t = t+1, return to Step 2 and repeat until the maximum time limit tmax.

Note again that this GPSO has a novel acceleration parameter W (N(t), t) of
population-dependent attenuation with time-dependent vibration in Step 2.
Hereafter this algorithm is referred to as PATV for convenience.

3 Numerical Experiments

In order to confirm the algorithm efficiency, we have applied the PATV to two
typical benchmarks. The first one is the Levy function:

FL(x) =
m−1∑
i=1

[(yi − 1)2(1 + 10 sin2(πyi)]

+(ym − 1)2(1 + 10 sin2(2πym) + sin2(πy1)
yi ≡ 1 + (xi − 1)/4, min(FL(x)) = FL(1, ..., 1) = 0

(5)

The landscape is illustrated in Fig. 1. We have judged that the optimum is
obtained if the criterion FL(x) ≤ 10−3 is satisfied. Such a criterion is given
by referring to several experiments including [10]. At t = 0, we have assigned
N(0) = 3 particles in the 2-dimensional search space Ds = {x| − 10 ≤ xi ≤
10, i = 1 ∼ m}, m = 2. Figs. 2 and 3 show the search process where the swarm
grows and the value of FL decreases to attain the criterion.

The second one is the Schwefel function:

FS(x) = 418.9829− (
m∑

i=1

xi sin(
√
|xi|)/m

min(FS(x)) = FS(420.968750, . . . , 420.968750) = 0
(6)
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Fig. 1. Landscape of Levy (left) and Schwefel (right) functions

Fig. 2. Snapshot of growing swarm for the Levy function (PATV). The cross denotes

the optimum.

Fig. 3. Search process of Levy function (PATV). Bule = gbest for the left scale, Red

= # particles for the right scale and the criterion = 10−3.
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Fig. 4. Snapshot of growing swarm for the Schwefel function (PATV). The cross denotes

the optimum.

Fig. 5. Search process of Schwefel function (PATV). Bule = gbest for the left scale,

Red = # particles for the right scale and the criterion = 8.29 × 10−2.

We have judged that the optimum is obtained if the criterion FS(x) ≤ 8.29×
10−2 is satisfied. At t = 0, we have assigned N(0) = 3 particles in the 2-
dimensional search space Ds = {x|−512 ≤ xi ≤ 512, i = 1 ∼ m}, m = 2. Figs. 4
and 5 show the growing swarm and search process. This function is complicated
than the Levi function, however, the PATV can find the optimum.

We have performed 100 trials for different initial conditions and random pa-
rameters ρ1 and rho2. The results are evaluated in the following three measures
and are summarized in the first column of the Tables 1 and 2.

SFR: The successful rate of the criterion attainment. It measures search ability.

#ITL(AV/SD): The number of iterations to attain the criterion (Average/
Standard deviation). It measures the search speed.
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Table 1. Basic performance of Levy function

Metod SFR[%] #ITL(AV) #ITL(SD) #PCL(AV) #PCL(SD)

PATV 100 125.3 26.8 18.6 9.0

PA 100 113.5 52.8 9.3 6.6

TATV 100 145.3 41.2 34.3 23.7

TA 97 139.6 120.2 8.3 5.4

CPSO 100 28.5 12.3 15 n/a

Table 2. Basic performance of Schwefel function

Metod SFR[%] #ITL(AV) #ITL(SD) #PCL(AV) #PCL(SD)

PATV 100 150.1 33.0 25.5 15.4

PA 94 239.3 115.5 52.4 36.6

TATV 100 187.0 79.7 51.3 31.0

TA 79 295.7 167.7 48.3 33.7

CPSO 61 37.1 107.1 50 n/a

#PCL(AV/AD): The average number of particles at the criterion attainment
(Average/Standard deviation). It measures the swarm scale.

In order to evaluate these results, we have repeated similar numerical experi-
ments for other four cases:

PA: Population-dependent attenuation without vibration. It is given by replacing
w in Step 2 with

w(N(t)) = w0A
N(t)−N(0) (7)

TATV: Time-dependent attenuation with time-dependent vibration. It is given
by replacing w in Step 2 with

w(t) = (−1)t(w0 − rt) (8)

TA: Time-dependent attenuation without vibration. It is given by replacing w
in Step 2 with

w(t) = w0 − rt (9)

CPSO: PSO without growing. In this algorithm, the number of particle is fixed
N(t) = Nc and w in Step 2 is given by Eq. (9).

The results are summarized in Tables 1 and 2:

– The PATV, PA, TATV and CPSO always find the optimum of the Levy func-
tion. The PATV and TATV always the optimum of the Schwefel function,
however, the CPSO and TA are hard to find it.
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– The CPSO can find the optimum of the Levy with smaller #ITL than others,
however, SFR for the Schwefel is 61%. It suggests that the CPSO is effective
for relatively simple problems but can not work in complicated problems.

– In the Schwefel, the PATV can find the optimum with smaller #ITE and
#PCL than PA and TATV. TA and CPSO sometimes fail to find the opti-
mum. It suggests that interaction between population-dependent attenuation
and time-dependent vibration is necessary to realize faster search and lower
computation cost (smaller #ITL and #PCL) in relatively complex problems.

– We suppose that population-dependent attenuation suppresses unnecessary
divergence and time-dependent vibration realizes precise search. PA
(population-dependent attenuation only), TA (time-dependent attenuation
only) and CPSO are insufficient.

– The growing structure can set a swarm size which is suitable for a given
problem. Note that the territory per particle is given by the #PCL.

4 Conclusions

An improved version of the GPSO with an acceleration parameter is studied in
this paper. The parameter can attenuate depending on the number of particles,
can vibrate depending on the time. The parameter controls the particle veloc-
ity flexibly. Performing basic numerical experiments, we have suggest that the
algorithm is effective to realize faster and lower cost optimization. This paper
provides a first step to establish PSOs in which parameters can be adjusted
adequately and automatically. Future problems are many, including the follow-
ing : Analysis of search process and role of parameters, Application of a variety
of swarm topology. Application to wider class of benchmarks and to practical
problems such as design in power electronics [18].
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Abstract. This paper presents an efficient feature selection algorithm by utiliz-
ing the strategy of ant colony optimization, called as ACOFS. Initially, ACOFS 
uses a modified framework to guide the ants in the right directions while con-
structing the graph (subset) paths. In the subsequent part, a set of new modified 
pheromone update rules as well as a set of new modified estimation of heuristic 
information for features are introduced. The effect of such modifications ulti-
mately assists ants to generate salient feature subsets with reduced size. We 
evaluate the performance of ACOFS on four real-world benchmark datasets. 
The experimental results show that ACOFS has a remarkable capability to gen-
erate reduced size subsets of salient features with yielding significant classifica-
tion accuracies. 

Keywords: Feature selection, pheromone update, heuristic information, neural 
network, classification accuracy. 

1   Introduction 

Feature selection (FS) has a crucial role in data mining. The aim of FS is to reduce the 
dimension of original feature set by identifying the spurious features properly which 
ultimately provides the best performances under some classification datasets. How-
ever, searching of spurious features by their dependency on the classification algo-
rithm can be divided into two categories, such as: filters and wrappers [1], [2].  

In accordance with the researchers, FS is basically a search process. In finding the 
salient features, search can be categorized by forward search [3] and backward search 
[4]. Furthermore, search can also be carried out by genetic algorithm [5] or genetic 
programming [6], called genetic search. Apart from these, there are also some other 
search techniques in FS which are: Tabu seach, Simulated annealing, and so on. Ant 
colony optimization (ACO) is an algorithm that is inspired by social behavior of ant 
colonies and has already been used in many combinatorial optimization problems for 
optimum solutions. For instance, ACO in TSP [7], QAP [8], routing in telecommuni-
cation networks, graph coloring problem, and so on. In case of FS problems, recently 
a number of approaches have been introduced [9]-[15]. 
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In this paper, we propose an efficient FS algorithm, called ant colony optimization 
based FS algorithm (ACOFS). The main focus of this algorithm is to modify the inner 
operation of the ACO algorithm according to the activity of wrapper tool rather than 
filter tool. It is reasonable in the sense that the performance of wrapper model is out-
performed filter model [2][3]. The proposed technique adapts a set of new modified 
pheromone update rules and heuristic information estimations based on the evaluation 
of constructed subsets by means of trained neural network (NN) classifier. Thus 
ACOFS differs from previous works (e.g., [9]-[15]) on three vital aspects. 

First, ACOFS emphasizes on deciding the size of the subset in a restricted random 
fashion while ants attempt to traverse upon the node (or, feature) space to construct a 
path (or, subset). This subject is represented by means of a modified framework men-
tioned in Section 2.1. Such approach is quite different from the existing works 
[9][10][14] in view of guiding ants to be used the forward selection strategy (FSS) 
during subset constructions (SCs). It is needed to say here that FSS always suffers by 
two problems: (a) a suitable stopping criterion is necessary to stop the SC; (b) proper 
guidance is required for adding or deleting features during SC. However, to solve the 
above problems, a strategy of fixed size is incorporated in [12][13][15] which is aug-
mented by a constant rate or randomly chosen, but needs suitable boundary in  
between upper and lower limit. Thus deciding the subset size randomly within a con-
strained limit may be a novel approach in this paper during SCs. 

Second, ACOFS uses a conventional probabilistic transition rule [9][14] in select-
ing features during SCs. Since, initially all the features in a given dataset possess 
equal pheromone value and heuristic value, such transition rule shows the random 
behavior. For this, ACOFS imposes an extra constraint upon the ants during feature 
SC. It is reasonable because of three aims which are: (a) all original features may be 
included, (b) entire features may get chance to be evaluated themselves, and (c) 
ACOFS can be free from the premature convergence. According to our sense, such 
amendment may lead to achieve a better result for the subsequent iterations. No other 
approaches [9][13][14] consider such technique in case of random manner.  

Third, there are two new modified sets of rules are proposed in ACOFS which are 
pheromone updating and heuristic information estimating, respectively. Because of 
appearing the random behavior in selecting features during SCs initially, the above 
rules are proposed which afford some advantages, such as: (a) providing the correct 
update information to the features, (b) providing the effective balance between exploi-
tation and exploration of ants. Mostly, the proposed rules are dependent on the out-
comes of trained NN. The existing FS approaches do not consider such modifications 
in designing those rules (e.g. [9][10][13][14]). 

The remainder of this paper is organized as follows. The details of ACOFS are 
discussed in Section 2. Experimental results, comparison to other methods, and the 
brief computation of computational complexity are reported in Section 3. Short con-
clusions with few remarks are given in Section 4. 

2   Proposed ACOFS 

In this proposed approach, we use NN training classifier for evaluating the con-
structed subsets. Involving any heuristic strategy in the classifier part also brings great 
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impact in generating the salient subsets. It is noted that, most of the ACO based FS 
algorithms have less attention for the betterment of the activity of classifiers. How-
ever, a strategy of determining the required number of hidden neuron in the hidden 
layer of NN, called constructive strategy is induced in ACOFS. Details of this strategy 
can be seen in [16].  

 
 
 
 
 
 
 
 
 
 
 

 
The steps of ACOFS can be described by the flowchart shown in Fig. 1, which are 
explained further as follows. 

Step 1)  Initially generate a set of artificial ants k and the number of k must be equal 
to the number of original features n, i.e., .nk ≡  

Step 2) Initialize the level of pheromone trails τ  and the heuristic information η of 
all features n by setting the equal value.  

Step 3) Follow the scheme mentioned in Section 2.1 to be decided the subset size r 
in feature SC initially. After that, follow the conventional probabilistic transi-
tion rule [9][14] to select the features that is mentioned as follows, 
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where, kj  is the set of feasible features that can be added to the partial solu-

tion. τi and ηi are the pheromone value and heuristic value associated with 
feature i. α and β are the parameter of their relative importance. It should be 
noted that as initially all features contain equal value of τ  and η, the Eq. (1) 
shows the random behavior. Thus to get the fair selection of features we im-
pose one constraint upon the ants k during SCs at t iteration as,  

 

nktkStkS ,,.........3,2,1)(1)( =+≠                          (2) 

Step 4) Check the construction progresses of S to determine whether it is finished or 
not. If finished by all ants k then continue, otherwise, go to Step 3). 

Step 5) Evaluate the subsets )(tkS  using NN during training. The classification ac-

curacy (CA) of those subsets can be calculated as, 

)1(*100))(( TERtkS −=γ                                               (3) 

All  
constructions 
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no 

yes Stopping  
criteria satisfied 

?
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Fig. 1. Flow chart of ACOFS 

Generate ants k Initialize τ and η 
Construct S by each k 
using transition rule 

Evaluate all S Update τ and η Generate new ants k 

Return best subsets 
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Here, TER refers to the error rate of the NN in testing set.  
Step 6) Check whether the algorithm has executed a certain number of iterations T or 

not. If executed then the FS process is stopped and the best salient feature 
subset can be obtained according to Section 2.2, otherwise, continue. 

Step 7) Update τ and η of each feature i by following Section 2.3 and 2.4, respec-
tively.  

Step 8) Generate a new set of artificial ants k and go to Step 3) to be iterated the 
above mentioned similar procedures. 

It is now clear that the basic steps behind ACOFS is nearly similar and straightfor-
ward compared to the existing algorithms (e.g., [9-15]) but differ in terms of some 
modifications integrated here. The following sections give further more details about 
the different components of ACOFS. 

2.1   Determination of Subset Size  

Unlike other algorithms, ACOFS uses a new modified determination scheme for sub-
set size r from [6], called restricted random scheme. The aim is to provide the value 
of r for the individual ant k in a reasonable boundary. For that reason, the proposed 
scheme works under a restricted area which is described as follows.  

Firstly, the probabilistic value of r in a bounded region can be defined as, 
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Here, δ is define by µ of n. Specifically, µ is a user specified parameter and its value 
is set up to [0.1, 0.6] depending on the number of n of different given datasets.  

Secondly, ACOFS arranges all the possible values of P(r) to the conventional 
“roulette-wheel selection” scheme [17] to achieve the size of the subsets consistently.  

Finally, deciding the suitable value of µ in Eq. (4) is a difficult issue. In ACOFS, 
the salient subset is being generated by a predefined range of its size which is in be-
tween 2 to 12. In most of the cases, whether the dimensionality of a given dataset is 
medium or high, ACOFS tries to generate subsets within this range. Thus, on basis of 
such assumption the value of µ is decided.  

2.2   Determination of Salient Feature Subset 

In this paper, unlike others, the determination of the salient feature subset is suggested 

basically by two ways: i) determining local best subset lS , ii) determining global best 

subset gS . Particularly, in every iteration t where t∈1,2,3,…..,T, ACOFS first com-

putes )(tlS  according to ))((( tkSMax γ . Then, ))(( tlSγ  is checked whether it is 

greater than the current )( gSγ  where initially 0)( ≡gSγ . If so then )(tlS  replaces 

gS  and associated all related components are replaced as the global components. The 

similar process is also happened while ))(( tlSγ  is equal to the current )( gSγ  but 
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.|||)(| gStlS < Furthermore, if )())(( gStlS γγ ≡  and |||)(| gStlS ≡ then it requires 

one additional computation, i.e., information gain (λ) of the features associated with 
the both subsets. The subset which having higher computed value of λ regarded as 

gS for the current iteration t. This is because, according to the statistical analysis, best 
feature is the one which has highest λ [18]. Thus, to find out the salient feature subset 
globally the above-mentioned process is repeated until t is equal to T. 

2.3   Pheromone Update Rule 

Pheromone updating is a vital part for working the ACO algorithm suitably. In course 
of SCs, there are two kinds of phenomena usually happened which are: random and 
probabilistic. On basis of these phenomena, a set of two modified pheromone update 
rules are introduced from the original one mentioned in [9] [19] as follows,  

i) Random case: A modified rule is presented in Eq. (5). Here the second part (lo-
cal updating) is responsible for the modification from the original formula where mi is 
used to divide. The aim of such modification is to provide an equal level of phero-
mone to the feature i where i∈n. 
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Here, mi, ρ and e refer to the number of count for i that is associated with )(tkS  in the 

current iteration, pheromone decay and elitist parameter, respectively. Furthermore, 
kτ∆ and gτ∆ are the amount of local updating and global updating, respectively.  
ii) Probabilistic case: The modified rule is shown in Eq. (7) where the modifica-

tion is in the third part (global updating) of the original form. 
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Here, )(tk
iτ∆  and )(tg

iτ∆ can be defined by the similar way as mentioned in Eq. (6). 

In addition, one additional caution is incorporated in the above updating rule at the 

time of adding )(tg
iτ∆ to the particular feature i. It means that, if 

))),((max())(( εγγ tlStlS ′< where t is the current iteration which can be ∈2,3,…,T. ε 

refers to the number of CAs of those associated subsets that maintain |)(||)(| tlStlS ≡′  

and t′ ∈(t-1),(t-2),….,1. Thus, a number of feature i′  is ignored to get gτ∆ . Here, 

)(tlSi ′∈′  but *lS∉ where *lS provides ).)),((max( ετγ −′tlS   

It is worth mentioning that the aim of such above restriction is to provide the 
global updating to those features only that are really significant. It is due to the fact 
that, global updating has a vital role in selecting the salient features in ACOFS.  

(7) 

(6) 



 An Efficient Feature Selection Using Ant Colony Optimization Algorithm 247 

2.4   Estimation of Heuristic Information 

Generally, the representation of heuristic value is the attractiveness of features and 
depends on the dependency degree. Indeed, it is necessary to limit the value of η, 
otherwise, the algorithm may be too greedy and the better solution may not come [14].  

In this paper, we propose a set of new heuristic information estimation rule de-
pending on two basic phenomena in SC. Both rules are mainly developed from the 
results of subset evaluation which is indeed more effective than statistical investiga-
tion of the feature set.  

i) Random case: The estimation of η for the feature i can be performed according 
to the Eq. (8).  

 

 

 
ii) Probabilistic case: η is estimated according to Eq. (9). 
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Here, ϕi  refers to the number of count for the particular selected feature i that is a part 

of )(tkS ′′ . Here, t ′′  implies the whole completed iterations. However, the aim of 

multiplying mi and ϕi in Eq. (9) is to combine the importance of i in terms of locally 
and globally. Conversely, the computation of information gain λ [18] of features is 
incorporated here because of making diversity among the different features in terms 
of η as well as removing the greedy manner of the specific features in feature SC. 
Finally, one additional exponential term is multiplied in Eq. (8) and (9). The aim of 
such incorporation is to provide the higher value of η to those features that are associ-
ated with the reduced subsets and provided better performances.  

3   Experimental Setup 

In order to evaluate the performance of ACOFS, four real-world benchmark datasets 
[20] were used. The used datasets are: breast cancer (BCR), glass (GLS), thyroid 
(THY), and sonar (SNR). The characteristics of these datasets and their partitions are 
shown in Table 1. Each experiment was performed 20 times and the presented results 
are the average of these 20 runs. The performance of ACOFS was evaluated in terms 
of the number of selected features (ns) as well as classification accuracy (CA). All 
experiments were done in Pentium-core 2 duo, 2.66 GHz personal computer.  
   In this study, in order to achieve better results, we set T=20, α=2, β=3, τ=0.5, 
η=0.1, ρ=0.4, ω=0.1, and φ=0.1. There were also some other parameters used in NN 
training while the constructed subsets were evaluated. The initial connection weights 
for an NN were randomly set to [-1.0, 1.0]. The learning rate and the momentum term 
were set to [0.1, 0.2] and [0.5, 0.9], respectively. The number of partial training ep-
ochs was chosen between [10, 70]. The training was conducted by the well-known  
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Fig. 2. Finding best subset of cancer dataset 
for a single run 

Fig. 3. Variation of best solutions for cancer 
dataset in different runs 

 
 

BP algorithm [21]. We conducted one additional set of experiments to investigate the 
performance of the all original features using trained NN. 

3.1   Experimental Results 

The results presented in Table 2 were found by applying ACOFS on four real-world 
datasets. The CA in the table refers to the percentage of correct classification by the 
trained NN on the testing set. It is seen that ACOFS could select a small number of ns 
from the original feature set. For example, for the thyroid dataset, ACOFS selected 
2.85 features on average from a set of 21 features. This indicates that ACOFS could 
find salient features in a reduced way. The positive effect of a small number of fea-
tures can also be seen when we look the CA. For example, the sonar dataset, the CA of 
all features was 75.49%, when it was 86.44% with 6.65 features. ACOFS exhibits 
good results for other datasets as well.  

Furthermore, the use of ns cause a small standard deviation (SD) as presented in 
the Table 2 for each entry. The low SDs imply robustness of ACOFS. Robustness is 
the consistency of an algorithm under different initial condition.  

In order to observe how the subset solution of ACOFS progresses, Fig. 2 shows 
the scenery of cancer dataset in a single run how the best solution was identified. It is 
seen that the local best performances is varied with varying the local best subsets. 
There are also several points where the CAs are maximized but the best solution is 
selected (indicated by circle) in that particular run by considering the size of subset 
which is reduced much. On the other hand, Fig. 3 shows the variation between the 
subset size and CAs in total 20 runs. Thus, from the above discussion it can be as-
sumed that the performance of a subset is roughly dependent on its size. 

3.2   Comparison with Other Works 

The obtained results of ACOFS on four benchmark datasets are compared with the 
results of different FS algorithms. Three well-known algorithms ACOFSS[12], 
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GPFS[6], and MLPFS[2] are chosen for comparison. The results are summarized in 
Table 3. Since, the different algorithms were evaluated in different experimental set-
ups, for this, we cannot compare the results of ACOFS completely with other algo-
rithms until all experiments are performed in the same setup.   

Table 3 shows the comparisons between ACOFS and other algorithms on basis of 
average percentage of CAs and average number of ns. Observing this Table, the com-
parative analysis for four datasets and other algorithms are stated below. 

Cancer: The overall performance of ACOFS in terms of ns and CA is much better 
than all other algorithms except for one case. In this case, the number of ns in ACOFS 
is comparable to that of GPFS.  

Glass: ACOFS has shown a remarkable performance in all cases comparing to 
MLPFS.  

Thyroid: In terms of number of ns, ACOFS achieved a few number of features com-
paring to ACOFSS while in case of CA, it also achieved better results. 

Sonar: In terms of number of ns, ACOFS achieved a few number of salient features 
comparing to GPFS and MLPFS. In contrast, ACOFS performed better in terms of CA 
comparing to the above two algorithms.  

3.3   Computational Complexity 

The study of computational complexity helps to understand the actual computational 
cost (CC) of an algorithm. For this, we are inspired to compute the CC of ACOFS 
briefly according to the form of big-O notation. In ACOFS, there are five vital steps: 
(i) subset construction, (ii) subset evaluation, (iii) stopping criterion, (iv) salient sub-
set determination, and (v) updating pheromone and heuristic value.  
i) Subset Construction: In this work, we use two kinds of computation for the SC 

because of two different kinds of phenomena exhibited by Eq. (1). For the random 
case, the total computational cost takes O(k×r)+O(k×r2) operations for k ants. In 
terms of probabilistic case, ACOFS uses the Eq. (1) for selecting features in SC 
which shows the total O(k×r×q) operations. Here, q equals to (T-1). In practice, 
the cost of generating r is negligible. In contrast, the operations O(k×r)+O(k×r2)  
are performed only for once which can also be ignored. 

 
 

 
  
 
 
 
 
 
 
 

 

Table 1. Characteristics of datasets 

Partition sets Datasets Features Classes Examples
Training Validation Testing 

BCR 9 2 699 349 175 175 
GLS 9 6 214 108 53 53 
THY 21 3 7200 3600 1800 1800 
SNR 60 2 208 104 52 52 
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ii) Subset Evaluation: In ACOFS, we evaluate all subsets S using constructive NN in 

which four kinds of operations are necessarily required for each case, such as, (a) 
partial training, (b) termination criterion, (c) further training, (d) contribution 
computation, and (e) adding a hidden neuron. If we analyze and summarize then it 
can be found that the computation takes O(k × τe × M × T × Pt × W) operations for 
evaluating all S in T iterations. Here, k is the number of constructed S in one itera-
tion. τe  and M refer to the number of epochs in one partial training and total num-
ber of partial training, whereas Pt and W denote the number of examples in the 
training set, and the number of weights in the current NN, respectively.  

For the remaining steps it can be found that there are some constant and negligible 
computations are taken place. Thus, finally we get the total computational cost by 
neglecting and summarizing: O(k × r × q)+O(k × τe × M × T × Pt × W). Since, O(k × r 
× q) << O(k × τe × M × T × Pt × W), hence the total computational cost of ACOFS is 
O(k × τe × M × T × Pt × W), which is almost similar to the existing FS algorithm [12]. 
Thus, it is clear that the incorporation of several techniques in ACOFS does not in-
crease its computational cost. 

4   Conclusion 

In this paper, an efficient FS algorithm ACOFS is presented that is based on the ACO 
algorithm. The proposed ACOFS utilizes the strategy of real ants for finding shortest 
path from nest to food sources in FS task. A new modification between the  

Table 2. Average results of BCR, GLS, THY, and SNR datasets. SD refers standard deviation. 

Avg. results with all features Avg. results with selected features Datasets 
CA (%) SD No. of features SD CA (%) SD 

BCR 97.60 0.003 3.10 1.26 98.57 0.33 
GLS 68.59 0.065 3.10 1.17 80.75 1.27 
THY 97.99 0.002 2.85 1.15 98.36 0.13 
SNR 75.49 0.082 6.65 1.93 86.44 0.73 

Comparisons Datasets  
ACOFS ACOFSS GPFS MLPFS 

No. of features 3.10 12.00 2.23 8.00 BCR 
Class. acc. (%) 98.57 95.57 96.84 89.40 
No. of features 3.10 -- -- 8.00 GLS 
Class. acc. (%) 80.75 -- -- 44.10 
No. of features 2.85 14.00 -- -- THY 
Class. acc. (%) 98.36 94.50 -- -- 
No. of features 6.65 -- 9.45 29.00 SNR 
Class. acc. (%) 86.44 -- 86.26 59.10 

Table 3. Comparisons between ACOFS, ACOFSS[12], GPFS[6], and MLPFS[2] 
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pheromone update rules and the estimation of heuristic information was done in this 
proposed algorithm in order to enhance the performance of ACO algorithm for FS. 

In ACOFS, neither the incorporation of forward selection strategy nor fixed size 
subset strategy is taken into account for its feature SC process. Apart from these both 
issues, ACOFS uses a probabilistic scheme for determining the subset size adaptively. 
Such incorporation ultimately guides to find the best solutions in terms of lower num-
ber of salient features and of better classification performances. 

Extensive experiments have been carried out in this paper to evaluate how well 
ACOFS performed on different real-world datasets in comparison with three promi-
nent FS algorithms. In almost all except only for once, ACOFS outperformed the 
others in terms of the number of selected features and classification performances. 
The results of the low standard deviations of the classification accuracies exhibit the 
robustness of this algorithm. Furthermore, the estimated computational complexity of 
this algorithm reflected that incorporation of several techniques does not increase the 
computational cost during FS in comparison of other ACO based FS algorithms.  

Since the focus of this paper is to present the fundamental ideas and technical de-
tails of ACOFS, the detailed comparisons with other algorithms using rigorous statis-
tical methods are left as the future work.  
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Abstract. Echo state network (ESN) is a new paradigm for using recurrent neural 
networks (RNNs) with a simpler training method, where an RNN is generated 
randomly and only a readout is trained. ESN method has quickly become popular 
in modeling for nonlinear dynamic systems. However, the classical training 
method for ESNs can not ensure the dynamics asymptotic stability any more if 
the trained ESNs run in a closed-loop self-generative mode. The reason is ana-
lyzed at first. We then consider the ESN training problem as an optimization 
problem with a nonlinear constraint, and take a particle swarm optimization 
(PSO) algorithm solve it. In the simulation experiments, the ESNs are trained as 
“figure-eight” trajectory generators. The results show that the proposed 
PSO-based training method can effectively ensure the dynamics asymptotic 
stability as well as the precision of generating trajectories of the trained ESNs. 

Keywords: Echo state networks, Particle swarm optimization, Recurrent neural 
networks, Asymptotic stability. 

1   Introduction 

As a novel artificial recurrent neural network (RNN) modeling method for dynamical 
systems, echo state network (ESN) has quickly become popular since being proposed 
[1]. ESN provides rich dynamics along with a fast and efficient learning algorithm. And 
besides, ESN overcomes the shortcomings of previous RNN learning algorithms 
(backpropagation through time, real time recurrent learning, etc.), such as slow or non- 
convergence, local minimum, and time-consuming [2]. Though ESN is initially pro-
posed for time series predictions and indeed performs remarkably well on this kind of 
data, it has been generalized to many other application domains [3]. In the literature, the 
inherent superiorities of ESNs are demonstrated, such as easy training, good gener-
alization capability, and good robustness against noise. 

However, in the literature the asymptotic stability of ESNs running with output 
feedbacks is not given sufficient attention. The asymptotic stability can not be ensured 
by the spectral radius of the internal connection weight matrixes any more if the trained 
ESNs run with output feedbacks. There are few contributions studying this problem. 
The trick—stabilization through wobbling—is the most common method used for 
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achieving the stability [4]; but, the related noise amount is hard to set correctly for 
specific tasks. In this paper, we propose another training method based on particle 
swarm optimization (PSO) algorithm for the ESNs running in closed-loop, which 
considers requirements of the prediction output accuracy as well as the asymptotic 
stability. Simulation experiment results show that the proposed PSO-based training 
method is indeed effective. 

The remainder of this paper is organized as follows. Section 2 reviews the classical 
ESN generating and training method and clarifies why the asymptotic stability loses for 
the trained ESNs running in closed-loop. The proposed PSO-based training method is 
described in section 3. In section 4, simulation experiments are made to test effective-
ness of the proposed method. Finally, discussion and conclusion are drawn in section 5. 

2   Echo State Networks and Its Asymptotic Stability 

2.1   Classical Echo State Networks 

In general, the classical ESN consists of three parts as illustrated with Fig. 1: the front is 
input, the mid is a large RNN (it is called dynamical reservoir (DR) [1]), and the end is 
a readout. It is assumed that the ESN has L  input neurons, N  reservoir neurons and 
M  readout neurons. At time step k , the activations of input neurons are 

1 2( ) ( ( ), ( ),..., ( ))Lk u k u k u k=u , of reservoir neurons are 1 2( ) ( ( ), ( ),..., ( ))Nk x k x k x k=x , and of 

readout neurons are 1 2( ) ( ( ), ( ),..., ( ))Mk y k y k y k=y . Weights for the input connection are in 

matrix inW , for the reservoir connection in W , for the output connection in outW  and 
for the connection from the readout output to the reservoir neurons in backW . The cor-
responding sizes are N L× , N N× , M N× 和 N M× . Here assuming there are no direct 
connections from input neuron to readout neuron and no connections between readout 
neurons. 

 

 

Fig. 1. System architecture of ESN 
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Three phases are included in an implementation process, i.e., the initialization, the 
training and the exploitation [5]. We assume in this paper that ESNs are trained as some 
trajectory-generators. 

1) Initialization 
Generate randomly the matrixes ( inW , W , backW ) according to Equation 1~3, where the 
constants a , b , c  and d  are the scales and shifts for inW  and backW ; rand  and sprand  
are Matlab functions, the former generates uniformly distributed random numbers, the 
latter generates a sparse uniformly distributed random matrix; max| |λ  is the spectral 

radius of 0W ; D  and ρW  respectively stand for the connectivity density and the spec-

tral radius of W . After having been generated in such manner, these three matrixes are 
fixed all along in the implementation process. 

(rand( , ) )in a N L b= −W  (1) 

(rand( , ) )back c N M d= −W  (2) 

0

0 0 max

0

sprand( , , )

/ | |

N N D

λ
ρ

=
=

= W

W

W W

W W

 (3) 

2) Training 
From the desired trajectory we get a training sequence ( )d ky , 1, 2,..., tk T= . The reservoir 

state is initialized with (0) =x 0 . The generating ESN ( inW , W , backW ) is driven by 
teacher-forcing the training sequence as Equation 4, where f  is the reservoir neurons’ 
activation function (hyperbolic tangent function in this paper); ( )ku  is often a constant 
bias input; ( )kv  is a noise term sampled from a uniform distribution over [ e− , e ]. 

( 1) ( ( 1) ( ) ( ) ( 1))in back
dk f k k k k+ = + + + + +x W u Wx W y v  (4) 

From time step 0 1T +  to tT , 0 tT T< , the reservoir states ( )kx s are collected row-wise in a 

state collecting matrix M . At the same time, the sigmoid-inverted training data 
1( ) ( ( ))o

df k− y s are collected row-wise in another matrix T , here of  is the readout neu-

rons’ activation function. 
The output weight matrix outW  is computed simply with Equation 5, where 1[ ]−⋅  is 

the inverse matrix of [ ]⋅ , '[ ]⋅  is the transpose matrix of [ ]⋅ . 

1( ) 'out −=W M T  (5) 

Now, we obtain the trained ESN ( inW , W , outW , backW ). 

3) Exploitation 
The trained ESN is driven by an exploitation sequence ( )ky , 1, 2,..., ek T= . From 1k =  to 

0k T= , the reservoir state is updated by Equation 4. In this period, the outputs are no 
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significant and discarded. However, from 0 1T +  to eT , the reservoir state ( )kx  and 

prediction output ˆ ( )ky  are updated as follows. 

ˆ( 1) ( ( 1) ( ) ( ))in backk f k k k+ = + + +x W u Wx W y  (6) 

ˆ ( 1) ( ( 1))o outk f k+ = +y W x  (7) 

2.2   Problem on the Asymptotic Stability 

Echo state property is expected to prevent ESNs from having a chaotic, unbounded 
behavior [6]. In the initialization phase, in order to ensure echo state property the 
spectral radius ρW  is assigned to be smaller than unit. It is correct for the ESNs running 

in opened-loop; however, for the ESNs running in closed-loop, it is wrong. 
Assuming of  is identity function and ( )k ≡u 0 . By substituting ( )out kW x  for ˆ ( )ky  in 

Equation 6, we obtain Equation 8. It can be see that during the exploitation, the trained 
ESN is an autonomous difference dynamical system with an initial value 0( 1)T +x . 

( 1) (( ) ( ))back outk f k+ = +x W W W x  (8) 

( )back out= +W W W W  (9) 

Hyperbolic tangent function satisfies the Lipschitz condition [7], so the asymptotic 

stability of the trained ESN is only determined by the property of the matrix W  (Equa-

tion 9). According to the idea of the proving method for the proposition 3 in [4], it can be 

proved that it is the spectral radius of W  (we call it effective spectral radius (ESR), and 

note it as ( )ρ W ) rather than W  which determines the trained ESN’s stability. 

3   Training Method Based on Particle Swarm Optimization 
Algorithm 

Based on Equation 9, it can be said that outW  not only determines the prediction ac-
curacy, but also has effect on the asymptotic stability of the trained ESNs. The classical 
training method as Equation 5 takes the prediction accuracy into account, neglects the 
requirement for the asymptotic stability, however. We consider it as an important factor 
which induces the unstable results in [8]. Here by considering both the precision and 
the stability in a comprehensive way, we translate the training problem into a con-
tinuous optimization problem with a nonlinear constraint, which is illustrated with 
Equation 10. 

0

2
0

1

min     ( ( ) ( )) /( )

    . .          ( ) 1

tT
out

d t
k T

k k T T

s t ρ
= +

− −

<

∑ y W x

W

 (10) 
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We find that gradient-based deterministic methods can hardly solve Equation 10 due 
to the highly nonlinear constraint. PSO is a stochastic optimization algorithm modeled 
on swarm intelligence, and it has been demonstrated that in many research and appli-
cation areas, PSO algorithm can find a better solution in a search space in a faster, 
cheaper way compared with other methods [9]. We choose PSO algorithm to solve 
Equation 10. 

Since the reservoir of ESN does not have to be trained for a particular task, it sup-
ports parallel computing: multiple readout neurons can be independently trained to 
perform different tasks in parallel [10]. If M >1, the readout neurons are trained one by 
one by the PSO-based method in this paper. 

Firstly, the objective function and the constraint in Equation 10 are integrated into a 
single evaluation function ( )outΦ W . 

( ) ( ) ( )out out outg r hθΦ = + ⋅ ⋅W W W  (11) 

0

2
0

1

( ) ( ( ) ( )) /( )
tT

out out
d t

k T

g k k T T
= +

= − −∑W y W x  (12) 

( ) max[0, ( ( ) 1)]outh ρ= −W W  (13) 

where ( )outg W  measures the mean squared training error (MSE); ( )outh W  characters 
violation amount of the restraint; r  and θ  are dynamic parameters of the evaluation 
function. 

And subsequently, PSO algorithm is called to solve Equation 11. The swarm has sN  

particles; each particle has a position p  and a velocity V  in the N  dimensional space. 

Here, p  corresponds to outW , i.e., each value of p  denotes a possible solution of 
Equation 10. At each evolution step ( step ), p  and V  are updated by Equation 14 and 
15. 

1 2( 1) ( ( ) rand ( ( ) ( )) rand ( ( ) ( )))best beststep step c step step c step stepχ+ = + ⋅ ⋅ − + ⋅ ⋅ −V V p p g p  (14) 

( 1) ( ) ( 1)step step step+ = + +p p V  (15) 

where χ  is constriction factor, 1c  and 2c  are acceleration coefficients; bestp  and bestg  

are the particle’s and the whole swarm’s best position at current evolution step, re-
spectively. Here, to ensure the convergence, we use the PSO algorithm with a con-
striction factor, χ  = 0.729, 1c  = 2c  = 1.496 [11,12]. 

The proposed PSO-based training method is implemented as follows. 

s1. Initialization. Once M  and T have been obtained, set sN , r , θ  and mstep (the 

maximum of evolution step). Randomly place all particles in the N  dimensional space, 

and initialize their velocities. Each particle’s current position is recorded as its best 

position (1)bestp . Among all sN  (1)bestp s, the one having the minimum ( )outΦ W  is re-

corded as (1)bestg . 
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s2. Update p  and V . Update each particle according with Equation 14 and 15, ob-

tain a new swarm. 

s3. Evaluation. Substitute new p  for outW  in Equation 11; get new evaluation for 

each particle. 

s4. Update bestp  and bestg . For each particle, compare its ( ( ))stepΦ p  with 

( ( 1))best stepΦ −p . If ( ( ))stepΦ p < ( ( 1))best stepΦ −p , then ( )stepp → bestp . Note minΦ  as the 

minimum of all ( ( ))stepΦ p s. Compare minΦ  and ( )bestΦ g . If minΦ < ( )bestΦ g , then 

min( ( ))( ) | stepstep Φ =Φpp → bestg . 

s5. Repeat s2~s4 until step = mstep . Now, the resulting bestg  is just the trained result of 
outW . 

4   Simulation Experiments 

The “figure eight” generation task has been considered as a benchmark problem for 
ESNs to test whether the trained ESNs are stable or not. A “figure eight” can be simply 
interpreted as the superposition of a sine (for the x direction) and a cosine of half the 
sine’s frequency (for the y direction) [8], as shown in Fig. 2. 
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Fig. 2. Schematic diagram of the “figure eight” 

Two ESN groups are independently tested on the same “figure eight” task. Each 
group consists of 20 independently generated ESNs ( eN =20). One group is trained by 

the classical method described in section 2; the other is trained by the proposed 
PSO-based method. 

The training sequence and exploitation sequences are processed as the manner being 
used in [8]: the figure-eight trajectory is discrete and one full ride along the eight con-
sists of 200 sample points. 
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Table 1. Parameter assignments in the simulation experiments 

a  b  c d  ρW  D  L N M e  0T  tT  eT  sN  mstep  

2 0.5 2 0.5 0.8 0.8 0 20 2 1e-6 1,000 3,000 100,000 30 500 

 

Assignments to the parameters involved in the simulation experiments are listed in Table 

1. The dynamic parameters of the evaluation function are set as Equation 16 and 17. 

3/ 2r step=  (16) 

50,   if  ( ) 1;

20,   if  0.5< ( ) 1;

2,     if  0.2< ( ) 0.5;

1,      if  ( ) 0.2;

out

out

out

out

h

h

h

h

θ

⎧ >
⎪

≤⎪= ⎨
≤⎪

⎪ ≤⎩

W

W

W

W

 (17) 

The performances are evaluated with two indexes. One is the mean squared error 
during the exploitation (exploitation MSE), and the other is the successful training 
ratio, which is defined as Equation 18. 

1

(1 ( )) /

1 0
( )

0 0

eN

r e
i

v
v

v

s N

x
x

x

δ ρ

δ

=

= −

>⎧
= ⎨ ≤⎩

∑ W

 (18) 

where eN  is the number of ESNs which are randomly independently generated. 

Fig. 3 and Fig. 4 respectively give the evolution curves of ( )outg W  and ( )ρ W . It can 

be seen that both ( )outg W  and ( )ρ W  have already converged about at step =300. For the 
x direction data, the corresponding ESR converges at 0.99997, as being shown with the 
red dashed curve (with legend “m = 2”); while for the y direction data, the ESR con-
verges at 0.99994, as being shown with the blue solid curve (with legend “m = 1”). So 
echo state property is ensured, the trained ESNs have the asymptotic stability. 

Fig. 5 demonstrates the generated trajectory from an ESN trained by the classical 
method (red dashed curve). The blue solid curve denotes a true trajectory of the “fig-
ure-eight”. It can be seen that the ESN initially generates a crude “figure-eight”; 
however, the trajectory in the x direction loses its stability quickly: the x-coordinate 
data is far away from [-1, 1], and the corresponding ESR value is about 11.2 for the 
output neuron generating the x direction data. 

Fig. 6 demonstrates a predicting output trajectory of an ESN trained by the proposed 
PSO-based method. The output weight values correspond to the position of the best 
particle at the 100th evolvement step of the PSO algorithm. The trained ESN is stable: 
the ESR value is about 0.99997 for the output neuron generating the x direction data, 
about 0.99949 for another output neuron generating the y direction data. But the pre-
diction precisions are insufficient: the exploitation MSE value is about 0.16 for the x 
direction data, about 0.28 for the y direction data. 
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Fig. 3. Evolution curves of the training MSE. 
“m=1” denotes one readout neuron, of which 
the corresponding training MSE evolution 
curve is denoted as the blue solid curve. 
“m=2” denotes another readout neuron, of 
which the corresponding training MSE evo-
lution curve is denoted as the red dashed 
curve. 

Fig. 4. Evolution curves of the effective 
spectral radius. “m=1” denotes one readout 
neuron, of which the corresponding ESR 
evolution curve is denoted as the blue solid 
curve, “m=2” denotes another readout neu-
ron, of which the corresponding ESR evolu-
tion curve is denoted as the red dashed curve. 
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Fig. 5. Prediction output curve of an ESN trained by the classical method 

Fig. 7 also demonstrates a predicting output trajectory of another ESN trained by the 
same PSO-based method; however, the output weight values correspond to the position 
of the best particle at the 500th evolvement step of the PSO algorithm. The trained ESN 
is also stable: the corresponding ESR values are about 0.99997 and 0.99994 respec-
tively. But in this case, the prediction precisions are sufficient: the corresponding MSE 
values are about 0.08 and 0.12 respectively. 

The noise-robustness of the ESNs trained by the proposed PSO-based method is also 
verified. While the ESNs run in self-generative mode, their predicting outputs are 
perturbed with Gaussian noise (the mean: 0, the variance: 0.05) from time steps 
1001~1200, i.e., just one full ride along the figure-eight. After that period, the noise is  
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Fig. 6. Prediction output curve of an ESN 
trained by the proposed PSO-based method. 
The particle swarm is evolved over 100 steps 
( step =100). 

Fig. 7. Prediction output curve of an ESN 
trained by the proposed PSO-based method. 
The particle swarm is evolved over 500 steps 
( step =500). 

 

dispelled. It is demonstrated from the experiment results that about 900 time steps (four 
and a half full rides along the figure-eight) after having been perturbed, the ESNs have 
already converged back to the “figure-eight” attractor. The PSO trained ESNs have 
good noise-robustness. 

The simulation experiment results are summarized in Table 2, they are the averages 
over the results of all 20 randomly independently generated ESNs ( eN = 20). The 
classical training method described in section 2 can not ensure the ESNs stability: the 
exploitation MSE values are always far larger than 2; the ESR values are far larger than 
unit; the obtain rs  equals zero for the x direction data, equals 0.4 for the y direction 
data. As a comparison, the proposed PSO-based training method can effectively assure 
the stability of the trained ESNs as well as the precision of the generated “figure-eight” 
trajectories: the obtained ESR values are always smaller than unit (unexpectedly, the 
ESRs nearly approach unit); and the rs  values equal 1 as the PSO algorithm has 
evolved over 500 steps. 

Table 2. Contrast of the result between the classical and the PSO-based training method 

MSE (exploitation) ESR rs  
/ 

m = 1 m = 2 m = 1 m = 2 m = 1 m = 2 
The 

classical method 
2 2 6.23186 11.8225 0.4 0 

PSO-based method 
( step =100) 0.28 0.16 0.99949 0.99997 1 0.9 

PSO-based method 
( step =500) 0.12 0.08 0.99994 0.99997 1 1 
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5   Conclusion and Discussion 

We have reviewed the classical ESN paradigm, and pointed out that the asymptotic 
stability of the trained ESNs running in closed-loop can not be ensured any more by the 
parameter-setting that the spectral radius of reservoir connection weight matrix is 
smaller than unit. And then we translate the output weight training problem into a 
nonlinearly constrained optimization problem, which is solved by the PSO algorithm. 
The simulation experiment results show that the proposed PSO-based training method 
can effectively ensure the stability as well as the precision of the generating trajectories 
of the trained ESNs. 
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Abstract. We propose a concept generation method based on mutual

information smong multiple self-organizing maps. There have been many

reports on concept generation in various fields such as linguistics and

robotics. In the context of language acquisition, however, they mainly

deal with letters, i.e. symbols, in general. Since both the concept and

language acquisitions progress in parallel, we notice the importance to

investigate concept generation without symbols existing a priori. In this

paper, we propose a non-symbol-based method that pays attention to

multimodal mutual information.

1 Introduction

Recent progress in humanoid robotics has brought about various human-like acts
and behaviors such as bipedal walking. Humanoid robots in the future will be
expected to act and behave adaptively just like human beings, or more flexibly
in specific fields. Learning and self-organization will play an important role more
and more in this context.

When we focus on the learning of communications, language acquisition is the
central problem. From the viewpoint of cognitive science, we need to elucidate
the generation of concept. In this paper, we investigate a method to generate
concept in multimode information by paying attention to mutual information
quantity among self-organizing maps (SOMs).

There has been two streams in human-machine communications. ELIZA con-
structed by Weizenbaum in 1966 [1] generates sentences that prompt human
beings to make a reply according to a set of simple rules without limitation on
topics. It is called chatterbot. SHRDLU desined by Winograd in 1972 [2] behaves
as it is told, e.g., ”lift the block.” However, the robots just obey built-in rules.
They can recognize only what they already know. People soon get tired of the
conversation. We expect near-future robots to learn languages. An example is
the infanoid [3], 480mm in the seated height, capable of repeating what it hears
in a parrot fashion. Eyes on the head provide visual signal so that it can detect

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 263–272, 2009.
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and track target faces and toys. Ears catch speech so that it extracts prosodic
information as well as phonological information, which are fed to a voice syn-
thesizer to repeat the speech. Mechanisms in the human brain are still unclear,
but they are expected to contribute future humanoid robots that can learn and
self-organize.

There are various ideas on what is concept, and on how to define concept
generation. We may be able to show rough three themes in this field. They are,
namely, how to acquire information in the environment, how to store the infor-
mation, and how to find relationship among a number of sets of the information.

Regarding the acquisition, it is important to elucidate how to construct a set of
features. For example, Iwahashi et al. [4] investigated the acquisition of abstract
concept concerning spatial relationship. The storage is studied often in con-
junction with the discovery of relationship. In particular in concept generation,
the way of store is considered together with symbolic grounding. Accumulated
information often biases acquisition and store of new information. Recent con-
siderations on the Booba-kiki test [5] and the column structure in the cerebrum
suggest possible emergence of creativity by being based on a mapping sensitive
to similarity in multimodal information. In this context, the relationship among
multiple sets of information will also serve a critical role.

The symbolic grounding is usually a process to tag each image with a text.
However, we have to prepare a set of texts a priori. Texts are symbols having no
natural metric among them. Then we cannot tag an image with unknown words
or new languages. Roy & Pentland [6] and Roy & Mukherjee [7] used mutual
information to relate respective images to sound data though they do not refer to
concept generation. Sound data, unlike texts, are non-symbolic information. The
relating process is free from supervisor, and flexible enough to accept unknown
words or languages. The method should also be useful in concept generation.
This paper proposes a method to realize clustering of similar data based on
mutual information, which can work as a concept generation process.

2 Mapping in SOMs Modulated by Mutual Information

2.1 Basic Idea

Figure 1 is the flow chart showing the concept generation process based on
mutual information among multiple SOMs. Each SOM is a basically conventional
one [8] [9] that maps input information into low dimensional information space.

Conventionally, a typical SOM dynamics is expressed as the weight updating
process in terms of the weights of neurons wk(t), at position k in the SOM space
at time t (or learning iteration number t), and a set of signal input vector xi fed
to the SOM as

wk(t + 1) = wk(t) + Θ(k, kc; t) α(t)
(
xi −wk(t)

)
(1)
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Fig. 1. Total processing flow for the concept generation based on mutual information

among multiple SOMs

where

kc = arg min
k

∣∣∣x(t) −wk(t)
∣∣∣ (winner neuron position) (2)

α(t) ≡ α(0)
(

1 − t

T

)
(learning coefficient) (3)

Θ(k, kc; t) = exp
(
−|k − kc|2

2δ2(t)

)
(neighborhood function) (4)

δ(t) ≡ δ(0)
(

1 − t

T

)
(inverse of sharpness of Θ) (5)

where T is the maximum time (maximum number of iteration) in the
self-organization.
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Fig. 2. Determination of the region in which we calculate the mutual information to

maximize the quantity

However, in our proposal, the dynamics is modulated in accordance with
mutual information among input signals to a set of SOMs. That is, a SOM finds
correspondence of input information with another input signal fed to another
SOM by paying attention to mutual information quantity. Each SOM changes
the stretch of its neighborhood according to the mutual information so that a set
of corresponding data makes a cluster through self-organization. For example,
let’s assume visual and audio data streams existing simultaneously. By referring
to the mutual information between the visual and audio data, we can segment
the visual stream commutatively with the audio data, and vice versa.

2.2 SOM Dynamics Modulated by Mutual Information

We propose a set of SOMs, of which dynamics is modulated by mutual informa-
tion quantity to realize a mapping that takes the relationship among multiple-
mode data sets into account. We consider only two modes of data for simplicity
here, e.g., visual and audio data streams. We then prepare two SOMs. Each
SOM self-organizes by referring to the mutual information and changing the
neighborhood function used in the self-organization. We calculate the mutual
information between the visual and audio SOM neurons I(A; V ) as

I(A; V ) =
∑

dA=0,1

∑
dV =0,1

p(dA, dV ) log
p(dA, dV )

p(dA)p(dV )
(6)

p(dA) =
n(dA)

N
(7)

p(dV ) =
n(dV )

N
(8)
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p(dA, dV ) =
n(dA, dV )

N2
(9)

dA =

{
1, if

∣∣∣kAci − kAcj

∣∣∣ ≤ rA

0, otherwise
(10)

dV =

{
1, if

∣∣∣kV ci − kV cj

∣∣∣ ≤ rV

0, otherwise
(11)

where n(dA) and n(dV ) (or n(dA/V ) in short) denote the number of the data
that gives dA/V , N is the total number of the data in the set ( i.e., x1 =

[xA1, xV 1], x2 = [xA2, xV 2], · · ·, xN = [xAN , xV N ] ),
∣∣∣kA/V cj − kA/V ci

∣∣∣ is the
distance between the winners for data xi and xj in the audio / visual SOM
space, and rA/V denotes radius of a variable circle in the SOM space that gives
a boundary of the category represented by kA/V ci as shown in Fig.2. We vary
the values rA and rV to find a pair of rA and rV that maximize the mutual
information Imax. Then we modify the neighborhood function in accordance
with the Imax value as follows.

If the mutual information Imax is larger than a threshold H , we employ a
modified δ(t) in (5), namely δ̃(t) expressed as

δ̃(t) =
{

δ(0)
(
1 − t

T

)2 for kA/V cj ⊆ circle of kA/V ci

δ(0)
(
1 − t

T

)
otherwise

(12)

That is, in the upper case in (12), the neighborhood is sharper. In other words, if
a winner position kA/V cj for a data xj falls within the circle, we employ a smaller
δ̃(t) in the neighborhood function Θ(k, kc, t) when the maximum mutual informa-
tion Imax exceeds the threshold H , which indicates a strong correlation between
the audio and video data xA and xV . Though an locally adaptive threshold may
improve the dynamics, we employ a fixed H for simplicity in the experiment.

2.3 Experiment with Simulation Data

Figure 3(a) and (b) present a set of simulation data in the feature space pre-
pared for a two-modal experiment. We have 250 data points each. The data are
numbered sequentially. Data of number 1–10 (circles), 11–20 (squares), and 21–
30 (triangles) are distributed within certain regions respectively in each space,
while other data points (crosses) are scattered at random in the rest region.
Note that the total distribution is uniform so that we cannot observe any clus-
tering of firing neurons when we apply ordinary self-organization dynamics to
the respective SOMs separately.

We adopt our proposed method mentioned above. We prepare two SOM
spaces. The size of each SOM is 100×100. Parameters in self-organization are
α(0) = 1(update coefficient of reference vectors in the SOM), δ(0) = 30, H =
0.2, and the number of iterations is 200. Figure 4 shows the result in the SOM
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(a)

(b)

Fig. 3. Simulation test data in feature space in two modes, e.g., (a)audio xA and

(b)audio xV data. The 250 data points, in total in each feature space, are sequentially

numbered and located in such a way that, in visual feature space, data number 1–

10 are in 0.2 < xA1 < 0.4 and 0.2 < xA2 < 0.4, while data number 11–20 are in

0.4 < xA1 < 0.6 and 0.7 < xA2 < 0.8, data number 21–30 are in 0.6 < xA1 < 0.8
and 0.2 < xA2 < 0.4, and other data are distributed at random in the rest region.

Simultaneously the audio data number 1–10 are in 0 < xV 1 < 0.2 and 0.2 < xV 2 < 0.4,
while data number 11–20 are in 0.2 < xV 1 < 0.4 and 0.6 < xV 2 < 0.8, data number

21–30 are in 0.6 < xV 1 < 0.8 and 0.6 < xV 2 < 0.8, and others are distributed at

random in the rest region.
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(a)

(b)

Fig. 4. Distributions of the SOM neurons that fire corresponding to the input data

shown in Fig.3(a) and (b) after the proposed self-organization. There are three clusters

showing the three related sets of feature data.
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space where the dots indicate firing neurons when the signals xA and xV are
input. We find three clusters, each of which clusters corresponds to a set of
signals of number 1–10, 11–20, or 21–30. We can clearly observe that the self-
organization dynamics modified by the mutual information quantity is effective
in the clustering, i.e., concept generation.

3 Experiment for Real Visual and Audio Data

We examined the effectiveness of our proposal for real-world data clustering.
Figure 5 illustrates the process including preprocessing. We deal with each
input data as follows. Regarding visual data, we detect edges, and obtain high-
dimensional local autocorrelation (HLAC) [10], resulting in 35-dimensional fea-
ture vector. Regarding audio data, we first calculate the Mel-frequency cepstrum
coefficient (MFCC). Since the dimension depends on the recording time, we
adopt the Karhunen-Loeve (KL) expansion to reduce the dimension to 26. We
use these two-modal features.

The visual data was prepared from the Amsterdam Library of Object Images
(ALOI). Figure 6 shows the data, where a duck is captured around. We used 20
images out of them. The audio data is a set of recorded pronunciation of duck
(”ahiru” in Japanese) by a single speaker. The voice was recorded 20 times to
generate 20 data with a sampling frequency of 16kHz at 16bit linear predictive
coding (LPC). We used the HCopy in the HTKtoolkit [11] for the MFCC with
parameters of frame interval of 10ms, frame width of 25ms with the Hamming
window, and pre-emphasis index of 0.95. We have one set of correlated data for
the duck, and numbered them as 1–20. We also prepared 80 random visual and
audio data in addition, and obtained 100 data totally.

We have two SOMs, namely visual and audio SOMs. The size of each SOM
is 100×100. Self-organization parameters are α(0) = 1, δ(0) = 30, H = 0.2,

MFCC

KL HLAC

Mutual
information

SOM SOM

Fig. 5. Procedure of the experiment using real audio and visual data
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ahiru ahiru

ahiru ahiru

ahiru ahiru

(a) (b)

Fig. 6. Data examples: (a)audio waveforms ”ahiru” (duck in Japanese) recorded 20

times for a single speaker and (b)visual images ”duck” captured around

(a) (b)

Fig. 7. Distributions of (a)audio- and (b)visual-SOM neurons that fire corresponding

to the ”duck” images and sounds. The mutual information generated one cluster, while

other neurons distributes uniformly in the SOM spaces.

and the number of iteration was 200. Figure 7 shows the result. We find the
gathering of the neurons that fire correspondingly to input data of number 1–
20. The mutual information between the visual and audio data sets caused the
meaningful clustering. We can interpret this self-organization as generation of
concept of duck.

4 Summary

We proposed the concept generation method based on the mutual information
quantity among multiple self-organization maps. Experiments demonstrated that
the method works effectively to make clusters, which can be interpreted as con-
cept generation. With this method, we can treat data in various modes besides
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visual and audio signals. The number of the modes is unlimited. This method
possesses high scalability.
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Abstract. This paper present a novel scheme which applies Artificial

Neural Network (ANN) for determining the decoding parameters of a

first order ambisonic system so that the three dimensional sound field

can be reconstructed with an arbitrary quad speaker configuration. Dif-

fer from approaches based on the Modified Tabu Search (MTS) and

the Heuristic Genetic Algorithm (HGA) which involve large number of

iterations, the proposed method provides a significant reduction in com-

putation. Experimental evaluation demonstrates that our method is sig-

nificantly faster than existing schemes, and also exhibit higher accuracy

and stability than the MTS.

1 Introduction

Ambisonic is a technology developed by Gerson [1, 2, 3, 4] and Fellgett [5]to
encoded a three dimensional sound field into a multiple channel data sequence
known as the B-format. Theoretically, through a plurality of loudspeakers [5]
with arbitrary spatial distribution, the encoded B-format signal can be used to
reconstruct the original sound field with a decoder. One of the popular setups is
the quad rig formed by four loudspeakers each positioned at a unique quadrant
of a circle.

Early ambisonic systems employ simple loudspeakers configurations such as
the square or the rectangular arrays with pre-computed sets of decoding pa-
rameters. Irregular arrays of M (M being three or more) pairs of diametrically
opposite loudspeakers have also been addressed [6]. Once these parameters are
available, the B-format data can be easily reverted to the sound field with nu-
merical means [7]. However for arbitrary loudspeaker rigs, the determination of
the decoding parameters becomes an NP problem. Recently, Wiggins [8,9] have
adopted the Modified Tabu Search (MTS) algorithm to address this problem.
Later, an alternative attempt has been made by Tsang [10] who employs Heuris-
tic Genetic Algorithm (HGA) to optimize the decoding parameters, resulting
in more stable and accurate estimation of the decoding parameters. However,
the optimization process involves large number of iterations and the computation
time is lengthy. Hence, once the speaker positions are changed, a time-consuming
optimziation is required for search a new set of decoding parameters.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 273–280, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In this paper, we propose to use an neural network approach to build the
mapping from speaker positions to the decoding parameters. To achieve that we
first trained an ANN with different corresponding pairs of loudspeaker distri-
bution and optimal set of decoding parameters, derived from the HGA scheme.
Subsequently when an arbitrary loudspeaker configuration is presented, it is in-
put to the ANN and the set of decoding parameters is retrieved from the output
layer of the neural network.

The organization of this paper is as follows. In Section 2, we review the concept
of ambisonic and some existing approach. In Section 3, the ANN approach to
Decoding ambisonic signals to irregular loudspeaker configuration is presented.
Section 4 presents our simulation results. Conclusion is presented in Section 5.

2 Background of the Ambisonic Technology

The ambisonic technology [1, 2, 3, 4, 5] decomposes a three dimensional sound
field into spherical harmonic components commonly represented with the B-
format. Initially the process was conducted by direct recording the acoustic
signal with the sound field microphone formed by the juxtaposition of three
microphones. With the advancement of computers the B-format can now be
generated with numerical means. In practical applications where cost and space
are crucial factors to be considered, the implementation is usually simplified into
a first order, full horizontal system to recover a planar sound field with small
number of loudspeakers.

With this approximation, the first order ambisonic signal is comprised of three
components, namely the sound pressure W , plus a pair of sound pressure gradient
terms{X, Y }, which are the cylindrical decomposition of the sound field. Given
an input signal s located on the unit circle and at an azimuth angle θ (encoding
angle), the conversion is given by[

W X (θ) Y (θ)
]

= s
[
sqrt{2}/2 cos (θ) sin (θ)

]
. (1)

Early ambisonic systems assume restricted set of simple set of loudspeakers con-
figurations so that the decoders can be implemented with pre-computed param-
eters. One of the popular setups is the quad rig formed by four loudspeakers each
positioned at a unique quadrant of a circle. The sound field, neglecting frontal
dominance, can be decoded from the B-format signals by setting the gain of the
four loudspeakers as ⎡⎢⎢⎣

g1 (θ)
g2 (θ)
g3 (θ)
g4 (θ)

⎤⎥⎥⎦ =

⎡⎢⎢⎣
k1 k2 k3

k4 k5 k6

k7 k8 k9

k10 k11 k12

⎤⎥⎥⎦
⎡⎣ W

X (θ)
Y (θ)

⎤⎦ . (2)

For some simple and symmetrical quad configurations the decoding parameters
ki |1≤i≤12 have been determined and made known in many sources.

To handle arbitrary loudspeaker rigs determination of the decoding param-
eters become an NP problem. Recently, Wiggins [8, 9] have adopted the MTS
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algorithm to address this problem by optimizing an Aggregate Objective Func-
tion (AOF) that is formulated based on the Velocity vector

⇀

RV (θ)and the
Energy vector RE (θ). Both quantities are derived from the six terms, given by

P (θ) =
N∑

i=1

gi (θ) , E (θ) =
N∑

i=1

gi (θ)2

EX (θ) =
N∑

i=1

gi (θ)2 cos(θi)/E (θ) , EY (θ) =
N∑

i=1

gi (θ)2 sin(θi)/E (θ)

VX (θ) =
N∑

i=1

gi (θ) cos(θi)/P (θ) , VY (θ) =
N∑

i=1

gi (θ) sin(θi)/P (θ)

where N is the total number of loudspeakers in a quad rig, θi represents the
angular position of the i-th loudspeaker. From the above expressions, Velocity
and Energy vectors are derived as

rV (θ) = |RV (θ)| =
√

VX (θ)2 + VY (θ)2

θV (θ) = arg (RV (θ)) = arc tan(VY (θ) /VX (θ))

rE (θ) = |RE (θ)| =
√

EX (θ)2 + EY (θ)2

θE (θ) = arg (RE (θ)) = arc tan(EY (θ) /EX (θ)) . (3)

The AOF is a term to reflect how well the sound field is reconstructed with
respect to the decoding parameters. For low frequency below 700Hz this is formed
by the sum of three fitness values given by

FL = VFit + 0.8MFit + AFit (4)

where VFit, MFit, and AFit are given by

VFit =

√√√√ 1
360

360∑
θ=0

[
1 − P (0)

P (θ)

]2

MFit =

√√√√ 1
360

360∑
θ=0

[1 − rV (θ)]2

AFit =

√√√√ 1
360

360∑
θ=0

(θ − θV (θ))2 +

√√√√ 1
360

360∑
θ=0

(θ − θE (θ))2 . (5)

The optimal solutions correspond to decoding parameters which result in FL=0
implying uniform distribution of the Energy and Velocity vectors for all encod-
ing angles (i.e., portraying a circular locus). Here we shall only restricted our
analysis to low frequency signals as similar treatment can be extended to high
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frequency ones. Deducing the twelve decoding parameters to optimize the AOF
is a hard problem and a simplification has been made by reducing the number
of parameters to six by revising the formulation as⎡⎢⎢⎣

g1 (θ)
g2 (θ)
g3 (θ)
g4 (θ)

⎤⎥⎥⎦ =

⎡⎢⎢⎣
k1 k2 k3

k1 k2 −k3

k4 −k5 k6

k4 −k5 −k6

⎤⎥⎥⎦
⎡⎣ W

X (θ)
Y (θ) .

⎤⎦ (6)

Although successful demonstration has been made in reconstructing horizontal
sound fields on a 5 loudspeaker configuration, the MTS is sensitive to the initial
setting of the parameters and does not perform equally well with less number of
loudspeakers. A poor estimation on the starting condition can lead to large er-
ror in the decoding parameters, hence reducing the fidelity of the reconstructed
sound field. Later, an alternative attempt has been made by Tsang [10] who
employs HGA to optimize the AOF, resulting in more stable and accurate esti-
mation of the decoding parameters. Despite the favorable outcome of these two
methods, the optimization process involves large number of iterations and the
computation time is lengthy.

3 Estimation of Decoding Parameters Based on Artificial
Neural Networks (ANN)

In this paper we shall restrict our analysis to a quad rig with arbitrary loud-
speaker position in each quadrant. The ambisonic decoder can be modelled
as a system with the angular positions of the loudspeakers, denoted by A =
[θ1, θ2, θ3, θ4] and the decoding parameters K = [k1, k2, k3, k4, k5, k6] as the in-
put and output vectors, respectively, i.e. K = F (A). The mapping between
correspondence pairs of input and output vectors are unknown and we only
have some sampling input-output pairs (with the optimized AOF) obtained by
other methods.

We propose that the function F (A) can be realized with an ANN which is
trained by associating an example set of loudspeaker configuration with their

Fig. 1. ANN for associating the decoding parameters with the loudspeakers’ positions
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optimal sets of decoding parameters. To study the feasibility of the approach
the classical three layered Backpropagation Network (BPN) [11] is adopted and
depicted in Figure 1.

The input layer consists of four neurons each accepting an element of the
position vector. The output layer consists of six neurons each corresponding
to one of the decoding parameters. The network is trained with the Levenberg-
Marquardt [12]. After training, the set of decoding parameters K for an arbitrary
configuration A is obtained by applying the latter to the ANN.

4 Experimental Results

To evaluate the performance of our method different sets of loudspeaker con-
figuration listed in Table 1 are input to the ANN with and in each case the
corresponding set of decoding parameters is obtained from the activation of the
output neurons. The AOF value, velocity and energy vectors are computed and
the latter two are plotted for angular positions ranging from 0◦ to 360◦. These
results are compared against that derived from the use of HGA and MTS in
determining the decoding parameters.

Table 1. Loudspeaker configurations for training the ANN

35◦ 125◦ 215◦ 305◦ 55◦ 125◦ 215◦ 305◦ 30◦ 120◦ 210◦ 300◦ 60◦ 120◦ 210◦ 300◦

35◦ 125◦ 215◦ 325◦ 55◦ 125◦ 215◦ 325◦ 30◦ 120◦ 210◦ 330◦ 60◦ 120◦ 210◦ 330◦

35◦ 125◦ 235◦ 305◦ 55◦ 125◦ 235◦ 305◦ 30◦ 120◦ 240◦ 300◦ 60◦ 120◦ 240◦ 300◦

35◦ 125◦ 235◦ 325◦ 55◦ 125◦ 235◦ 325◦ 30◦ 120◦ 240◦ 330 60◦ 120◦ 240◦ 330◦

35◦ 145◦ 215◦ 305 55◦ 145◦ 215◦ 305◦ 30◦ 150◦ 210◦ 300◦ 60◦ 150◦ 210◦ 300◦

35◦ 145◦ 215◦ 325◦ 55◦ 145◦ 215◦ 325◦ 30◦ 150◦ 210◦ 330◦ 60◦ 150◦ 210◦ 330◦

35◦ 145◦ 235◦ 305◦ 55◦ 145◦ 235◦ 305◦ 30◦ 150◦ 240◦ 300◦ 60◦ 150◦ 240◦ 300◦

35◦ 145◦ 235◦ 325◦ 55◦ 145◦ 235◦ 325◦ 30◦ 150◦ 240◦ 330◦ 60◦ 150◦ 240◦ 330◦

Typical results can be shown with an irregular out-training-set quad loud-
speaker configuration [40o 140o 215o 305o]. The optimal solution obtained with
HGA after 100 generations (based on a population size of 100) is given in
Figure 2a. The AOF value is 0.174 and the distributions of the Energy and
Velocity vectors are rather uniform. The result obtained with our method is
shown in Figure 2b. It can be seen that the performance is close to HGA. Al-
though the AOF value is slightly lower the amount of computation is significantly
smaller, reflecting the feasibility of our approach and its potential in practical
applications.

To further evaluate the feasibility of the proposed neural network enumerator
(NNE) approach, we compare it against the HGA method and NNE with MTS.
In the NNE-MTS, we the initial guess of MTS is selected from the result of
NNE. We employ identical test set of quad loudspeaker configuration that has
been adopted in [10] as listed in Table 2.
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(a) (b)

Fig. 2. Typical result of the reconstructed Velocity and Energy Vectors. (a) Results

obtained with HGA for low frequency signals after 100 generations ( FL = 0.174). (b)

Results obtained with ANN for low frequency signals ( FL = 0.177).

Table 2. Loudspeaker configurations for testing the performance

Config. Loudspeaker positions Config. Loudspeaker positions

1 45o, 135o, 225o, 315o 6 30o, 135o, 235o, 315o

2 30o, 110o, 250o, 330o 7 45o, 135o, 205o, 305o

3 60o, 120o, 240o, 300o 8 60o, 135o, 205o, 310o

4 30o, 135o, 225o, 315o 9 60o, 135o, 245o, 350o

5 45o, 125o, 225o, 315o 9 50o, 150o, 220o, 290o

To begin with the HGA is applied to determine the values of the six de-
coding parameters for low frequency ranges in each test configuration. In or-
der to ensure accurate deduction of decoding parameters 100 generations of
evolution are conducted on a population consisting of 100 chromosomes. The
complexity is equivalent to 10,000 iterations in the MTS scheme. Next the es-
timated decoding parameters for each case are obtained with NNE and NNE-
MTS (with 100 iterations of MTS) with the neural network trained with the
samples given in Table I. The AOF values obtained with the three methods
are shown in Figure 3. It can be seen that NNE-MTS results in AOF values
which are close to HGA, and generally lower than or equal to NNE. From the
figure, the NNE can be produce a very satisfory results. Besides, the results
can be further optimized by the MTS algorithm with a very small number of
iteration.
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Fig. 3. Results of FL of various approaches

5 Conclusion

Past researches have demonstrated the feasibility of reconstructing, with irreg-
ular loudspeaker configuration, horizontal planar sound field from first order B-
format ambisonic signal. The result enables surround sound signals to be played
back under circumstances where loudspeakers positions have to be changed ac-
cording to the spatial constraint of the housing environment. However, with
existing methods, such as HGA or MTS, the computational complexity is quite
large. This paper proposed an ANN approach to determine the decoding param-
eters to play back the surround sound signals. Unlike the conventional HGA or
MTS, where a time consuming algorithm is required to tune the decoding pa-
rameters when a new setting is given, our scheme are significantly faster than the
HGA or the MTS methods. We anticipated that the works in this paper could
also benefit further research in related areas. For example, it can be extended to
reconstruct higher order ambisonic signals or it can used to construct Holograpic
sound systems.
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Abstract. Document clustering is an important method for document analysis 
and is used in many different information retrieval applications. This paper pro-
poses a new document clustering method using the clustering method based 
NMF (Non-negative Matrix Factorization) and refinement of documents in 
clusters by using coherence of cluster. The proposed method can improve the 
quality of document clustering because the re-assigned documents in cluster by 
using coherence of cluster based similarity between documents, the semantic 
feature matrix and the semantic variable matrix, which is used in document 
clustering, can represent an inherent structure of document set better. The ex-
perimental results demonstrate that the proposed method achieves better per-
formance than other document clustering methods. 

1   Introduction 

The explosive increase in internet access has produced a large amount of information, 
and caused the problem that many documents with the same or similar topics were dupli-
cated. This kind of data duplication problem increases the necessity for effective docu-
ment clustering methods. Also, document clustering has been receiving more and more 
attentions as an important method for unsupervised document organization, automatic 
summarization, topic extraction, and information filtering or retrieval [1, 2, 3, 11, 13]. 

A clustering technique is a collection of data objects that are similar to one another 
within the same cluster and are dissimilar to the objects in other clusters [1, 2, 3, 11].  

Generally, document clustering method can be classified into hierarchical methods 
and partitioning methods [1, 3]. Hierarchical clustering methods proceed successively 
by building a tree of clusters. On the other hand, partitioning clustering methods de-
compose the data set into k disjoint classes such that the data points in a class are 
nearer to one another than the data points in other classes [1, 3, 10].  
                                                           
* Corresponding author. 
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Recent studies for document clustering method use graphs [4, 13], machine learn-
ing [5, 9 17], and matrix factorization [15, 16]. Graphs based methods model the 
given document set using an undirected graph in which each node represents a docu-
ment [4, 13]. Machine learning based methods use semi-supervised clustering model 
with respect to prior knowledge and documents’ membership [5, 9 17]. Matrix  
factorization based method use semantic features of documents set for document 
clustering [15, 16]. 

The NMF (Non-negative Matrix Factorization) can represent individual object as 
the non-negative linear combination of part information extracted from a large vol-
ume of objects. This method can deal with a large volume of information efficiently 
since original non-negative matrix is decomposed into sparsely distributed representa-
tion of two non-negative matrices [6, 7, 14]. Advantages of NMF, The NMF have a 
great power to easily extract semantic features representing the inherent structure of 
data objects. The factorization result of NMF has better semantic interpretation and 
the clustering result can be easily derived from it [15, 16]. However, there is still 
some disadvantage of NMF, it might limit successful decomposing semantic features 
from any data set as data objects viewed from extremely different viewpoints, or 
highly articulated objects [6]. 

In this paper, we propose a document clustering method using NMF clustering and 
refinement clustering by coherence of cluster. Cluster coherence is used to measure 
the density between documents in cluster. It means how close the similarity between 
documents and major topics of cluster. 

The proposed method has the following advantages. First, it can group important 
documents in document set using semantic variables by NMF. So it can identify ma-
jor topics and subtopics of clusters with respect to the semantic variable by NMF. 
Second, it can remove the dissimilar documents in clusters using cluster coherence. 
So, it can improve the quality of document clustering since refinement cluster helps 
us to remove dissimilarity information easily and avoid biased inherent semantics of 
documents to be reflected in clusters by NMF. 

The rest of the paper is organized as follows: Section 2 describes the related works 
regarding document clustering methods. In Section 3, we describe the NMF algorithm 
in detail. In Section 4, the proposed document clustering method is introduced. Section 
5 shows the evaluation and experimental results. Finally, we conclude in Section 6. 

2   Related Works 

Traditional clustering method can be classified into partitioning, hierarchical, density-
based, and grid-based. Most of these methods use distance functions as object criteria 
and are not effective in high dimensional spaces [1, 3, 10]. 

Wang and Zhang proposed the document clustering with local and global regulari-
zation (CLRG). It uses a local label predictors and a global label smoothness regular-
izer [13]. Liu et al. proposed a document clustering method using cluster refinement 
and model selection. It uses GMM (Gaussian Mixture Model) and EM (Expectation 
Maximization) algorithm to conduct an initial document clustering. It also refines the 
initially obtained document clusters by voting on the cluster label of each document 
[9]. Ji et al. proposed a semi-supervised clustering model that incorporates prior 
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knowledge about documents’ membership for document clustering analysis [5]. 
Zhang et al. adopt a RL (Relaxation Labeling) based cluster algorithm to evaluate the 
effectiveness of the aforementioned types of links for document clustering. It use both 
content and linkage information in dataset [17]. Xu et al proposed a document parti-
tioning method based on the non-negative factorization matrix (NMF) of the given 
document corpus [16]. Xu and Gong proposed a data clustering method models each 
cluster as a linear combination of the data points, and each data point as a linear com-
bination of the cluster centers [15]. Li and Ding presented an overview and summary 
on various matrix factorization algorithms for clustering and theoretically analyze the 
relationships among them [8].  

Li et al. proposed a document clustering algorithm ASI (adaptive subspace itera-
tion) using explicitly modeling of the subspace structure associated with each cluster 
[10]. Wang et al. proposed a clustering approach for clustering multi-type interrelated 
data objects. It fully explores the relationship between data objects for clustering 
analysis [12]. 

3   Non-negative Matrix Factorization 

In this paper, we define the matrix notation as follows: Let X*j be j’th column vector 
of matrix X, Xi* be i’th row vector and Xij be the element of i’th row and j’th column. 

Non-negative matrix factorization (NMF) is to decompose a given m×n matrix A 
into a non-negative semantic feature matrix W and a non-negative semantic variable 
matrix H as shown in Equation (1). 

WHA ≈  (1) 
where W is an m × r non-negative matrix and H is an r × n non-negative matrix. 
Usually r is chosen to be smaller than m or n, so that the total sizes of W and H are 
smaller than that of the original matrix A. 

We use the objective function that minimizes the Euclidean distance between each 

column of A and it approximation WHA =
~

, which was proposed in Lee and Seung 
[9, 10]. As an objective function, the Frobenius norm is used [14]: 
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The powers of the two non-negative matrices W and H are described as follows: All 
semantic variables (Hlj) are used to represent each sentence. W and H are represented 
sparsely. Intuitively, it make more sense for each sentence to be associated with some 
small subset of a large array of topics (W*l), rather than just one topic or all the topics. 
In each semantic feature (W*l), the NMF has grouped together semantically related 
terms. In addition to grouping semantically related terms together into semantic fea-
tures, the NMF uses context to differentiate between multiple meanings of the same 
term [6]. 
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4   The Proposed Document Clustering Method 

In this section, we propose a method that clusters documents by cluster refinement 
based coherence of cluster and NMF clustering. The proposed method consists of the 
preprocessing phase, document clustering phase, and the cluster refinement phase. We 
will give a full explanation of three phases as Figure 1. 

 

 

Fig. 1. Document clustering method using cluster refinement and NMF clustering 

4.1   Preprocessing 

In the preprocessing phase, we remove all stop-words by using Rijsbergen’s stop-
words list and perform words stemming by Porter’s stemming algorithm [2, 11]. Then 
we construct the weighted term-frequency vector for each document in the document 
set by Equation (4) [1, 2, 11, 14]. 

Let Ti = [t1i, t2i… tni]
T be the term-frequency vector of document i, where elements 

tji denotes the frequency in which term j occurs in document i. Let A be m × n 
weighted terms by documents matrix, where m is the number of terms and n is the 
number of documents in a document set. Let element Aji be the weighted term-
frequency of term j in a document i. 

Aji = L(j, i)·G(j, i) (4) 

where L(j, i) is the local weighting for term j in document i, and G(j, i) = log(N/n(j)) is 
the global weighting for term j in the whole documents. 

4.2   Document Clustering by NMF 

In the document clustering phase, document clustering uses NMF clustering method 
to cluster a document into different cluster label by the Xu’s document clustering 
method using NMF [16]. We perform preprocessing phase, let r be the number of 
cluster label. We then perform the NMF on A to obtain the two non-negative matrixes 
W and H by equation (3). We use matrix H to determine the cluster label of each data 
point.  We assign sentence A*i to cluster x if ji

j
Hx maxarg= . 

We assume that f clusters are constructed and then weighted matrix A can be repre-
sented as follows: 
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where C k is the weighted matrix of k’th the cluster of documents, sk is the number of 
column of C k, or the number of document in cluster Ck, n is the number of documents, 
and f is the number of clusters.   

4.3   Refining Clusters by Coherence of Cluster 

The cluster refinement phase is described as follows. First, The coherence of cluster 
c(Ck) is calculated. The cluster coherence use similarity between documents in cluster 
Ck as shown in Equation (6).  
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where k is the number of cluster label, csin() is a cosine similarity function. The co-
herence of cluster means how many the documents in cluster reflects major topics of 
cluster. The cosine similarity function csin() between the vector of a’th sentence A*a 
and the vector of b’th sentence A*b is computed as follows [2, 11].  
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Second, the cosine similarity between documents k
lC and cluster Ck is calculated. 

Finally, the documents are re-assigned to cluster by cluster coherence and document 
similarity. 

4.4   The Proposed Document Clustering Algorithm 

The proposed document clustering algorithm using both the refinement clusters and 
NMF clustering is as follows: 

 
Algorithm. Document Clustering by refinement cluster and NMF 

Input: The term frequency matrix A, the number of cluster r, the number of whole 
document n 

Output: re-assigned cluster Ck 
1. Perform preprocessing phase 
2. Obtain the non-negative matrix W and H from the matrix A by equation (3).  
3. Repeat  

4.      Assign document A*i to cluster Ck if ji
rj

k HC
≤≤

=
1
maxarg  

5. Until i = n 
6. Calculate each coherence of cluster c(Ck) by equation (7), k=1, …, r  
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7. Perform the following steps for each cluster Ck. 
8.  Repeat 

9.      Compute ),sin( *
kk

i CAc by equation (7). 

10.      Put the document k
iA*  into a candidate set S if ),sin( *

kk
i CAc  < c(Ck) 

11. Until k = r.  
12.     Repeat 

13.          Assign document S*i to cluster Ck if )),sin((maxarg *
1

k
i

rk

k CScC
≤≤

=  

14.     Until i = p 
 
where p is the number of candidate document. In step 2 to 5, document clustering 
phase uses Xu’s document clustering method using NMF. In step 6 to 14, cluster 
refinement phase uses coherence of cluster and document similarity. 

5   Performance Evaluations 

We use the Reuters1 document corpora to evaluate the proposed method. Reuters 
corpus have 21578 documents which are grouped into 135 clusters. Many documents 
in Reuters have multiple category labels and documents in each cluster have a broader 
variety of content [13]. As an experimental data, we use mixing documents from 
multiple clusters randomly selected from the Reuters document corpus. At each run of 
the experiment, documents from selected number k of cluster label are applied to the 
clustering process. The result is evaluated by comparing the cluster label of each 
document with its label provided by the Reuters document corpus.  

We use the normalized mutual information metric MI for measuring the document 
clustering performance [13, 15, 16]. Given the two sets of document clusters C, C’, 
their mutual information metric MI(C,C’) is defined as equation (8) 
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Where p(ci), )( '
jcp denote the probabilities that a document arbitrarily selected from 

the corpus belongs to the clusters ci, 
'
jc , respectively, and ),( '

ji ccp denotes the joint 

probability that this arbitrarily selected document belongs to the cluster ci as well as 
'
jc  at the same time. MI(C,C’) takes values between zero and max(H(C),H(C’)), 

where H(C) and H(C’) are the entropies of C and C’, respectively. It does not need to 
find the corresponding counterpart in C’, and the value keeps the same for all kinds of 

permutations. We use the normalized metric  MI  which takes values between zero 
and one as equation (9) [13, 15, 16]. 
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1 http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html 
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We have conducted performance evaluation by testing proposed method and compar-
ing it with 4 other representative data clustering method using the same data corpora. 
We implemented 5 document clustering methods: RNMF, KM, NMF, ASI, and CLRG. 
In figure 2, RNMF denotes our proposed method. KM denotes partitioning method 
using traditional k-means [1, 3]. NMF demotes Xu’s method using non-negative matrix 
factorization [16]. ASI denotes Li’s method using adaptive subspace iteration [10]. 
CLRG denotes Wang’s method using local and global regularization [13].  

The evaluation results are shown in figure 2. The evaluations were conducted for 
the cluster numbers ranging from 2 to 10. For each given cluster number k, 50 ex-
periment runs were conducted on different randomly chosen clusters, and the final 
performance values were obtained by averaging the values from the 50 experiments.  
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Fig. 2. Evaluation results of performance comparison using the average MI  

 
In figure 2, the average normalized metric MI  evaluation results of RNMF is ap-

proximately 18.56% higher than that of KM, 13.39% higher than that of NMF, 
12.57% higher than that of ASI, and 4.11% higher than that of CLRG. In this experi-
ment, The RNNM showed the best performance because it uses clustering based the 
semantic variable and refining clusters that can identify a major topic and subtopics of 
documents more successfully than other methods. 

6   Conclusions 

In this paper, we have presented a document clustering method using the semantic 
variable based on NMF clustering and refinement of documents in cluster by coher-
ence of cluster. The proposed method in this paper has the following advantages.  
First, it can remove the noise in given documents by refinement clusters. So, it can 
improve the quality of document clustering since coherence of cluster helps us to 
remove redundant information easily and avoid biased inherent semantics of docu-
ments to be reflected in clusters by NMF. Second, it can easily group documents are 
well covered with the major topics of document using the clustering based semantic 
variable by NMF. Experimental results show that the proposed method outperforms 
four different summarization methods. 
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Abstract. Fisher discriminant analysis (FDA) has exhibited its great power to
improve the performance in classification and dimensionality reduction tasks.
Objects in the real world often have more than one natural feature set and there-
fore they often can be described by more than one views. However, traditional
FDA addresses all problems with a single view. In this paper we propose multi-
view FDA (MFDA) which combines traditional FDA with multi-view learning.
In order to improve the performance of MFDA for multi-class case, we further
propose hierarchical MFDA which combines MFDA with hierarchical metric
learning. Experiments are performed on many artificial and real-world data sets.
Comparisons with the single-view FDA show the effectiveness of the
proposed method.

Keywords: Fisher discriminant analysis, multi-view learning, hierarchical metric
learning.

1 Introduction

During the past few decades, Fisher discriminant analysis (FDA) [1] has exhibited its
great power to improve performance in classification [2,3,4] and also played an impor-
tant role in dimensionality reduction [5,6,7].

In real-world domains, many objects have more than one natural feature set. Take the
webpage data set as an example. The class that webpage belongs to can be judged by the
key words in this page and can also be judged by the key words in the hyperlinks point-
ing to this page. Thus many multi-view learning methods [8,9] have been proposed.
Nevertheless, traditional FDA addresses problems with a single view. In this paper, we
propose multi-view Fisher discriminant analysis (MFDA) which combines traditional
FDA with multi-view learning. A method on multi-view Fisher discriminant analysis
has been proposed in [10]. Different from ours, this method maximizes the correla-
tion between views which is similar to canonical correlation analysis [11]. Most views’
outputs may not be consistent with real labels while the correlation between views are
maximal. Our proposed MFDA not only makes views be consistent with others but also
makes each view’s output be consistent with the real label.

There are two forms of between-class scatter in traditional FDA. One form can only
be used for the two-class case. The other one can be applied to the multi-class case,
but sometimes it does not work well. It is discussed in Section 3. Inspired by the re-
cent developments on local metric learning [12,13,14,15,16,17,18], we further propose

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 289–298, 2009.
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hierarchical MFDA (HMFDA), which combines hierarchical metric learning [19] with
MFDA. In HMFDA, the between-class scatter is first limited to the two-class case, then
hierarchical metric learning is used to extend MFDA to the multi-class case.

The remaining sections are organized as follows. Section 2 introduces our proposed
MFDA in detail. Then, Section 3 exhibits HMFDA as an extension of MFDA. Sec-
tion 4 demonstrates the performance of the proposed method through experiments on
many data sets. Finally, Section 5 concludes the paper and discusses the direction of our
future work.

2 Multi-view Fisher Discriminant Analysis

2.1 Two-View Fisher Discriminant Analysis

Considering a set of inputs x1,x2,...,xn (xi = {xi1, xi2, ..., xid}) whose labels are yi ∈
{1, 2, ..., c}(i = 1, 2, ..., n). Suppose SWa, SWb are within-class-scatter matrices and
SBa, SBb are between-class-scatter matrices. The problem is solved by seeking two
projections wa, wb and two bias ba, bb:

min
∑
i

[(yi − ∧
yai)2 + α(yi − ∧

ybi)2] +
∑
i

[β(
∧

yai − ∧
ybi)2]

s.t. kwaSWawT
a − waSBawT

a ≤ 0
kwbSWbwT

b − wbSBbwT
b ≤ 0.

(1)

Here
∧

yai and
∧
ybi are the outputs of the discriminant functions. MFDA consists of three

parts. The first part is the first term of the objective function which attempts to make
every input’s output of discriminant function of each view be consistent with its real
label. The second part is the second term of the objective function which aims to make
views be consistent with others. Constant α and β control the relative importance of
these competing terms in the objective function. Constraint conditions (the third part),
which are used to control the low range of Fisher criterion value, can be rewritten as:
waSBawT

a

waSW awT
a

> k and wbSBbwT
b

wbSWbwT
b

> k.

2.2 Quadratically Constrained Quadratic Programming Formulation

Here we bring the problem to a standard quadratically constrained quadratic program-
ming (QCQP) form. The objection function can be reformulated as:

min
∑

i

[(yi − ∧
yai)2 + α(yi − ∧

ybi)2] +
∑

i

[β(
∧

yai − ∧
ybi)2]

= min
∑

i

[(yi − ∧
yai)2 + α(yi − ∧

ybi)2 + β(
∧

yai − ∧
ybi)2]

= min
(

w̃a
T w̃b

T
)⎛⎝ (β + 1)

∑
i

x̃aix̃ai
T −β

∑
i

x̃aix̃bi
T

−β
∑
i

x̃bix̃ai
T (α + β)

∑
i

x̃bix̃bi
T

⎞⎠(
w̃a

w̃b

)
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−2(
∑
i

yix̃ai
T

α
∑
i

yix̃bi
T

)
(

w̃a

w̃b

)
, (2)

where

∧
yai = wT

a xai + ba = (wT
a ba)

(
xai

1

)
∆= w̃a

T x̃ai,

∧
ybi = wT

b xbi + bb = (wT
b bb)

(
xbi

1

)
∆= w̃b

T x̃bi.

Suppose

S̃Wa
∆=

c∑
j=1

∑
i:yi=j

(
(

xai

0

)
−
(

maj

0

)
)(
(

xai

0

)
−
(

maj

0

)
)T ,

S̃Wb
∆=

c∑
j=1

∑
i:yi=j

(
(

xbi

0

)
−
(

mbj

0

)
)(
(

xbi

0

)
−
(

mbj

0

)
)T ,

S̃Ba
∆= (

(
ma1

0

)
−
(

ma2

0

)
)(
(

ma1

0

)
−
(

ma2

0

)
)T ,

S̃Bb

T ∆= (
(

mb1

0

)
−
(

mb2

0

)
)(
(

mb1

0

)
−
(

mb2

0

)
)T .

Scatters in constraints can be rewritten as:

wT
a SWawa

∆= w̃a
T S̃Waw̃a, wT

b SWbwb
∆= w̃b

T S̃Wbw̃b,

wT
a SBawa

∆= w̃a
T S̃Baw̃a, wT

b SBbwb
∆= w̃b

T S̃Bbw̃b.

As a result of (3), the constraint conditions can be rewritten as:(
w̃a

T w̃b
T
)(

S̃Wa − kS̃Ba 0(da+1)×(db+1)

0(db+1)×(da+1) 0(db+1)×(db+1)

)(
w̃a

w̃b

)
≤ 0,(

w̃a
T w̃b

T
)(0(da+1)×(da+1) 0(da+1)×(db+1)

0(db+1)×(da+1) S̃Wb − kS̃Bb

)(
w̃a

w̃b

)
≤ 0.

2.3 Multi-view Fisher Discriminant Analysis

Suppose v is the number of the views. The formulation of MFDA is:

min
n∑

i=1

v∑
j=1

αj(yi − ∧
yji)2 +

n∑
i=1

v∑
l=1

v∑
t�=l

βlt(
∧
yli − ∧

yti)2

s.t. kwT
j SWjwj − wT

j SBjwj ≤ 0 (j = 1, ..., v). (3)

Here we can see that MFDA still consists of three parts. The first part (the first term of
the objective function) draws near each input’s real label and its output of discriminant
function. The second part (the second term of the objective function) makes views be
consistent with others. Constant αj and βlt control the relative importance of these com-
peting parts. Constraint conditions (the third part) control the low range of the Fisher
criterion value.
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2.4 Classification for MFDA

Before using MFDA, the label yi is represented by a binary variable {−1, 1}. The pre-
dicted label is obtained by checking the symbols of outputs from the discriminant func-
tions. Each view gives a predicted label, so that input xi has v predicted labels. The final
predicted label of input xi is determined by the view that has the maximum confidence.

The confidence is given by confidenceji = abs(
∧
yji) where function abs(z) gives the

absolute value of z.

3 Hierarchical MFDA

There are two forms of between-class scatter in traditional FDA. The form, which can
be applied to the multi-class case, separates class i from others by enlarging the distance
between the average of class i and the total average. Some classes can not be separated
from others well in this way. Take the data set in Fig.1 as an example. Here we can
see it is not easy to find a good subspace to separate class three from others. If we first
separate class one, two, three from class four, five, six, then further separate class one,
two from class three, samples in class three would be classified with a higher accuracy.
Thus we propose HMFDA which combines hierarchical metric learning [19], which
has been proposed in our previous work, with MFDA to improve the performance of
MFDA for multi-class case.

MFDA can be taken as a special case of HMFDA. MFDA only solves two-class
problem, while HMFDA solves not only two-class problems, but also multi-class prob-
lems. There are four steps in MFDA. Firstly, two clusters are built according to the
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Fig. 1. The panel illustrates the distribution of six classes
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clustering criterions. Secondly, optimal transforms to separate these two clusters are
learned by MFDA. Thirdly, if a cluster includes more than one class, the first two steps
are repeated until each cluster contains only one class. Finally, test points are classified
hierarchically.

3.1 Clustering Criterion

Here we utilize two clustering criterions—overlapping ratio [19], which has been pro-
posed in our previous work, and the minimum distance between clusters. The overlap-
ping ratio is not sensitive to outliers and has no requirement for the shape and density
of data distribution. Large overlapping ratio means big overlapping degree between
clusters. If the overlapping ratio between two clusters is small, it is probably that two
clusters can be easily separated. When two clusters can not be obtained just with the aid
of overlapping ratios between classes, the minimum distance will be used.

3.2 Building Clusters

Clustering here consists of two steps. The first clustering step is guided by overlapping
ratios between classes and the second step is guided by the minimum distance between
clusters. But the second step is not necessary. If the first step returns only two clusters,
the second step will be skipped over.

The procedure of clustering guided by overlapping ratio are shown as follows, where
vector A = {a1, a2, ..., ap} contains all nonzero overlapping ratios between classes in
descending order:

– begin initialize t ← 0, clusteri ← classi (i = 1, 2, ..., c)
• do t ← t + 1
• find the nearest classes according to the overlapping ratio ak, say classi and

classj

• find the clusters which classi and classj belongs to, say clusteri and clusterj

• merge clusteri and clusterj , c ← c − 1
• until c = 2 or t = p

– return the clusters
– end

3.3 Hierarchical Metric Learning for MFDA

As implied by the name, transformations here are learned by MFDA while in a hierar-
chical way. Each MFDA separates two clusters that obtained from clustering. The step
is repeated until each cluster contains only one class.

For the example given in Fig. 1, MFDA needs to learn five transformations. Trans-
formation w is learned to separate cluster one, which consists of class one, two, three,
from cluster two which consists of class four, five, six. Then classes in cluster one and
cluster two are grouped into sub-cluters. Transformation w1 is learned to separate class
two, three from class one and transformation w2 is learned to separate class four, six
from class five. The step is repeated until each cluster contains only one class.



294 Q. Chen and S. Sun

3.4 Classification for Hierarchical MFDA

The test data are also classified hierarchically. Inputs are mapped into a feature space by
the transformation. In this space, the test data are classified into a cluster with its final
predicted label given by MFDA. This step will be repeated until the input is classified
into a cluster which contains only one class.

Take Fig. 2 as an example. Firstly, inputs are mapped into a feature space by trans-
formation w and the test data are classified by its final predicted label. Then, inputs are
re-mapped by transformation w1 or w2 and the test data are sub-classified. The classifi-
cation step is repeated until the test data are classified into a class.

Fig. 2. The procedure of classifying a test data point for the given example

4 Experiments

4.1 Comparative Method

For the sake of objectively assessing our proposed method, we compare it with a single-
view FDA whose projection maximizes the Fisher discriminant criterion value and the
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bias is sought by minimizing the distance between each point’s output of the discrim-

inant function and its real label. The objective function is min
b

∑
i

(yi − ∧
yi)2. In this

problem, hierarchical metric learning is also introduced to this method for the multi-
class case.

4.2 Parameter Configuration

There are three parameters (α, β, k) that need to be set. In our experiment, parameter
α is set to be 1. While β, which ranges from 0.1 to 2.0 with the step 0.1, is chosen
according to the training accuracies. The smallest β is chosen when several ones have
the same training accuracy will be chosen. The third parameter k should be smaller than
every view’s Fisher criterion value.

4.3 Toy Data Sets

Toy data creating and description. Each view is composed of two parts. One part
consists of some attributes of a Gaussian distribution. While the other part, which rep-
resents the correlation between views, is obtained through mixing some attributes from
two different Gaussian distributions according to a certain proportion.

Table 1. Properties of Toy Data Sets

Class View Mixed Mixed Samples Samples
number dimension dimension proportion (training) (test)

Problem 1 2 2 1 0.3:0.7 60 40

Problem 2 2 2 1 0.4:0.6 60 40

Problem 3 2 4 1 0.2:0.8 60 40

Problem 4 2 4 1 0.3:0.7 60 40

Problem 5 2 5 2 0.2:0.8 60 40

Problem 6 2 5 2 0.3:0.7 60 40

Problem 7 3 5 2 0.2:0.8 60 40

Problem 8 4 4 1 0.2:0.8 60 40

Problem 9 4 4 2 0.2:0.8 60 40

Problem 10 6 4 2 0.2:0.8 60 40

Take a two-view data set as an example. Suppose these two views are view a and
view b and the dimensionality of each view is four. Two Gaussian distributions are
created. Both of these two distributions are divided into two parts. Each part contains
two attributes. Suppose Apart1, Apart2 are two parts for view a and Bpart1, Bpart2
are two parts for view b. The correlation between these two views are:
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Corpart = Apart2 ×MixedPro1 + Bpart1 ×MixedPro2,

where MixedPro1 + MixedPro2 = 1. Two views are

(
Apart1
Corpart

)
,

(
Corpart
Bpart2

)
.

In our toy data sets, there are ten problems whose properties are shown in Table 1.

Classification results. Table 2 shows the results for these ten problems. In these data
sets, HMFDA outperforms the comparative method. It is not surprising that HMFDA
works well since our toy data sets have more than one views, but the comparative
method treats the problem by just a single view while our method addresses the problem
from multiple views, therefore HMFDA performs better.

Table 2. Classification results (%) for problem 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

Problem 1 Problem 2 Problem 3 Problem 4 Problem 5

Training FDA 75.83 76.67 83.83 84.17 84.17
accuracy HMFDA 79.17 80.00 85.00 84.17 85.00

Test FDA 81.25 80.00 83.75 83.75 82.50
accuracy HMFDA 83.75 82.50 85.00 83.75 85.00

Problem 6 Problem 7 Problem 8 Problem 9 Problem 10

Training FDA 83.33 89.44 52.08 40.42 61.67
accuracy HMFDA 85.00 90.56 83.33 80.00 81.94

Test FDA 86.25 84.17 47.05 33.13 64.58
accuracy HMFDA 88.75 85.83 80.63 76.25 80.42

4.4 Real Data Sets

Webpage data. This data set consists of 1051 samples (230 course pages and 821
non-course pages). It has two instinct views, one view consisting of the words oc-
curring in the page and the other view consisting of the words appearing in the link
pointing to that page. The dimensionality of the first view is reduced from 2333 to
174 by PCA [1]. The dimensionality of the other view is 87. The classification results
are shown in Fig. 3. Although HMFDA does not have the same accuracy as single-
view FDA in the training data set, but it outperforms single-view FDA in the test
data set.

Advertisement data. This data set consists of 3279 samples (459 advertisements and
2820 non-advertisements). It also has two natural views. Both of these two views are
reconstructed through dimensionality reduction by PCA. The dimensionality of the first
view is reduced from 587 to 167, while the other one is reduced from 967 to 167. As
shown in Fig. 4, HMFDA outperforms single-view FDA both in the training data set
and the test data set.
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Fig. 3. Training and test accuracies for webpage data set

Fig. 4. Training and test accuracies for advertisement data set

5 Conclusion

Objects in the real world often have more than one natural feature set and therefore they
can be described by more than one view. However, traditional FDA addresses problems
by a single view. In this paper, we propose MFDA which combines traditional FDA
with multi-view learning. Our approach is constructed by balancing those factors draw-
ing near each input’s real label and its predicted label, making views be consistent with
others and enlarging the Fisher criterion value.

Sometimes, traditional FDA can not work well for multi-class data sets. It has been
discussed in Section 4. Inspired by the idea of local metric learning, we further propose
HMFDA which combines hierarchical metric learning [19] with MFDA.

In this paper, the transformation w has not been regularized. We will improve
HMFDA by considering the regularization of w in the future.
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Abstract. A portion of the data from an event-related potential (ERP) experi-
ment [1] on auditory temporal assimilation [2, 3] was reanalyzed by construct-
ing Gaussian Naïve Bayes Classifiers [4]. In auditory temporal assimilation, 
two neighboring physically-unequal time intervals marked by three successive 
tone bursts are illusorily perceived to have the same duration if the two time in-
tervals satisfy a certain relationship.  The classifiers could discriminate the sub-
ject’s task, which was judgment of the equivalence between the two intervals, at 
an accuracy of 86–96% as well as their subjective judgments to the physically 
equivalent stimulus at an accuracy of 82–86% from individual ERP average 
waveforms. Chernoff information [5] provided more consistent interpretations 
compared with classification errors as to the selection of the component most 
strongly associated with the perceptual judgment. This may provide us with a 
simple but somewhat robust neurodecoding scheme. 

Keywords: Discriminant analysis, Chernoff Information, Time perception, 
Neurodecoding. 

1   Introduction 

Electroencephalogram (EEG) recordings reflect the dynamics of information process-
ing in the brain in terms of a time-varying electromagnetic field.  The EEG is stochas-
tic and requires a statistical description in order to understand the dynamics of  
interest.  Conventional averaging is one of the simplest approaches, in which the 
mean of the potential with a probability distribution represents the statistics at each 
time point.  In this average waveform, a component response localized in time is 
conventionally identified in relation to an event such as a stimulus.  Event-related 
brain potentials (ERPs) as well as event-related synchronization (ERS) and desyn-
chronization (ERD) are commonly used to investigate cognitive processes.  For more 
distributed (e.g. multi-component) cognitive processes such as auditory temporal 
assimilation, a different approach is needed. Here we used Gaussian Naïve Bayes 
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classifiers [4] and Chernoff information [5] in the statistical EEG data analysis to 
supplement and expand the original findings and to clarify the mechanisms of audi-
tory temporal assimilation and time perception. 

1.1   Auditory Temporal Assimilation: The Original Data 

Nakajima and collaborators [2, 3] reported an illusion in time perception, which is now 
called auditory temporal assimilation. Two neighboring time intervals marked by three 
successive tone bursts seem to have the same duration if the first time interval (T1) and 
the second time interval (T2) satisfy the following relationship: -80ms ≤ T1-T2 ≤ 40ms. 
The term “auditory temporal assimilation” stems from the fact that physically different 
time intervals are perceived as equal, as if they assimilate each other.  Mitsudo and 
collaborators [1] reported ERP experiments to clarify the mechanisms of auditory tem-
poral assimilation and time perception. Neural mechanisms for time perception are not 
well understood, and a robust illusion generally reflects the nature or the constraints 
with which a biological system solves an ill-posed problem in perception. 

Here we reanalyzed a portion of the data to examine the ERP results in more de-
tail. The relevant experimental details are briefly reviewed here. ERPs were recorded 
from 19 electrodes on the scalp from 11 participants. Stimulus patterns consisted of 
two neighboring time intervals marked by three successive tone bursts (20ms, 
1000Hz), in which the first time interval (T1) varied from 80 to 320 ms in seven steps 
and the second time interval (T2) was fixed at 200 ms. Participants pressed one of two 
buttons based on a judgment of whether or not T1 and T2 had the same duration in the 
judgment (J) condition, or arbitrarily in the no judgment (NJ) condition. Grand mean 
average waveforms were obtained for each of the J and NJ conditions for each stimu-
lus. Electrophysiological data for the J condition showed a CNV-like ERP component 
in the frontal area during the T2 presentation, a P300-like component in the parietal 
area 370-500ms after the second tone burst, and a slow negative component (SNCt) in 
the right prefrontal area after the third tone burst.  P300 and SNCt components were 
not present in the NJ condition. The results suggested that the P300 and CNV reflect 
attention and memory to T1 and that SNCt was linked to the decision. They addition-
ally showed that SNCt activity in a 100ms window after the third marker was differ-
ent between the stimuli with subjectively equal intervals and those with subjectively 
unequal intervals. 

1.2   Illusion and Neurodecoding 

A general strategy to find the neural correlate of an illusion or a subjective experience 
is to compare the brain states with different cognitive states from the same physical 
stimulus and condition, as is done with binocular rivalry or perception of ambiguous 
figures. It is also used to find a brain-derived signal for a subjective experience that is 
invariant across individual subjects or trials. Thus, it may be one of the purest oppor-
tunities for neurodecoding or mind-reading.  

1.3   Goal of the Study 

The purpose of the present study was to find a neurophysiological and informational 
correlate of auditory temporal assimilation that is invariant across individual subjects. 



 Auditory Temporal Assimilation 301 

More specifically, we asked which component of the ERP contains the most informa-
tion relevant to auditory temporal assimilation or subjective judgment. Note that it is 
possible for a signal component that is present when the subject is not performing the 
task to contain information about the judgment as well. Alternatively, a signal com-
ponent that is only present when the subject processes a class of stimuli may not carry 
information about a specific judgment on the class or the stimulus. 

2   Gaussian Naïve Bayes Classifiers and Chernoff Information 

In order to evaluate how much information about the subjective judgment on the tem-
poral intervals was contained in each of the EEG components, we constructed Gaus-
sian Naïve Bayes (GNB) classifiers (see [4]) and evaluated their performance in terms 
of Chernoff information (CI) between the alternative classifiers, but not classification 
errors. Note that the GNB classifiers consist of likelihood functions that are probabil-
ity distributions. While classification error depends on the discriminative power of the 
classifiers as well as the representative power of the samples, distance between the 
classifiers of the alternative classes reflects the discriminative power of the classifiers 
alone. This may be particularly relevant when the prior or marginal probabilities are 
difficult to estimate or different between the alternative classes or data, which is basi-
cally a sampling problem. This approach might also separate the problems with the 
discrimination from those with sampling, to help us identify the source of classifica-
tion errors. 

2.1   The Input Data 

Mean average waveforms were computed for individual subjects for each combina-
tion of the J and NJ conditions and two of the T1 values: 120ms and 280ms. These 
were marginal cases in which different subjects showed different degrees of the illu-
sion. On average across subjects, auditory temporal assimilation was observed in 85% 
and 25% of the trials, respectively.  Similarly, mean average waveforms were com-
puted separately for the same and different responses for individual subjects for the 
two T1 values. 
   The waveforms were then conventionally divided into three parts, each correspond-
ing to a component reported in the ERP analysis in [1]. The CNV-like component was 
assumed to be reflected in the EEG recorded in a 400ms window after the second tone 
(hereafter the early interval) from a set of anterior electrodes (Fp1, Fp2, F7, F3, Fz, 
F4, F8, T3, C3, Cz, C4, T4).  The P300-like component was assumed to be in a 
400ms window after the third tone (hereafter the late interval) from the set of poste-
rior electrodes (T5, P3, Pz, P4, T6, O1, O2).  The SNCt component was assumed to 
be in the 400ms window after the 3rd tone from the anterior electrodes. 

2.2   GNB Classifier 

A general GNB classifier may be described as follows: 

A GNB classifier computes a posterior probability for each data x and classifies the 
data in the class with the maximum posterior probability. Namely: 
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( )xcpxclass kkmaxarg)( =  . (1) 

Ck is a class. According to the Bayes theorem, the posterior probability can be calcu-
lated from the likelihoods and the prior probabilities.  

( ) ( ) ( )
( )xp

cxpcp
xcp kk

k =  . (2) 

Here we first postulate that the likelihood function has a Gaussian distribution with a 
mean µ and a standard deviation σ as defined in Equation 4 for each class k at each 
time point i. 
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S is the number of samples in each class. We further postulate that the prior probabil-
ity for an unknown sample for each class is equal. 

( ) constcp k =  . (5) 

This assumption holds true for discrimination between the J and NJ conditions, but 
may not for discrimination between the same and different judgments. Additionally, 
we postulate the prior probability for observation of an unknown sample is equal. 

( ) constxp =  . (6) 

Equation 6 may not be as intuitive as Equation 5.  Equation 6 states that data x at each 
time point i are equally likely in their prior probability distribution, which is uniform.  
This means that under the assumption that p(ck) is constant,  

( ) constcxp
k

ki =∑ |  . (7) 

This may hold true as a rough approximation for data µ1 < x < µ2 when µ1 < µ2 and 
σ1 = σ2, but not otherwise. Finally, we postulate independence across time points, as 
shown in Equation 8.  
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( ) ( ) ( )jiji xpxpxxp =,  ji ≠  . (8) 

Under these assumptions, a log-likelihood in Equation 9 may be used for classifica-
tion.  N is the number of time points. 
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For each of the three components described in the previous section, a leave-one-out 
procedure was employed to construct classifiers to discriminate the waveforms  
between the J and NJ conditions, or the same and different judgments. Namely, a 
classifier was first constructed using data from ten out of eleven subjects, “leaving-
one-out.” Then the classifier was used to make a blind estimate as to which of the J 
and NJ or same and different classes was more likely for each of the two waveforms 
of the left-out subject. This procedure was repeated eleven times, varying the left-out 
subject, to obtain generalization performance. 

2.3   Chernoff Information 

In addition to the classification error, CI was computed between the two likelihood 
functions for the alternative classes in order to evaluate their discriminating power.  
CI can be defined as follows:  

( ) ( ) ( )⎟
⎠

⎞
⎜
⎝

⎛−≡ ∑ −

≤≤
x

xPxPPPC λλ

λ

1
21

10
21 logmin,  . (10) 

It is the highest possible exponent for the probability of error in the Bayes case. We 
used CI in place of a more standard measure such as KL divergence, for it is symmet-
ric and asymptotic.  

3   Results 

3.1   Discrimination between J and NJ: Decoding the Task  

The discrimination accuracy and the CI for the anterior early CNV-like, the anterior 
late SNCt and the posterior late P300-like components for T1=120ms were 0.86 and 
2.342, 0.86 and 2.598, and 0.86 and 2.155, respectively.  The most discriminating 
component was SNCt in terms of Chernoff information.  Similarly, those for 
T1=280ms were 0.86 and 2.645, 0.95 and 2.786, and 0.91 and 2.301.  The most dis-
criminating component was again SNCt (Fig. 1).  This is in agreement with the previ-
ous ERP analysis that SNCt was most associated with temporal assimilation. 
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Fig. 1. Discrimination accuracy and Chernoff information for the task-based classification 
(N=11) 

 

3.2   Discrimination between Same and Different: Decoding the Judgment  

The discrimination accuracy and the CI for the anterior early CNV-like, the anterior 
late SNCt and the posterior late P300-like components for T1=120ms were 0.73 and 
2.770, 0.59 and 2.925, and 0.82 and 2.801, respectively.  The most discriminating 
component was SNCt in terms of CI and P300 in terms of discrimination error.  Simi-
larly, those for T1=280ms were 0.86 and 3.061, 0.82 and 3.209, and 0.73 and 2.994.  
The most discriminating component was SNCt in terms of CI and CNV in terms of 
discrimination error (Fig. 2). 

3.3   Correlation between Chernoff Information and Individual Judgment 

In addition, for judgment discrimination, there was a significant correlation (r=0.54, 
p<0.1 and r=0.62, p<0.05) for CNV and SNCt but not P300 (r=0.44, n.s.) at 
T1=280ms between CI and the frequency of occurrence of temporal assimilation 
averaged across the subjects for the individual likelihood function (Fig. 3).  No sig-
nificant correlation was found when the likelihood function was for task discrimina-
tion (r=0.29, 0.46 and 0.27 for CNV, SNCt and P300, respectively, n.s.).  This implies 
that the EEG waveforms, more specifically CNV and SNCt components may contain 
quantitative information about the individual subject’s tendency on subjective time 
perception. 
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Fig. 2. Discrimination accuracy and Chernoff information for the response-based classification 
(N=11) 
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Fig. 3. Chernoff information between the likelihood functions for the two classes for individual 
subject groups (N=11), plotted against the rate of auditory temporal assimilation averaged 
across the corresponding subjects 
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3.4   Relation between Chernoff Information and KL Divergence  

The primary purpose of the present study was to identify the most critical ERP com-
ponent in predicting the occurrence of the illusion with discriminant analysis.  The 
goodness of classification was evaluated by CI. It is known that the distance and dis-
crimination error are related. Their discrepancy here may stem from non-Gaussian 
distribution of the sample. In this regard, we compared CI and KL divergence (KL). 
KL is more influenced than CI by the sample in the periphery of the distribution, 
where the probability density is close to zero. If the sample or the data from individ-
ual subjects exactly follows the assumed Gaussian distribution, these two measures 
should be consistent. Difference in distribution between the classes may have contrib-
uted to the discrepancy as well. For the task discrimination, the mean KL for CNV, 
SNCt and P300 at T1=120ms were 0.0491, 0.0629 and 0.0489, respectively. Those at 
T1=280ms were 0.1306, 0.1563 and 0.0851, respectively. For the judgment discrimi-
nation, the mean KL for CNV, SNCt and P300 at T1=120ms were 0.0366, 0.0192 and 
0.0489, respectively. Those at T1=280ms were 0.0208, 0.0242 and 0.0280, respec-
tively. KL showed a pattern similar to the discrimination accuracy. 
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Fig. 4. Discrimination accuracy and Chernoff information are plotted against number of ex-
cluded subjects 

 
For the judgment discrimination, CI and KL correlated more at T1=280 ms than at 

T1=120 ms. We assumed that the samples that introduced the discrepancy between CI 
and KL were ‘outliers’ and expected that resampling might counter their effects and 
reduce the discrimination error. We found that the discrimination accuracy for SNCt 
at T1=120ms was actually improved from 0.59 to 0.75 when three subjects were  
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excluded from the analysis. The subjects were selected as follows. First, a scatter plot 
of the sample set was made between CI and KL. Then sample sets nearby the linear 
regression line were selected. Finally, the samples that had been left out in these sets 
were considered to be the outliers, for the CI and KL apparently showed a better 
agreement by excluding these subjects. The accuracy was best when the nearest three 
subjects were excluded as shown in Fig. 4. 

On one hand, it could be interpreted that when the individual difference causes vio-
lation of an assumption, it increases the discrimination error. On the other hand, the 
violation may cause a discrepancy between different measures of distance or diver-
gence between the classifier likelihood functions. These may imply that the sample 
may be pruned for a consistency across a family of distance measures between the 
likelihood functions. We have also shown that the discrimination error may be re-
duced by applying principal component analysis to the input data to satisfy the inde-
pendence assumption in Equation 8 [6]. 

4   Conclusions 

The GNB analysis here confirmed that SNCt was most strongly associated with audi-
tory temporal assimilation, and it seems likely to be the neurophysiological and  
informational correlate of auditory temporal assimilation that is invariant across indi-
vidual subjects. Three more points should be noted.  First, average EEG waveforms 
corresponding to subjectively different perception for the physically identical stimulus 
could be decoded and discriminated with the best accuracy of 0.82 for T1=120ms and 
0.86 for T1=280ms.  Second, Chernoff information provided more consistent interpre-
tations compared with the discrimination error as to the selection of the component 
most strongly associated with the perceptual judgment. Third, the discrimination error 
was reduced when the sample was pruned for consistency between Chernoff informa-
tion and KL divergence. This may provide us with a simple but somewhat robust 
neurodecoding scheme, and a method for quantifying individual perceptual tendency 
based on EEG data. 
 
Acknowledgments. This study was partially supported by KAKENHI 20530674 to 
HT, 20653054 to YN and 19390242 to ST. TM was supported by the JSPS Research 
Fellowships for Young Scientists. The authors are grateful to Drs. Kukjin Kang and 
Shun-Ichi Amari for suggestions and discussion. 

References 

1. Mitsudo, T., Nakajima, Y., Remijn, G.B., Takeichi, H., Goto, Y., Tobimatsu, S.: Electro-
physiological Evidence of Auditory Temporal Perception Related to the Assimilation Be-
tween Two Neighboring Time Intervals. NeuroQuantology 7, 114–127 (2009) 

2. Nakajima, Y., ten Hoopen, G., van der Wilk, R.G.H.: A new illusion of time perception. 
Music Perception 8, 431–448 (1991) 

3. Miyauchi, R., Nakajima, Y.: Bilateral assimilation of two neighboring empty time intervals. 
Music Perception 22, 411–424 (2005) 



308 H. Takeichi et al. 

4. Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, Heidelberg (2008) 
5. Cover, T.M., Thomas, J.A.: Elements of Information Theory. Wiley, Chichester (2006) 
6. Inoue, Y., Ogawa, A., Arai, K., Matsumoto, H., Matsuzaki, N., Koyama, S., Toyomaki, A., 

Omori, T., Morotomi, T., Takeichi, H., Kitazaki, M.: Neural decoding from auditory event-
related potentials: Comparison of statistical-classification methods and characteristics as an 
EEG analysis method. Japanese Journal of Psychonomic Science (in press, 2009) 

 



Web Snippet Clustering Based on Text

Enrichment with Concept Hierarchy

Supakpong Jinarat1, Choochart Haruechaiyasak2, and Arnon Rungsawang1

1 Massive Information & Knowledge Engineering

Department of Computer Engineering, Faculty of Engineering

Kasetsart University, Bangkok 10900, Thailand

g4885047@ku.ac.th, arnon@mikelab.net
2 Human Language Technology Laboratory (HLT)

National Electronics and Computer Technology Center (NECTEC)

Thailand Science Park, Klong Luang, Pathumthani 12120, Thailand

choochart.haruechaiyasak@nectec.or.th

Abstract. Clustering web snippet results returned from search engine

helps facilitate browsing and navigating for users. Due to the extremely

short length of web snippets, many traditional clustering techniques

which adopt the bag of words model often yields unsatisfactory clus-

tering results. In this paper, we propose a method of text enrichment

for improving performance of web snippet clustering. The main idea is

to expand the original snippets with some related conceptual terms. We

apply the Open Directory Project (ODP), a web taxonomy organized

by humans, to provide the concept hierarchy of the web contents. Using

a test data set of 240 queries, we performed the experiments by using

two clustering techniques: K-means clustering as the non-overlapping

approach and the Suffix Tree Clustering (STC) as the overlapping ap-

proach. Using the proposed text enrichment method, the K-means clus-

tering yielded the overall performance improvement up to 15.51% based

on the F1 measure. On the other hand, the Suffix Tree Clustering with

text enrichment helped improve the performance up to 53.71%.

Keywords: web snippet clustering, concept hierarchy, text clustering,

k-means clustering, suffix tree clustering, text enrichment.

1 Introduction

Presently, the number of web pages on the WWW has continuously increased
with a rapid growth rate. Search engines are the most widely used tool for
retrieving relevant web pages for the users. A search engine usually returns a
large number of web snippets as the search results corresponding to a query from
the user. Consequently, users must spend a lot of time browsing and navigating
the search results for the most relevant information.

Many previous research works handled the problem of large number of search
results by using text clustering technique. Text clustering is a method of organiz-
ing similar documents into the same group. The performance of text clustering

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 309–317, 2009.
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is based on the criteria that the documents within the same cluster (intra-cluster
documents) should be have higher relevancy between the documents in the same
cluster than the documents outside the cluster (inter-cluster documents).

Some web snippet clustering methods use the bag of words representation
to convert a document as a term-vector and compute the similarity between
two documents [1], [3], [4] The work on web snippet clustering in [2], [6], [7]
maintains the document as the phrases and construct a suffix tree from the
phrases corresponding to a document. The suffix tree is used to construct the
base clusters the set of documents that contain at least one common phrase.
Many similarity metrics rely on the co-occurrence of terms between two docu-
ments.

However, in contrast to the traditional text clustering, the web snippet is a
kind of short text document, which usually contains no more than thirty words.
Because of its length, web snippet has not enough information for pattern match-
ing. Traditional bag of words representation used for the text clustering methods
is often unsatisfied. The previous work [5] solved the problem of less informa-
tion of a short text by integrating some explicit conceptual terms found in the
lexicographical knowledge like the Wordnet [8]. The limitation of Wordnet is
it contains only conceptual terms of vocabularies found in lexical database for
English. However, it does not contain modern name entity terms that appear
often in a web snippet.

In this paper, we present an effective method to enrich web snippet document
by integrating the concepts returned from concept hierarchy, the Open Directory
Project 1 (ODP). The ODP is a web taxonomy organized by human as hierar-
chical structure of categories. We compare the clustering performance between
a simple baseline and different source of features selection on text enrichment.

2 Text Enrichment with ODP Concept Hierarchy

The main idea of our work is to enrich the original text documents with some
related conceptual terms, the documents that has the same concepts will be
gathered into the same group. The concepts are retrieved from the concept hi-
erarchy.

2.1 The Characteristic of Concept Hierarchy from ODP

We apply the ODP, web taxonomy that has edited by humans, as the concept
hierarchy. A characteristic of concept hierarchy is the upper concepts are more
general than the lower one. Oppositely, the lower concepts are more specific than
the upper one as shown in Fig. 1.

In this work, we assume the words of internal node as concepts and we treat
the ODP document in the leaf node as a document under the concept.

1 Open Directory Project: http://www.dmoz.org

http://www.dmoz.org
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Fig. 1. The concept hierarchy from ODP

2.2 Our Proposed Method

We propose the methodology to enrich the document by extracting the concepts
from the concept hierarchy and integrating concept to the document, as follows:

1. Select term features from the document, we define the features as words or
terms, exclude the stop-words (such as a, the, foretc.).

2. Mapping the features to the leaf nodes in concept hierarchy and get all the
concepts of the mapped leaf nodes return to be the candidate concepts

3. Apply top-N returned candidate concepts to construct a Suffix Tree. Apply
from partial of suffix tree clustering algorithm (STC) in [2] use only 3 step:
(a) Suffix tree construction step
(b) Generating base clusters step
(c) Merging base clusters step

4. Scoring the base clusters that are returned from step 2, based on document
frequency in the base cluster, and then select only top score of base cluster.

5. Return a phrase which appears in the top base cluster as the concepts of the
document. The concepts are integrated directly to the original document

In the step 2, the features will be mapped to the entire ODP documents at
the leaf nodes in concept hierarchy. To speed up the mapping, we index all
document at the leaf nodes with inverted index method using Lucene2The ODP
2 The open source of Java API for indexing and searching technology provide by

Apache Software Foundation, http://lucene.apache.org

http://lucene.apache.org
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documents (leaf node) which are mapped with the features will be extracted all
upper concepts of them as the candidate concepts. In step 3, we select top-N
candidate concepts (number of N is set to 10 to 20 for speed up) to construct the
suffix tree with the STC algorithm. In the base clusters merging of STC in this
step, merging of any pair of overlapping base clusters are calculated by similarity
measurement, Sim (B1, B2), for two base cluster B1 and B2 with size, |B1| and
|B2|, respectively. If the similarity measure Sim (B1, B2) equals to 1, the base
clusters B1 and B2 will be merged. The function of Sim (B1, B2) is defined as
follows:

Sim(B1, B2) =

{
1 if |B1∩B2|

|B1| > α ∧ |B1∩B2|
|B2| > α

0 Otherwise
(1)

Where α is a merge threshold that has the range value between 0 and 1. In our
experiment, we found that α is equal to 0.6 yields the best performance.

Steps 4, the base clusters from suffix tree are scored based on the length of
phrase (the number of word in the base cluster) and the number of documents
contained in the base cluster. We consider only the phrase of top score base
cluster as the concepts. In the final step, the concepts are integrated directly
into the original document.

For example, submission the term features from snippet: The largest BitTor-
rent search engine and directory on the net to the concept hierarchy and then
returns the candidate concepts as shown in Fig. 2.

Fig. 2. Top ten candidate concepts returned from mapping the term features from the

snippet: “The largest BitTorrent search engine and directory on the net”

The candidate concepts are used to construct a suffix tree, the method of
merging base cluster and scoring are performed. The final base cluster in the
suffix tree that has highest score is ‘Computers Internet’ that will be integrated
to the original feature as “The largest BitTorrent search engine and directory
on the net. Computers Internet”. All of input features will pass into the step of
text enrichment and then pass to the document clustering for the last step.
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3 Experimental Setup

3.1 Data Collection

We classify the data collections into six groups. Each group has a group name
as a topic. We collected the web snippet documents from query submission to
Google3 with 40 queries corresponding to each topic. We get the top 40 of web
snippet results returned by Google that matched with a submitted query. Each
group contains 1,600 web snippet documents and the data collection contains
9,600 web snippet documents as shown in Table 1.

Table 1. Group of Web Snippets returned from searching with Google

Topic
Number of Number of web Number of web

query snippet/query snippet/topic

Computers 40 40 1,600

Health 40 40 1,600

Arts Entertainments 40 40 1,600

Home Garden 40 40 1,600

Shopping 40 40 1,600

Sports 40 40 1,600

3.2 Evaluation Metrics

We evaluate the clustering performance based on the standard measures of pre-
cision, recall and F1. Each cluster from the algorithm is labeled with the topic
which has the largest number of documents. Let C be the set of clusters from
the algorithm, and T be the set of topics from the ideal clustering. Ct ∈ C is
the set of clusters that are labeled with a particular topic t ∈ T

The precision P (c) of cluster c is defined as:

P (c) =
maxt∈T {|Dc,t|}

|Dc| (2)

The recall R(t) of a topic t ∈ T is defined as:

R(t) =
⋃

c∈C Dc,t

|Dt| (3)

Where Dc is the set of documents in cluster c, Dt is the set of documents are
labeled with topic t, and Dc,t is the set of documents in cluster c are labeled
with topic t

The overall of precision and recall of clusters are the average of the individual
cluster precisions and topic recalls weighted by the size of each cluster and each
topic respectively:
3 Google Search Engine: http://www.google.com

http://www.google.com
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P =
∑

c∈C P (c)|Dc|∑
c∈C |Dc| (4)

R =
∑

t∈T R(t)|Dt|∑
t∈T |Dt| (5)

The standard F1 is the harmonic mean of precision and recall used as the overall
measure of the performance

F1 =
2PR

P + R
(6)

3.3 Feature Selection for Text Enrichment

We divided feature selection for web snippet (see Fig. 3) into three:

1. Enriching Text with Title fragment (Enrich-Title): we use the features from
Title fragment (contains 10 words on average) of web snippet as the input
features for text enrichment method.

2. Enriching Text with Snippet fragment (Enrich-Snippet): we use the Snippet
fragment (contains 30 words on average) of web snippet document as the
input features for text enrichment method.

3. Enriching Text with Full Web snippet document (Enrich-Full): we use all
features (contains 40 words on average) of web snippet document as the
input features for text enrichment.

We performed the web snippet clustering with three feature selection strategies
compare with the baseline (non enriching text)

Fig. 3. The web snippet document returned by Google



Web Snippet Clustering Based on Text Enrichment with Concept Hierarchy 315

4 Experimental Results

The primary objective of our experiment is to show the effect of text enrichment
to the web snippet clustering. We divided the document clustering into two ap-
proaches. The first approach is non-overlapping clustering in which a document
can appear in only one cluster. We used well-known K-means clustering as the
non-overlapping approach. Second, the overlapping clustering approach, the doc-
ument clustering that yield any document can appears in one or more clusters.
In this approach, we used suffix tree clustering algorithm (STC).

In Fig. 4, the performance of K-means clustering of all feature selection for
text enrichment is slightly higher than the baseline. We found that to enrich text
with full web snippet provided the best performance.

Fig. 4. Performance comparison of K-means clustering

Fig. 5. Performance comparison of Suffix Tree clustering
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In Fig. 5. The performance of STC, the overlapping clustering approach, with
different feature selection strategies compared with the baseline. All text enrich-
ment clustering achieve significantly better performance than the baseline. The
best performance in this approach is presented in Enrich-Title feature selection
strategy.

From the experiment results in Fig. 5 and Fig. 4, we calculated the average
of performance by varying number of clusters of the both clustering approaches
as shown in Table 2.

Table 2. The average performance of clustering compare with enriched text clustering

and baseline. The values in parenthesis are percent of improvement.

Method Baseline (No enrich) Enrich-Title Enrich-Snippet Enrich-Full

K-means 0.679 0.779(+14.78%) 0.752(+10.76%) 0.784(+15.51%)

STC 0.460 0.708(+53.71%) 0.661(+43.60%) 0.697(+51.36%)

In Table 2, text enrichment effect to the performance of clustering obviously.
Especially, the document clustering on the overlapping approach with STC al-
gorithm. The returned concepts from the text enrichment method are the point
of gathering for every document that contains the different words, but the same
concepts.

5 Conclusion and Future Work

In this paper we have shown the achievement of web snippet clustering by en-
riching text with external knowledge from concept hierarchy like Open Directory
Project. The idea of our approach is try to reduce the variance of document
within one cluster by finding the common words (concepts) for join all docu-
ments in the same cluster. We tested the document clustering in the case of text
enrichment with three feature selection. We found that some fragment of web
snippet, such as Title, is enough to extract the appropriate concept that affect
to the performance of clustering.

The main reason for using the ODP as background knowledge instance for the
English lexicon to extract the concept of web snippet. Because, the ODP is a
web taxonomy that contains a lot of information of web pages including technical
terms or name entities and newly word these can not found in English lexicon
database. In the future, we can improve the efficiency of extracting concept from
Concept Hierarchy by finding the good taxonomy or expanding the knowledge
of web taxonomy. We are attempting to apply our method of text enrichment to
on-line web snippet clustering, and improving feature selection for extract the
correct concept of web snippet.
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Abstract. The effectiveness and efficiency of case-based reasoning (CBR) sys-
tems depend largely on the success of case-based retrieval. The case-base  
maintenance (CBM) issues become imperative and important especially for 
modern societies. This paper proposes a new competence model and a new 
maintenance procedure for the proposed competence model. Based on the pro-
posed competence maintenance procedure, footprint-based retrieval (FBR), a 
competence-based case base retrieval method, is able to preserve its own  
retrieval effectiveness and efficiency. 

Keywords: case-based reasoning, case-based maintenance, footprint-based  
retrieval, competence models. 

1   Introduction 

Case-based reasoning (CBR) systems solve new problems by retrieving and adapting 
solutions of previously solved problems that have stored in a case base. Obviously, 
the success of case-based problem solving is critically dependent on the retrieval of 
suitable cases [1]. Generally, a retrieval method is the combination of two procedures: 
a similarity assessment procedure to determine the similarity between a given case 
and target problem, and a procedure for searching the case memory in order to find 
the most similar cases [2]. Correspondingly, research on case base retrieval has two 
folds, with one fold focus on developing more efficient and accurate similarity as-
sessment [1, 3, 4] and another focus on reducing the search needed to locate the best 
case without degrading competence or quality, such as footprint-based retrieval (FBR) 
[2], kd-tree [5], condensed nearest neighbor (CNN) [6]. Although these searching 
methodologies return suitable results and dramatically decrease the average searching 
time required, they tend to rely on some kinds of pre-structuring of the case memory. 

Recently, the case base maintenance (CBM) issue has drawn more and more atten-
tion to the CBR community. The term CBM refers to the process of refining a CBR 
system to improve the system’s performance, which implements policies of revising 
the contents of a CBR system in order to facilitate future reasoning [7]. For example, 
case deletion policy [8] or case addition policy [9, 10] is conducted to manage the 
case base knowledge in a CBR system. As a result of such changes in case memory, 
we also noticed a requirement for updating the indexing structures adopted in case 
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base retrieval. Improperly managing of the indexing structure may degrade the re-
trieval efficiency or even fail to solve the target problem. For example, frequently 
changes in a case base may finally result an unbalanced tree, the deletion of cases in 
the reference set [6] may lead to unsuitable cases retrieved. Although the problem 
could be simply solved by restructuring with the whole case memory each time 
changes are made to the case base, it posts an unnecessary and undesirable cost to the 
CBR cycle, especially when changes are frequent and the restructuring cost is high. 
Thus it is imperative to develop new maintaining methods for case base retrieval. 

In this paper, we suggest a new competence updating procedure for maintaining 
FBR [2]. Our work distinguishes from a previous work [11] in two aspects. First, we 
replace the competence group [12] with a new model - competence closure. We com-
pare the differences between these two models, and show that our new competence 
model can still applied to the FBR. Second, we develop a new procedure for updating 
the competence model for case deletion which could be seen as a counterpart of 
Smyth and McKenna’s work [11] which devoted to the scenario of case addition. Our 
work will contribute the research in the area of competence-based CBM.  

This paper is organized as follow. Section 2 reviews the related works concerning 
the case base competence model [12] and FBR [2]. In Section 3, we first propose our 
new competence model, and then give out our algorithms of the proposed updating 
procedure. An example is given in Section 5 to illustrate the proposed updating pro-
cedure. Conclusions and future works come in Section 6. 

2   Related Works 

2.1   A Competence Model 

According to Smyth and McKenna [12], the local competence of individual cases is 
characterized by its coverage and reachability. The coverage of a case is the set of 
target problems that it can be used to solve. The reachability of a target problem is the 
set of cases that can be used to provide a solution for the target. Since it is impossible 
to enumerate all possible future target problems, in practice the coverage set of a case 
is estimated by the set of cases that can be solved by its retrieval and adaption. And 
the reachability set of a case is estimated by the set of cases that can bring about its 
solution (see Definitions 1 and 2 respectively).  

Definition 1 [12] Given a case base C  c , … , c , For c C, CoverageSet(c)   c C: Solves(c, c )  

Definition 2 [12] ReachibilitySet(c)   c C: Solves(c , c)  

The coverage set and reachability set only provide a local estimation of competence. 
In order to estimate the true competence contributions of all cases in case base as a 
whole, the interactions between cases in terms of how their coverage and reachability 
sets overlap can further be modelled by related set, shared coverage and competence 
group [12]. The related set of a case is defined as the union of its coverage set and 
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reachability set (Def. 3). The shared coverage of two cases exists if and only if the 
intersection of the related sets of two different cases is not empty (Def. 4). Finally all 
cases in a case base can be uniquely grouped together into competence groups (Def. 
5) which are maximal sets of cases exhibiting shared coverage.  

Definition 3 [12] RelatedSet(c)   CoverageSet(c) ReachabilitySet(c) 

Definition 4 [12] For c , c C, SharedCoverage(c , c )                                    iff  RelatedSet(c ) RelatedSet(c )  

Definition 5 [12]   For G c c C, CompentenceGroup(G)                                    iff  c G, c G c : SharedCoverage c , c                                                     c C G, c G: SharedCoverage(c , c ) 

2.2   Footprint-Based Retrieval 

Based on the competence model (Section 2.1), the footprint set of a case base is fur-
ther defined as a minimal subset of the case base that covers all the cases in the case 
base with regarding to its competence [2]. It is constructed by computing group foot-
print for each competence group of a case-base.  

Footprint-based retrieval (FBR) [2] is a case base retrieval method by using foot-
print cases and their related sets. The key idea of FBR is to dynamically find a subset 
of the original case base which closely related to the target problem, and search the 
best case within it. There are two separated stages required for FBR, with stage one, 
searching a reference case from the footprint set in order to identify a local region of 
the case-base that similar to the target problem and stage two, retrieving from the re-
lated set of the reference case to locate the best case for the target problem. Although 
FBR dramatically decreases its average retrieval time, while preserving high retrieval 
optimality, its success largely depends on a well established footprint set and a sound 
competence model of the case base. However, without proper methods to manage and 
maintain the footprint set and the competence model, the effectiveness and efficiency 
of FBR deteriorates. 

3   A Complementary Procedure for Updating Competence Model 

Similar to case addition [11], the deletion of a case in the case base should also trigger 
the update of the competence model. Thus to develop a procedure for updating com-
petence model when deleting a case in the case base, we suggested a new competence 
model – competence closure. Based on this model, we developed an updating method 
for case deletion which contains three steps: update local competences, replace com-
petence closure and setup footprint set.  
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3.1   A New Competence Model 

Since a competence group (Def. 5) must contain at least two cases, this model may 
not be able to represent all cases inside a case base, when the case base contains some 
rare cases, or a case is removed from an existing competence group with only two 
cases. In addition, a case base maybe not able to be exclusively grouped by all compe-
tence groups it contained, which may cause problems when implementing this model 
in real world. In this sense, we suggest a new competence model - competence clo-
sure which is defined as the maximal set of cases linked together though their related 
set (Def. 6). We show the differences between these two models in Figure 1. 

Definition 6   

For G c c C, CompentenceClosure (G) iff  c , c G, if c c , c , c , , c G ,  st.  SharedCoverage c , c  (j 0, , k) where c c , c c   c C G, c G    st. SharedCoverage(c , c )   
 

Based on our new competence model, the black cases in a case base C can be 
linked together with regarding to their shared coverage. Finally, all cases will be uni-
quely grouped into several competence closures. A competence group can be formed 
by the union of any competence closures with at least two cases. In this sense, a com-
petence closure is also a competence group, if and only if it has at least two cases. But 
a competence group is not necessarily to be a competence closure. In addition, a rare 
case can setup its own competence closure (CC3) if it has no similar cases, but this 
case cannot be modeled by the competence group. Clearly, our new competence mod-
el can be used to replace the competence group in FBR. By doing that, we are able to 
model all cases in a case base. 

3.2   An Updating Algorithm 

The competence model of a case base will be affected differently when different cases 
are removed. Based on whether the deleted case is a footprint case or not and whether 
the deletion of a case will cause splitting of existing competence closure, there are 
four possible situations when deleting a case in case base. When deleting a non-
footprint case and no change to the competence closure is required, we only update 
the local competence estimation of those cases in the related set of the removed case. 
Actually, this could be seen as the basic scenario, since the local competence will be 
updated for all the other situations as well. When deleting a non-footprint case and 
new competence closures are created, we reserve the current footprint set, while as-
signing each footprint case of the original competence closure, which the removed 
case belongs to, to the right competence closure which it belongs to. When deleting a 
footprint case and no change to the competence closure is required, we replace the 
footprint set of current competence closure, which the removed case belongs to. 
When deleting a footprint case and new competence closures are created, we re-
construct both the competence closures and their corresponding footprint sets. 
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Fig. 1. Procedure for Update Local Competences 

3.2.1   Update Local Competences 
Different from the scenario of case addition, updating the local competence models of 
the remaining cases in the case base does not necessarily require checking the whole 
case base, but only the related ones. According to Def. 1 and Def. 2, we noted that for 
any case - c, a case - x belongs to the coverage set of c, if and only if c belongs to the 
reachability set of x (Theorem 1). In this sense, only the local competence of the cases 
in the related set of the deleted case will be affected. Thus we give out the update 
procedure of local competence for deletion (Algorithm. 1). 

Theorem 1 

   Given c C c , c , … , c , then we have x CoverageSet(c) iff c ReachibiltySet(x) 
 
 
 
 
 
 
 
 
 

Algorithm 1. Updating Local Competences for Case Deletion 

3.2.2   Replace Competence Closure 

As the competence closure also changes along with the deletion of cases. Current 
competence closure containing the deleted case should be updated or replaced when 
new competence closures are created. We check whether the current competence clo-
sure still holds while setting up new groups when it does not (Algorithm. 2).  
 

 

c  deleted case 
For each case x  CoverageSet(c) 

Remove c from ReachabilitySet(x) 
EndFor 
For each case x  ReachabilitySet(c) 

Remove c from CoverageSet(x) 
EndFor 
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Algorithm 2. Replacing Competence Closure for Case Deletion 

Algorithm 2. Replacing Competence Closure for Case Deletion 

3.3.3   Setup Footprint Set 
Since the deletion of a non-footprint case will only affect the competence model be-
hind the footprint set, but does not degrade the coverage of current footprint set. We 
assign each competence closure with its corresponding footprint set, but do not actual-
ly change the footprint set with regarding to the whole case base. However, if a case 
was deleted from the footprint set, we setup new footprint set for each competence 
closure built in Step 2 (Section 3.2.2). The algorithm of constructing footprint sets is 
given in Algorithm 3.  

4   A Case Study 

The deletion of cases from the case base will trigger the process of updating the com-
petence model, which in turn may cause the replacement of current competence clo-
sure and selected footprint cases. In this section, we illustrate a simple scenario of 
deleting a non-footprint case, which finally results to the splitting of a competence 
closure, but remaining the footprint set unchanged.  

As shown in Figure 2, cases in the case base have been grouped into two compe-
tence closures, and footprint cases have been chosen to facilitate case-base retrieval. 
When a non-footprint case is removed from the case base, the local competence mod-
el will be first updated. In our example, removing the case will lead to cases in a com-
petence closure no longer linked all together through their shared coverage. Thus new  

G  competence closure, that c  G 
Remove c from G 
replace-competence-Closure(G) { 

Create a case set m 
Get a case x from G  
Create a new competence closure G’ = G - {x} 
Add x into m 
while (m is not ) 
 Get a case y from m 
 For each case z  RelatedSet(y) 

If z  G’ 
Add z into m 
Remove z from G’ 

EndIf 
EndFor 
Remove y from m 

EndWhile 
If G’ is not {} 

Add G-G’ as a new competence closure  
Set G = G’ 
call replace_competence_Closure(G) 

EndIf 
} 
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competence closures will be created to replace the original one. Correspondingly, the 
selected footprint cases will be assigned to the new competence closures which they 
actually belong to. 

 

Algorithm 3. Setting up Footprint Set for Case Deletion 

 

 

Fig. 2. Example of Deleting a Non-footprint Case 

5   Conclusions and Future Works 

Modern case base maintenance issues post challenges to the traditional case base  
retrieval methods. A certain case base retrieval method degrades its performance 
without proper maintenance. In this paper, we have proposed a new competence mod-
el - competence closure, and a new maintenance procedure for case deletion based on 
this new model. With our new model and the proposed procedure, FBR is able to 

Case to be 
deleted

Footprint Case

Related Set Competence Closure

Non-footprint Case
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maintain the competence model on which it based by itself, thus preserve its retrieval 
effectiveness and efficiency. 

For future work, characteristics and relationships between our new competence 
model and Smyth and McKenna’s models [12] still need further investigation. Also 
how to maintain a case base retrieval method when other forms of knowledge in a 
case base change will be another task. 
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Abstract. The Grassberger-Procaccia algorithm for computation of the

correlation dimension is widely used nonlinear dynamical analysis tech-

niques for EEG time series analysis. Even though the correlation di-

mension D2 is the easiest dimension to compute, major drawback of

the Grassberger-Procaccia algorithm is its extensive computational re-

quirements. To overcome this, we introduce a modified computational

algorithm referred to as the partial correlation integral. The partial cor-

relation integral algorithm provides an approximation of the correlation

dimension referred to as the dimensional exponent. Similar to the correla-

tion dimension, the dimensional exponent can serve as a relative index of

the complexity of a nonlinear dynamical system. In this study, the partial

correlation integral algorithm is applied to analyze neonatal EEG sleep

data. From the computational results, conclusions consistent with those

made in previous studies using the correlation dimension are obtained.

Keywords: Neonate; EEG sleep; Nonlinear dynamics; Grassberger-

Procaccia algorithm; Correlation dimension.

1 Introduction

Nonlinear dynamical analysis techniques derived from the theory of nonlinear
dynamical systems including the correlation integral [1], Lyapunov exponents,
approximate and sample entropy, etc. have been applied in a number of fields
of research. In particular, some of these techniques have been proposed for the
analysis of the human EEG time series [2]. In this context, nonlinear dynamical
analysis methods have been widely applied to the study of both normal and
abnormal EEG time series [3]. The spontaneous EEG time series reflects the
functional states of neural networks in the brain [3] and nonlinear dynamical
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analysis of this signal can provide complementary information to improve our
understanding of the dynamics of the brain in different functional (or physio-
logical) states such as sleep, wake, rest, or pathology as compared with classical
linear time series analysis methods such as Fourier or spectral analysis.

Among the available methods of nonlinear dynamical analysis, the correlation
integral C(r) using the Grassberger-Procaccia algorithm is the most common
method that has been applied to the EEG time series [2], especially
during sleep [4]. The correlation dimension D2 computed from the Grassberger-
Procaccia algorithm is the easiest dimension to compute [2]. A modification to
the Grassberger-Procaccia correlation integral algorithm (introducing a new pa-
rameter, the Theiler window) to correct for autocorrelation effects in the time
series that can lead to a lower estimate of the correlation dimension was pro-
posed [5],[6]. When the Theiler window parameter is equal to 1, the modified
correlation integral algorithm [5],[6] is exactly the same as the Grassberger-
Procaccia algorithm.

In spite of computational difficulties and some shortcomings of the algorithm,
the correlation integral and dimension are useful for making relative comparisons
of the complexity of brain dynamics among groups of data [2]. The correlation
dimension specifies the complexity of a deterministic nonlinear dynamical sys-
tem in terms of the active degrees of freedom of the system on an attractor.
Although easy to compute, major drawback of the Grassberger-Procaccia al-
gorithm is computational complexity. In this study, we introduce a modified
computational algorithm for computation of the Grassberger-Procaccia correla-
tion integral that is referred to as the partial correlation integral. The primary
advantage of the partial correlation integral algorithm is its reduced compu-
tational complexity and time. The partial correlation integral provides a good
approximation of the correlation integral, and the exponent characterizing the
slope of the partial correlation integral according to a power law is an approx-
imation of the correlation dimension D2. This exponent is referred to as the
dimensional exponent.

In this study, we examine the complexity of neonatal EEG sleep data using
the partial correlation integral. The dimensional exponents (complexity) of the
neonatal EEG sleep data will be investigated into two aspects: subject groups
and sleep states. The dimensional exponents of two different subject groups
(preterm and full-term) will be evaluated. Further, the dimensional exponents
of two different sleep states (active sleep and quiet sleep) will be examined. From
the computational experiments, the results show that the dimensional exponent
of the neonatal EEG sleep data of the full-term subject tends to be higher than
that of the preterm subject even at the same postmenstrual age (PMA). Further-
more, the dimensional exponent associated with the active sleep state tends to
be higher than that associated with the quiet sleep state. This supports the re-
sults of previous studies using the correlation integral and correlation dimension
reported in [7],[8].
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2 Methods

2.1 Correlation Integral and Dimension

The estimation algorithm for computation of the correlation dimension D2 can
be divided into two basic steps. In the first step, the attractor of the non-
linear system is reconstructed from a univariate time series using time-delay
embedding, also referred to as the Takens reconstruction [9]. In step 2, the cor-
relation dimension of the attractor is estimated from the correlation integral.
The commonly used method for estimating the correlation dimension, such as
in the nonlinear analysis of EEG [2], is the Grassberger-Procaccia algorithm
(GPA) [1].

Attractor Reconstruction. Given aunivariate time series {x[0], x[1], . . . , x[N−
1]} where each sample x[n] is a 1-dimensional (observed) measurement of the non-
linear system that is being analyzed. To provide a more complete description of the
higher dimensional nonlinear system, the time series x needs to be unfolded into a
higher dimension space called the embedding space using a time-delay embedding
schemeas, for example, given in [10].Them-dimensional embeddingvectorx ∈ Rm

of the time series x is given by [6]

x[n] =
(
x[n] x[n + τ ] · · · x[n + (m− 1)τ ]

)T (1)

where n = 0, 1, . . . , Ne − 1, Ne = N − (m− 1)τ , and m and τ are the embedding
parameters denoting the embedding dimension and the time-delay, respectively,
and ·T denotes vector transpose. This time-delay embedding technique unfolds
the observed time series into a m-dimensional embedding space and provides
a more comprehensive representation of the behavior of the higher dimensional
nonlinear system on the attractor. There are a number of methods for deter-
mining the time delay τ such as the autocorrelation function [11], mutual in-
formation [12], higher-order correlation [13], average displacement [14], etc. A
sufficient embedding dimension m can be determined by using the false nearest
neighbor technique [15], for example.

Correlation Integral and Dimension Calculation. The correlation integral
C(r) of the nonlinear time series x[n] is defined by [1]

C(r) = lim
Ne→∞

2
Nc

Ne−1∑
i=0

Ne−1∑
j=i+1

Θ (r − ‖xi − xj‖) (2)

where Nc = Ne(Ne − 1) and the Heaviside function Θ(n) = 1 if n ≥ 0; 0
otherwise. A revised algorithm was introduced by Theiler [5],[6] to correct for
autocorrelation effects in the time series by using the Theiler window w. Theiler’s
modified algorithm is defined by [5],[6]

C(r) = lim
Ne→∞

2
Nc

Ne−1∑
i=0

Ne−1∑
j=i+w

Θ (r − ‖xi − xj‖) (3)
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where Nc = (Ne − w)(Ne − w + 1) and w denotes the Theiler window.
According to Grassberger and Procaccia [1], the correlation integral C(r)

behaves as a power law for small r, that is

C(r) ∝ rν . (4)

The exponent ν is defined as the correlation dimension D2 and can be calculated
by

ν = lim
r→0

log(C(r))
log(r)

. (5)

2.2 Partial Correlation Integral and Dimensional Exponent

The partial correlation integral is a modified computational algorithm for calcu-
lation of the Grassberger-Procaccia correlation integral. The correlation integral
algorithm measures all possible pairwise distances of points on the attractor in
the embedding space. In contrast to the correlation integral algorithm, the partial
correlation integral algorithm measures only those pairwise distances of points
within a specific time window that is defined by the integral limit parameter of
the partial correlation integral.

The partial correlation integral of the nonlinear time series x[n] is defined by

Cρ(r) =
2

ρNρ

Nρ−1∑
i=0

i+(w+ρ−1)∑
j=i+w

Θ (r − ‖xi − xj‖) (6)

where ρ, the integral limit of the partial correlation integral, is an arbitrary
positive integer and Nρ = Ne − (w + ρ− 1)− 1. The partial correlation integral
Cρ(r) is a good approximation of the correlation integral C(r) and also exhibits
a power law behavior for small r, i.e.,

C(r) ∝ rνρ . (7)

The exponent νρ is defined as the dimensional exponent and is an approximation
to the correlation dimension D2.

Obviously, the partial correlation integral algorithm has less computational
complexity than the Grassberger-Procaccia correlation integral algorithm. The
computational complexity of the partial correlation integral algorithm is linear
in the length of the attractor Ne, i.e. O(Ne), while the computational complexity
of the correlation integral algorithm is O(N2

e ) if the length of the attractor Ne

is large.

3 Analytic Framework

3.1 Data and Subjects

Electroencephalographic/polysomnographic studies were performed in an en-
vironmentally controlled setting. Fourteen channels of bipolar EEG recording
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consisting of Fp1-T3, T3-O1, Fp2-T4, T4-O2, Fp1-C3, C3-O1, Fp2-C4, C4-O2,
T3-C3, C3-C7, Cz-C4, C4-T4, Fz-Cz and Cz-Pz were obtained using the stan-
dard 10-20 EEG lead system. The neonatal EEG sleep data were recorded with
a 12-bit A/D converter and a sampling rate of 64 Hz.

In this study, the subjects were categorized into two subject groups according
to the gestational age of the subjects: preterm (PT) and full-term (FT). The
neonatal EEG sleep data examined in this study were obtained from two sub-
jects (one for each subject group). The preterm subject is 29 weeks gestational
age while the full-term subject is 42 weeks gestational age. The EEG data of
both subjects were however obtained when the subjects were both at 42 weeks
postmenstrual age (PMA).

Digitized neurophysiologic data for each minute of sleep during the recording
were compared with the contemporaneous minute of EEG sleep, and neonates
were visually assigned one of six sleep states according to conventional neonatal
EEG sleep criteria [16], i.e., two active sleep (AS) and two quiet sleep (QS) states
as well as indeterminate and waking states.

3.2 Computational Experiments

Only channel Fp1-C3 of the neonatal EEG sleep data is analyzed in this work.
The dimensional exponent of one-minute epochs of the neonatal EEG time se-
ries is determined. In the computation of the partial correlation integral and
the dimensional exponents, the parameters used are as follows: the embedding
dimension m = 14, the time delay τ = 2, the Theiler window w = 1 and the
integral limit ρ = 800.

In this study, the dimensional exponents of the neonatal EEG sleep data were
investigated in two aspects. In the first aspect, the dimensional exponents of
the neonatal EEG sleep data of the full-term subjects are compared to that of
the preterm subjects associated with the same sleep state. In another aspect,
the dimensional exponents of the neonatal EEG sleep data associated with the
active sleep states are compared to that associated with the quiet sleep states
for both subjects.

4 Results

The dimensional exponents and the correlation dimensions of the neonatal EEG
sleep data are summarized in Table 1 and Table 2, respectively.

4.1 Comparison between the PT and FT Subjects

First, the dimensional exponents of the neonatal EEG sleep data of the full-term
and preterm subjects associated with the same sleep states are investigated. The
dimensional exponents of the neonatal EEG sleep data associated with the active
sleep state of both the preterm and full-term subjects are compared in Fig. 1a.
Obviously, the dimensional exponent of the neonatal EEG sleep data associated
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Table 1. Dimensional Exponents of the Neonatal EEG Sleep Data

Subject Group Sleep State Mean of νρ Std. of νρ

FT AS 5.3554 0.4147

FT QS 4.7267 0.5113

PT AS 4.9192 0.5752

PT QS 4.6929 0.3933

Table 2. Correlation Dimensions of the Neonatal EEG Sleep Data

Subject Group Sleep State Mean of D2 Std. of D2

FT AS 6.2190 0.4025

FT QS 5.4796 0.4889

PT AS 5.6108 0.4845

PT QS 5.4397 0.4777

with the active sleep state of the full-term subject tends to be higher than that
of the preterm subject. Further, from a two-tail, paired t-test, the result suggests
that there are statistically significant differences in the dimensional exponents
between these two full-term and preterm subjects during the active sleep state
(p � 0.05). In addition, the correlation dimensions of the neonatal EEG sleep
data associated with the active sleep state of both the preterm and full-term
subjects are compared in Fig. 2a. Similarly, the correlation dimension of the
neonatal EEG sleep data associated with the active sleep state of the full-term
subject tends to be higher than that of the preterm subject. The result of a two-
tail, paired t-test also suggests that there are statistically significant differences
in the correlation dimensions between the full-term and preterm subjects during
the active sleep state (p � 0.05).

Fig. 1b compares the dimensional exponents of the neonatal EEG sleep data
associated with the quiet sleep state of both the preterm and full-term subjects.
It is shown that during the quiet sleep state the dimensional exponent of the
neonatal EEG sleep data of the preterm subject is not significantly different
from that of the full-term subject. However, the mean value of the dimensional
exponents corresponding to the full-term subject is higher than that correspond-
ing to the preterm subject as shown in Table 1. The correlation dimensions of
the neonatal EEG sleep data associated with the quiet sleep state of both the
preterm and full-term subjects are illustrated in Fig. 2b. There are not statisti-
cally significant differences in the correlation dimensions between the full-term
and preterm subjects during the quiet sleep state.

4.2 Comparison between Sleep States

The dimensional exponents of the neonatal EEG sleep data associated with ac-
tive and quiet sleep states for the preterm and full-term subjects are investigated.



332 S. Janjarasjitt, M.S. Scher, and K.A. Loparo

FT PT

3

3.5

4

4.5

5

5.5

6

6.5

ν ρ

Subject Group

(a)

FT PT

3

3.5

4

4.5

5

5.5

6

6.5

ν ρ

Subject Group

(b)

Fig. 1. Comparison of the dimensional exponents of the neonatal EEG sleep data

associated with: (a) the active sleep state; and (b) the quiet sleep state
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Fig. 2. Comparison of the correlation dimensions of the neonatal EEG sleep data

associated with: (a) the active sleep state; and (b) the quiet sleep state

The dimensional exponents of the neonatal EEG sleep data for the full-term sub-
ject in the active and quiet sleep states are compared in Fig. 3a while Fig. 3b
compares the dimensional exponents of the neonatal EEG sleep data for the
preterm subject in the active and quiet sleep states. The dimensional exponent
of the neonatal EEG sleep data during active sleep state tends to be higher than
that associated with quiet sleep state for both the full-term and preterm sub-
jects. Furthermore, the dimensional exponent of the neonatal EEG sleep data
for the full-term subject in active sleep state is significantly higher than that
associated with quiet sleep state (p � 0.05). The dimensional exponent of the
neonatal EEG sleep data for the preterm subject during active sleep state is also
significantly higher than during quiet sleep state (p < 0.05).

Fig. 4a illustrates the correlation dimensions of the neonatal EEG sleep data
for the full-term subject in the active and quiet sleep states. The correlation
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Fig. 3. Comparison of the dimensional exponents of the neonatal EEG sleep data of:

(a) the full-term subject; and (b) the preterm subject
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Fig. 4. Comparison of the correlation dimensions of the neonatal EEG sleep data of:

(a) the full-term subject; and (b) the preterm subject

dimension of the neonatal EEG sleep data for the full-term subject in active
sleep state is significantly higher than that associated with quiet sleep state
(p � 0.05). The correlation dimensions of the neonatal EEG sleep data for the
preterm subject in the active and quiet sleep states are compared in Fig. 4b. Cor-
respondingly, the correlation dimension of the neonatal EEG sleep data for the
full-term subject in active sleep state is significantly higher than that associated
with quiet sleep state (p < 0.05).

5 Discussion

In this study, the modified computational algorithm referred to as the par-
tial correlation integral algorithm is introduced. The partial correlation integral
algorithm provides an approximation of the Grassberger-Procaccia correlation
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integral. Further, the dimensional exponent obtained from the partial correla-
tion integral is an approximation of the correlation dimension D2. The computa-
tional complexity and time of the partial correlation integral algorithm is much
less than that of the Grassberger-Procaccia algorithm. The computational com-
plexity of the partial correlation integral algorithm is linear in the length of the
attractor Ne, i.e. O(Ne), while the computational complexity of the correlation
integral algorithm is O(N2

e ) if the length of the attractor Ne is large. The partial
correlation integral algorithm was applied to machine vibration signal analysis
in [17].

In this work, the partial correlation integral algorithm is applied to neonatal
EEG sleep data analysis to investigate some aspects of neurodevelopment. From
the computational results, it is observed that the neonatal EEG sleep time series
of the full-term subject tends to be more complex than that of the preterm
subject even at the same postmenstrual age. Also the computational results
suggest that the neonatal EEG sleep time series during active sleep is more
complex than during quiet sleep for both the full-term and preterm subjects.
These results support the previous findings reported in [7],[8].
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Abstract. Fuzzy linear regression is an important tool to find the linear

inexact relationship between uncertain data. We then propose a hybrid

optimization method based on tabu search and harmony search as a po-

tential way of solving fuzzy linear regression. The proposed method aims

at finding a model without considering any mathematical constraints

while reducing the error of the regression’s model in comparison to other

methods. The experimental comparison of the results for two classes of

crisp input-fuzzy output and fuzzy input-fuzzy output data sets shows

the superiority of the method over the existing ones.

Keywords: Fuzzy linear regression, Tabu search, Harmony search, Hy-

brid optimization.

1 Introduction

Fuzzy Linear Regression Analysis (FLRA) is a tool to find the relationship
between independant and depandant variables which comes with uncertainty.
FLRA is a generalized form of classical regression in which all data can be rep-
resented by numerical values. The application of FLRA in environments that
may be expressed with linguistic expressions has great potential [19,23].

Although Fuzzy Linear Regression (FLR) problems can be solved by a crisp
linear regression analysis, a defuzzification process is needed to wash off the
uncertainty implicit in the original data. The defuzzification phase makes the
model to ignore some important information in fuzzy data [17].

There are two approaches for FLRA; possibilistic and Least Square (LS) [20].
In the former approach proposed by Tanaka et al. [22], the aim is to minimize the
whole fuzziness by minimizing the total spreads of the fuzzy coefficients while
the estimated outputs and the observed ones are within a certain h-level of belief
[4]. The LS-based approach proposed by Dimond [6] aims at minimizing the least
square error between the estimated and the observed fuzzy data.

In this paper, we propose a hybrid optimization method based on tabu search
and harmony search for minimizing the error of the estimated regression model.
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The ultimate goal of the porposed method is to find a fuzzy linear model which
can fit the data with a smaller error compared to LS and probablistic approaches
while no mathematical constraints are considered.

The rest of the paper is organized as follows. In Section 2, the mathematical
formulation of FLRA is defined and then different approachs to solve a FLR are
introduced. The weaknesses and strengths of each approach are mentioned as a
motivation for proposing a hybrid optimization method based on tabu search and
harmony search. In Section 3, the proposed method is discussed; we also show
how to model a FLR as an optimization problem. The experimental results are
given in Section 4. Finally Section 5 discusses the conclusions and future works.

2 Fuzzy Linear Regression

FLRA is a generalized form of the crisp regression model. In the crisp regression
model, data come with no uncertainties and the error between the estimated and
the observed outputs follows a normal distribution [4]. On the other hand, in
some environments human subjective judgement may lead to imprecision which
is due to fuzziness and cannot be justified with randomness [24].

In the FLR model, we are interested in finding a fuzzy function ỹ given in (1)
which can fit finite kεN, crisp input-fuzzy output data ((x1i, x2i, · · · , x(n−1)i, xni),
ỹ∗

i ) (for i = 1, · · · , k) with the minimum error [22].

ỹi = Ãnxni + Ãn−1x(n−1)i + · · ·+ Ãjxji + · · ·+ Ã1x1i + Ã0 (1)

In a more general case, we aim to find a function given in (2) to fit the fuzzy
input-fuzzy output data

(
(x̃1i, x̃2i, · · · , x̃(n−1)i, x̃ni), ỹ∗

i

)
[18].

ỹi = Ãnx̃ni + Ãn−1x̃(n−1)i + · · ·+ Ãj x̃ji + · · ·+ Ã1x̃1i + Ã0 (2)

where Ãj (for j = 0, · · · , n) are the fuzzy coefficients which should be computed
based on the given input-output data such that the deviations between the
observed outputs ỹ∗

i and estimated ones ỹi are the minimum possible value.
There are different ways of finding relationships within imprecise data. We

can defuzzify all data into crisp data and then find a crisp relationship by crisp
regression analysis. This is the simplest way of dealing with imprecision of data,
though it neglects some useful information which is implicit in data. There are
mainly two approaches for FLRA; probablistic and LS-based approaches [20].
The former finds a fuzzy relationship within a certain h-level of belief [4]. The
term h is the measurement fitness between the estimated fuzzy outputs and the
observed ones [4]. The final error from the estimated error in these approaches
has larger error compared to LS based approaches. However, the computational
complexity of LS-based approaches has been reported high [13].

Meta-heuristic approaches have been also applied to find the best model which
can fit the given data. To our knowledge, genetic algorithms [2,14], genetic pro-
gramming [3] and artificial fuzzy neural networks [15] are among the meta-
heuristics that have a good performance. The application of genetic algorithms
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and genetic programing is an efficient way, in case time is not a factor, as it
is reported that these algorithms are slow to find a very accurate solution. In
fact, these algorithms are very fast to find a near optimum solution but it takes
a very long time to find a solution which is very close to the actual optimum
solution [5]. Fuzzy neural networks are also good if the mathematical model of
the regression is not sought as they do not show any model after the training
process.

Considering the strenghs and weaknesses of all the approaches discussed
above, we propose a hybrid optimization method based on tabu search and har-
mony search for FLRA. The main reasons for the application of the proposed
hybrid optimization in FLRA are as follows;

– to decrease the estimated model’s error compared to LS approaches;
– to have a constraint free model for solving FLRA. Constraints are a problem

that arises in probablistic approaches which apply linear programming. Basi-
cally if more data is observed then additional constraints should be considerd
which makes the linear programming sophisticated [1];

– to increase the speed of finding a very close optimum model compared to
genetic algorithms and genetic programing; and

– returning the actual mathematical formula of the estimated model, which is
not obtainable with fuzzy neural networs.

3 Hybrid Optimization for FLRA

Meta-heuristics, in comparison with mathematical approaches, are famous for
being context-independent. This is because they deal with the problem as a
black box and there are no mathematical constraints in their application. As
discussed above, some meta-heuristics such as tabu search and genetic algorithms
are fast to find a near optimum solution but slow to seek a solution close to the
optimum solution [5]. To increase the speed and the goodness of the solution
they are hybrized with local optimizer methods (LOMs) [5].

Meta-heuristics can be hybridized with LOMs in different ways; for a com-
prehensive study one can refer to [21]. A common way of hybridizing is to start
diversification of the search space followed by an inensification process. As the
diversification phase is a very expensive task, it can be stopped quicker. How-
ever, a very early switch to intensification increases the possibility of not finding
the global optimum. Conversely, a very late switch to intensification makes di-
versification longer and consequently makes the optimization process very time
consuming [16].

There are two major ways of hybridization. One way is to run diversification
for some time and then intensification proceeds with the best solution found in
the diversification phase. This approach is very fast but the possibility of finding
a local minimum is high. The other approach is to do intensification for each
of the potential solutions which are found by the diversification phase. This hy-
brid approach is very time consuming as the intensification phase is carried out
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for each potential solution. However, this is a safer approach to find a global
optimum solution. In this paper, we combine these two approaches. First, the
diversification phase is done by tabu search. In this phase all potential solu-
tions are stored and then an intermidiate phase, known as semi-intensification,
explores which one is the best one. The semi-intensification has a more close
look on the potential solutions’ surrounding area. Finally the best solution is
intensified comprehensively by harmony search.

Tabu search is applied in the diversification phase as it has more focus on
escaping the local minima. It starts from a random solution and copies it in
the current-solution (C) and the best-solution (S∗). Then some neighbours are
generated randomly based on a neighbour-search strategy around C and ranked
according to their performance. Then the best neighbour is selected and copied
to C if it has not been tabu based on the tabu list. A tabu neighbor can be still
selected as the next move, having the condition of better performace compared
to S∗. This condition is known as the aspiration condition. Tabu search differs
from hill climbing methods in a way that it can move from a better solution to
a worse solution [8].

Harmony search is a meta-heuristic approach which adopts the idea of natural
musical processes [12]. The goal of harmony search is to minimize an objective
function like f(x) where f : Rn → R. In harmony search, some randomly gener-
ated feasible solutions are initialized in the harmony memory. In each iteration,
the algorithm aims at improvising the harmony memory. The improvision pro-
cess works based on three operations; memory consideration, pitch adjustment
and random selection. In the memory consideration and the random selection,
each variable of a new solution vector is generated either taken from the harmony
memory or selected randomly. The pitch adjustment operation makes random
changes to some of the generated solutions. This operation has been introduced
to escape from local minima [12].

Tabu search is a point to point meta-heuristic approach [8]. In contrast to
population based methods (e.g. genetic algorithms and swarm optimization), it
does not need a large number of solutions in each iteration. The total number of
function evaluations is reduced, since not many solutions are required for search-
ing the neighborhood of the current solution. However, to be able to search all
around the search space, the solutions met already are put into the tabu list for
not searching them again later. Tabu search has good performance in diversifica-
tion due to its tabu list, but, if a near optimal solution is found, then we should
switch to the intensification phase. The aim of hybridizing tabu search with an
LOM is to decrease the total number of function evaluations and consequently
increasing the speed of the optimization process.

The next step is to model the FLRA as an optimization problem which can
be solved by the proposed method. The error function for an estimated model
over the given data, can be defined as ei = f(Ãi). So different Ãi gives different
ei, and we are looking for Ãi where total ei for all given data (i = 1, · · · , k) is
the minimum possible value. Without loss of generality for a fuzzy value like
Ã = {(x, µÃ(x))| xεR, µÃ → [0, 1]}, we can represent it as Ã = (al

i, a
c
i , a

r
i ) if
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it is a triangular fuzzy value. The parameters al, ar and ac represent the left
and the right spreads and the center of the fuzzy value Ã, respectively. Thus the
minimization problem which should be solved is as (3).

min
n∑

i=1

fi(al
n, ac

n, ar
n, · · · , al

0, a
c
0, a

r
0) (3)

fi : R
3n → R

One of the common error objective functions in FLRA is the none-intersected
area between the observed and the estimated output [1,7,9,10,11,20].

This error value for ith given input-output is given in (4). In (4), ỹ∗ and ỹ are
the observed and estimated fuzzy outputs, respectively.

fi =
[∫ +∞

−∞
|ỹi(x) − ỹ∗

i (x)|dx

]
(4)

4 Simulations and Results

In this section, we discuss our experiments with the hybrid optimization method
on two well-known data sets. For both data sets, search is carried out for 300
iterations for all of diversification, semi-intensification and intesification. In each
iteration only 10 neighbors are considered. The stopping criterion is set either
reaching the maximum iterations or not having any improvement for 10 consec-
utive iterations in each phase. For the sake of fairness, 100 separate runs are
cosidered for each of the data sets. Each run starts with different random solu-
tions and seeds. Then the best error, average error and standard deviation are
reported for each data set.

4.1 Crisp Input-Fuzzy Output Example

The first data set is an example of crisp input-fuzzy output data and was in-
troduced by Tanaka et al. in the first FLRA article [22], see Table 1. This data
set has been applied as a benchmark data set in many works reported in the
literature [7,9,10,20]. After 100 separate runs, the best estimated model com-
puted by the proposed method is ỹ = (5.07, 6.72, 8.38)+ (1.12, 1.27, 1.38)x. The
error of this model based on the error measurement given in (4) is 8.51. The
average error of 100 runs is 8.87 with the standard deviation of 0.26. According
to comparison results given in Table 2 our method has the smallest error. The
best estimated function is depicted in Figure 1.

4.2 Fuzzy Input-Fuzzy Output Example

The second data set is an example of a more generalized case where both in-
puts and outputs are fuzzy values [18], Table 3. The best estimated model by
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Table 1. Tanaka’s dataset [22]

Obs. Independent Dependent

variable variable

1 1 (6.2, 8.0, 9.8)
2 2 (4.2, 6.4, 8.6)
3 3 (6.9, 9.5, 12.1)
4 4 (10.9, 13.5, 16.1)
5 5 (10.6, 13.0, 15.4)

Table 2. Comparison of estimated model’s error for the data given in Table 1

This work Hassanpour [7] Tanaka [22] Kao [9] Shakouri [20]

Total error 8.51 9.165 12.4017 9.6776 12.9693

Table 3. Sakawa’s dataset [18]

Obs. Independent Dependent

variable variable

1 (1.5, 2, 2.5) (3.5, 4.0, 4.5)
2 (3.0, 3.5, 4.0) (5.0, 5.5, 6.0)
3 (4.5, 5.5, 6.5) (6.5, 7.5, 8.5)
4 (6.5, 7.0, 7.5) (6.0, 6.5, 7.0)
5 (8.0, 8.5, 9.0) (8.0, 8.5, 9.0)
6 (9.5, 10.5, 11.5) (7.0, 8.0, 9.0)
7 (10.5, 11.0, 11.5) (10.0, 10.5, 11.0)
8 (12.0, 12.5, 13.0) (9.0, 9.5, 10.0)

Table 4. Comparison of estimated model’s error for the data given in Table 3

This work Sakawa92 [18] Kao [10] Kao [9] Hassanpour [7] Arabpour [1]

Total error 5.33 9.43 9.36 7.47 5.74 7.69

our method for 100 separate runs is ỹ = (3.00, 3.02, 3.20) + (0.5, 0.5, 0.5)x̃. The
comparison of the estimated errors for different methods is given in Table 4.
The average error and standard deviation for 100 separate runs are 5.64 and
0.38, respectively. According to the result given in Table 4, the proposed hybrid
optimization method outperforms the other methods.

5 Conclusions and Future Works

This paper proposed a hybrid optimization method based on tabu search and
harmony search for fuzzy linear regression analysis. The diversification of this
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Fig. 1. The estimated fuzzy function for the given data in Table 1

method is carried out by tabu search and then harmony search does the inten-
sification. There are two main advantages compared to probabilistic and least
square approaches. First, we do not need to consider any mathematical con-
straints, a condition that exists in probabilistic approaches which apply linear
programming. In these approaches the number of constraints increases provided
that more data is considered. Also, the model estimated based on the pro-
posed method has smaller error compared to both probablistic and LS-based
approaches. Based on the benchmark data sets, our method outperforms the
other methods reported in the literature.

We plan to apply the hybrid method to a class of none-parametric fuzzy re-
gression problems. There are few works dedicated to this class of fuzzy regression.
We also plan to consider the application of tabu programming as an optimization
method which is capable of finding solutions with different structures.
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Abstract. The emergence of Web 2.0 has created a lot of annotation

and personalization information about web resources. Extracting and

utilizing these information to enhance the quality of services is a key

target of modern digital libraries. In this paper, we present a novel Au-

tomatic Document Tagging (ADT) approach for digital libraries. In our

approach, the ADT problem is formulated as a variant of multi-class clas-

sification problem. But differently, the training data for ADT is collected

from the user’s historic tags and only partially labeled. The incomplete-

ness of the training data makes the training a more challenging problem.

To overcome this problem, an efficient randomized online training algo-

rithm (RPL) is proposed. RPL algorithm has two phases: (i) random ex-

ploitation and (ii) classifier update. The experimental results from both

synthetic and real-word data demonstrate the effectiveness.

Keywords: Digital library, information retrieval, semantic web,

ontology, multi-class classification, online learning.

1 Introduction

In the past decades, digital library went through a rapid development as the
fast growth of computer technologies and IT industry. Nowadays, it is one of
the most important means for E-learning and self-education. There are a lot
of research efforts focusing on how to design the digital library system [5][8]
and many practical large digital libraries come out of those researches, such as
the Alexandria digital library from University of California at Santa Barbara,
Greenstone digital library and Google Book Search Project.

Recently, Web 2.0, Semantic Web and Social Networks emerged and became
more and more popular [7][15]. Those technologies create many innovative ways
to use the web and revolutionize the designs of web applications, i.e. meta-
data management, semantic search and browsing, personalized and community-
aware services. Kruk et.al proposed the concept of social semantic digital library
in [10][11]. In general, the semantic digital libraries deliver services that combine
semantic web and social networking technology with the digital library system.

In this paper, we focus on the particular problem of Automatic Document
Tagging (ADT) in semantic digital library. A typical usage for ADT is as fol-
lows. When a user browses a digital library document that appears to be valuable

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 344–351, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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to him/her, he/she would bookmark and tag the document by his/her interest.
With this information, the ADT will learn the interest for this user and intel-
ligently reorganize the tags for the library documents and search the relevant
documents according to the user’s interest in future.

2 Automatic Document Tagging (ADT)

In this section, we present an overview the problem description of automatic
document tagging (ADT) for semantic digital library in the setting of online
multi-class classification.

ADT can be described as follows: given a set of documents D={d1,d2,· · · ,dn}
and a set of tags T = {t1, t2, · · · tm}, the task of ADT is to find a mapping
between the document and its appropriate tags. In this setting, the ADT problem
can be regarded as a variant of online multi-class classification problem [1][2][4].

However, there is a significant difference in the characteristics of the training
data between these two problems. In traditional online multi-class classification,
the training data are complement. For every training sample, the true class label
(possibly more than one or none at all) is given. But for our ADT in semantic
digital library, it’s incompletely labeled training data since the training data
is collected from the historic tags in the users’ previous browsing sessions and
annotations.

The online learning for ADT is performed in a sequence of consecutive pre-
diction/training rounds from the user’s browsing sessions. During the ith round,
the ADT system is presented with a document instance in its feature vector
representation xi ∈ Rd and predicts the label from a set of k predefined labels.
The predefined set of labels are denoted as [k] = {1, · · · , k} and the predicted
label is denoted as ŷi ∈ [k]. In traditional multi-class classification scenario, after
predicting the label, the classifier directly receives the feedback of the true label
for xi, denoted by yi ∈ [k]. But in our ADT scenario, the feedback received is
different. The ADT receives a “yes or no” to whether the prediction is correct
instead of the true label. Mathematically, the feedback is represented as:

f(yi; ŷi) = 1[ŷi = yi] (1)

where 1[p] is equal to 1 if predicate p holds and 0 otherwise. The objective of the
learning algorithm is to minimize cost function denoted by equation (2) when
running through the training/prediction sequence:

e =
N∑

i=1

1[ŷi �= yi] (2)

where e is the sum of number of prediction errors. To minimize e, ADT greedily
updates its prediction mechanism after each round in hope that it will make
fewer mistakes for future rounds. Let’s say the prediction algorithm at round i
is determined by a hypothesis classifier:

hi : R
d ⇒ [k] (3)
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where hi is taken from a set of hypotheses classifiers {H}. Fast query response
is very important for ADT in social semantic digital library. Therefore, we fo-
cus on the set of linear hypotheses classifiers in this paper as the simplicity of
linear hypothesis classifier leads to efficient learning algorithm with large data.
Specifically, each hi ∈ H is parameterized by a weight matrix W ∈ Rk×d. The
classifier hypothesis is defined to be

h(x) = argmax
j∈[k]

(W · x)j (4)

where (W · x)j is the jth element of the predicted score vector. Each row in W
represents a weight vector for a particular tag. The predicted tag is chosen to
be the one with the highest score. The performance of ADT is determined by
the weight matrix W. If y �= h(x) for a given sample (x; y), the ADT makes a
prediction mistake. The core problem is to find an efficient algorithm to learn
the weight matrix (W).

3 Online Learning Algorithm

3.1 Perceptron Learning Algorithm

Perceptron algorithm [3][18] is a simple learning algorithm. It uses the simplest
linear classifier and is capable of classifying the linearly separatable data. Despite
its simplicity, PL algorithm [17] has been proved to be quite effective for solving
large practical problems [6]. The learning algorithm is modeled as the process of
updating the weight matrix across the iterations. The weight matrix is denoted
by Wi for the ith iterations. For every input training sample, we update W as
follows:

Wi+1 = Wi + αUi · xT
i (5)

where α is the step size for the update, xi is the training sample input vector,
Ui ∈ Rk×1 is the update vector. The update vector is defined as

Ui = [I(yi) − I(ŷi)] (6)

where I(k) is an indicator vector with the kth element equal to 1. If the prediction
is correct (i.e. yi = ŷi), then there is no update (i.e. U = 0 and Wi+1 = Wi).
If there is a misprediction, then xi is added to the yith row of W to boost the
weight for the correct tag and subtracted from the ŷith row of W to suppress
the incorrect tag. Despite of its simplicity, the PL algorithm has been widely
used for many applications, especially for learning with large data.

3.2 Randomized Perceptron Learning Algorithm

PL algorithm learns from completely labeled training data. Randomized Percep-
tron Learning (RPL) Algorithm learns from the incomplete data for the ADT
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problem. Similar to PLalgorithm, we use the current weight matrix to predict
the best label for the sample:

ŷi = argmax
j∈[k]

(W · x)j (7)

where W is the weight matrix, and x is test sample.
If the prediction is correct, the weight matrix (W) gets updated in the same

way as the PL algorithm does. But if the prediction is incorrect (i.e. ŷi �= yi)
we can’t make the same update as the PL algorithm as we don’t know the true
tag label for the sample. For this reason, we introduce the random prediction
phase inside our RPL algorithm. On the round when the misprediction hap-
pens, the PRL algorithm continues exploring other tag categories with a certain
probability defined as follows:

P (r) = (1 − γ)1[r = ŷi] +
γ

size(s)− 1
(8)

where the parameter (γ) controls the exploration-exploitation trade-off. The
larger the γ, the higher the probability we are in the exploration stage and
vice versa. In this way, we indirectly obtain the information regarding the true
tag label (yi) for the sample through randomized exploration. The weight matrix
(W) is updated with binary feedbacks from the exploration. The RPL algorithm
is summarized in Algorithm 1. The repeat-loop nested inside the for-loop per-
forms the random exploration. The weight matrix W gets updated in line 8 and
line 12 during the exploration.

4 Experimental Result

In this section, we present the experimental results for Randomized Perceptron
Learning (RPL) Algorithm on both synthetic and real world data. The first data
set, denoted by SS1, is a synthetic nine-class, 300-dimensional data of size 1000.
The coordinates in the vectors represent different words of a small vocabulary
of size 300. The 9 class synthetic data sets are generated as follows. First, we
choose 9 50-dimension vectors as centroids: v1, · · · , v9. The centroid vector vi

corresponds to the ith topic in the document database. The 50 coordinates cor-
respond to the keywords in the data set. To generate a sample documents, we
select one topic vector (vi) in random and add gaussian (si = vi + n). We use
si for the first 50 coordinates of the sample vector (d(1 : 50) = si). Uniform
random variables are used to fill in the remaining 250 coordinates. In this way,
the remaining 250 coordinates model the common words, which can appear in
any document from any topic.

Figure 1(a) reports the average error rate for RPL with different γ over 10
runs. The x-axis shows the γ value and the y-axis shows the error rate. As γ goes
up, the error rate drops. But after γ goes above a certain value (γ ≥ 0.5), the
error rate is stabilized. This indicates that we have reached the maximal benefit
of random exploration in RPL. Figure 1(b) compares the error rate between RPL
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Algorithm 1. Randomized Perceptron Learning (RPL) Algorithm
Parameters: α ∈ [0.1, 0.9], γ ∈ (0, 1)

1: Initialize weight matrix, W0 = 0 ∈ R
k×d.

2: for i = 1 to N do
3: Predict the class label for the ith sample , ŷi = argmax

j∈[k]

(W · x)j .

4: define the candidate label set s = [k]

5: repeat
6: Calculate the sample probability: P (r) = (1− γ)1[r = ŷi] + γ

size(s)−1
.

7: if Receive positive feedback, i.e. “clicked” then
8: Update W: Wi+1 = Wi + α[1− P (ŷi)]I(ŷi) · xT

i

9: Stop exploration.

10: else
11: Randomly choose one label ỹ according to probability P (r) from the label

set s.
12: Update W: Wi+1 = Wi − αP (ỹi)I(ỹi) · xT

i

13: Update α: α = P (ỹ) · α.

14: Remove the mispredicted ŷ from the candidate set, s = s− {ŷi}
15: end if
16: until Exceed the exploration limit

17: end for
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Fig. 1. Comparison of RPL v.s. PL on SS1 data. (a) Error rate for RPL with different

exploration parameter γ. (b) Comparison of error rate between RPL and PL algorithms.
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(γ = 0.5) and the ideal PL. At the beginning of training, the RPL performs worse
than the PL. The error rate of RPL is 20% higher than the PL algorithm for
small percentage of training data. As the training continues, the error rate from
RPL drops at slightly faster rate than the PL algorithm. Towards the completion
of training, the RPL algorithm performs very close to the PL algorithm. This
demonstrates that the RPL can achieve the performance close to the PL in the
long run.
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Fig. 2. Comparison of RPL v.s. PL on SS2 data. (a) Error rate for RPL with different

exploration parameter γ. (b) Comparison of error rate between RPL and PL algorithms.

The second data set, denoted by SS2, is constructed in the same way as SS1
except for the additional 5% label noise. The label noise is used to model the
uncertainty and mistakes made by the user when tagging the document. This
makes the learning more challenging. Figure 2(a) shows the average error rate
from RPL with different γ over 10 runs. The result is similar to what is shown
in Figure 1(a). It is interesting to notice that larger γ actually increase the error
rate and perform worse. This is because label noise may pollute the learner and
make it less accurate. It indicates that setting γ too low or too high leads to
higher error rates when facing with label noise. For specific application it may be
desirable to have a dynamic adjustable γ in the process of training. Figure 2(b)
compares the error rate for RPL(γ = 0.65) with the PL. The error rate of
RPL is 10% higher than Perceptron algorithm initially. With the progress of the
training, the error rate drops for both RPL and PL. The margin between them
stay constant. After the 50% of the training data, the error rate of RPL drops
faster. Towards the completion of training, RPL reaches almost the same error
rate as the PL algorithm.

The third data set comes from real-world text documents. The data set is
prepared in a similar way as the real-world text classification task [12]. The doc-
uments are collected from different biomedical engineering journals. Documents
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Fig. 3. Comparison of RPL v.s. PL on SS3 data. (a) Error rate for RPL with different

exploration parameter γ. (b) Comparison of error rate between RPL and Perceptron

algorithms.

in the data set are tagged with 7 different categories, i.e. genetics, oncology psy-
chiatry, dental, heart disease, brain disease, medical imaging. Figure 3(a) shows
the error rate for RPL against the exploration parameter γ. Figure 3(b) com-
pares the error rate for RPL(γ = 0.5) with the PL. Compared with the previous
two synthetic data, the error rate for both RPL and PL algorithm are higher.
The final error rates for PL and RPL are 26% and 32% respectively. However,
it is clear from the plot that as the number of examples grows, the error rate of
RPL is dropping at a rate comparable to that of PL. This demonstrate that the
performance of RPL with incomplete data is comparable for that of traditional
PL with complete data.

5 Conclusion and Future Works

In fact, there are many related works on solving the problem of online learning
with partial label information [4][9][13]. [9] proposes a learning algorithm using
online convex optimization , but it doesn’t apply to the problem of using non-
convex classification loss function and requires good gradient estimation. [13]
improves PL algorithm for the online learning algorithm in a more general setting
where the learner has side information. However, its too general settings lead to
less efficiency. Besides, its i.i.d (identity independent distribution) assumption
of the problem doesn’t hold for the ADT problem.

Our algorithm is derived directly from the simple PL algorithm and makes
no statistical assumption on the data. We use a linear hypothesis to model
the problem and a straightforward multiplicative update scheme. This leads to
the efficient and practical algorithm for large data in real-world ADT prob-
lem. Experimental results on both synthetic and real-world data show (RPL)
achieves good performance. In future, we will investigate the extension of (RPL)
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[19][13][9] with other web search technologies [16][14] and apply them to other
open problems in semantic digital libraries.
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Abstract. There is an ever increasing number of electronic documents

available today and the task of organizing and categorizing this ever

growing corpus of electronic documents has become too large to perform

by analog means. In this paper, we have proposed an augmented version

of the bisecting k-means clustering algorithm for automated text catego-

rization tasks. In our augmented version, we have added (1) a bootstrap

aggregating procedure, (2) a bisecting criteria that relies on dispersions

of data within clusters, and (3) a method to automatically terminate

the algorithm when an optimal number of clusters have been produced.

We have performed text categorization experiments in order to com-

pare our algorithm against the standard bisecting k-means and k-means

algorithms. The results showed that our augmented version improved

approximately 15% and 20% in classification accuracies compared to the

standard bisecting k-means and k-means, respectively.

1 Introduction

Due to the rapid growth of the Internet and the advancements in computer tech-
nologies, there is an ever increasing number of electronic documents available to
people all over the world. The task of organizing and categorizing this continu-
ally growing corpus of electronic documents has become much too large in size
to perform by any analog means. As a result, the need for an automated means
of processing these corpora and research on text mining, a type of data mining
specialized for text data, have kept increasing over the past several years.

In the field of text mining, there are two ways to process documents into
categories. One way is a supervised approach, and this approach is often referred
to as classification. The task of classification involves associating properly labeled
documents with categories in order to identify rules and patterns for document
classification. When presented with new unlabeled data, the trained classifier can
classify the data into the categories by applying the rules. The other approach is
an unsupervised method, and it usually involves identifying groups of “coherent”
documents in a data set. This process is often referred to as clustering. Clustering
does not require properly labeled documents as its training data set. Rather,
by using the similarity among documents, it identifies coherent groups among
unlabeled documents.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 352–359, 2009.
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In this paper we will focus on the later approach and propose what we call an
augmented bisecting k-means clustering (ABKM) algorithm. We, then, perform
experiments in order to evaluate the effectiveness of the augmented algorithm.

1.1 Bisecting K-Means Algorithm

One of the most popular clustering methods used today is the k-means clustering
algorithm. The k-means clustering algorithm, known for its simplicity, is used
in many fields for pattern recognition and cluster analysis. However, it has been
reported that the bisecting k-means algorithm, an augmented variant of the
original k-means algorithm, produces better clustering results than the standard
k-means in text mining [2]. The bisecting k-means simply repeats (1) standard
k-means clustering where k is fixed at 2 and then (2) split one, typically the
largest, cluster in to two clusters until the desired number of clusters is produced.
Detailed descriptions and rationale of the bisecting k-means algorithm can be
found in [2].

Disadvantages of the Algorithm. The bisecting k-means algorithm is known
to produce better results than the original k-means algorithm, yet there is still
room for improvement. For instance, as in the original k-means, the initial cen-
troids are usually chosen randomly in a typical bisecting k-means clustering.
This in turn may result in obtaining unstable and unreliable clusters and cluster
centroids. In other words, initial starting points heavily influence the outcome
of the analysis, and thus the results of analyses are not always identical nor
optimal. Another known setback of the k-means algorithm is that the number
of clusters to be made must be determined a priori. In real world problems, the
optimal number of clusters is hard to know. It requires multiple runs in order
to determine an optimal number of clusters (e.g. determining it by examining
a scree plot). The third disadvantage with the bisecting k-means algorithm is
that it implicitly assumes that clusters are similar in their sizes. That is, the
algorithm usually selects the largest cluster or the cluster with the largest sum
of squared error(SSE) value to be split. Thus a bigger cluster (i.e., cluster with
the largest number of instances) is almost always chosen to be divided into two
smaller clusters. This is not a problem for a data set that can be split into clus-
ters that are similar in their sizes. However, with real world data, we cannot
always expect the number of instances in every cluster to be similar.

2 Improving Bisecting K-Means

In this section we will present computational procedures aimed at improving the
original bisecting k-means algorithm by resolving the problems presented in the
previous section. The first procedure we considered was augmenting a bootstrap
aggregating process to resolve the instability of the k-means algorithm caused by
the random selection of initial centroids. Secondly, we modified the criterion for
identifying a cluster to be bisected. Instead of using the cluster size or aggregated
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distances between centroids and data points (i.e., SSE), we used each cluster’s
standard deviation as a criterion for bisection. Lastly, in order to address the
problem of determining the number of clusters a priori, we incorporated an
automated process to terminate analysis when an “optimal” number of clusters
have been created.

2.1 Bootstrapping Aggregating Method

In order to achieve stable and reliable clustering results, we included a bootstrap
aggregating procedure in the k-mean clustering step of our bisecting k-means.
In other words, we added a step to repeat the k-means clustering process for a
certain number of times and then consider the median of the resulting centroids
as the “true” centroids of the clusters. By aggregating results of repetitive k-
means analyses, the effect of random initialization would be reduced and more
optimal centroids should be identified.

2.2 Criterion for Bisection

Because the standard bisecting k-means almost always bisect the largest cluster
into two smaller ones, the produced clusters are usually uniform in size. This is
particularly true if a large number of clusters are created. Since it is unrealistic
to assume that the “true” cluster sizes in every real world data set are similar, we
proposed a criterion that does not necessarily produce equally-sized (populated)
clusters. In particular, we chose clusters’ standard deviations, which indicates
dispersions within clusters, as a criterion for bisection. Our rational is that a
coherent cluster is densely packed around its centroid and thus has a smaller
standard deviation. An incoherent or sparse “cluster,” on the other hand, con-
sists of multiple sub-clusters and has a larger standard deviation. Although, both
sum of squared error (SSE) and standard deviation may provide information on
the dispersion or sparseness of a cluster, while SSE does not reflect the size of
clusters (i.e., a larger cluster tends to have a larger SSE), the standard deviations
takes the cluster sizes into account. Thus the standard deviation provides infor-
mation on “relative” dispersion within clusters. By incorporating this criterion,
clusters of various sizes that are well concentrated around their centroids would
be created.

The standard deviation of cluster k is obtained by the following equation:

sk =

√∑
i∈ck

d(xi, ck)2

Nk
(1)

where d(x, ci) is the distance between data point xi (in cluster k) and the centroid
of cluster k and Nk is the total number of data in cluster k.

2.3 The Criterion for Termination

To resolve the complications of determining the number of clusters to be created
a priori, we have proposed an automated approach to terminate the algorithm
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when an optimal number of clusters have been created. For this process, we used
the decrease rate of the sum of squared error (SSE) as a criterion for terminating
the algorithm. The SSE is given as follows:

SSE =
K∑

k=1

∑
i∈ck

d(xi, ck)2 (2)

As the number of clusters increases, the SSE would decrease due to the fact
that each cluster would consist of a smaller number of, usually coherent, data.
However, we expected that there is a point at which an additional cluster would
only provide marginal decrement in SSE. We operationally defined that the
number of clusters created at that point as the “optimal” number of clusters
and then terminated the bisection process at this point.

In more detail, as shown in Eq. 3, the rate of decrease in error was calculated
by taking the difference of the current error (time t) with the error of the clusters
produced one iteration before (t− 1), and then dividing the difference with the
total error (i.e., initial SSE where there is only one cluster).

errorrate =

√
SSE(t− 1)−√

SSE(t)√
SSE(0)

(3)

When the resulting quotient becomes less than the termination parameter γ,
then the algorithm is terminated.

2.4 Latent Semantic Analysis

As with most text clustering and classification tasks, there are always problems
associated with handling extremely high dimensional data sets. To address this
problem, we added a feature reduction step, namely the Latent Semantic Anal-
ysis (LSA [3]), to our bisecting k-means algorithm. LSA reduces the number
of dimensions by identifying “effective” components or dimensions, and we used
only these “effective” dimensions for actual clustering. While LSA is usually per-
formed as data preprocessing in typical text mining tasks(e.g. [3]), we performed
LSA each time new clusters were created in order to obtain more representative
components or feature dimensions for each cluster.

Table 1. This table compares the differences between our augmented bisecting k-means

algorithm (ABKM) and the standard k-means (KM) and bisecting k-means algorithms

(BKM)

KM BKM ABKM

Requires K a priori yes yes no

Bootstrapping no no yes

Bisecting Criterion N/A cluster size or SSE Standard Deviation
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3 Experiments

In order to evaluate our new augmented bisecting k-means algorithm we per-
formed clustering experiments with the Reuters21578 corpus data. In Experi-
ment 1, we compared the results of standard k-means and bisecting k-means
method with our augmented bisecting k-means algorithm. We also performed
separate experiments to test the effects of bootstrapping aggregation (Experi-
ment 2) and of the Latent Semantic Analysis (Experiment 3).

3.1 The Data

From the Reuters21578 corpus, we created a total of three experimental data
sets to examine the performance of each algorithm. For each set of data, we split
it into a training set and a test set. In the first training set, we extracted articles
of four topics; “trade”, “crude oil”, “acquisitions,” and “earnings,” using 200,
200 ,300, and 300 articles respectively. The second training set contained 100
articles on “interest,” 200 “trade,” 200 “crude oil,” 300 “acquisition,” and 300
“earnings”. The third set contained 100 articles on “money-fx”, 100 “interest”,
200 “trade”, 200 “crude oil,” 300 “acquisition,” and 300 “earnings”. The test
sets contained 100 novel articles from each topic used in the training sets. These
three data sets were created to examine the effects of the clusters size and the
numbers of clusters on the three different clustering algorithms.

3.2 Pre-processing the Data

First, we removed any unneeded characters such as punctuation marks and num-
bers from the articles. We also converted all upper case letters to lower cases.
Along with the general stopwords such as “a”, “the”, “and”, we also removed
words such as “reported,” “told,” “according,” which are words that occurred in
high frequency in news articles. We also used the list of names and places that
came with the Reuters data to remove those unneeded terms. We, then, removed
99% sparse terms to reduce the dimensionality of the data (deeming that if a
term did not appear in more than 1% of the documents then it was not a needed
term for clustering). After removing unneeded terms we performed stemming,
which left us with a total of 2341 terms. As for document representation, we
used a popular bag of words model with the tf-idf weighting scheme to create a
document term matrix for our analyses. The document term matrix was created
using R programming language with the text mining package [4].

3.3 Experiments 1

In Experiment 1, we used three different stop criterion parameters that ranged
from 0.001–0.003, and used the number of clusters produced by our augmented
bisecting k-means as the number of cluster to be created (i.e., k) for the standard
k-means and bisecting k-means algorithms. The training set was used to find
centroids by the three different methods. After training, the test sets were used



Augmented Bisecting K-Means Algorithm 357

Set 1 Set 2 Set 3
0

20

40

60

80

100
A

cc
ur

ac
y

 

 
KM
BKM
ABMK

Fig. 1. The average classification accuracies for three different clustering algorithms,

namely augmented bisecting k-means algorithm (ABKM) and the standard k-means

(KM) and bisecting k-means algorithms (BKM)

to classify the articles according to the centroids found from the training sets.
Then we calculated the classification accuracies of the test sets to evaluate the
three clustering algorithms.

Results of Experiment 1. The average classification accuracies of the first
experiment are shown in Fig. 1. The average classification accuracy of our novel
augmented algorithm (ABKM) for Set 1 was about 15% higher than the original
k-means algorithm (KM) and about 4% higher than the standard bisecting k-
means algorithm (BKM). Looking at the results of the other two data sets, we
were able to see even larger differences in accuracies between our algorithm and
BKM. ABKM improved approximately 15% and 20% in classification accuracies
compared to BKM and KM, respectively.

The advantage of ABKM over BKM was more noticeable in the experiments
with Set 2 and Set 3 where the sizes of the “true” clusters were dissimilar (i.e.,
the clusters consisted of 100, 200, or 300 articles). In contrast, ABKM performed
only marginally better than BKM in Set 1 where the sizes of clusters were similar.
This tendency might be attributed to the differences in bisection criteria applied
to ABKM (i.e., standard deviation) and BKM (i.e., cluster size). That is, by
bisecting a less coherent or sparse clusters, ABKM was able to achieve more
accurate clustering than BKM when the “true” cluster sizes varied.

3.4 Experiment 2

We examined the effects of the bootstrap aggregating in Experiment 2 by in-
tegrating the process into both KM and BKM and excluding the process from
ABKM. Set 1 of Experiment 1 was used in the present experiment. The results of
Experiment 2 is shown in Table 2. In all k-means algorithms, we observed some
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Table 2. Result of Experiment 2. This tables shows the effects of adding a bootstrap

aggregating procedure to the standard k-means (KM), bisecting k-means (BKM), and

augmented bisecting k-means (ABKM).

Bootstrap Aggregating KM BKM ABKM

Not Incorporated 75.58% 87.67% 90.33%

Incorporated 81.52% 89.83% 92.08%

improvement in classification accuracies, suggesting that the bootstrapping pro-
cedure indeed produced more reliable centroids.

3.5 Experiment 3

In Experiment 3 we examined the effects of LSA by manipulating the propor-
tions of variance retained by LSA. We performed ABKM clustering where LSA
retained 95,75,60, 50 or 30% of the variance. We also tested without performing
the LSA process entirely. The results of Exepriment 3 were rather striking: the
classification accuracies for ABKM were higher than 92% in all conditions. That
is, only 30% of variance of the original data was needed for accurate clustering for
the present task, showing no adverse effect of dimension reduction on clustering.
Reducing the retention rate significantly decrease the amount of time required
for computation without decreasing accuracies. Note again, we performed LSA
every time new clusters were created. A similar outcome may not be obtained if
one performs LSA only once at the beginning of analysis.

4 Discussion and Conclusion

With three different text clustering experiments, we have shown that our algo-
rithm (ABKM) was able to outpreform and produce approximately 10% better
classification accuracies than the standard bisecting k-means (BKM) and 15%
better than the standard k-means algorithm (KM). The results of the boot-
strapping experiments showed that it has positive effect on clustering. However,
the difference in classification accuracies between BKM and ABKM might be
caused by the change in bisecting criteria. We need more extensive experiments
and analyses in order to confirm this speculation. Lastly, we were also able to
show that by using LSA we could cut the calculation time without adversely
affecting the precision of clustering.

We were able to show some advantages of using our augmented algorithm from
these experiments, but there are some issues associated with our algorithm. Al-
though LSA significantly reduces computational time, ABKM still require more
intensive computation than BKM and KM. It probably needs some algorithm
to terminate the bootstrapping process when additional resampling does not
provide any further information (for determining accurate centroids) in order to
prevent from running unnecessary analyses.
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The other issue is inherent to any bisecting k-means clustering. Once a cluster
is bisected into two cluster, the clusters that have been separated will never end
up back in the same cluster. This becomes a problem because the first few
bisections are often coarse (there are still a large number of data which belong
in different topics) and the likelihood of documents of the same topic being
separated can be high. This leads to documents that are of the same topic but
in different clusters. To resolve this problem we are currently extending our
algorithm to integrate a process of merging clusters.

We have only tested and compared ABKM against the standard versions of
the k-means and bisecting k-means algorithms, using a relatively small number
of topics and articles. In order to have a more comprehensive evaluation we
should compare our algorithm against methods that are growing in popularity
such as the self organizing maps [1] or algorithms that make use of evolutionary
strategies with a variety of data sets

Nonetheless, by integrating (1) a bootstrap aggregating procedure, (2) a bi-
secting criteria that relies on dispersions of data within clusters, and (3) a method
to automatically terminate the algorithm when an optimal number of clusters
have been produced, we were able to improve the original bisecting k-means al-
gorithm. The improvement was more apparent when the sizes of “true” clusters
were dissimilar.
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Abstract. A novel ontology based type 2 diabetes risk analysis system frame-
work is described, which allows the creation of global knowledge representa-
tion (ontology) and personalized modeling for a decision support system. A 
computerized model focusing on organizing knowledge related to three chronic 
diseases and genes has been developed in an ontological representation that is 
able to identify interrelationships for the ontology-based personalized risk 
evaluation for chronic diseases. The personalized modeling is a process of 
model creation for a single person, based on their personal data and the infor-
mation available in the ontology. A transductive neuro-fuzzy inference system 
with weighted data normalization is used to evaluate personalized risk for 
chronic disease. This approach aims to provide support for further discovery 
through the integration of the ontological representation to build an expert sys-
tem in order to pinpoint genes of interest and relevant diet components.  

Keywords: disease ontology, integrated approach, personalized modeling,  
diabetes. 

1   Introduction 

Populations are aging and the prevalence of chronic diseases which persists for many 
years is increasing. The chronic diseases such as cardiovascular disease, type 2 diabe-
tes and obesity have high global prevalence, have multifactorial aetiology and are 
mainly caused by interactions of a number of common factors including genes, nutri-
tion and life-style. For ontology based personalized risk evaluation for type 2 diabe-
tes, a Protégé-based ontology has been developed for entering data for type 2 diabetes 
and linking and building relationships among concepts. The ontological representa-
tion provides the framework into which information on individual patients for disease 
symptoms, gene maps, diet and life history details can be inputted, and risks, profiles, 
and recommendations derived. A personalized risk evaluation system has been used 
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for building the personalized model. Global models capture trends in data that are 
valid for the whole problem space, and local models capture local patterns which are 
valid for clusters of data. Both models contain useful information and knowledge. 
Local models are also adaptive to new data as new clusters and new functions that 
capture patterns of data in these clusters. A local model can be incrementally created. 
Usually, both global and local modeling approaches assume a fixed set of variables 
and if new variables, along with new data, are introduced with time, the models are 
very difficult to modify in order to accommodate these new variables. However new 
variables be accommodated in personalized models, as they are created ‘‘on the fly’’ 
provided that there is data for them [1]. The next two sections will describe a chronic 
disease ontology for type-2 diabetes and personalized risk evaluation method 
(TWNFI) which is used to build personalized models , its comparison with global and 
local models and the last section of the paper describes the framework for integration 
of chronic disease ontology and personalized modeling. 

2   Chronic Disease Ontology 

Ontology is a systematic account of being or existence. Ontology in terms of bioin-
formatics can be interpreted as the representation of the existing domain of the 
knowledge of life. Ontology is used to reason and make inferences about the objects 
within the domain [2]. Ontology is concerned with making information and knowl-
edge explicit; it includes descriptions of concepts and their relationships. Ontology 
describes a hierarchical structure of concepts and the relationships built in order to 
extract new knowledge.  Ontology is generally written as a set of definitions of the 
formal vocabulary of objects and relationships in the given domain. It supports the 
sharing and reuse of formally represented knowledge among systems [3, 4]. As a 
database technology, ontologies are commonly coded as triple stores (subject, rela-
tionship, object), where a network of objects is formed by relationship linkages, as a 
way of storing semantic information [5, 6]. A standardized ontology framework 
makes data easily available for advanced methods of analysis, including artificial 
intelligence algorithms, that can tackle the multitude of large and complex datasets by 
clustering, classification, and rule inference for biomedical and bioinformatics appli-
cations. The main advantages of building ontology are to extract and collect knowl-
edge; share knowledge; manage terminology; store, retrieve and analyze; find  
relationships between the concepts; discover new knowledge and reuse knowledge for 
decision support system. Chronic disease ontology consists of five major domains 
namely; organism domain, molecular domain, medical domain, nutritional domain 
and a biomedical informatics map domain. These domains or classifications contain 
further subclasses and instances. Each subclass has a set of slots which provide in-
formation about each instance and have relationships among other slots, instances and 
concepts. Each gene instance has different information associated with the gene and 
also has relationships with other domains. The advantage of this chronic disease on-
tology is that it can be updated manually and regularly with new knowledge and  
information providing a framework to keep an individual’s specific information 
(medical, genetic, clinical and nutritional), to discover new knowledge and to adapt as 
required  for personalized risk prediction and advice. 



362 A. Verma et al. 

3   Personalized Risk Evaluation System for Type 2 Diabetes 

Type 2 diabetes mellitus is one of the most common chronic “lifestyle” diseases with 
a high prevalence throughout the world [7]. There are two main types of diabetes 
mellitus; type-1 and type-2. Type 2 diabetes is the most common type of diabetes and 
globally about 90% of all cases of diabetes are type 2 diabetes [8]. There have been 
several models, namely, ‘The global diabetes model’ [9, 10], ‘The diabetes risk score’ 
[11], the ‘Archimedes diabetes model’ [12, 13], the Diabetes risk score in Oman [14], 
the ‘Genetic Risk Score’ [15]. All these models predict risk of future complications 
associated with type 2 diabetes in people with diagnosed type 2 diabetes. The global 
diabetes model (GDM) is a continuous, stochastic micro simulation (individual by 
individual approach) model of type 2 diabetes. The GDM is a computer program and 
predicts longevity, quality of life, medical events and expenditures for groups and 
individuals with type 2 diabetes. The GDM calculates rates and probabilities of the 
medical events in diabetic individuals [9, 10]. It has been reported that from the exist-
ing methods for predicting risk of type 2 diabetes, The Archimedes Model predicts 
the risk with better sensitivity and specificity than other models [16]. Recently, the 
‘Genetic Risk Score’ has been developed which uses multiple genetic as well as con-
ventional risk factors [15]. Because these methods calculate risk of type 2 diabetes 
globally and they are not the same as the proposed methodology in this thesis, which 
involves calculations of personalized risk. The aim of the current research is to create 
a personalized model for predicting risk of type 2 diabetes. Genetic variables have 
been used along with clinical variables to create a personalized model to predict risk 
of type 2 diabetes. The next section of this paper describes the data and methods used 
for creating a diabetes risk model using genetic markers along with clinical variables. 

3.1   Feature Selection for Building the Personalized Risk Evaluation System for 
Type-2 Diabetes 

The first step to build the model was feature selection which has been done by using 
different methods including signal to noise ratio and t-test. This analysis was done 
using NeuCom and Siftware. Results achieved from signal to noise ratio are exactly 
similar to student’s t-test. According to signal to noise ratio and t-test for the com-
bined male and female subjects, genes ANGPTL3, ANGPT4, TNF, FLT1, MMP2 and 
CHGA are ranked highest. Interestingly, gene CHGA has not been ranked at same 
high position for male and female subjects separately. The first six genes of highest 
importance for male and female subjects were selected for further analysis and to 
build personalized sex-specific risk prediction model. As genes are ranked differently 
as per signal to noise ratio for male and female subjects, different genes have been 
selected for personalized modeling.  Different methods were then used for type 2 
diabetes risk prediction methods such as multiple linear regression using NeuCom 
(global, inductive method), WWKNN and TWNFI (personalized methods) [17]. 

3.2   Examples of Personalized Modeling 

As every person has a different genetic admixture, therefore personalized prediction 
and treatment is required for each person. Table 1 shows results from example of  
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Table 1. Examples of TWNFI personalized models for two different male subjects; high risk 
and low risk; with weight of variables and genes with global weights representing importance 
of the variables 

 
personalized model built for two male subjects. Subject 1 belongs to class 1(with type 
2 diabetes) and subject 2 belongs to class0 (without type 2 diabetes). 

It was found that highest accuracy was achieved with the TWNFI method. TWNFI 
not only gives highest accuracy, also gives weights of variables as per their impor-
tance for risk of disease. For each subject in present example, separate weight of each 
variable has been presented and compared with global weights of variables for male 
subjects. It is very interesting that male subject 1 and 2 both have higher values of 
fasting blood glucose, cholesterol and triglycerides, the genes were more important 
factors to predict the risk of type 2 diabetes for male subject 2. By comparing weights 
for each variable of each subject, it was found that for male subject 1, gene TNF was 
found to be the most important gene associated with type 2 diabetes while for male 
subject 2, ANGPT4 gene has been weighted the highest, while for all the male sub-
jects the ANGPTL3 gene has been found most important factor for type 2 diabetes. 
TWNFI along with high accuracy and importance of variables also provides   set of 
rules based on the clusters formed based on nearest neighbors. Each rule contains a lot 
of information. Rules or profiles for male subjects were generated on the basis of 
nearest samples. 

 Subject 1 (High risk male) Subject 2 (Low risk male)  

Input Variables Values of input Weights of 
input variables

Values of input Weights of 
input variables

Global 
weights/ 
importance 
(male) 

Age (years) 58 0.7729 42 0.9625 0.8393 

Haemoglobin (g/L) 12 0.8521 15.4 0.7847 0.8429 

Fasting blood glucose 
(mmol/L) 

5.6111 0.7507 5.1111 0.9352 0.8769 

Cholesterol (mmol/L) 4.7582 0.7478 5.3013 0.752 0.8104 

Triglycerides (mmol/L) 2.1225 0.6961 2.6983 0.7413 0.8327 

ANGPTL3 32.14 0.7617 1 0.9269 0.9254 

FGF1 17.9446 0.7295 1 0.641 0.8228 

FLT1 24.059 0.651 1 0.7059 0.8096 

MMP2 4.4584 0.6797 1 0.8802 0.9009 

TNF 3.3048 1 1 0.8495 0.8699 

ANGPT4 14.1165 0.6705 1 1 0.904 

Actual output 1  0   

Predicted output with 
Multiple linear regression 

 0.7963  0.1378  

Predicted output with 
WWKNN 

 1.127  0  

Predicted output with TWNFI  1.002  0  
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4   Integration of Chronic Disease Ontology and Personalized 
Modeling 

The chronic disease ontology that was described in section 2 will be used to integrate 
personalized modeling and ontology. The current chronic disease ontology contains 
most of genes which are common for three chronic interrelated diseases (cardiovascu-
lar disease, type-2 diabetes and obesity).  

Data was collected during a Government Research Program with the title: ”Biolo-
gia e Impiego dei Progenitori Endoteliali nell’ Arteriopatia Obliterante Periferica” 
sponsored from  Italian Ministry of the Health. In the present Italian dataset used for 
predicting risk of type 2 diabetes clinical and genetic variables were included and it 
was found that for male and female subjects different combinations  of genes are 
more predictive of type 2 diabetes. So these genes were updated in the chronic disease 
ontology and the missing genes and information related to these genes was also added 
in to the chronic disease ontology. Similarly, any other information derived from 
personalized model can be added to the chronic disease ontology and the new rela-
tionships and discoveries within the chronic disease ontology can be used to improve 
personalized risk evaluation system. The framework uses the chronic disease ontology 
based data and knowledge embedded in the ontology. It also allows the adaptation of 
new knowledge by entering the results of the machine learning system to ontology. 
The first module for integration is protégé based the chronic disease ontology which 
is knowledge and data repository module, second module is TWNFI; a personalized 
modeling technique and an interface between both the modules.  

4.1   Example for Integration of the Chronic Disease Ontology and Personalized 
Diabetes Risk Analysis Model 

Integration of the chronic disease ontology and personalized model can be done for 
diabetes. For example, the information obtained from personalized model for type 2 
diabetes in the Italian dataset, such as the gene matrix metalloproteinase (MMP2), 
responsible for protein binding in normal person and mutated form is responsible for 
high risk of type 2 diabetes in the Italian male population can be added to the ontol-
ogy and if a new male subject comes which is from Italian population, the same in-
formation can be used next time. Similarly, it has been found that the gene hypoxia 
inducible factor 1 (HIF1A) acts as a normal transcription binding factor but mutation 
in gene is related to type 2 diabetes in females in Italian population. This information 
can be added to ontology and can be applied to the analysis for the next new subject 
from a similar population and with similar clinical features for risk prediction. Similar 
process can be applied for predicting risk of obesity. Recently, it was found that gene 
FTO in its inactivated state protects from risk of obesity [18]. Polymorphism in FTO 
gene is strongly and positively correlated to body mass index which is common 
measure of obesity.  This knowledge has been updated in the chronic disease ontology 
and the system is able to use this knowledge if a similar subject with high body mass 
index comes, it can identify that FTO gene is active and the person may have a pre-
disposition to obesity if dietary intake exceeds physical activity by upsetting. 
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5   Conclusions 

Diabetes has global prevalence and there have been many methods developed to pre-
dict risk of type 2 diabetes. All the methods developed so far use general and clinical 
variables only. None of the methods so far published have combined clinical and 
genetic variables together. This chapter describes how a model was built using clini-
cal and genetic variables. In particular, it has been found that  
 

o Male subjects have high values of cholesterol and triglycerides and are more 
prone to type 2 diabetes.  

o For male and female subjects different combinations of genes have associa-
tion with type 2 diabetes.  

o For male subjects, genes ANGPTL3, MMP2, ANGPT4, TNF, FGF1 and 
FLT1 appear to be the most important genes associated with risk of type 2 
diabetes. 

o For female subjects, genes ANGPTL3, ANGPTL4. HIF1A, TNSF15, FLT1 
and TNF appear to be the most important factors for determining risk of type 
2 diabetes. 

For personalized modeling, different methods such as WWKNN and TWNFI were 
used and compared. It has been found that TWNFI gives highest accuracy along with 
importance of each gene and variable by optimizing each variable and weight which 
can be used for better prediction and recommendations. The personalized risk evalua-
tion system explained in this paper utilizes 6 genes at this stage and it can be further 
extended with more genes and more set of clinical and general variables. Still a better 
prediction system can be developed, if nutritional information and other environ-
mental variables are known (e.g. exposure to sun for vitamin D) along with clinical 
and genetic variables are available. 
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A Pulse-Coupled Network of SOM
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Abstract. In this paper, we present a resonate-and-fire type spiking

neuron model and analyze its stability of synchronization phenomena to

an input spike train. We also present a parameter update rule to mem-

orize a period of input spike train and analyze its pull-in process. Then

we present a pulse-coupled network of the proposed model and show

that the proposed network and a Kohonen’s SOM has similar functions.

And we make comparisons to a network of another resonate-and-fire type

neuron model and show superiority of the proposed model.

1 Introduction

Many spiking neuron models have been presented and investigated [1,2,3,4,5,6,7].
For example, resonate-and-fire models have been used to investigate spike-based
information coding and processing functions and have been implemented on
electric circuits [2,4,5,6,7]. Inspired by such resonate-and-fire models, we have
proposed a subthreshold oscillating neuron (SO) model that can be regarded
as a piecewise linearised version of simple Izhikevich model or a generalized
version of Mitsubori-Saito (MS) model [8]. Also, resonate-and-fire models have
been used to construct pulse-coupled neural networks (PCNNs) whose appli-
cation potential include image processing based on synchronization phenomena
[9,10,11]. For example, a self-organizing map (SOM) using digital phase-locked
loops (DPLLs), which can be regarded as a resonate-and-fire models, was pre-
sented [12,13]. Inspired by such DPLL SOM, we have proposed a self-organizing
network of spiking neurons (SSN) that can be regarded as a pulse-coupled net-
work version of an SOM.

In this paper, first, we propose the SO model and analyze its stability of syn-
chronization phenomena to an input spike train. Next, we present an update
rule of a dynamic parameter and analyze its pull-in process. We then show that
the SO model can memorize input period. Third, we present a pulse-coupled
network of SO models and show that the network can have an SOM-like clus-
tering function. Forth, we make comparisons to Kohonen’s basic SOM (BSOM)
and a pulse-coupled network of MS models as shown in Table: 1: (1)the SSN
of the SO model has similar processes to those of the BSOM, (2)the operation
of the BSOM uses numerical calculation whereas the operation of the presented
model uses nonlinear dynamics, and (3)the SSN of the MS model doesn’t have
an SOM-like function although return maps and bifurcation diagrams of those
models are fitted.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 367–375, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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We emphasize that typical implementations of an SOM need a minimum value
detector for implementation of the winner-take-all (WTA) process but the SSN
doesn’t because of replacing the WTA process by competitive process. We also
emphasize that the SSN memorizes input pulse train intervals to a natural fre-
quency of the SO model without a phase detector unlike [13]. In [8], we have
synthesized the SO model and an SOM to prototype the SSN. However, in that
paper, stability analysis of the SO model, discussion about the basic SOM func-
tion and comparison to other pulse-coupled networks were insufficient.

2 A Spiking Neuron Model

In this section, we introduce a new spiking neuron. It is a nonlinear subthreshold
oscillating neuron model which is easily implemented by an electronic circuit.
We use the model as a network element in the next section. Let t ∈ R+ =
{t|t ∈ R, t ≥ 0} be a continuous time. Then we define a periodic input u(t)
whose period is T ∈ R+ i.e., u(t) :=

∑∞
n=1 δ(t − nT ) where δ is the Dirac’s

delta function. We use two state variables v, r∈ R and one weight parameter
w∈ R. v corresponds to a membrane potential and r corresponds to a recovery
variable of Izhikevich’s simple model (2003) respectivety, and w corresponds to
a synaptic weight. For simplicity, we use a state vector X = [v, r]T∈ R2 and a
weight vector W = [w, 0]T∈ R2. The subthreshold dynamics of a subthreshold
oscillating spiking neuron (SO) model is described by the following equation.

Ẋ = AX + B + Wu⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
A =

[
−1 −b

b −1

]
, B =

[
0
0

]
for v < η

A =

[
1 −b

b −1

]
, B =

[
2η

0

]
for v > η

(1)

First, we consider an autonomous and subthreshold oscillating case, i.e., W =
[0, 0]T and v stays less than a firing threshold. We use two parameters b, η∈ R

to characterize the subthreshold behavior. In this paper, we fix η = −20. So the
control parameter is b. Fig:1 shows waveforms and phase space trajectories. We
can see that the SO model oscillates periodically. We can obtain the approximate
period P ∈ R by the following SO model’s eigen values λ. λ = 1 ± bi for v < η,

λ = ±bi

√
1 − (

1
b

)2 for η < v. We assume that |b| is much larger than 1, i.e.,
(1/b)2 
 0. Then, the natural period P is approximated by the parameter b, i.e.,
P 
 2π/b.

Secondly, we consider an autonomous and firing case, i.e., W = [0, 0]T and v
is greater or equal to the firing threshold θ ∈ R. Let tn∈ R+ be the n-th moment
when the state v reaches the firing threshold θ, i.e., t1 = min{t|v(t) ≥ θ, t ≥ 0},
tn+1 = min{t|v(t) ≥ θ, t > tn}. Let t+ = lim

ε→+0
t + ε. At the moment t = tn, the

state vector X is reset to [c, r]T , i.e., X(t+) =
[

c
r(t)

]
if v(t) ≥ θ where c∈ R is
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Fig. 1. Typical behaviors of the SO models. (a1) shows time series of the states , input

and output in autonomous case. (a2) shows its trajectories. (b1) shows time series of

the states , input and output in non-autonomous case. (b2) shows its trajectories. (b,
η, θ, c) = (10, −20, 60, 40). Input period T = 2π/10.

a reset parameter. We refer to such a reset as a self-firing. An output of the SO
model is given by y(t) :=

∑∞
n=1 δ(t − tn).

Third, we consider a non-autonomous case, i.e., W �= [0, 0]T . We define t− =
lim

ε→−0
t+ε and t++ = lim

ε→+0
t++ε. At the moment t = nT , the state vector X jumps

to X + W by an input pulse u(nT ), i.e., X(t+) = X(t−) + W if t = nT . If the
state v(t+) overs the firing threshold θ, the state vector X is reset to [c, r]T , i.e.,

X(t++) =
[

c
r(t−)

]
if v(t+) ≥ θ. We refer to such a reset as a compulsory-firing.

The exact solution of the state X(t) can be obtained by solving the piecewise
linear equation in Eq(1).

We analyze the behavior of discrete-time state r[n] ∈ I ≡ {r(t)|t = nT } in
the compulsory-firing case using a return map (Poincare map). We define the
following Poincare section LF .

LF = {(v, r, t)|v = θ, t = nT } (2)

We assume that the weight w is large enough, e.g., w = 100. Then, we can obtain
a return map F , i.e.,

F : LF → LF , r[n] �→ r[n + 1] (3)

An analytical formula of the return map F is obtained by solving the piecewise
linear equation in Eq(1). Fig:2 shows the return map F . In Fig:2, there are
attractors A, B and C in (a), (b) and (c) respectively. We can see that each
attractor A, B and C in Fig:2 is a fixed point or a periodic attractor. In Fig:2,
the state r[n] with a periodic input u(t) is stable when the weight w is large
enough. Consequently, we can say that the analitical result of the state r[n] is
stable in compulsory-firing case.
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Fig. 2. Return maps of the SO model whose poincare section is LF = {(v, r)|v = θ, t =

nT}. [η, θ, c] = [−20, 60, 40]. Input period T = 2π/10. (a)P = 2π/9, (b)P = 2π/10,
(c)P = 2π/12.

2.1 Parameter Update Rule

We expand the SO model to memorize a period of the input u(t) by updating
the parameter b. We update the parameter b when a compulsory-fire occurs as
the follows.

if t = tn = mT, then
b(t++) = b(t−) + g(r(t−)) (4)

g(r) :=

{
αr for Ll < r < Lu

0 otherwise

We refer to such an update for g(r) �= 0 as valid update and refer to the parame-
ter b as a dynamic parameter. Fig:3 shows a bifurcation diagram of the dynamic
parameter b for the input period T . As shown in Fig:3, the input period T

Fig. 3. Typical phenomena of pull-in process of the dynamic parameter b for the input

period T . [η, θ, c, α, Ll, Lu] = [−20, 60, 40, −π/60, −30, 30]. Initial parameter b0 is

fixed to 10. (a) shows w = 15 case. (b) shows w = 30 case. (c) shows w = 100 case.
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can be split into IA, IB and IC . From Fig:3, if the input period T is close to
P (0) = 2π/b(0), then 2π/b∗ := lim

t→∞2π/b(t) is near T , i.e., 2π/b∗ � T for T ∈ IB .

3 A Pulse-Coupled Neural Network

In this section, we introduce the self-organizing network of spiking neurons (SSN)
interconnected with the spike train. Let i ∈ N be an index of each spiking neuron
and tn,i ∈ R+ be the n-th firing moment of the i-th neuron. Then we use state
variables vi, ui ∈ R , weight parameter wi ∈ R and dynamic parameter bi ∈ R.
For simplicity, we use a state vector Xi = [vi, ui]T ∈ R2 and a weight vector Wi =
[wi, 0]T . The single neuron is described by the following equations.

Ẋi = AiXi + B + Wiu⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ai =

[
−1 −bi

bi −1

]
, B =

[
0
0

]
for vi < η

Ai =

[
1 −bi

bi −1

]
, B =

[
2η

0

]
for vi > η

(5)

At the n-th firing moment of the i-th neuron i.e., t = ti,n, the state vector Xi

is reset to [c, ri]T , i.e., X(t+) =
[

c
ri(t)

]
if t = tn,i ≥ θ. The output yi of the

i-th neuron is given by yi(t) :=
∑∞

n=1 δ(t − tn,i). In the SSN, the SO models
are connected by the following two processes, competitive process and parameter
update process.

1. The competitive process is described by two update rules of weight wi.
(a) At the n-th input moment i.e., t = nT , the weight wi jumps to wi + δw,

i.e.,

if t = nT then
wi(t+) = wi(t−) + δw, for all i (6)

(b) At the n-th firing moment of the j-th neuron i.e., t = tn,j , the weight wi

jumps to wc ∈ R, i.e.,

if t = tn,j then
wi(t+) = wc, for all i except i = j (7)

2. The parameter update process is given by a update rule of dynamic param-
eter bi, bi±1.
(a) At the moment t = tn,j, we update dynamic parameter bj, bj±1 when

the j-th neuron’s compulsory-fire occurs, i.e.,

if t = tn,j = mT then{
bj(t++) = bj(t−) + g(rj(t−))
bj±1(t+) = bj±1(t−) + δb

(8)
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(b) In this paper, we set 10 neurons in line δb :=

{
0.1 if bi − bi±1 > 0
−0.1 if bi − bi±1 < 0

.

Now we simulate the SSN of the SO models. We select input period from {TA :=
2π/10, TB := 2π/11, TC := 2π/12} randomly. We set 10 neurons in line and
initial parameter bi(0) = 10 for all i. Fig:4(a) shows time waveforms of the
indices of the firing neurons. Fig:4(b) shows time waveforms of the dynamic
parameter bi for all neurons. Fig:4(c) shows the dynamic parameter bi at the
end of the simulation. We can see that the dynamic parameters are clustered
into NA, NB and NC in Fig:4(c). So, we can say that the SNN learns the input
periods by the dynamic parameter bi.

Next, we compare the SSN to a basic self-organizing map (BSOM). The BSOM
uses numerical calculations to realize the competitive process (winner-take-all)
and the parameter updates. The BSOM is described as a serial of two processes,
winner take-all process and reference vector update process. Table:1 shows com-

Fig. 4. A typical result of the ONLINE simulation of the SSN of the SO model. This

SSN is composed of 10 neurons. (a) shows the firing moments tn,i for all i in t− i plane.

(b) shows the transition of the dynamic parameter bi for all i in i− b plane. (c) shows

the dynamic parameter bi in a steady state in i− b plane. [η, θ, c, α, Ll, Lu, δw, wc] =

[−20, −π/60, 60, 40, −30, 30, 5, 5]. Initial dynamic parameter bi(0) is fixed to 10 for

all i. Simulation is done for 200 times and the input intervals are selected randomly

from {TA = 2π/10, TB = 2π/11, TC = 2π/12}.

Table 1. Comparison among Kohonen’s basic SOM, proposed SSN of SO model and

SSN of MS model

Kohonen’s BSOM SSN of SO model SSN of MS model

Winner take-all process Valid competitive process Invalid competitive process

by numerical calculations by nonlinear dynamics by nonlinear dynamics

Reference update process Parameter update process

by numerical calculations by nonlinear dynamics

Similar SOM functions Different from Fig:4 and Fig:5

as shown in Fig:4 and Fig:5 as shown in Fig:6
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Fig. 5. A typical result of the ONLINE simulation of the Kohonen’s BSOM. This

BSOM is composed of 10 units. (a) shows the winning moments for all i in t − i
plane. (b) shows the transition of the reference mi for all i in i −m plane. (c) shows

the reference mi in a steady state in i − m plane. In this simulation, the reference

vector update process is mc(t + 1) = mc(t) + 0.5 · (x(t) −mc(t)) and mc±1(t + 1) =

mc±1(t)+0.1 · (x(t)−mc(t))/|x(t)−mc(t)|. Initial reference mi(0) is fixed to 10 for all

i. Simulation is done for 300 times and the input variables are selected randomly from

{10, 11, 12}.

Fig. 6. A typical result of the ONLINE simulation of the SSN of the MS model. (a)

shows the firing moments tn,i for all i in t − i plane. (b) shows the transition of the

dynamic parameter bi for all i in i − b plane. (c) shows the dynamic parameter bi at

the end of simulation in i− b plane. [θ, c, α, Ll, Lu, δw, wc] = [60, 40, −π/60, −30, 30,

5, 5]. Initial dynamic parameter bi(0) is fixed to 20.0 · 2π for all i. Simulation is done

for 200 times and the input intervals are selected randomly from {TA = 2π/10, TB =

2π/11, TC = 2π/12}.

parisons between the SSN and the BSOM. We simulate one dimensional BSOM
to compare the BSOM with the SSN. We select input from {10, 11, 12} randomly.
We set 10 units in line and initial parameter mi(0) = 10 for all i. Fig:5(a) shows
time waveforms of the indices of the winner unit. Fig:5(b) shows time waveforms
of the reference variable mi for all neurons. Fig:5(c) shows the reference variable
mi at the end of the simulation. We can see that the reference parameters are
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clustered in Fig:5(c). From Fig:4 and Fig:5, we can say that the dynamics of the
SSN has the similar SOM function like the numerical calculations of the BSOM.

4 Comparison with Another Spiking Neuron

We compare the SO model with the Mitubori-Saito (MS) model which is a simple
resonate-and-fire model and easily implemented by an electronic circuit. The MS
model is the same as the SO model when η > θ. Fig:6 shows the result of the SSN
simulation using the MS model. We fit the behavior of the MS models to that of
the SO models by fitting return maps and bifurcation diagrams. Fig:6(a) shows
that, in the SSN of the MS model, the winner never changes and the competitive
process doesn’t work. By comparing Fig:4 and Fig:6, the typical behavior of the
SSN of the MS models is different from that of the SO models. We simulated the
SSN of the MS model numerically for many inputs and the results tend to be like
Fig:6. We conclude that the SO model is suitable for the SSN compared to the
MS model. This is probably because the MS model converges to an equibrium
but the SO model doesn’t.

5 Conclusion

We have presented the subthreshold oscillating (SO) model, the update rule of a
dynamic parameter b and the self-organizing network of spiking neurons (SSN).
First, we have analyzed the stability of synchronization phenomena of the SO
model by return maps. Secondly, we have analyzed the pull-in process of the
dynamic parameter b. Next, we have shown that the SSN of the SO model and
Kohonen’s SOM have similar functions and the SSN of the MS model (linear
version of the presented SO model) doesn’t. Future problems include classifica-
tion and analysis of bifurcation phenomena and the performance of the network,
application to pulse-based signal processing and clarification about the difference
between the MS model and SO model on SSN. The authors would like to thank
Professor Toshimitsu Ushio of Osaka University for valuable discussions. This
work is partially supported by the Center of Excellence for Founding Ambient
Information Society Infrastructure, Osaka University, Japan and by KAKENHI
(21700253).
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A Simple Spiking Neuron with Periodic Input:

Basic Bifurcation and Encoding Function
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Abstract. This paper studies dynamics of a simple bifurcating neuron

to which spike-train input is applied a refractory threshold. The neu-

ron can exhibit rich periodic orbits that is super-stable for initial state

and has very fast transient. The periodic orbits are characterized by the

rotation number that relates to rate coding of the spike-train. The dy-

namics can be simplified into the 1-D map of spiking phase. The phase

map is piecewise linear and basic bifurcation phenomena can be clarified

theoretically.

1 Introduction

The bifurcating neuron (BN, [1]-[5]) is a switched dynamical system based on
artificial spiking neuron models. The BN has a periodic base signal and the state
variable repeats integrate-and-fire behavior between the threshold and base. De-
pending on the shape of the base, the BN can exhibit a variety of periodic/chaotic
spike-trains and related rich bifurcation phenomena. Using plural BNs, pulse-
coupled networks (PCN) can be constructed. The PCN can exhibit rich syn-
chronous/asynchronous phenomena.

Motivations for studying the BN and PCN are many, include the following
three points: (1) analysis of spike-trains, synchronization and bifurcation phe-
nomena is important as basic nonlinear problems [8]-[10]; (2) analysis of spike-
based encoding function is a key to understand information processing function
in the brain [6] [7]; (3) spike-trains are low power and their rich dynamics can
be basic to develop novel engineering applications such as spike-based commu-
nications [3], spike-based signal processing [11]-[14] and associative memories
[4]. However, analysis of the BN has not yet completed because of complex
nonlinearity.

This paper studies dynamics of a simple BN with spike-train input. First, as
a preparation, we introduce a BN with sawtooth-type base signal. The dynamics
can be simplified into the 1-D map of spiking phase. The phase map is piecewise
linear and basic bifurcation phenomena can be clarified precisely. We then apply
periodic spike-train input to the BN via a refractory threshold. For simplicity we
consider the case of the dc base signal. The refractory threshold can cause rich
periodic orbits that is super-stable for initial state and has very fast transient.
In order to characterize the super-stable periodic orbits (SSPO), we introduce

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 376–383, 2009.
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Fig. 1. Dynamics of BN

the rotation number that relates to rate coding of the spike-train. The phase
map is equivalent to the circle map with flat segment and basic bifurcation can
be analyzed theoretically. Especially, it is clarified that the rotation number
exhibits one-direction devil’s stair for a parameter. These novel results are basic
to clarify spike-based encoding function of wider class of BNs and PCNs; and
can be a trigger to develop novel bifurcation theory of SSPOs. It should be noted
that there exist few works that bridge between nonlinear neuron dynamics and
analog signal processing.

2 Bifurcating Neurons

Fig.1 shows dynamics of the BN. The state variable x rises to the threshold
th. When it reaches th, the threshold it jumps to b(τ) and BN outputs a spike
y = 1. Repeating this behavior the BN outputs spike-train y(τ). The dynamics
is described by Eq.(1).⎧⎨⎩

dx
dτ = s and y(τ) = 0 for x(τ) < th = 0

x(τ+) = b(τ+) and y(τ+) = 1 if x(τ) = th
(1)

where τ denotes the dimensionless time and th = 0 is the normalized threshold.
Adjusting the shape of b(τ), the BN can output a variety of spike-trains and
exhibits rich bifurcation phenomena. For simplicity, we use the sawtooth base
signal with period 1:

b(τ + 1) = b(τ),

b(τ) = a(τ − 0.5)− 1 for 0 ≤ τ < 1.
(2)

This BN is characterized by two parameters s and a that control rising slope of
x and amplitude of b(τ), respectively. For simplicity we focus on the following
parameter subspace.

Ps ≡ {(a, s)|0 < s,−2 < a < 2}
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In order to consider the behavior of the BN, we derive a spike-position map.
Let τ(n) denote the n-th spike-position where n is a positive integer. Since τ(n)
determines τ(n + 1), we can define a spike-position map:

τ(n + 1) = f(τ(n)) ≡ τ(n) − 1
s
b(τ(n)) (3)

Since the base signal is period 1, we can introduce the spike-phase θ(n) ≡
τ(n) mod 1. Substituting Eq. (2) into (3) and using the spike phase, we can
describe the phase map as the following:

θ(n + 1) = F (θ(n)) ≡ f(θ(n)) mod 1

= (1 − a
s )(θ(n) − 1

2 ) + 1
s + 1

2 mod 1
(4)

As shown in Fig. 2, we define some parameter sets:

Pspo ≡ {(a, s)|0 < a < 2s} ∩ Ps

Pc1 ≡ {(a, s)|2s < a} ∩ Ps

Pc2 ≡ {(a, s)|a < 0} ∩ Ps

Prot ≡ {(a, s)|a = 0} ∩ Ps

Pcut ≡ {(a, s)|a = −s} ∩ Ps

In Pspo, the BN outputs periodic spike-train corresponding to the phase map
as shown in Fig. 2 (b). In Pc1 ∪ Pc2, the BN outputs chaotic spike-train cor-
responding to the phase map as shown in Fig. 2 (a) and (d). In Protation, F
is onto and is equivalent to the rotation of the unit circle [8] as shown in Fig.
2 (c): F (θ) = θ + 1/s mod 1. In this case F exhibits a variety of periodic or
quasi-periodic orbit depending on parameter value. 1/s that corresponds to the
rotation number. The rotation map relates deeply to the sigma-delta modula-
tor, a simple A/D converter with rate coding. In Pc2, the map F is equivalent
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Fig. 2. Some parameter sets
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to the cut map that can be regarded as a binary encoder. Fig.3 shows typical
phase maps. The phase map is piecewise linear and we can analyze the dynamics
precisely.

3 BN with Periodic Spike-Train Input

Let us consider the case of a = 0 with periodic spike-train input. This is a basic
system to consider response characteristics of the BN from spike-train inputs. As
shown in Fig. 5. the base signal is constant, b(τ) = −1, and x rises with slope s
to the normalized threshold th=0. The periodic spike-train with period 1 is ap-
plied to the BN. The state variable x is reset to the base either (1) x reaches the
threshold th=0, or (2) a spike arrives during x exceeds the refractory threshold
−q. The dynamics is described by⎧⎪⎪⎪⎨⎪⎪⎪⎩

x(τ+) = −1 if x(τ) = 0

x(τ+) = −1 if x(τ) ≥ −q and τ = n

dx

dτ
= s, otherwise

(5)

where −1 < q < 0. The refractory threshold −q controls effects of the input on
the resetting: as −q approaches to 1, the effects of the input decreases. Spike-
position map and spike-phase map are given by the following equation.
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τn+1 = f(τ)

=

⎧⎪⎨⎪⎩
m for m − 1

s
≤ τ(n) <

q

s
− 1

s
+ m

τ(n) +
1
s

+ 1, otherwise

(6)

θ(n + 1) = F (θ(n)) = f(θ(n)) mod 1

=

⎧⎨⎩
θ(n) + 1

s , for θ(n) ∈ I1 ≡ {θ(n)|0 ≤ θ(n) < 1 − 1
s}

0, for θ(n) ∈ I2 ≡ {θ(n)|1 − 1
s ≤ θ < 1 − 1

s + q
s}

θ(n) + 1
s − 1, for θ(n) ∈ I3 ≡ {θ(n)|1 − 1

s + q
s ≤ θ(n) < 1}

(7)

where m denote positive integers. Fig.5 shows typical examples of F . F is a
rotation map with the trapping window I2 that has rich periodic orbits. Here-
after we refer to F as rotation with window width q

s . Note that an orbit must
enter into the window I2 if 1/s is irrational. Since slope of F is zero on Is, the
periodic orbit is superstable for initial state and has very fast transient. In order
to characterize the SSPO, we introduce an encoding:

ω(θ(n)) =
{

0 if ∈ I1

1 if ∈ I2

⋃
I3

(8)

A periodic orbit with period M is characterized by a rotation number:

ρ =
1
M

M∑
n=1

ω(θ(n)) (9)

If q = 0 and an orbit is quasi-periodic then the rotation number is given by
the limit for M → ∞. Fig.6 illustrates a rough bifurcation diagram. The BN
exhibits SSPO and the period increases as the tone becomes dark. In order to
clarify existence region of SSPOs we define parameter sub-sets:

P N
M

≡ {(a, s)|N
M

≤ 1
s

<
N

M − q
} (10)

10

1−

0
2 3)(τx τ

q

s

)(τu

Fig. 4. Dynamics of BN with periodic pulse-train input
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M

.

Theorem: The SSPO with rotation number N/M exists if (a, s) ∈ P N
M

and
(a, s) /∈ P N′

M′
for integers M ′ and N ′ such that M ′ < M and N ′ < M ′.

This is a theoretical background for Fig.6. Fig. 7 shows encoding character-
istics where we regards 1/s and ρ as input and output, respectively. If q = 0,
the map F is rotation and the characteristics Fig.7(a) for a finite value of l
corresponds to basic analog-to-digital conversion by rate coding. For q > 0,
the map F exhibits SSPOs (with finite period) for almost all parameter val-
ues. Using encoding Eq. (8), we can transform the SSPO into binary sequence
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with finite code length. In this case, the rotation number corresponds to ap-
proximation of the analog input 1/s. As q approaches zero, variety of SSPOs
and encoding resolution increase. The charactersitics seem to be one-direction
devils’s stair case. This is a basic result to consider encoding function of the
BNs.

4 Conclusions

We have analyzed basic bifurcation phenomena of simple BM with spike-train
input. The refractory threshold causes rich SSPOs. The SSPOs are characterized
by the rotation number of rate encoding. Using the phase map, bifurcation can
be clarified precisely.
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Future problems include bifurcation analysis for wider class of base signals,
analysis of spike-based encoding function, and design of simple hardware [3] [15]
for engineering applications.
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Abstract. This paper discusses the implications of noises in a pulse-

density modulation single-electron circuit based on Vestibulo-ocular Re-

flex model. The proposed circuit consists of an ensemble of single-electron

integrate-and-fire neurons that encode the input voltage into pulses

whose temporal density is proportional to the amplitude of the input.

We confirmed that static noises (heterogeneity in circuit parameters)

and dynamic noises (random firing) introduced into the network indeed

played an important role in improving the fidelity with which the neu-

rons could encode signals with input frequencies higher than the intrinsic

response frequencies of single neurons or a network of neurons without

noises. Through Monte-Carlo based computer simulations, we demon-

strated that noises could enhance the fidelity with which the network

could correctly encode signals with high input frequencies: a noisy net-

work could operate over a wider input range that a single neuron or a

network of homogeneous neurons.

Keywords: neuromorphic LSIs; neural networks; single-electron cir-

cuits; pulse-density modulation.

1 Introduction

As physical features of electronic devices approach the deep sub-micron (nano)
scales, variance in physical parameters of fabricated devices (static noises) and
sensitivity to external noises (dynamic noises) become more pronounced, posing
a challenging task to the circuit designer. Most of the research toward solving
these problems has been focused on reducing the impact of static noises through
improved fabrication techniques, improving shielding technologies to protect de-
vices from radiation and extrenal noises, or architectural level approaches where
additional circuitry is introduced into the system to increase the signal to noise
ratio. The above-mentioned approaches might not provide the once-and-future
solution, especially for the constantly shrinking device sizes. A novel approach to
� Corresponding author.
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solving this problem would be to effectively use both static and dynamic noises
to improve circuit performance.

If we look at how signal processing is carried out in neuronal systems, we
find that individual neurons have high heterogeneity in intrinsic response prop-
erties; they have diverse variances in firing rates, and some of the neurons are
even defective. However, in spite of these setbacks neuronal systems accurately
encode signals as they are relayed from sensory organs to the central nervous
system, or to other organs. A number of reports suggest that neurons in fact em-
ploy heterogeneity to effectively encode signals ([1] - [3]). Hospedales et al. ([1])
demonstrated that neurons in the medial vestibular nucleus (MVN) can encode
high frequency signals with a high temporal precision as a result of their het-
erogeneity. This paper introduces a neuromorphic circuit that effectively utilizes
both static and dynamic noises to improve the temporal fidelity of signal trans-
mission in a pulse density modulation circuit based on Vestibulo-ocular Reflex
(VOR) model.

The paper is organised as follows. A short review of pulse-density modulation
in integrate-and-fire neurons is presented. This is folowed by the noisy network
model and its circuit implementation with single-electron devices. Thirdly, the
model and circuit configuration are explained. Finally the validity of the model
is verified with Monte-Carlo based simulations.

2 Pulse-Density Modulation in Integrate-and-Fire
Neurons

An integrate-and-fire neuron (IFN) aggregates inputs from other neurons con-
nected through synapses. The aggregated charge raises the membrane potential
until it reaches a threshold, where the neuron fires generating a spike. This spike
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Fig. 1. A:(a) Pulse density modulation in integrate-and-fire neurons: analog input is

converted into a pulse train (b) Fundamental structure and operation of integrate-and-

fire neurons (IFNs). The IFN receives input voltages through excitatory and inhibitory

synapses, and produces a pulse train whose pulse density (firing rate) is proportional to

the net input voltage. B: Single-electron tunneling (SET) oscillator: (a) circuit structure

and (b) waveform showing oscillation.
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corresponds to a binary output g1h. After the firing event, the membrane poten-
tial is reset to a low value, and it increases again as the neuron accepts inputs
from neighboring neurons (or input signals) to repeat the same cycle; produc-
ing a stream of goneh and gzeroh pulse trains. The spike interval (density of
spikes per unit time) is proportional to the analog input voltage i.e. the level
of analog input is coded into pulse density. Thus a neuron can be considered
as a 1-bit A-D converter operating in the temporal domain. Fig. 1A:(a) shows
a schematic representation of analog-to-digital conversion in IFNs. The output
pulse density is proportional to the amplitude of the input signal. Fig. 1A:(b)
shows the fundamental operation of an IFN. The open circles (◦) and shaded
circles (•) represent excitatory and inhibitory synapses, respectively. The IFN
receives input signals (voltages) through the excitatory synapses (to raise its
membrane potential) and inhibitory synapses (which decrease the membrane
potential) from adjacent neurons, to produce a spike if the postsynaptic po-
tential (

∑
V ex

i − ∑
V in

j ) exceeds the threshold voltage. After the IFN fires,
its membrane voltage is reset to a low value, and the integration action re-
sumes.

3 Single-Electron Integrate and Fire Neuron

The operation of an integrate-and-fire neuron (IFN) is modelled with a single-
electron oscillator [4] - [5]. A single-electron oscillator (Fig. 1B:(a)) consists of
a tunneling junction (capacitance = Cj) and a high resistance R connected in
series at the nanodot (•) and biased with a positive or a negative voltage Vd. It
produces self-induced relaxation oscillations if the input voltage is higher than
the tunneling threshold (Vd > e/(2Cj)) where e is the elementary charge and
kB is the Boltzmann constant. The naodot voltage V1 increases as the capac-
itance Cj is charged through the series resistance (curve AB), until it reaches
the tunneling threshold e/(2Cj), at which an electron tunnels from the ground
to the nanodot across the tunneling junction, resetting the nanodot voltage to
−e/(2Cj). This abrupt change in nanodot potential (from B to C) can be referred
to as a firing event. The nanodot is recharged to repeat the same cycles. There-
fore, a single-electron oscillator could be viewed as an integrate and fire neuron,
which aggregates inputs (or inputs from from neighboring neurons) producing
a pulse when its nanodot voltage reaches the threshold voltage (Fig. 1B:(b)).
By feeding a sinusoidal input to a single-electron oscillator, one can adjust the
probability of electron tunneling in the circuit: the tunneling rate increases as
the input voltage rises above the threshold and gradually decreases to zero as the
input approaches and falls below the threshold value. In other words, a single-
electron oscillator converts an analog input into digital pulses. A single-electron
oscillator can thus be viewed as a pulse-density modulator (PDM), that produces
a spike train (or produces zero) if the input signal exceeds (or falls below) the
threshold value.
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4 Model and Circuit Structure

The single-electron integrate-and-fire neuron explained in the preceding section is
used to study the implications of noises enhancing fidelity of signal transmission
in a neuronal single-electron circuit. The circuit is based on a model of the
vestibulo-ocular reflex (VOR) proposed by Hospedales et al. ([1]). In their work,
they reported that noises and heterogeneity in the intrinsic response properties
of neurons account for the high-fidelity in VOR functionality.

Fig. 2(a) shows the part of the model, which converts head movements into
neural spikes in the VOR, consisting of n neurons. The structural heterogene-
ity in the synaptic couplings (membrane time constants) of individual neurons
is represented by ξi. We refer to this heterogeneity as static noises. The neu-
rons receive a common analog input and produce spikes whose temporal density
corresponds to the amplitude of the input signal. The output terminal receives
pulses from all the neurons in the network to produce a spike train. The noises
introduced into the network lead to random and independent firing events in
the neurons, reducing the probability of synchrony in the network. In addition,
the variations in parameters increases the randomness with which the network
neurons fire, increasing the probability of a ready-to-fire neuron at any given
time, which consequently enhances the precision with which the neurons in the
network can encode signals with input frequencies higher those of individual
neurons.

The network is implemented with single-electron IFNs (oscillators) as shown
in Fig. 2(b). The heterogeneity in the model was introduced in the circuit as
variations in the series resistance R. Note that R is a critical parameter in
setting the intrinsic response frequency of each neuron. Therefore, by tuning the
values of R, we could simulate the heterogeneity of membrane time constants of
actual neurons.
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Fig. 2. (a) Neural network model of signal encoding in the VOR consisting of n neurons,

(b) Implementation with single-electron oscillators
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5 Simulation Results

In the simulations, the single-electron neurons were fed with a common input
voltage Vin = Vdd + V (t), where Vdd (bias voltage) was set to 7.8 mV to achieve
a monostable operation in the absence of input signals, V (t) is a pulsed input
voltage with an amplitude of 0.8 mV. The capacitance of the tunneling junctions
Cj was set to 10 aF. The simulation time was set to 800 ns, while the operation
temperature (T) was set to 0.5 K for simulation results shown in Figs. 3, 4 and
5(b) and (c).

Fig. 3 shows the transient response of a unit single-electron neuron. Fig. 3(a)
and (c) show the input signals with a frequency of 600 MHz and 250 MHz,
respectively. Fig. 3(b) shows the neuron response to input ”(a)”, while ”(d)”
shows the neuron respone to input ”(c)”. The series resistance was set to 100
MΩ. Fig. 3(d) shows successful encoding of the input signal (the neuron fires
once for each pulse in the input signal1) whose frequency is within the intrinsic
firing rate of a single neuron. In Fig. 3(b), the neuron could only trasmit some
of the input pulses, leading to a lower firing rate as compared to the input rate.
In other words, the neuron in (b) could only transmit some of the input pulses
toward the output. This degrades the fidelity of signal transmision along the
neural network.
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Fig. 3. Transient response of a single neuron. (a) and (c) show input signals with

input frequencies of 600 MHz and 250 MHz, respectively. (b) and (d) show the output

characteristics of neurons fed with input signals of 600 MHz and 250 MHz, respectively.

(e) Output firing rate of a single neuron plotted against the input pulse frequency.

1 Tunneling (firing) in single-electron devices involves a probabilistic time lag or wait-

ing time between when the node voltage exceeds the threshold voltage and when an

electron can actually tunnel from the ground to the node, sending a spike toward

the output terminal. Due to the effect of the time lag, a neuron might fail to fire

even after achieving the tunneling conditions as seen in Fig. 3(d). As a result, the

average firing rate would be somewhat lower than the input pulse rate.
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Fig. 4. Transient responses of both homogeneous and heterogeneous networks. (a)

shows the input signal. (b1) shows the firing events of each neuron, while (c1) whows

the summed pulse output for the three neurons in the homogeneous network. (b2)

shows the firing events, and (c2) shows the summed pulse output of the heterogeneous

network.

Fig. 3(e) shows the response of a single neuron over a wide range of input
frequencies. The horizontal axis shows the input frequency, while the vertical
axis shows the average firing rate of the neuron. The neuron response was linear
for input signals with a frequency of upto 0.5 GHz. Beyond this range, the output
was highly distorted. This shows that a single neuron can successfully encode
(respond to) signals with a maximum input frequency of 500 MHz.

The response of a population of neurons to various input frequencies was
investigated with two sets of neuron ensembles: homogeneous and heterogeneous
networks. In the homogeneous ensemble, the series resistances R1, R2, and R3

were set to the same value, whereas in the second set, heterogeneity (static
noises) was introduced by varying the values of series resistances in the three
neurons. The results are shown in Figs. 4 and Fig. 5.

Fig. 4(a) shows the input signal with a frequency of 600 MHz. Figs. 4(b1) and
(c-1) show the response of the homogeneous network, where the series resistances
R1, R2 and R3 were set to 100 MΩ. Fig. 4(b1) shows the firing events of individual
neurons in the network. Fig. 4(c1) shows the summed spike output (spike train)
at the output terminal. We could confirm that the neurons in the homogeneous
network tend to synchronize, firing at almost the same timing.

Figs. 4 (b2) and (c2) show the response of neurons in the heterogeneous net-
work, where the series resistances were set to 110 MΩ for neuron 1, 100 MΩ for
neuron 2 and 90 MΩ for neuron 3. The firing events in the heterogeneous net-
work are more or less random as shown in Fig. 4(b2). The probability of having a
neuron with a potential near the threshold value, at any given moment, is higher
than in the case of a homogeneous network. Thus the network can respond to
any incoming pulses at a higer probability. This results in an improved encod-
ing of the input as illustrated by the spike train shown in Fig. 4(c2). In other
words, since the neurons fired irregularly, they could transmit the input pulses
with a higher temporal precision as opposed to the homogeneous network. This
is elaborated in more detail in Fig. 5 (curves (b) and (c)), where the transmis-
sion of signal over a wide range of frequencies is demonstrated. The horizontal
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Fig. 5. Output firing rate of an ensemble of neurons plotted against the input pulse fre-

quency. (a) and (b) show response characteristics of a heterogeneous network simulated

at a temperature of 10 K and 0.5 K, respectively. (c) shows response characteristics of

a homogeneous network simulated at 0.5 K.

axis represents the frequency of input signals, while the vertical axis shows the
average firing rate (output frequency) for both neuron sets. In the case of the
homogenous network, since the neurons tend to synchronize with time, their en-
coding frequency is the same as that of individual neurons. Contrary, neurons
in the heterogeneous network could correctly encode signals with input frequen-
cies upto 1 GHz, twice that of the homogeneous network. This demonstrates
that heterogeneity in the circuit parameters (presence of static noises) plays an
important role in improving the fidelity with which neurons can encode signals
with input frequencies far beyond the encoding capacity of individual neurons.

6 Effect of Dynamic Noises

Hospedales et al. ([1]) investigated the importance of random noises in improving
the fidelity of signal transmission in the VOR response. They concluded that be-
sides neuronal heterogeneity, externally induced noises also play an important role
in improving the network performance. These external noises could be as a result
of spontaneous increases or decreases of membrane potential due to firing events
in other neurons in the network. These changes are random and are often referred
to as dynamic noises. In our circuit, we studied the effect of dynamic noises by con-
sidering thermally induced tunneling events in the network. Curves(a) and (b) in
Fig. 5 show the response characteristics of a network simulated at 10K, and 0.5K,
respectively. As the temperature increases, thermally induced tunneling events in
single-electron neurons increase, resulting in an increase in the average firing rate
in the network.This is illustrated by the increased firing rate at a temperature of 10
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K. Although this work suggests that dynamic noises don’t play a critical role in in-
creasing the maximum response frequency of the network, they however, increase
the fidelity with which the network can sample input signals within the maximum
input signal frequency range determined by heterogeneity in the network elements.
This is evident at higher input frequencies, where the ratio of the output pulse rate
to the input pulse rate starts to roll-off rapidly. The roll off is compensated for by
the dynamic noises, which reduces the effect of waiting time in electron tunneling.

7 Conclusion

In this study, we proposed and investigated the implication of heterogeneity in
transmission of high frequency signals in a neural network. Through Monte-Carlo
based computer simulations, we confirmed that heterogeneity in device parame-
ters indeed improved the temporal precision with which the network could trans-
mit signals with high input frequencies within the network. A heterogeneous
network could correctly encode signals of upto 1 GHz, as compared to 500 MHz in
single neurons (or a network of homogenous neurons). Another important factor to
consider in improving the fidelity of this circuit would be the effect of external and
internal (dynamic) noises. In single-electronic devices, such noises include ther-
mally induced random firing events or the effect of environmental noises. As we
have shown, as the temperature increases, the dynamic noises also increase com-
pensate for the roll-off in response of the network, especially at high frequencies.
Although a comprehensive investigation on the implications of dynamic noises
to signal transmission is required, the preliminary results presented in this paper
show that in addition to heterogeneity in neuron properties, externally introduced
noises could assist in further improving the fidelity of signal encoding in single-
electron circuits. We should however, note that at higher temperatures, beyond
the results presented here, random tunneling as a result of dynamic noises would
increase rapidly leading to degradation of signal transmission.Therefore, the value
of dynamic noises to be introduced to the network to achieve the best performance
needs to be optimized.
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Abstract. In this paper we present a generalized model of a resonate-and-fire-
type digital spiking neuron. Depending on a stimulation input, the neuron gener-
ates various firing spike-trains. Using a hybrid return map, we can analyze typical
bifurcation phenomena of the neuron. The analysis clarifies that the generalized
model can mimic many responses of biological spiking neurons.

1 Introduction

Various spiking neuron models have been proposed in order to develop artificial pulsed
neural networks and to explore biological neuron dynamics [1]-[10]. As shown in Table
1, the integrate-and-fire model has 1-dimensional continuous state dynamics with reset
[1],[2],[4]. The resonate-and-fire model has 2-dimensional continuous state dynamics
with reset [1],[2],[5]. They are analog models, so dynamic parameter adjustments of the
neuron models that are implemented in electronic circuits are difficult.

On the other hand, we have been proposed the integrate-and-fire-type digital spiking
neurons which have digital state dynamics [8],[9]. The digital spiking neurons consists
of shift registers. These models can change their parameter values (wirings among the
registers) dynamically on a reconfigurable device such as FPGA. In this paper, first we
present a resonate-and-fire-type digital spiking neuron which is a generalized model in
[10]. Next we derive a hybrid return map which describes the dynamics of the neuron,
and using the map we analyze the dynamics without any approximations.

Significances and novelties of this paper include the following points. (a) The analy-
sis clarifies that the generalized model can exhibits richer dynamics than the old models.

Table 1. Difference between the proposed neuron and other models. IF: integrate-and-fire, RF:
resonate-and-fire, NA: non-autonomous.

Models Dynamics Behavior Dynamic parameter adjustment

Integrate-and-fire [1],[2],[4] 1-D ODE + reset IF, NA IF ×
Resonate-and-fire [1],[2],[5] 2-D Linear-ODE + reset IF, RF ×
Izhikevich [1],[2] 2-D Nonlinear-ODE + reset IF, RF ×
Digital spiking neuron [7]-[9] Discrete state NA IF ©
Resonate-and-fire-type DSN
([10] and in this paper)

Discrete state IF, RF ©

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 392–400, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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(b) In the proposed model, the parameter which characterizes the dynamics is a pattern
of the wirings among the shift registers. Using a reconfigurable devices, we can ad-
just the parameter values on-chip as shown in Table 1. By contrast, in analog spiking
neuron models, typical parameter values are characteristics of analog device (e.g., non-
linear register). It is very hard to adjust such parameter values dynamically on-chip as
shown in Table 1.

2 Resonate-and-Fire-Type Digital Spiking Neuron

In this section, we present a resonate-and-fire-type digital spiking neuron. As shown
in Fig.1(a), the neuron consists of four parts: N pieces of u-cells that are index‘ed by
i ∈ {0, 1, . . . ,N − 1}; M pieces of v-cells that are indexed by j ∈ {0, 1, . . . ,M − 1}; one-
way wirings from the u-cells to the v-cells; and a shift direction controller. The u-
cells and the v-cells correspond to a recovery variable and a membrane potential of the
Izhikevich’s simple model [1], respectively. Each u-cell has a binary state Ui(t) ∈ {0, 1},
where t ∈ [0,∞) is a continuous time. We assume that one u-cell has a state “1” and the
other u-cells have states “0”. Then we can introduce the integer state u(t) = i if Ui(t) =
1, where u(t) ∈ {0, 1, . . . ,N − 1}. Similarly, each v-cell has a binary state V j(t) ∈ {0, 1},
one v-cell has a state “1”, and the other v-cells have states “0”. Then we can introduce
the integer state v(t) = j if V j(t) = 1, where v(t) ∈ {0, 1, . . . ,M − 1}. The stimulation
input s(t) ∈ {0, 1} and the internal clock c(t) ∈ {0, 1} change the states (v, u) of the
neuron as explained below (see also Fig.1(b)).

The stimulation input : The stimulation input s(t) is applied to the v-cells only and shifts
the state v upward. In this paper, we focus on a periodic input with period d ∈ [0,∞) as
shown in Fig.1(b). We can describe the time evolution of the state v by the stimulation
input s(t) (c(t) ≡ 0) as follows.

Fig. 1. (a)The resonate-and-fire-type digital spiking neuron. (b)The neuron dynamics.
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Table 2. Control rules of the shift direction con-
troller. ↑:shift up, ↓:shift down, Mc :=

⌊
M−1

2

⌋
.

Subspaces u-cells v-cells

S0 := {(v, u) | v = Mc, u = f (v)} fixed fixed
S1 := {(v, u) | v > Mc, u ≥ f (v)} ↑ ↓
S2 := {(v, u) | v ≤ Mc, u > f (v)} ↓ ↓
S3 := {(v, u) | v < Mc, u ≤ f (v)} ↓ ↑
S4 := {(v, u) | v ≥ Mc, u < f (v)} ↑ ↑

Fig. 2. Shift directions and typical orbit
(with no stimulation input s(t))

v(t + d) =

⎧⎪⎪⎨⎪⎪⎩
v(t) + 1 if v(t) � M − 1.

v(t) otherwise.
(1)

The internal clock : The internal clock c(t), which has the normalized period 1 (see
Fig.1(b)), is applied to the both cells and shifts the states (v, u). The shift direction is
decided by the shift direction controller as shown in Fig.1(a). The controller rules the
shift direction based on a function f (v) as shown in Table 2. In this paper we use the
following function f (v).

f (v) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

a1 if v <
⌊

M
3

⌋
,

f ∗
(⌊

b
(
v −
⌊

M−1
2

⌋)
+ a2

⌋)
if
⌊

M
3

⌋
≤ v < 2

⌊
M
3

⌋
,

a3 otherwise,

f : {0, 1, . . . ,M − 1} → {−1, 0, . . . ,N},
where ai ∈ {−1, 0, . . . ,N}, b ∈ [−N,N] and f ∗(v) = (|v + 1| − |v − N| + N − 1)/2. For
convenience, we use a parameter vector f = (a1, a2, a3, b). As shown in Fig.2, the entire
state space {(v, u) | 0 ≤ v < M, 0 ≤ u < N} is divided into the subspaces {S0, . . . , S4}.
The control rule realizes a rotation dynamics (resonation-like dynamics) as shown in
Fig.2.

When the state v reaches M − 1 (firing threshold) and an internal clock c(t) = 1
arrives, the state v is reset to a value A(u) which is decided by the pattern of the
wirings. To describe this we introduce a wiring function A(u), A : {0, 1, . . . ,M − 1} →
{0, 1, . . . ,N − 1}. A(i) = j means that a cell Ui is connected to a cell V j (see Fig.1(a)).
We represent the wiring function A(u) by the following parameter vector

A = (A(0), A(1), . . . , A(M − 1)).

And we refer to the parameter vector A as the wiring pattern. An example of A(u) is in
Fig.2. At the reset moment, a firing spike y(t) = 1 is generated as shown in Fig.1(b). In
order to formulate the neuron dynamics we introduce the following functions.
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x(v, u) :=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1 if (v, u) ∈ S3 ∪ S4.

−1 if (v, u) ∈ S1 ∪ S2, v � 0.

0 otherwise.

z(v, u) :=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1 if (v, u) ∈ S1 ∪ S4, u � N − 1.

−1 if (v, u) ∈ S2 ∪ S3, u � 0.

0 otherwise.

Using above, we can describe the time evolution of the states (v, u) by the internal clock
c(t) (s(t) ≡ 0) as follows.

v(t + 1) =

⎧⎪⎪⎨⎪⎪⎩
v(t) + x(v(t), u(t)) if v(t) � M − 1.

A(u(t)) otherwise.
(2)

u(t + 1) = u(t) + z(v(t), u(t)) (3)

The neuron accepts both the stimulation input s(t) and the internal clock c(t), and then
the dynamics is described by the system of Equations (1), (2) and (3). Repeating the
rotation and firing dynamics, the neuron generates a spike-train y(t). Examples of the
orbit on a phase plane are in Fig.3.

3 Return Map and Analysis

3.1 Return Map

In this section we derive a return map to analyze the neuron. As shown in Fig.1(b),
we define t = 0 as the time when the internal clock c(t) is applied first, and a variable
θ ∈ (0, d] =: Θ as the initial phase of the stimulation input s(t). Let t1 > 0 and t2 > t1.
We define a function Ipt(t1, t2) as the number of the spikes of the stimulation input s(t)
during t1 < t ≤ t2 as follows.

Ipt(t1, t2) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

�(t2 − θ)/d − �(t1 − θ)/d if t1 ≥ θ.
�(t2 − θ)/d + 1 if t2 ≥ θ > t1.

0 otherwise.

(4)

Additionally, we define a variable v′(t) as follows.

v′(t) := v(t) + Ipt(t, t + 1).

Then we can derive a discrete time map which represents the dynamics of the neuron
for a discrete time τ ∈ {0, 1, 2, . . .} =: T as follows.

v(τ + 1) =

⎧⎪⎪⎨⎪⎪⎩
v′(τ) + x(v′(τ), u(τ)) if v′(τ) < M − 1.

A(u(τ)) otherwise.
(5)

u(τ + 1) = u(τ) + z(v′(τ), u(τ)). (6)

Using Equations (5) and (6), the states (v, u) are determined uniquely for all τ.
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Fig. 3. Phase plane and typical orbit. Param-
eters are M = N = 32, f = (3, 15, 26, 0.1)
and A(u) = −|1.5(u − 15)| + (M − 10).

Fig. 4. Definition of the return map. Each uk
n

map to uk+1
n .

Next, we derive a return map on the firing threshold L = {(v, u) | v = M − 1, 0 ≤
u < N} as shown in Fig.4. Let a point on L be represented by its u-coordinate. When
the states (v, u) are on the threshold L we set τ = 0, hence

if

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

u(τ − 1) ∈ L
v(τ) = A(u)

u(τ) = u + z(M − 1, u)

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
then τ <= 0,

where “<=” represents “is reset to.” The return map consists of two variables: the first
one is un ∈ L which means the starting point of u(τ) on L; the second one is θn ∈ Θ
which means a phase of the stimulation input s(t) with respect to the starting moment
τ = 0, where n ∈ {0, 1, 2, . . .}. Hence the return map is two-dimensional. And we denote
an inter spike interval (ISI) by ∆n (see Fig.1(b)). The ISI ∆n is given by

∆n = H(un, θn) =min{τ + 1 | τ ∈ T, v′(τ) ≥ M − 1}, (7)

H :L ×Θ→ {1, 2, . . .},
where v′(τ) is decided by (un, θn), so ∆n is a function of (un, θn). And we define a func-
tion Θ(τ, θ) as follows.

Θ(τ, θ) = min{θ + ld − τ | l, τ ∈ T, θ + ld > τ}. (8)

Θ(τ, θ) denotes the phase of the stimulation input s(t) with respect to the moment τ as
shown in Fig.1(b). Finally we can derive a return map as follows.

un+1

θn+1

=

=

F(un, θn)
G(un, θn)

=

=

u(∆n − 1),
Θ(∆n, θn),

(9)

F : L ×Θ→ L, G : L ×Θ→ Θ.
As a result, the dynamics of the neuron is described by the return map in Equation (9)
and the function H(un, θn) which gives the ISI ∆n without approximations. Examples of
the projection F(un, θn) of the return map (9) are shown in Fig.5.
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Fig. 5. Projection F(un, θn) of the return
map with typical orbits and the output
spike-train y(t)

Fig. 6. (i) Bifurcation diagram of the state un for
the parameter 1/d. Points (a)-(h) correspond to
Fig.5(a)-(f), respectively. (ii)Characteristics of the
ISI ∆n. (iii)Average of the ISI ∆̄n.

3.2 Analysis

Using the ISI map in Equation (7) and the return map in Equations (9), we can analyze
the bifurcation mechanisms and response characteristics of the neuron. The parameters
which we use are in Fig.3. Fig.6 shows a bifurcation diagram of the state un on the firing
threshold L and characteristics of the ISI for the frequency 1/d of the stimulation input
s(t). And we introduce the following definitions.

Definition 1. A set u0 is said to be a fixed set if u0 is the minimum set such that un ∈ u0

for all n ≥ 1.
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Definition 2. Let r ≥ 2 be a positive integer. Sets (u0, u1, . . . , ur−1) are said to be
period-r sets if they are the minimum disjoint sets such that un ∈ un+q (mod r) for all
n ≥ 1 and for a fixed integer q ∈ {0, 1, . . . , r − 1}.
Next, we explain the characteristics of the neuron in each regions {D0,D1,D2} as shown
in Fig.6(ii).

Period-2 sets in D0 to fixed set. in D0. In Fig.5(a), there are period-2 sets (u0, u1) so
the output y(t) is 2-periodic. Increasing the input frequency 1/d, a left branch of the
map is dropping. In Fig.5(b), the branch has a crossing set with diagonal line un+1 = un.
The set is a fixed set u0 so the output y(t) is 1-periodic (see Fig.5(b)). In this region D0,
the average of the ISI ∆̄n is decreasing as the input frequency 1/d increases.

Fixed set in D0 to dead zone in D1. In Fig.5(c) shaded area is drawn. In this area the
states (v, u) hardly ever returns to the firing threshold L. Then the neuron shows sub-
threshold oscillation and the output y(t) is not observed. In the subthreshold oscillation
case, the average of the ISI ∆̄n is not defined. We refer to the area “dead zone”.

Dead zone in D1 to period-4 sets in D2. When the input frequency 1/d is increasing and
enters into the region D2, the dead zone disappears. In Fig.5(d) there are period-4 sets
(u0, u1, u2, u3), so the output y(t) is 4-periodic. Also, in the case of Fig.5(d), the average
of the ISI ∆̄ is large because the states (v, u) rotates long time under the threshold.

Periodic sets in D2. In Fig.5(e) the period-4 sets (u0, u1, u2, u3) turns into period-3
sets (u0, u1, u2), so the output y(t) is 3-periodic. In Fig.5(f), period-3 sets (u0, u1, u2)
turns into period-2 sets (u0, u1). But the output y(t) seems like 1-periodic because two
ISIs corresponding to the period-2 sets are very close as shown in Fig.6(ii). Increasing
the input frequency 1/d further, period-2 sets shrinks and turns into fixed set u0 (see

Fig. 7. Some neurocomputaional properties in the simple model [2]
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Table 3. Comparison of properties of the spiking neuron models.(a)-(g) are properties corre-
sponding to Fig.7(a)-(g), respectively. BI: biophysically meaningful, OL: on-chip learning.

Models (a) (b) (c) (d) (e) (f) (g) BI OL

Integrate-and-fire © × © × × × × × ×
Resonate-and-fire © × © © © © © × ×
FitzHugh-Nagumo © × × © © © × × ×
Moris-Lecar © × © © © © © © ×
Izhikevich © © © © © © © × ×
The neuron in this paper © © © © © © © × ©

Fig.5(f)-(h)). In the region D2, a right branch of the map is going up as the input fre-
quency 1/d increases. Therefore, the number of the period and the average of the ISI ∆̄n

is almost decreasing.

Summary of neural behaviors. We have analyzed other bifurcation phenomena of the
neuron and confirmed that the neuron can exhibit various phenomena. We summarize
comparisons of the proposed neuron with other models in Table 3. As shown in this
table, the proposed model can exhibit as much neural-behaviors as other models.

4 Conclusions

In this paper we presented a generalized model of a resonate-and-fire-type digital spik-
ing neuron. And using a hybrid return map we analyzed four types of the bifurcation
phenomena. As a result, we clarified that the generalized model can exhibits richer dy-
namics than the old model as shown in Table 3. Future problems include: (a) FPGA
implementation of the neuron, (b) proposing a learning algorithm, and (c) development
of network of the proposed neurons.
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Abstract. A Input-Output relationship of a neuron is often used to

characterize the function of the neuron. In that case, inputs are assumed

to be constant, and neuronal responses to fluctuated inputs are less un-

derstood. A recent work reported a strange response of the Hodgkin-

Huxley neuron to the fluctuated inputs that an irregularity of spike

trains is inversely proportional to an input irregularity. In this paper, we

investigated an origin of the strange response by using the Hindmarsh-

Rose neuron. We provided the parameter regions for bifurcations and

confirmed that the Hindmarsh-Rose neuron reproduces the strange re-

sponse in dynamics of Saddle-Node and Subcritical Hopf bifurcations. In

both bifurcation cases, the Hindmarsh-Rose neuron shows a bistability of

resting potential and repetitive firing. This indicates that the bistability

is the origin of the strange input-output relationship.

Keywords: Hindmarsh-Rose neuron, interspike interval, subthreshold

oscillation, bistability.

1 Introduction

A fundamental function of a neuron is to transform inputs to outputs. A neu-
ron therefore can be characterized by its Input-Output (I-O) transformation.
The inputs to the neurons are in general synaptic currents and the outputs are
neuronal spikes. A classification of neurons by using a frequency-Input (f-I) func-
tion is proposed by Hodgkin [1]. The Phase response curve also characterizes the
neuronal I-O functions. In these cases, the inputs are constant currents.

A cortical neuron generates irregular spike trains including highly variable in-
tervals, telling us a fact that a cortical neuron receives highly fluctuating inputs.
The fluctuating input can be realized by balancing excitatory and inhibitory
synaptic inputs [2,3]. This balanced input has several advantages on informa-
tion processing: it make an irregularity of neuronal firing remain approximately
constant regardless of the firing rate [4] and has a capacity for gating multiple
signals [5]. So a neuronal response to the fluctuating input is a crucial function.

To clarify the I-O functions of neurons to fluctuating inputs, several works
have reported the responses of the neurons to the fluctuated inputs and re-
ported reactive differences among the neuron models [6,7,8,9,10]. Recently, an
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interesting phenomenon was reported: the variability of output spike trains
of the Hodgkin-Huxley neuron model (HH) decreases as the input variance
increases (Shape of this relationship is almost the same with T/τ ≥ 20 of
Fig.3(SubAH)) [11]. This inverse relationship of input and output variances un-
matches with our intuition, so we call it “strange response” here. In fact, the
input-output relationship for a leaky integrate-and-fire neuron model (LIF) is
not strange but proportional. The authors concluded the paper by providing a
possible underlying mechanisms, that the strange response of HH might come
from the subthreshold oscillation of the membrane potential.

Although the finding is important and fundamental, further analysis is nec-
essary, because the comparison has been done with the models whose dynamics
are largely different each other: HH is based on the ion conductances and written
by more than four-dimensional differential equations; LIF ignores ion channels
and mimics only sub-threshold membrane potentials. There are a lot of differ-
ences between HH and LIF, a complexity of dynamics, the number of variables,
the number of parameters, and so on. Moreover, HH is too complicated to find
the origin of the strange response. Therefore, we cannot acknowledge that, as
the authors concluded, the subthreshold oscillation is the origin of the strange
response. Other components might cause the strange response. The purpose of
this paper is to find the origin of the strange response.

The major differences between HH and LIF are two points, the subthreshold
oscillation of membrane potential and a bistability of attractors, resting poten-
tial and repetitive firing. HH has both, LIF has neither. To clarify the origin
of the strange response, the subthreshold oscillation and bistability should be
separated.

We first showed that the two-dimensional Hindmarsh-Rose model (HR) is ca-
pable to separate the subthreshold oscillation and bistability. HR is a neuron
model that is described by only two-variables and has much fewer parameters
than HH. We then show that the origin of the strange response is not the sub-
threshold oscillation but the bistability.

2 Hindmarsh-Rose Model

HR is described as follows:

ẋ = x− x3/3 − y + I(t) (1)
τ ẏ = (x2 + dx + a)/b− y (2)

where ẋ represents a temporal derivative of x and τ := 32/b corresponds to a
membrane time constant. One of the fixed points of HR mimics the resting
potential. It becomes unstable through one of four types of bifurcation forms:
Saddle-Node bifurcation on invariant circle (SNonIC), Saddle-Node bifurcation
not on invariant circle (SNnoIC), supercritical Andronov-Hopf bifurcation (Su-
pAH), and subcritical Andronov-Hopf bifurcation (SubAH) [12]. These four bi-
furcations respectively correspond to different combinations of the subthreshold
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Table 1. Four types of behaviors and their corresponding bifurcations

subthreshold oscillation

no yes

monostable saddle-node on invariant circle supercritical Andronov-Hopf

(SNonIC) (SupAH)

bistable saddle-node not on invariant circle subcritical Andronov-Hopf

(SNnoIC) (SubAH)

SNonICSNonICSNnoIC

SupAH SubAHSupAH
+

SNnoIC

SupAH
+

SNonIC

SubAH
+

SNonIC
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 1.8

 2

 2.2

 2.4

 2.6

 0.4  0.6  0.8  1  1.2  1.4

d

b

Fig. 1. Parameter regions for the bifurcations. The parameters in the three gray regions

are not appropriate for neuron models because two bifurcations coexist.

oscillation and bistability. The correspondence is summarized in Table.1 [13]. HR
can exhibit all the four bifurcations by operating two parameters (b, d) [14,12].
The parameter region for each bifurcation is depicted in Fig.1. We provided
derivations of parameter regions in Appendix A. The following (b, d) was used as
the typical parameter value for each bifurcation: (1.0,1.8) for SNonIC, (0.6,1.8)
for SNnoIC, (1.0,2.2) for SupAH, (1.3,2.2) for SubAH. The frequency-current
relationship for them is given by Fig.2. The input parameter region for the
bistability is indicated by the grey color in the figure.

The inward current to a cell body, I(t) in Eq.(1), is described by the form

I(t) = µ + σξ(t), (3)

where ξ(t) is white Gaussian noise. The parameters µ and σ control mean and
fluctuation of inputs, respectively. This fluctuated input is based on the follow-
ing assumption. A cortical neuron receives thousands of synaptic contacts. If
incoming inputs through synapses were assumed to be independent, the sum
of a large number of the independent excitatory and inhibitory inputs can be
approximated to be a uncorrelated fluctuation [2].
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Fig. 2. Frequency-current relationship for a constant input current, I(t) = µ. The

grey regions on the SNnoIC and SubAH indicate the bistable conditions. Parameter a
is 0.073705 for SNonIC, -0.126226 for SNnoIC, 0.521833 for SupAH, and 0.319832 for

SubAH, to make one of bifurcations occur at µ = 0.

Output spike trains were evaluated by two statistics of interspike intervals
(ISIs): the mean ISI (T ) and the coefficient of variation (Cv), defined
respectively as

T =
1
n

n∑
i=1

Ti, (4)

Cv =
√

(Ti − T )2/T , (5)

where Ti represents an ISI. Cv evaluates an irregularity of the spike trains. If the
spike train is completely regular, that is, all ISIs are constant, Cv corresponds
to 0. If the spike train is completely random, meaning Poisson process, Cv cor-
responds to 1. Because Cv is a dimensionless quantity, we can directly compare
Cv for models. By contrast, T is not dimensionless value. We therefore use the
ratio of T to membrane time constant, T/τ , for comparison.

3 Response of HR to Fluctuated Inputs

3.1 Does HR Show the Strange Responses?

We firstly confirmed if HR reproduces the strange input-output relationship as
the same with the HH. Figure 3 shows the dependence of Cv on input variance
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Fig. 3. Relationship between input variance σ and output variance Cv

σ at each bifurcation conditions, where input mean µ was altered so that T/τ
should be constant.

HR with SNonIC exhibits neither the subthreshold oscillation nor bistability.
This is the same as LIF. Cv of this model, depicted in Fig.3(SNonIC), increases
as σ increases, meaning that irregularity of output spike trains is proportional
to the input variance σ. This is true regardless of T/τ . The similar orbit of Cv
was observed in LIF [11].

HR with SubAH exhibits both the subthreshold oscillation and bistability,
as the same with HH. As shown in Fig.3(SubAH), in the case T/τ ≤ 10, Cv
of this model resembled that of SNonIC: Cv is proportional to input vari-
ance σ. On T/τ > 20, Cv takes on a different appearance: Cv is inversely
proportional to input variance σ, especially in the range 0.001 < σ < 0.1.
Even the input variance is below 0.01, Cv exceeds 1 and decreases as σ in-
creases. This inverse relationship is almost the same as HH [11]. This means
that HR is complex enough to reproduce the strange responses and that the sub-
threshold oscillation and bistability are candidates of the origin for the strange
response.
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3.2 The Origin of the Inverse Relationship: Subthreshold Oscillation
or Bistability

We comfirmed that HR with SubAH shows the inverse input-output relashion-
ship. Which is the origin of the strange response, the subthreshold oscillation or
bistability? To address this issue, we calculated Cv of HR with SupAH and HR
with SNnoIC. HR with SupAH shows the subthreshold oscillation, but does not
show the bistability. In contrast, HR with SNnoIC shows only the bistability, it
does not show the subthreshold oscillation.

Fig.3(SupAH) depicts the Cv of HR with SupAH. Orbits of Cv of T/τ ≤ 10
are almost the same as that of HR with SubAH. However, the orbits of Cv of
T/τ ≥ 15 are different from that of HR with SubAH: below σ ≤ 0.1, Cv values
almost remain constant even the input variance increases. This indicates that the
subthreshold oscillation is not an origin of the inverse input-output relationship.

Fig.3(SNnoIC) depicts the Cv of HR with SNnoIC. Cv of T/τ = 3 is al-
most the same as other bifurcations. In T/τ ≥ 10, Cv values show the inverse
relationship to input variance σ.

As above results showed, HR with SupAH does not reproduce the inverse
input-output relationship, while HR with SNnoIC reproduce the inverse rela-
tionship. From these, we concluded that the subthreshold oscillation is not the
origin of the strange response and that the bistability of the resting states and
repetitive firing is the origin of the strange response.

4 Discussion

In the present study, we derivated the parameter regions of HR for each bifurca-
tion and confirmed that HR can reproduce the strange input-output relationships
in SNnoIC and SubAH conditions. This indicates that the origin of the strange
input-output relationship is not the subthreshold oscillation but the bistability
of the resting state and repetitive firing.

The bistability of resting and repetitive firing have been observed in biolog-
ical neurons in the entorhinal cortex of the brain [15]. In this neuron, activity-
dependent changes of a Ca2+-sensitive cationic current plays a critical role.
Althoght functional meaning of the strange response is not known, it might
play some roles in the entorhinal cortex.

In this study, the bistability of attractors was realised by a intrinsic mecha-
nism of HR. The bistability may be able to be realised by the Up/Down states
of membrane potential [16]. In cortical neurons, the membrane potential stay
around -65mV in Down states and -45mV in Up states. Firing probability in
the Up state is much higher than the Down states. The neurons with Up/Down
states are widely observed in neocortex. The Up/Down state can be regarded
as the bistability of attractors, so the strange response may be seen in whole
neocortex.

In this study, we focused on the inverse relationship observed in HH, and the
other strange responses observed in HR were ignored: (a) In HR with SubAH,
Cv of T/τ ≤ 15 is invariant when input variance σ is altered between 0.01 and 1;
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(b) In HR with SNnoIC, Cv of T/τ = 7 increases beyond 1 and then approaches
Cv=1. These are interesting phenomena. They should be investigated in future
works.
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A Bifurcation Conditions

Condition for Andronov-Hopf bifurcation

A Jacobian matrix around fixed point x0 is
(

1 − x2
0 −1

(2x0 + d)/bτ −1/τ

)
, and its eigen

equation becomes λ2 +λ{1/τ +x2
0− 1}+(bx2

0− b+2x0 + d)/bτ = 0. Since eigen
values of the Andronov-Hopf bifurcation (AH) point are complex conjugates,
1/τ + x2

0 − 1 = 0 and (bx2
0 − b + 2x0 + d)/bτ > 0. From them and bτ = c2 > 0,

the condition for AH is

x0 = ±√1 − 1/τ, (6)
d > −bx2

0 − 2x0 + b. (7)

We set x0 < 0 in this study. From Eq.(6), b < c2.
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Boundary between SupAH and SubAH
Let f(x) := x−x3/3 and g(x) := (x2+dx+a)/b. A criterion to distinguish SupAH
and SubAH is given by D := {g′(x0) − 1

τ }f ′′′(x0) − f ′′(x0){g′′(x0) − f ′′(x0)},
D > 0 for SupAH and D < 0 for SubAH [17]. Thus, D = 0 gives a boundary
between SupAH and SubAH:

d = b/τ + 2bx2
0. (8)

Condition for Saddle-Node bifurcation
Since the fixed point (xf , f(xf )) corresponds to the crossing point of f(x) and
g(x), xf satisfies

xf − x3
f/3 = (x2

f + dxf + a)/b. (9)

For saddle-node bifurcations (SN), Eq.(9) has one independent root and one
multiple root, indicates that Eq.(9) has two independent inflection points. The
inflection points are solutions of first-order derivative of Eq.(9),

bx2
f + 2xf + d − b = 0, (10)

and its solution is xf = {−1±√1 − b(d − b)}/b. Eq.(10) must not have multiple
root, results in 1− b(d− b) > 0. This gives a condition for SN:

d < 1/b + b. (11)

Boundary between SNonIC and SNnoIC
If τ = ∞, we can calculate the boundary between SNonIC and SNnoIC analyti-
cally (the red line in Fig.1). Given the extremal values of f(x) as

(
xfex1, f(xfex1)

)
and

(
xfex2, f(xfex2)

)
where f(xfex1) < f(xfex2), the boundary satisfies

f(xSN) = f(xfex2) (12)

where
(
xSN, f(xSN)

)
is SN point. In this case, xSN =

{ − 1 −√
1 − b(d − b)

}/
b

and f(xfex2) = 2/3.
Otherwise, the following numerical procedure gives a rough boundary (the

dashed line in Fig.1, if τ = 32/b). Given a reunion point
(
xre, f(xre)

)
of f(x) and

the limit cycle, the boundary satisfies

f(xSN) = f(xre). (13)
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Abstract. One of important subjects for mobile robots is the vision based deci-
sion making system, where the color constancy is big problem for robots which 
use color property to recognize environments. We have been working on color 
constancy vision algorithms using bio-inspired information processing as crea-
tures can recognize color and shape of objects even if there exits a large change 
of light conditions in outdoor environments. In this paper, we evaluate the per-
formances of color recognition using bio-inspired processing algorithms such as 
Self-Organizing Map (SOM), modular network SOM (mnSOM) and Neural 
Gas (NG). The experimental results in various light conditions are discussed. 

Keywords: color constancy, robot vision, Self-Organizing Map, Neural Gas. 

1   Introduction 

One of important subjects for most of mobile robots is the vision based decision-making 
system, where the perceptual constancy is big problem for robots which use vision to 
recognize environments. There are several types of perceptual constancies: shape con-
stancy, size constancy, color constancy, lightness constancy, distance constancy, and 
location constancy. The color constancy is a feature of the human color perception sys-
tem which ensures that the perceived color of objects remains relatively constant under 
varying illumination conditions. As the color constancy is not realized, the working 
space of robots is limited and robots often miss to detect target objects. In order to real-
ize robust robot system which works outdoor environments and in various and varying 
lighting conditions, a system to keep color constancy is needed by adapting vision sys-
tem to various color profiles of working environments. As the target robots system, we 
use RoboCup robots which move around using omni-vision camera indoor, because the 
lighting condition varies from hour to hour, weather also affects to color recognition, 
and a certain level of repeatability of lighting condition can be expected.  

RoboCup is an international joint project to promote Artificial Intelligent (AI), ro-
botics, and related fields. It is an attempt to foster AI and Intelligent robotics research 
by providing standard problems where a wide variety of technologies can be inte-
grated and examined. In RoboCup, soccer game is selected as a main topic of re-
search, aiming at innovations to be applied for socially significant problems and  
industries in the future [1].“Hibikino-Musashi” is a joint RoboCup middle-size league  
 



410 Y. Takemura and K. Ishii  

 
 

Fig. 1. “Musashi” robot includes an omni-directional platform, an omni-vision, and strong 
novel ball-kicking device, laptop PC and 90 [W] motor, omni-directional wheels and batteries 

 
(MSL) soccer team in Kitakyushu Science and Research Park[2,3]. “Musashi” robot 
is developed based on the concept of the “omni-directional” and “modularity” concept 
(Fig.1) [4].  

In this paper, we present the color recognition system based on color constancy al-
gorithm using bio-inspired information technology. As the bio-inspired technology, 
we evaluate Multi-Layer Perceptron (MLP), Self-Organizing Map (SOM), modular 
network SOM (mnSOM), k-means, Neural Gas (NG). For examples, Self-Organizing 
Map (SOM) is an unsupervised learning algorithm that performs topology-preserving 
transformation from higher-dimensional vector data spaces to low map spaces. The 
SOM has become a powerful tool in many areas such as data mining, data analysis, 
data classification, and data visualization [5,6,7,8].  

In the RoboCup, robots must detect a ball colored by orange, field by green and 
lines by white. Our current robot vision system uses two color models in YUV and 
HSV formats to detect target objects, and obtain different color images from both 
color models. Then, the images are binalized to detect target colors using a certain 
thresholds and added logically [9]. The important question is how the thresholds 
should be decided. In this paper, we introduce bio-inspired processing algorithms 
such as Self-Organizing Map (SOM), modular network SOM (mnSOM) and Neural 
Gas (NG) into the optimization of threshold parameters. The experimental results in 
various light conditions are discussed and evaluated. 

2   Vision System of “Musashi” Robot 

The vision system of the “Musashi” robot consists of an omni-directional mirror and 
an IEEE 1394 digital camera. Many RoboCup robots recently have strong kicking 
devices for high loop-shoots, so that the vision system should estimate the position of 
the ball in the air from single vision. 

The obtained image from the omni-vision camera (Fig.2a) is in the YUV format 
and also converted into HSV format (Fig.2c). The upper and lower thresholds to ex-
tract target colors are set in both YUV and HSV formats, and the resulted image is 
given as the AND operation of both images. In the example of Fig.2, the blue region 
are extracted in YUV color space (Fig.2b) and HSV color space (Fig.2c) and the  
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obtained image is in Fig.2d. It is shown that the blue goal is detected clearly using this 
method. In RoboCup, the robot should recognize three kinds of objects: the orange 
ball, the green field and the white lines. The orange ball is extracted as follows (1):  
 

O = (V o ∩ Ho), V o ∈ [Vmin
o ,Vmax

o ], H o ∈ [Hmin
o ,Hmax

o ]              (1) 
 

Let O, V o
and Ho

 be the extracted orange region by AND operation, the orange re-
gion estimated from V value in YUV format, and the orange region from H value in 
HSV format, respectively. YUV format values and HSV format values are expressed 
by 8 bits numbers [0, 255]. Let G and W be the green region and the white line region, 
respectively. The following describes the process to extract the field region and line 
region. 

G = (Ug ∩V g ) , U g ∈ [Umin
g ,Umax

g ],V g ∈ [Vmin
g ,Vmax

g ]  (2) 

  W = Y w
, Y w ∈ [Ymin

w ,Ymax
w ]    (3) 

Y and U indicate the Y and U values in YUV, respectively. The upper suffix means the 
name of color, and the bottom means minimum (min) or maximum (max) values. This 
method improves the color extraction robustness and accuracy in variable lighting 
condition. We set the thresholds manually in the current system. 

3   Color Constancy System Using Brain-Inspired Technology 

3.1   Input/Output Data  

In this paper, Bio-Inspired Algorithms are used for the recognition to the light envi-
ronment condition. At first, we explain a basic input data and output data. 

The basic four kinds of colors are prepared around the omi-directional camera. In 
this time, the input data x describes as follows: 

 
x = (Yg ,Ug,Vg ,Yr,Ur,Vr,Yb ,Ub,Vb ,Yw,Uw,Vw )               (4) 

 
The variable Y* , U*  and V*  correspond to luminance information (Y) and color 
information (U and V) and take values between 0 – 255 originally and are normalized 
between -1.0 and 1.0. The bottom index describes green (g), red (r), blue (b) and 
white (w).  This input data set is made from camera law data signal. 

In this time, we need extract the colors. Output data needs the three kinds of the 
color thresholds: There are orange (ball), white (line) and green (fields), because the 
RoboCup Middle Size League (MSL) changes the rule which changes color goal 
(blue and yellow) to no color goal in this year. Orange is recognized with equation 
(1).  Hmin are always constant value. Therefore, Hmin except the output data. Green is 
recognized with equation (2). Umin are always constant value. Therefore, Umin except 
the output data. White is recognized with equation (3). Ymax are also always constant 
value. Therefore Ymax also except the output data. In this time, output data set y is 
described as follows: 
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y= (Hmax
o ,Vmin

o ,Vmax
o ,Vmax

g ,Vmax
g ,Ymin

w )       (5) 
 

Upper index means orange (o), green (g), and white (w). All parameters are normal-
ized -1.0 to 1.0 vectors. The proposed color constancy algorithms learn the mapping 
functions between the teaching vectors in (4) and (5). We suppose that the x in (4) 
expresses the fundamental environmental information and is used to decide the light 
condition. The y corresponds to the lighting condition. 

3.2   Color Constancy Algorithm Using Self Organizing Map 

In a Self-organizing map (SOM), the neurons are placed at the nodes of a lattice that 
is usually two-dimensional. Higher-dimensional maps are also possible but not as 
common. The neurons become selectively tuned to various input patterns or classes of 
input patterns in the course of a competitive learning process. The locations of the 
neurons so tuned (i.e., the winning neurons), neurons become ordered with respect to 
each other in such a way that a meaningful coordinate system for different input fea-
tures is created over the lattice [10].  

A SOM is therefore characterized by the formation of a topographic map of the in-
put patterns in which the spatial locations (i.e., coordinates) of the neurons in the 
lattice are indicative of intrinsic statistical features contained in the input patterns, 
hence the name “Self-Organizing Map”.  In this time, the SOM algorithm is used on 
color detection algorithm. 

SOM algorithm has the four processes: there are Evaluative process, Competitive 
process, Cooperative process and Adaptive process. Table I shows the variables used 
explanation of the color constancy algorithm of using batch type SOM. The learning 
data is defined by eq. (6). 

[ ]iii yx=θ                                             (6) 

(a) Evaluative Process 
In evaluative process, all learning data sets are calculated the distance between each 
reference vector. 

 Ei
k = wk − xi

2                                                    (7) 

(b) Competitive process 
In competitive process, to find the best matching of the input vector x with the refer-
ence vector w, the best matching unit (BMU) (k*) is defined that the minimum dis-
tance of eq. (7). 

k
iki Ek minarg* =                                                 (8) 

 
(c) Cooperative process 
In cooperative process, the winning units (best matching units) locate the center of a 
topological neighborhood of cooperating units. Let d(k,k*) denote the Euclidean dis-
tance between k-th module  and k*-th best matching unit. Then, we may assume that 

the topological neighborhood k
iφ  is an unimodal function of the distance d(k, k*), 

such that it satisfies two distinct requirement:  
 
(i) The topological neighborhood k

iφ  is symmetric about the maximum point defined 
by d(k, k*) = 0 
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(ii) The amplitude of the topological neighborhood φi
k  decreases monotonically with 

increasing distance d(k, k*), decaying to zero for ∞→),( *kkd ; this is  a necessary 

condition for convergence. 
 
A typical choice of k

iφ  that satisfies these requirements are the Gaussian function (eq. 
(20)). 

φi
k = exp d (k,ki

*)2 2σ 2( )                                            (9) 

 
The parameter σ  is the “effective width” of the topological neighborhood. It is called 
neighbor radius. Its use also makes the SOM algorithm converge more quickly than a 
rectangular topological neighborhood world [11, 12, 13]. Another unique feature of the 
SOM algorithm is that the size of the topological neighborhood shrinks with time. This 
requirement is satisfied by making the neighbor radius σ (eq. (10)) of the topological 

neighborhood function k
iφ  decrease with time. A popular choice for the dependence of 

σ on discrete time t is the exponential decay described by [14, 15]. 
σ = σ min + (σ max −σ min) exp −t τ( )   (10) 

 

In batch type SOM, each unite learning rate is defined by k
iψ  which is normalized by 

summation of the k
iφ  (eq. (11)) 

∑
=

'
'

i

k
i

k
ik

i φ
φψ

     (11) 

(d) Adaptive process 
In the Kohonen’s SOM, in adaptive process, all unit vectors are adjusted by using the 
update formula eq.(12) 

)()()1( k
i

k
i

kk wxtwtw −+=+ ψ      (12) 

 

 
 

Table 1. Variables used in explanation of SOM algorithm 

Symbol Quantity 
θ Learning data  
x Input vector 
y Output vector 
i Index expressing classes (i = 1, .... , I) 
w Reference vector 
k Index expressing unit (k = 1,......, K) 
E Distance between input vector and reference vector 
k* Best Matching Unit (BMU) 
φ  Neigubor Function 
d(a,b) Euclidean distance between a and b 
ψ Learning late 
σ Neighbor radius 
τ Time constant 
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In this color constancy algorithm, learning data θ is described by eq.(17). So, unit 
vector has also input vectors and output vectors. In other words, reference vectors 
have also same dimensions of input and output vectors. In this time, we use the batch 
SOM, then the reference vectors w are updated by eq. (13). 

 

∑=+
i

i
k
i

k tw θψ)1(     (13)  

In the processing mode, input data form the camera put the evaluation process. And, 
on the competitive process, the robot finds the BMU, and this BMU output vector y is 
used for thresholds. 

3.3   Color Constancy Algorithm Using Neural Gas 

Neural Gas (NG) is network model of using vector quantization.  NG is also similar in 
SOM some respects [16]. About one of the biggest different point, SOM has the rela-
tionship of neighborhood unit, on the other hand, NG doesn’t have the relationship 
each unit. Each unit is learning independently, and there can move freely. Therefore, 
number of the unit is more decrease than SOM.  Basically, the algorithm of NG learn-
ing process is same as SOM.  NG has also 4 processes that is (a) evaluative process, 
(b) competitive process, (c) cooperative process and (d) adaptive process. In the (a), 
(d) processes are almost same with SOM algorithm. In the point of competitive proc-
ess, the matrix of the Distance of input vectors and reference vectors are defined by 
eq. (14).  

Ek = E1
k,E2

k,.......,EI
k( )   (14) 

 
Then, the matrix of E was sorted in ascending sequence (eq.15). In this time, the 
number of the data(i) describes eq.(16). j (j = 1, ……, K) denote the index of eq.(15). 

In the cooperative process, learning rate is calculated by eq.(17) 
 

S E k = sort (E k )    (15) 

i = index(SE k ( j))     (16) 

φ i

S E k ( j ) = exp j
2σ 2

⎛ 
⎝ 
⎜ ⎞ 

⎠ 
⎟ 
    (17) 

 
Equation of (17) substitute eq. (11), then, each units are learned by eq.(13). On the 
processing mode, the algorithm of processing mode is same as SOM.  

3.4   Color Constancy Algorithm Using Modular Network SOM (mnSOM) 

Modular network SOM (mnSOM) is extended to conventional SOM. The idea of 
mnSOM is very simple; each vector unit of a conventional SOM which is arrayed on 
a 2-dimentional lattice, is replaced by a function module of a neural network (e.g. 
Multi-layer perceptron (MLP), SOM, etc.) [17]. mnSOM inherits all other properties 
of the conventional SOM. The mnSOM strategy has several advantages. First, the 
application targets are widely expanded from fields involving just vectorized data to 
those dealing with more general classes of datasets relevant to functions, systems, 
time series and so on [18].  
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The learning process of mnSOM consists of 4 processes. Table II shows the func-
tions and parameters of using mnSOM. 

In our algorithm, the basic mnSOM does not have reference vectors. However, our 
algorithm has reference vectors same dimensions as input vector x, and neural net-
work is used MLP which is learning under the Back-Propagation algorithm. In this 
time input is used input vector x, and teaching data is used output vector y.  
 
(a) Evaluative process. 
At first, input vector x is compare to the module’s vector u (eq.(18)). 
 

Em j
m = um − x j

2     (18) 

 
(b) Competitive process 
The minimum of distance eq. (18) is decided as Best Matching Module (BMM).  

m j
* = argm min Em j

k     (19) 

 
(c) Cooperative process 
By using each BMM, each neighbor hood module are given to the learning rate which 
is based on Gaussian function (eq.(20)). 

ψ j
m (t) = φ(d(m,m j

* ) / φ(d(m,m j '
*

j '=1

J

∑ )
   (20) 

φ(d(m,m j
* );t) = exp −d(m,m j

* )2 /2σ 2 (t)[ ]   (21) 

 
(d) Adaptive process 
By using the each learning rate, the MLP and reference vector are learned. 

∆wm = −η ψ j
m (t)

∂E j
m

∂wm
= −η

j=1

J

∑ ∂E m

∂wm

   (22) 

u j ( t + 1) = ψ j
m x j

j

∑     (23) 

 

The processing mode, on the evaluative process, input from the robot evaluates the 
reference vector, and competitive process decides the BMU.  The output is calculated 
by using BMU’s MLP. 

Table 2. Variable used Explanation of mnSOM Algorithm 

Symbol Quantity 
υ Reference module vector  
x Input vector 
y Output vector 
j Index expressing classes (j = 1, .... , J) 
m Index of module 
Em Distance between input vector and reference vector 
m* Best Matching Module (BMM) 
φ  Neigubor Function 
d(a,b) Euclidean distance between a and b 
ψ Learning late 
σ Neighbor radius 
τ Time constant 



416 Y. Takemura and K. Ishii  

4   Experiment 

In order to evaluate the performances of color constancy algorithms, 15 sets of teach-
ing data in various lighting conditions are prepared for learning. Table III shows the 
lighting conditions where the data are sampled and their luminance. The data are 
measured in fluorescent light (FL), fluorescent light sunshine (FL and SUN), white 
mercury lamp (WM), orange mercury lamp (OM) and under sunshine (SUN) and their 
luminance change from 15 to 22000 [lx]. The data sets in table IV are the test data for 
performance evaluation, not used in the learning process. The learning times for each 
algorithms are 30000.  

 
Table 3. Environment of the Learning Data 

 
Light environment (Location) Index (label) Illuminance [lx] 

FL (RoboCup room) Robo015 15 
FL (RoboCup room) Robo050 50 
FL (RoboCup room) Robo110 110 
FL and SUN (RoboCup room) Robo400 400 
FL and SUN (RoboCup room) Robo473 473 
FL and SUN (Entrance) Ent030 30 
FL and SUN (Entrance) Ent200 200 
FL and SUN (Entrance) Ent340 340 
SUN (Outside) Out7600 7600 
SUN (Outside) Ent22000 18640 
SUN (Gym) SUN10 10 
WM and SUN (Gym) Gym090 90 
OM and SUN (Gym) Gym125 125 
WM, OM and SUN (Gym) Gym133 133 
WM, OM and SUN (Gym) Gym220 220 

       SUN: Sunshine, FL: fluorescent light,  
       WM: white mercury lamp, OM: orange mercury lamp) 

 
Table 4. Environment of the Non Learning Data 

 
Light environment (Location) Illuminance [lx] 

FL (RoboCup room) 310 
FL and SUN (RoboCup room) 69 
SUN (RoboCup room) 2 
FL and SUN (Entrance) 337 
FL and SUN (Entrance) 168 
SUN (Entrance) 30 
SUN (Outside) 58 
SUN (Outside) 980 

       SUN: Sunshine, FL: fluorescent light,  
       WM: white mercury lamp, OM: orange mercury lamp 
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Table 5. Environment of the Non Learning Data 
 

 SOM NG mnSOM 
Learning speed [sec] 27.9 17.1 81.5 
Error of the learning data 0.0007 0.0000 0.0367 
Execution speed [fps] 16.3 17.1 8.7 
Recognize Rate of non learning data [%] 83.3 85.4 85.4 

 

 
 
Fig. 2. Environment clustering result using SOM. Arrow means from dark area to light are. 
Circle means clusters depending on light conditions. 
 
 

Table 5 shows the comparison of the learning results. With 30000 times learning, 
the errors of SOM and Neural Gas based algorithms converged to almost zero, but in 
mnSOM algorithm still error remains. The execution speed means how many frames 
can be processed online in the RoboCup robot. The SOM and NG based algorithms 
can calculate 2 times faster than mnSOM based algorithm. Recognition rate indicates 
how many objects can be recognized in non-learning data sets. Regards to the recog-
nition rate, NG and mnSOM based algorithms show the best performance. In this 
problem, the NG based algorithm shows the best performance. mnSOM, an expansion 
of conventional SOM shows also good performance, however, this color constancy 
problem is not so complex as the mnSOM supposes. 

Figure 2 shows an obtained feature map of environment clustering by learning 
various lighting conditions. Each lattice corresponds to a lighting environment, and 
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each label means the Best Matching Unit (BMU) regarding learning environments 
(place and luminance [lx]). The color of lattice expresses the relative distance to it’s 
neighborhood units, the red color means the unit is far from neighborhood lattice and 
blue does close. We can recognize the learning environmental data are clustered 
shown as the circles. The blue circle indicates the sunshine and white mercury lamp 
(SUN and WM), purple circle: sunshine and orange mercury lamp (SUN and OM), 
sky blue: sunshine and white mercury lamp and orange mercury lamp (SUN and OM 
and WH), green circle: sunshine and fluorescent light (SUN and FL), yellow circle: 
only fluorescent light (FL), and red circle only the sunshine (SUN). It can be seen that 
lighting conditions change gradually from dark to light (Arrow in Fig.2) and also 
color temperature. 

5   Result 

In this paper, we propose and develop the color recognition system of using the bio-
inspired algorithm. Considering about mounting the autonomous mobile soccer robot, 
NG algorithm is the best of color detection algorithm. 

In this algorithm, the algorithm detect the thresholds under the non-linear light en-
vironment, however, in the future work, the algorithms of bio-inspired can also adjust 
the camera parameters (Iris, white balance, gamma parameter and so on.) 
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Abstract. Proposed is a novel algorithm for surprise-driven exploration

with Rao-Blackwellized Particle Filters (RBPF) for simultaneous local-

ization, mapping, and exploration. ”Exploration” is expected to find

the optimal path for efficient simultaneous localization and mapping

(SLAM). We propose to adopt the concept of surprise defined by

Kullback-Leibler (KL) divergence between posterior belief and prior be-

lief. During exploration, it evaluates each path by trading off its cost

against the degree of surprise for the corresponding expected map in

RBPF. We also propose to automatically generate candidate paths for

evaluation instead of providing them from the outside. Simulation experi-

ments demonstrate the effectiveness of the proposed algorithm.

Compared with the previous studies that use information gain-driven

exploration, the proposed method shows superior performance in select-

ing path closing, which drastically reduces uncertainty of robot poses

and accordingly improves the accuracy of the resulting map.

Keywords: surprise, SLAM, Rao-Blackwell, particle filter, exploration.

1 Introduction

To develop truly autonomous mobile robots capable of behaving in unknown en-
vironments, localization and mapping need to be solved simultaneously. This is
because a precise map can only be acquired from a well-localized robot, but the
accuracy of localization relies on the precision of the map. This is the so-called
simultaneous localization and mapping (SLAM) problem [3]. One of popular so-
lutions to SLAM is the Rao-Blackwellized Particle Filters (RBPF or FastSLAM),
the efficiency of which was significantly improved by Montemerlo et al. [5] and
Grisetti et al. [6][7].

SLAM, however, does not provide information on where to go next for ob-
taining sensory signals needed for efficient SLAM. The quality of a resulting
map heavily depends on a path during exploration [8][9]. Hence, an integrated
approach to simultaneous localization, mapping, and exploration is needed. Ya-
mauchi proposed to heuristically steer a robot to continuously explore a new

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 420–429, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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terrain to reduce the uncertainty in the map [11]. Stachniss et al. proposed to
actively close loops to reduce uncertainty in the robot path [8]. Other approaches
that take into account uncertainty in both the map and a robot path evaluate
a path by trading off its cost against the amount of information gain calculated
from pose-map joint entropy[9] or expected map entropy [10] with RBPF.

We seek an alternative brain-inspired approach instead of an engineering-
oriented approach using information gain. Vital to survival of animals is their
ability to notice the change of the environment and to adjust to it by adaptively
deciding suitable actions [1]. Itti et al. proposed surprise defined by Kullback-
Leibler (KL) divergence between posterior belief and prior belief of an agent
about the world [2]. They also provided experimental evidences that the pro-
posed surprise well characterizes what attracts human attention in video stream
[2]. Our observation is that we continuously predict future events (prior belief)
and verify them by incoming sensory signals (posterior belief). Based on the
observation, we believe that surprise is a promising alternative brain-inspired
approach which is expected to have good performance in evaluating a path dur-
ing exploration than information gain. It is to be noted that a brain-inspired
approach is different from a brain-mimicking approach. The latter has the cor-
responding mechanism in the brain, hence is not applicable when the brain
mechanism is unknown. In contrast to this, the former is applicable without
the corresponding brain mechanism and with an adequate hypothesis on the
mechanism.

Therefore, we propose to use surprise for evaluating a path by trading off
its cost against the degree of surprise for the expected map, and to compare
the performance of surprise-driven exploration and the conventional informa-
tion gain-driven exploration. We also propose to automatically generate candi-
date paths by a depth-bounded search algorithm, assuming the availability of
a topological map. In the conventional studies, paths were given from the out-
side instead of being generated automatically. Simulation experiments are done
to demonstrate superiority of the proposed surprise-driven exploration over the
information gain-driven exploration in selecting path closing, which drastically
reduces uncertainty of robot poses and accordingly improves the accuracy of the
resulting map.

The rest of the paper is organized as follows. Section 2 presents our surprise-
driven exploration algorithm. Section 3 demonstrates experimental results and
compares the performance between surprise-driven exploration and information
gain-driven exploration. Section 4 concludes the paper.

2 Surprise-Driven Exploration Algorithm

We first formulate surprise for the expected map in RBPF, present an algo-
rithm for constructing a topological map as a prerequisite for automatic path
generation, and finally propose an algorithm for surprise-driven exploration
with RBPF.
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2.1 Formulation of Surprise for the Expected Map

A key idea in SLAM is to estimate a joint posterior p(x1:t, m|z1:t, u1:t−1) over
the robot path x1:t = x1, x2, · · · , xt along with the map m, given its observa-
tions z1:t = z1, z2, · · · , zt and odometry measurements u1:t−1 = u1, u2, · · · , ut−1.
According to Murphy [4], the joint posterior can be factorized as,

p(x1:t, m|z1:t, u1:t−1) = p(x1:t|z1:t, u1:t−1)p(m|x1:t, z1:t) (1)

Eq.(1) can be obtained efficiently, because it allows to first estimate only the
path of the robot and then to compute the map based on that path. To estimate
the posterior p(x1:t|z1:t, u1:t−1) , RBPF uses particle filters (PF), in which each
particle carries its own map. Each map is computed by the ray tracing based
on the observations z1:t and the path x1:t represented by the corresponding
particle. The weight of each particle is computed as proportional to the likelihood
p(zt|m, xt) of the most recent observation zt, given the pose xt represented by
the corresponding particle and the associated map m.

The expected map obtained by marginalizing out the robot paths is [10],

p(m̄i|dt) ≈
M∑

k=1

ωk
t p(mk

i |xk
t , dt) (2)

where M is the number of particles in RBPF, t is a time step, k is a particle
number, xt is the pose, ωk

t is its importance weight, mk
i is the occupancy proba-

bility of the ith grid cell, and dt comprises the observation zt and the odometry
measurement u t-1.

Because occupancy probability of each grid cell in the expected map is rep-
resented by a binary random variable with Bernoulli distribution, the degree of
surprise for the ith grid cell is given by [2],

S(m̄i) = qi log
qi

pi
+ (1 − qi) log

1− qi

1 − pi
(3)

where pi and qi stand for prior and posterior belief of the ith grid cell, respec-
tively. Assuming that these random variables are mutually statistically indepen-
dent as in RBPF, the degree of surprise for the whole expected map is given
by,

S(m̄) =
∑

S(m̄i) (4)

Similarly, information gain for the ith grid cell and that for the whole expected
map are,

I(m̄i) = qi log qi + (1 − qi) log(1 − qi)− pi log pi − (1 − pi) log(1 − pi) (5)

I(m̄) =
∑

I(m̄i) (6)
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2.2 Algorithm for Constructing a Topological Map

Surprise-driven exploration with RBPF in 2.3 assumes the availability of a topo-
logical map. We previously constructed a topological map based on infra-red
sensors [12]. We think it is also possible to construct a topological map based
on omni-view images.

Suppose a topological map initially has only one node corresponding to the
starting position of the robot as in Fig. 1(a). The topological map, represented
by a graph G, is constructed by the following procedure.

– Add a new node to G, when the robot has moved 1 m from its initial position.
– Add a new node to G, when the robot detects a corner or a crossroads.
– Add a new node to G, when the distance between the robot and any visible

node in G exceeds 6 m.
– Add a new edge between the current node and the previous node to G, when

a new node is added.
– Add new edges between the current node and visible nodes within 6 m, when

the robot reaches a node.

In the very beginning stage, a set of sensory information obtained is not enough.
Therefore, an extra node is created where the robot moves 1 m away from its
initial position. In Fig. 1(a), starting from the node s and passing through the
nodes 1,2,...,10, the graph with 12 nodes and 12 edges is constructed.

Fig. 1. (a)The robotic field and the resulting topological map. The black stands for

occupied grids, and the white stands for free grids. Starting from the node s and passing

through the nodes 1,2,...,10, the robot constructs a graph with 12 nodes and 12 edges.

(b) The resulting occupancy grid map and the candidate paths when the robot arrives

at the node 10.

2.3 Algorithm for Surprise-Driven Exploration

A key idea of the proposed algorithm is to evaluate each path by trading off
its cost against the degree of surprise for the expected map in RBPF. Another
idea is to automatically generate candidate paths from a topological map being
constructed.
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Let a graph be denoted by the matrix G = {< gij , sij , lij > |i, j = 1, ..., N},
where N is the number of nodes in G; gij = 1 if the node i is visible from the
node j, otherwise gij = 0; sij denotes the degree of surprise for the expected
map when the robot moves from the node i to the node j; lij denotes the path
length between the node i and the node j. Suppose a path has K nodes and is
represented by a linear list lst = (Node1, Node2, ..., NodeK). Assuming the cost
of a path is proportional to its length, the utility function is given by,

flst = Surprise(lst)− Cost(lst) =
∑

<i,j>∈lst

sij − α
∑

<i,j>∈lst

lij (7)

lst∗ = arg max
lst

flst (8)

where α is a weighting factor and lst∗ corresponds to the selected path. We
determine α experimentally.

Table 1. Algorithm for Surprise-driven Exploration

1:Surprise-drivenExploration (G, n0, Λn0)

2: Initialize the path set Ω = ∅
3: Initialize the current path list with the current node n0

4: Set depth= 1

5: Call [G, Ω]=Depth-boundedSearch(G, n0, Λn0 , list, depth,Ω)
6: For each path lst ∈ Ω
7: Compute utility function value flst by Eq.(7)

8: End for

9: Return arg maxlst flst

Table 2. Algorithm for Depth-bounded Search

1:Depth-boundedSearch(G, i, Λi, list, depth, Ω)

2: For j = 1 : N
3: If(gij = 1 AND j does not exist in list)
4: Add the node j to the last node of list
5: Call [sij , Λj ]=CalculateSurpriseBetweenTwoNodes(i, Λi, j)
6: Save sij to G
7: Add the current path list to Ω
8: If(depth < MaxDepth)

9: depth = depth + 1

10: Call [G, Ω]=Depth-boundedSearch(G, j, Λj , list, depth,Ω)
11: depth = depth− 1

12: End if

13: Delete the last node from current path list
14: End if

15: End for

16: Return [G, Ω]
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Table 3. Algorithm for Calculating Surprise Between Two Adjacent Nodes

1:CalculateSurpriseBetweenTwoNodes(i,Λi, j)
2: Set sij = 0, Λj = ∅
3: For h = 1 : H

4: Randomly select a member [< xk
t , mk

t >, k∗
t ] from Λi

5: Generate actions ut:T which make the robot move from i to j
6: For τ = t : T

7: Draw x′ ∼ p(x′|xk∗
τ

τ , m
k∗

τ
τ , uτ )

8: Draw zτ ∼ p(z|x′, mk∗
τ

τ )

9: Call [< xk
τ+1, m

k
τ+1 >, k∗

τ+1]=RBPF(< xk
τ , mk

τ >, zτ , uτ )

10: End for

11: Add [< xk
T , mk

T >, k∗
T ] to Λj

12: Calculate the expected map by Eq.(2)

13: Calculate surprise sh for the whole expected map by Eq.(3-4)

14: sij = sij + sh/H
15: End for

16: Return [sij , Λj ]

Table 1 gives the proposed algorithm for surprise-driven exploration. The
inputs to the algorithm are the graph G, the current node n0, and a data set
Λn0 =

{
< xk

t , mk
t >, k∗

t

}
, which comprises the particles and the best particle

number at time t. The output is the optimal path with the maximal utility. A
depth-bounded search algorithm in Table 2 generates all paths starting from
the current node by searching the graph G recursively with a limited depth
(MaxDepth). Table 3 shows the algorithm for calculating the degree of surprise
between two adjacent nodes using RBPF as a simulator (Line 9).

3 Experimental Results

Simulation experiments are carried out to demonstrate the effectiveness of the
proposed method and to compare its performance with that by information
gain-driven exploration from the viewpoints of map errors and position errors.

Fig. 1(a) also illustrates the robotic field. It has 225x300 grid cells with each
grid being 0.1 m by 0.1 m. The robot is circular with the radius of 0.2 m and
is equipped with a scanning laser ranger finder. Its view angle is 180◦ with 1◦

angular resolution. Its sensing range is 2.0 m with error Std. of 4 cm. A control
action is a combination of rotation and forward movement. We assume that a
control action is corrupted by a Gaussian noise with angular Std. of 0.1◦ and
velocity Std. of 0.5m/s. Fifty particles are employed to represent prior belief and
posterior belief. The number of particles required depends on the noise level; the
larger the noise level is, the larger the number of particles becomes. The initial
occupancy probability of each grid cell is assumed to be 0.5 (unknown). The
weighting factor α is 80 for both surprise-driven and information gain-driven
utilities.
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3.1 Path Generation

Fig.1(a) illustrates that the topological map with 12 nodes and 12 edges stating
from the initial node s and ending at the node 10. Fig.1(b) shows that five
candidate paths are automatically generated for evaluation by searching the
topological map with the maximum depth of 2.

Fig.2(a) and Fig.2(b) show that surprise-driven exploration selects the path
2, while information gain-driven exploration selects the path 3. Fig.2(c) and
Fig.2(d) demonstrate that surprise-driven exploration selects path closing at
time step 115, while information gain-driven exploration selects path closing at
time step 141. For time steps 1 through 114, surprise-driven exploration and
information gain-driven exploration give the same path, because there exists no
branch point on the path in both Fig.2(c) and Fig.2(d).

Fig. 2. (a)Utility values for candidate paths by surprise-driven exploration. (b)Utility

values for candidate paths by information gain-driven exploration. (c)The resulting

path and time steps by surprise-driven exploration. (d)The resulting path and time

steps by information gain-driven exploration.

3.2 Performance Comparison

Fig. 3(a) and Fig. 3(b) illustrate map MSEs and position errors, respectively, for
surprise-driven exploration with RBPF and information gain-driven exploration
with RBPF. They demonstrate that surprise-driven exploration with RBPF is
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Fig. 3. (a)Comparison of map errors. (b)Comparison of position errors. From time

step 1 to 114, both methods give the same path, hence produce the same result for two

methods under the condition that the same randomness is adopted by two methods.

superior to information gain-driven exploration with RBPF in accuracy of the re-
sulting map and localization. This is mainly because surprise-driven exploration
selects path closing earlier than information gain-driven exploration, which dras-
tically reduces its path uncertainty and accordingly improves the quality of the
resulting map.

To consider relative position error, we adopt the length between two adjacent
nodes as a reference, which is typically 6m. At time step 150, the relative position
error by surprise-driven exploration is 3.3%, and that by information gain-driven
exploration is 10.0%.

4 Conclusions and Discussions

The present paper proposed a surprise-driven exploration method with Rao-
Blackwellized particle filters and compared the performance between the pro-
posed method and the information gain-driven method. Experimental results
demonstrated that the proposed algorithm can automatically generate candi-
date paths for exploration and performs better than the conventional informa-
tion gain-driven method in accuracy of the resulting map and localization. This
is because the surprise-driven exploration has stronger tendency to select actions
to close a loop, which drastically reduces the uncertainty of the robot pose and
accordingly improves the quality of the resulting map.
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The values of parameters used in the paper, i.e., noise levels for a laser range
finder, velocity control, and angular control, are considered to be typical. The
resulting map MSEs and position errors, however, depend on the noise levels.
Generally speaking, two methods provide the same result; at high noise levels
both methods select path closing and at small noise levels both methods select
exploration in a new terrain. At intermediate noise levels, two methods provide
different results; surprise-driven exploration selects path closing, and information
gain-driven exploration selects exploration in a new terrain followed by path
closing later. The detailed analysis of the dependency of the performance on
these noise levels will be presented in the near future.

Examination of the robustness of the proposed method and its application to
different robotic fields are left for future studies. How to detect a corner or a
crossroads using omni-view images in constructing a topological map is also left
for further study.
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for Scientific Research(C) (21500218) from the Ministry of Education, Culture,
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Abstract. This paper presents a parallel real time framework for emo-

tion extraction from video fragments of human movements. Its frame-

work is used for tracking of a waving hand by evaluation of moving

skin-colored objects. The tracking analysis demonstrates that accelera-

tion and frequency characteristics of the traced objects are relevant for

classification of the emotional expressiveness of human movements. The

solution is part of a larger project on interaction between a human and

a humanoid robot with the aim of training social behavioral skills to

autistic children with robots acting in a natural environment.

1 Introduction

Sociable humanoid robots pose a dramatic and intriguing shift in the way one
thinks about control of autonomous robots, and are the first generation of robots
where a substantial human-robot interaction is expected. The introduction of
mobile robots that have to demonstrate a certain degree of constitutive au-
tonomy yield different requirements than industrial robots that have been pre-
programmed to work in a fully controlled environment. Sociable robots need to
have an even higher level of autonomy, dealing not only with its perceptual, and
behavioral aspects, but also with its interactive aspects, as present for instance
in the emotion system [5,2]. In addition also a mechanism to cooperate with
uncertainty and survival is needed to guarantee a degree of autonomy. In many
ways such a system resembles aspects of brain like functional behavior, its evi-
dent that such a robot should be able to process information in real time in a
highly parallel way. We have adopted the approach of functional brain modeling
[16] and use graphical software environment TiViPE [12] to realize and integrate
these functional models, in a similar way as in earlier work [19,15,13,14]. Real
time parallelism on a PC has been strongly facilitated by recent developments
of graphical processing units (GPUs), not only have these GPUs become fast1

but they also can be used as general processing units [8].
We are interested in scenarios involving multiple simultaneous actions per-

formed by different body parts of a human or a robot. We assume realistic
1 A single GPU card is able to process more than one tera (1012) floating point oper-

ations per second (TFLOPS).

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 430–438, 2009.
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imitation scenarios, i.e., scenarios where a human freely behaves and a robot
tracks its actions with the intend to act upon the meaningful ones, for instance
by imitation [3] or by encoding episodes [1]. In this paper the focus is on hand
waving with the aim of detecting different emotional states that can be used
either to imitate or to influence the emotional state.

The paper is organized as follows: Section 2 describes the experimental setup
and gives the implementation of marking a moving hand in an image using
skin color and motion characteristics. For the sequence of images such region
is marked to construct a stream that is used to analyze hand waving behavior.
Section 3 provides insight how these data streams are used to extract social
behavior for interaction with a robot. The paper finishes with a discussion and
future research.

1. acquiring data from a camera or

reading a stored image sequence

2. binarizing an image by marking a

pixel either as skin color or other

color and in parallel binarizing an

image by marking pixels either as

observed motion or as static ele-

ment

3. marking skin and motion regions by

a pyramid decomposition

4. selection of these regions that are

both skin and motion region

5. averaging skin-in-motion regions to

a single region

6. tracking an averaged skin-in-

motion region

7. visualization of regions in an image

8. visualization of a waving hand

9. classification of waving profiles

Fig. 1. TiViPE (www.tivipe.com) implementation of handwaving. The icons from top

to bottom at the left-side process skin areas, while motion sensitivity is processed by

the functional blocks at the right-side.

2 Experimental Setup

We have been conducting hand waving experiments within scenarios where dif-
ferent emotions has been enacted. Figure 3 depicts four (happy, angry, sad, and
polite) different emotional waving patterns. A camera records images that are
processed using a combination of skin color and motion detection, with the aim
of tracking a single area. This area is associated with the waving movement.
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A device or robot should be able to extract a simple motion pattern and inter-
pret the intend or the emotion of this movement behavior, imitate this movement
pattern or eventually adjust its own behavior. The aim of the overall project is
to teach or to influence behavior of the human in order to improve his or her
social skills.

The implementation of detection and tracking a waving hand is given in Fig-
ure 1. The theoretical background and the computational details behind the
implemented signal processing is described in more detail in the following sub-
sections.

2.1 Skin Color Detection

An image is defined as a two-dimensional matrix where a pixel at position (x, y)
has an intensity Ic(x, y) = (r, g, b), where r, g, and b ∈ [0, . . . , 255] are the
red, green, and blue component. Segmentation using skin color can be made
independent of differences in race when processing image pixels in Y-Cr-Cb color
space [6]. The following (r, g, b) to (Y, Cr, Cb) conversion is used

Y = 0.2989r+0.5866g+0.1145b, Cr = 0.7132(r−Y ), Cb = 0.5647(b−Y ),

where threshold values 77 < Cb < 127 and 133 < Cr < 173, see [6] yield good
results for classifying pixels belonging to the class of skin tones.

In our experiments we also excluded the “white area”. Formally an element
belongs to the “white area” if it satisfies the following:

|r − g|
m

< 0.1 ∧ |r − b|
m

< 0.1 ∧ |g − b|
m

< 0.1, (1)

where m = min(r, g, b), r > 0.3, g > 0.3, and b > 0.3. Its implementation given
by ‘the “SkinColor” icon in Figure 1 yields a binary image.

The functional concept as described above contains similarities with how the
brain processes visual data, especially in the way the primary visual cortex area
V4 provides a substantial role in processing color [20].

2.2 Motion Detection

A pixel at location (x, y) with intensity I(x, y) = (r + g + b)/3 will have moved
by (δx, δy) over a time span δt, hence the following image constraint equation
can be given:

I(x, y, t) = I(x + δx, y + δy, t + δt). (2)
In this method the following needs to be solved:

IxVx + IyVY = −It, (3)

where (VX , Vy) denotes the flow, Ix and Iy the derivatives in horizontal and
vertical direction, respectively. The Lucas-Kanade operator [17] is used, it is a
two-frame differential method for optical flow estimation where the derivatives
are obtained by using a Sobel filter kernel [18]. Instead of using Sobel kernels
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the more biologically plausible Gabor kernels can be used as well [7,11]. Recep-
tive fields of a cat’s primary visual cortex area V1 and V2, that show striking
similarities with these Gabor kernels, have been found in the 1950’s by neurosci-
entists and Nobel laureates Hubel and Wiesel [9,10]. It is plausible that a similar
activity flow map might be expected in the middle temporal are MT, also known
as primary visual cortex area V5 [20].

From (Vx, Vy) the L-2 norm (top right “DoubleOperand” icon of Figure 1) is
taken and thresholded at 5 to obtain a binary “motion classified” image.

2.3 Rectangular Region Marking

The next stage is marking a cluster of “skin tone classified” or “motion classified”
pixels by a rectangular window. This is performed by decomposing the image
into a pyramid, where every pixel in the next level of the pyramid is computed
as follows:

Ii+1(x, y) = (Ii(2x, 2y) + Ii(2x + 1, 2y) + Ii(2x, 2y + 1) + Ii(2x + 1, 2y + 1)) /4,
(4)

where (x, y) is the position in image Ii, i denotes the level in the pyramid. Base
level 0 contains the original image I0. The construction of a pyramid using (4)
provides a strongly reduced search space, since if in level i + 1 a pixel Ii+1(x, y)
is found to belong to the desired region then in level i of the pyramid a cluster of

a) b)

c) d)

Fig. 2. Marked regions of interest. Red and green areas denote skin and motion area,

respectively. A blue area is the combined moving skin area that has been averaged over

all skin areas that are moving.



434 T. Lourens and E. Barakova

2x2 pixels (Ii(2x, 2y), Ii(2x+1, 2y), Ii(2x, 2y +1), and Ii(2x+1, 2y +1)) belong
to the same region.

The search for regions of interest starts at the highest level, and decreases
until an a-priori known minimum level has been reached. It is therefore possible
that no regions of interest are found. Taking into consideration that if a pixel is
marked as “skin tone” or “motion” it has value 1, and 0 otherwise. We define a
pixel to belong to a unique region j if it satisfies the following:

Rj
i (x, x + 1, y, y + 1) = Ii(x, y) ≡ 1. (5)

Regions Rj
i in their initial setting are bound by a single pixel Ii(x, y), and a region

growing algorithm is applied to determine the proper size of the rectangular
region. Lets assume that the initial size of the rectangle is Rj

i (xl, xr, yu, yd)
and that the possible growing areas are left (Rjl

i = Rj
i (xl − 1, xl, yu, yd)), right

(Rjr

i = Rj
i (xr, xr + 1, yu, yd)), above (Rju

i = Rj
i (xl, xr , yu − 1, yu), and below

(Rjd

i = Rj
i (xl, xr, yd, yd + 1) this region. The average value of all four growing

areas is taken, where the maximum value determines the direction of growing.
The following procedure

Ajx

i =avg
(
Rjx

i

)
, x ∈ {l, r, u, d}, M jx

i =max
x

(
Ajx

i

)
, Rj

i =Rj
i∪Rjx

i , if M jx

i ≥ Trg

is repeated until M jx

i < Trg. From experiments Trg = 0.67 provides a rectangle
that corresponds roughly to a skin area in the original image and 0.5 gives a
sufficiently large motion area, see also Figure 2.

The method described above is able to find all uniform skin color and motion
regions in an image in real time.

Formally such a feature f can be described by its region, type, and time:
f(xl, xr, yu, yd, regiontype, t). This f in turn could be further processed by other
visual areas or passed on to both STS and PFC.

2.4 Tracking

Two examples of the waving experiment using color images of 640x480 pixels at
a speed of 29 frames per second are provided in Figure 2. Creating a single region
in the image rather than multiple regions of interest is accomplished in order to
unambiguously track an object of interest. These tracked objects are stored as
file, see also icon “StreamTrackRegionToFile” of Figure 1, and processed further.

Fifteen recordings of 20 seconds have been made where a performer was asked
to demonstrate happiness, anger, sadness, or politeness. In each plot the accel-
eration profile has been obtained by taking the second derivative of the central
point of the tracked object. Examples for all four different emotional states are
depicted in Figure 3. From this figure the following can be observed:

1. happy waving provides a regular waving pattern with a relatively high fre-
quency.

2. anger demonstrates bursts with tremendous acceleration
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a) b)

c) d)

Fig. 3. Waving patterns. First row shows acceleration profiles for happiness, and anger.

The second row provides sadness, and politeness profiles.

3. sadness demonstrates a profile of low acceleration, its frequency is relatively
low and appears to have a lower frequency compared to the other three
emotions.

4. politeness that demonstrates a queen type of waving profile is a regular
pattern with a high frequency that is obtained by using minimal energy.

In an average acceleration-frequency plot of the recorded movements four dis-
tinctive clusters are formed (Figure 4). In one of the image sequences the actor
was instructed to perform polite waving, but in the sequence she seemed to be
happy, indicating that there might be a smooth boundary between these emo-
tional states. The average energy in one of the five bursts in Figure 3b shows
an average acceleration score of more than 0.07 and gives an indication of the
upper bound of used energy by performing these emotions by the actor.

3 Behavioral Primitives

Understanding motion from waving patterns requires a mechanism that is able
to learn to interpret and classify these sequences, and ideally able to extract the
observations provided in Section 2.4. In a complementary study we are attempt-
ing to classify motion by so-called Laban primitives [2]. Using these primitives
we classify the intend and the mental state of the person that perform movement
behavioral patterns.

The current method is developed to enable a robot to interact with a human
in realistic scenarios. If a robot is able to track in parallel regions of interest, a
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Fig. 4. Distinct emotion profiles are revealed by average frequency and acceleration

considerable number of interacting scenarios are possible even without interpret-
ing of the meaning of an object. Moreover, using an earlier developed technique
[4] the robot recognizes and learns repeating patterns of behavior, which it con-
siders important, and discards occasional movements which most often are not
important. For instance, if during waving of the hand a head movement takes
place because at this time somebody enters the room, this movement will be
ignored. However, if a person that interacts with the robot performs repeatedly
a movement with his/her head while waving, this will be learned and eventually
included in the imitation behavior of the robot.

4 Discussion and Future Work

In this paper we have shown that a device or robot is able to detect a waving hand
in real time by using a combination of skin tone and motion. Tracking a moving
hand provides clear insight about the emotional state of a person when displayed
in frequency-amplitude domain. The four emotions performed by one person are
clearly clustered and segregated in this domain making the current approach
suitable for emotion recognition. In a complementary study these regions are
transfered into behavioral primitives. These primitives are used by the robot to
socially interact with a human.

It is obvious that we have barely touched the surface of the overall research
that we would like to conduct. Even a simple experiment like hand waving elicits
a number of questions:
– Could any type of waving be predicted?
– How to determine the differences between people?
– How to respond to a waving pattern?
– Does it lead to adaptive or predictive behavior?
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– How does the design of simple interaction behavior look like?
– How to design imitation, such that it appears natural and distinctive on a

humanoid robot?

An important design aspect of a humanoid robot will be how closely human
movement can be emulated on it. The emulation will be restricted by the under-
standing the physical limitations of the robots, and the mechanism that cause
the movement behavior. Next, a basic set of motion primitives needs to be de-
rived that independently of the physical embodiment emulates body movements
that are interpreted by humans as emotional and social.
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Abstract. This paper introduces a novel, effective applicability of features in-
spired by visual ventral stream and biologically-motivated classification model, 
mixture of experts network for face/nonface recognition task. It describes a fea-
ture extracting system that derives from a feedforward model of visual cortex 
and builds a set of pose, facial expression, illumination and view invariant C1 
features from all images in the dataset. Also, mixture of MLP experts network 
is a classifier which demonstrates high generalization capabilities in many dif-
ferent tasks. In accordance to these biological evidences, we propose 
face/nonface recognition model which combine these two techniques for the ro-
bust face/nonface problem. Experimental results using the combination C1 fea-
tures and mixture of MLP experts network classifier, obtains higher recognition 
rate than related works in face/nonface identification. In addition, experimental 
results demonstrate this method is illumination and view-invariant. 

Keywords: C1features; Eigenfaces; Face/Nonface recognition; Inferotemporal 
cortex; Mixture of Experts. 

1   Introduction 

Face/Nonface Recognition is one of the most attractive tasks since humans visual 
system is the only example of system which can perform identification task easily at 
high level of accuracy. The popular approaches have been focused on correlation or 
template matching, match filtering, subspace methods, deformable templates, eigen-
faces and etc. However, the popular approaches emphasize on machine learning tech-
niques and statistical modeling to discriminate between patterns found in natural  
images [1], it still remains unclear what method extract the best feature sets. Some 
methods to detect faces are the probabilistic visual learning method [2], the example–
based learning method presented by Sung and Poggio [3] which cluster face and non-
face samples into a few (i.e., 6) clustering using K-means algorithm, the neural  
network–based learning method which train multiple multilayer perceptrons with 
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different receptive fields and rotation invariant face detection using neural network by 
Rowley [4,5], random graph matching, a feature based method which find the correct 
geometric arrangement of facial features [6], the machine learning approach using a 
boosted cascade of simple features [7] and the Bayesian discriminating feature (BDF) 
method [8]. 

In the late 1980s, successfully techniques experimented in human faces, was PCA 
(Principle Component Analysis) which efficiently represent human faces [9]. Given a 
set of different face images, PCA technique extracts eigenvectors from covariance 
matrix to find the principle component of the distribution of faces. Each individual 
face in the face set can then be approximated by a linear combination of the largest 
eigenvectors, more commonly referred to as eigenfaces, using appropriate weights. 
Turk and Pentland [10] later developed this technique for face recognition.  

In recent research at ventral stream of primate visual cortex, different theories have 
been presented which interpret encoding information at different level of visual cortex 
and try to present a model. A core of fact about the ventral stream in the visual cortex 
is hierarchical processing. Along the hierarchy, the initial processing of information is 
feedforward. In a higher stage of processing, neurons in visual V4 area exhibit par-
tially complex shapes with information about the structural description of the repre-
sented feature [11]. In the final stage of processing, neurons in inferotemporal cortex 
(IT) area, learning to recognize 3D object and they generate a corresponding activity 
according to face shape information. It is assume that V4 and IT areas play an impor-
tant role for the detection and recognition of human faces [12]. Riesenhuber and Pog-
gio propose a model that is motivated from a quantitative theory of ventral stream of 
visual cortex [13]. This system has high performance at complex scenes. In these 
scenes object recognition must be robust respect to pose, scale, position, rotation and 
Image condition (lighting, camera characteristics and resolution). The simplest ver-
sion of the model consists of four layers that try to summarize a core of well-accepted 
facts about the ventral stream in the visual cortex [14]. 

Mixture of experts, MOE, first proposed in [15,16]. Their proposed model contains 
a population of simple linear classifier (the experts) whose outputs are mixed by gat-
ing network. The experts are technically performing supervised learning, in the other 
words they self-organize to find a good partition of the input space. Jordan and Jacobs 
[17] extended the model to so-called “hierarchical mixture of experts”, in which each 
component of MOE is replaced with a mixture of experts model. 

In this paper to achieve a level of powerful classification, we combine face repre-
sentations with mixture of multilayer perceptron experts network classifier. In this 
classifier, a modified structure for the expert networks is applied, which employs 
multilayer perceptrons, MLPs, to form the building blocks of the mixture architecture. 
By combining these results on face identification with the high performance previ-
ously shown for multilayer perceptron experts network, the current features represen-
tation model is starting to resemble a neurologically based computational system 
capable of approaching human performance on the ‘complete’ visual recognition 
problem. 

The rest of this paper is organized as follows: Section 2 describes the proposed 
model of face/nonface recognition. Section 3 presents experimental results on 
face/nonface recognition and some discussions. Section 4 concludes the paper. 
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Fig. 1. System overview: The proposed system consists of three biological layers: perceptual 
analysis, object representation and recognition layer 

2   The Proposed Model 

We propose a new model based on biological visual feedforward pathways as shown 
in Figure 1. The first layer of the model quantitatively corresponds to the tuning prop-
erties of V1 cells along the ventral stream of visual cortex. This level is named the 
“Perceptual” layer. The first layer of the perceptual layer consists of two layers of 
computational units: simple S1 units and complex C1 units. A standard way to model 
S1 cells in other visual recognition networks is to use Gabor filters [18]. These units 
do nonlinear edge detection by convolving an array of Gabor filters at four orienta-
tions and ten scales, over the input image. Pairs of S1 units at adjacent scales are then 
grouped together to create 5 ‘bands’ of units for each of the orientations. The C1 layer 
is then created by taking the maximum response within a local spatial neighborhood 
and across the scales within a band, to create a representation that contains 5 bands × 
4 orientations. This means that the first layer of the model gives responses that are 
robust to small changes in the image.  

In order to avoid a high dimensional and redundant input space and optimally  
design and train the expert networks, using a technique to reduce the input space di-
mensions is necessary. To solve the problem of high dimensional input space and 
transform features into eigenfaces, PCA is used which is a biologically plausible as is 
the population of so–called “face cells” in inferior temporal cortex [19]. This layer is 
termed the “Representation” layer. 

On the other hand, there are biological evidences indicating the existence of IT 
neurons which completely separate the input classes by extracting orthogonal dimen-
sions from the data [20]. The implementation of PCA method is as the following 
steps: first normalizing the data, second calculating the covariance matrix; third calcu-
lating the eigenvectors and eigenvalues of the covariance matrix, and then choosing 
components and forming a feature vector. The representation layer’s outputs are then 
identified as two “faces and nonfaces” classes by a mixture of multilayer perceptron 
experts network that is a supervised modular neural network. This layer is termed the 
“Recognition” layer. 

Inside the recognition layer, an efficient face/nonface recognition method is build 
which uses a type of mixture of multilayer perceptron experts architecture shown in 
Figure 2. Each classifier gives a decision on which subspace each input space belongs 
to, and their outputs are combined through the gating network to produce the final 
decision. In addition to its robustness and the performance of the model to handle a 
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larger face/nonface space, evidence for this kind of structures of neurobiology and 
neuroimaging plausible can be found in [21]: “…Indeed, it is hard to imagine how 
this could occur without a special gating mechanism that discriminates between faces 
and nonfaces and allows only the face information into the FFA…”. 

2.1   Perceptual Layer 

This layer corresponds to first two layers of primate ventral stream of visual cortex. 
C1 SMF system consists of two hierarchical layers of computational units composed 
of simple S1 units and complex C1 units [12] [13]. This layer of our framework is 
mostly based on that of Serre and Poggio et al. [14], with small changes according to 
the base model which consist of four hierarchical layers of computational units com-
posed of alternating simple S units and complex C units. The S units combine their 
inputs with a bell-shaped tuning function to increase selectivity and the C units pool 
their inputs through a maximum (MAX) operation, thereby increasing invariance. 
This layer is summarized as follow. 

S1 Units: A gray-value input image is first analyzed by a multidimensional array of 
simple S1 units which correspond to the classical simple cells in the primate visual 
cortex (V1) [14]. At first stage, S1 responses are obtained by applying a battery of 
Gabor filters to the input images, which have been shown to provide a good model of 
cortical simple cell receptive fields. Indeed, the S1 units extract features with a local-
ized, oriented-edge detection on the image, with help of 2D Gabor filter, that react to 
line of a particular orientation, scale, and position. Gabor function can be described 
by the following equation: 
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where the aspect ratio γ=0.3, the orientation θ and the effective width σ , the wave-
length λ were adjusted so that the tuning calls of the corresponding S1 units match 
those of V1 parafoveal simple calls as closely as possible. In our approaches, we 
arranged the S1 filters to form a pyramid of scales, spanning a range of sizes from 
7×7 to 25×25 pixels in steps of two pixels and considered four orientations 
(0°,45°,90°,135°) , thus leading to 40 different S1 receptive field types (10 scales×4 
orientations), and the C1 layer and S1 layer parameters have been arranged as [14].  

C1 Units: The next C1 level corresponds to cortical complex cells which illustrate 
some tolerance to shift and size. Complex cells tend to have larger receptive field and 
to be more tuned than simple cells. C1 units pool over afferent S1 units from the pre-
vious layer by performing nonlinear MAX-like operation over the same orientation 
within the neighborhood of S1 units in both space and scale. In other words, the re-
sponse r of a complex unit is the strongest response of its m afferents (x1,…,xm) from 
the previous S1 layer such that: 

1
.m ax i
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= …
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Consider, each scale band contains two adjacent filter sizes (there are five scale 
bands for a total of 10 S1 filter sizes). For instance, the first scale band for each orien-
tation contains two S1 filters with sizes 7×7 and 9×9. Note that both S1 filters have 
the same dimensions. The response of the C1 unit is obtained by sub-sampling these 
S1 maps using a cell grid of size Ns ×Ns= 8×8. From each grid cell, the maximum of 
all 40 elements gives one single measurement. As a last stage, by taking a maximum 
over the two scales, for each call consider the maximum value from the two maps. 
Again, this process is independently repeated for each of the four orientations and 
each scale band. 

2.2   Representation Layer 

A standard technique which used to approximate the original data with lower dimen-
sional feature vectors is Principal Component Analysis (PCA). The main idea of PCA 
is to find the appropriate vectors that can describe the distribution of face images in 
image space and form low dimensional subspace. Let the training set of face images 
be

MΓΓΓΓ ,...,,, 321
. The average face of the set is defined by 

1

1 M

nM =

Ψ = Γ∑ n
. Each 

face differs from the average by the vectors
iΦ = Γ − Ψ . The eigenvalues and ei-

genvectors are obtained from covariance matrix (see Eq. (4)) and a new face image is 
transformed into its eigenface components by this operation [10]. 

1

1 M
T
n

n

C
M =

⎡ ⎤= Φ Φ⎢ ⎥
⎣ ⎦
∑ n

 (4) 

The weights form a vector [ ]1 2, , Mw w wΩ = …  
that describes the contribution of 

each eigenvector in representing the input face image, treating the eigenvector as a 
basis set for face images. 

( ) , 1, 2, ,T
k kw u k M= Γ − Ψ = …  (5) 

where uk is eigenvector. These weights may be used in a face classification algorithm 
to find which of a number of predefined face classes that best describes the face. 

2.3   Recognition Layer 

Mixture of multilayer perceptron experts architecture, is the most famous method in 
the category of dynamic structure of classifier combining [22]. In our modified ver-
sion of mixture of experts model we use MLPs, instead of linear networks as shown 
in Figure 2. In order to select the expert network with the best performance at solving 
the problem, a gating network simultaneously trained is used. Then the learning algo-
rithm is corrected by using an estimation of the posterior probability of the generation 
of the desired output by each expert. Using this new learning method, the MLP expert 
networks’ weights are updated on the basis of those estimations and the procedure is 
repeated for the training data set. Each expert network is an MLP network with one 
hidden layer that computes an output vector Oi as a function of the input stimuli vec-
tor, x, and a set of parameters such as weights of hidden layer and output layer and a 
sigmoid activation function. We suppose that each expert specializes in a different 
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area of the input space. The gating network assigns a weight gi to each of the experts’ 
outputs, Oi. The gating network determines the gi as a function of the input vector x 
and a set of parameters such as weights of the hidden layer, a sigmoid activation func-
tion and the output layer. The gi can be interpreted as estimates of the prior probabil-
ity that expert i can generate the desired output y. The gating network is composed of 
two layers: an MLP network and a Softmax nonlinear operator as the gating net-
work’s output. Therefore the output of the MLP layer of the gating network, Og, is 
computed by the gating network, then the Softmax function is applies to get gi: 
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where N is the number of expert networks. So the gi are nonnegative and sum to 1. 
The final mixed output of the complete network is 
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i
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(7) 

In order to maximize the log likelihood of the training data given the parameters, 
the weights of MLPs are updated using the back–propagation (BP) algorithm, by the 
following equation:  
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where ηe and ηg are the learning rate for the expert networks and gating network, re-
spectively. Ohi and Ohg are the output of the hidden layer of experts network and the 
gating network, respectively and hi is an estimate of the posterior probability that ex-
pert i can generate the desired output y (Eq. 10): 
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the posterior probability, hi, is considered as a Softmax function computed on the 
inverse of the sum squared error of each expert’s output, smoothed by the gating net-
work’s current estimate of the prior probability that the input pattern was drawn from 
expert i's area of specialization. As the network’s learning process progresses, the 
expert networks “compete” for each input pattern, while the gating network gives a 
reward to the winner of each competition with stronger error feedback signals. Thus, 
over time, the gating network partitions the input space in response to the expert’s 
performance. 
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Fig. 2. Mixture of experts network [23] 

3   Experimental Results 

For the training phase, we used a set of 2700 face images collected from ORL, UMIST, 
Harvard, Yale and MIT CBCL databases and from the Internet, cropped and resized to 
40×40 pixels which have wide variations in pose, facial expression and lighting condi-
tions (Figure 3). We used a set of 2700 nonface images which are obtained by sampling 
from images containing landscapes, trees, buildings, cars, rocks, flowers etc. In the 
preprocessing step all images are scaled to a 40×40 size and converted to gray value. 
Then these images are first analyzed by an array of S1 units at four different orientations 
and 10 scales. At the next C1 layer, maximum operation is applied over a neighborhood 
of S1 units in both space and scale, but with the same preferred orientation. After the C1 
features have been extracted, we have 20 (5 bands×4 orientations) face patterns from a 
1600 dimensional image space. At the representation stage, the M_PCA matrix projects 
face patterns to a 50-dimensional subspace. 

 

 

  

Fig. 3. Sample Images from both face and nonface categories 

 
After extracting features from the face images, using a powerful classification 

structure is an important problem. At the recognition layer two pattern classifications 
are applied to recognize input images as face or nonface. The first method is mixture 
of multilayer experts network and the other is a complex MLP network. To evaluate  
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Table 1. Face/nonface recognition of testing the MLP and mixture of experts networks on the 
test set 

Network Topology 
Output Node 

Threshold 
Value 

Learning rate Training 
Epoch 

Recognition 
Rate (%) 

MLP [30] 50:85:1 0.49 0.05 950 79.8 

Gating 
50:15:2 eη =0.054 

Mixture of 
Experts [30] 

Experts 
50:20:1 

0.476 

gη =0.014 

450 97.6 

C1 + MLP 50:85:1 0.4 0.02 600 94.5 

Gating 
50:15:2 eη =0.054 

C1+ Mixture 
of MLP 

Experts 
50:20:1 

0.4 

gη =0.014 

450 98 
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Fig. 4. ROC curves illustrating the performance of Mixture of MLP with C1 features is much 
better in comparison with other networks [24] 
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the performance of mixture of multilayer experts network, we compare these two 
methods. The experimental results illustrate the capability of mixture of experts net-
work at discriminating patterns is much better than complex MLP in many ways (see 
Table 1). The mixture network model consists of two simple MLPs for experts and 
one simple MLP for gating network and the complex network consist of a three-layer 
MLP with one hidden layer.  

We tried training and testing of different MLP topologies and we find the best struc-
ture with 50:85:1 for complex MLP. The detailed of our experiment is reported in 
Table 1. The ROC curves of MLP and the mixture of multilayer perceptron experts 
network of our model compared to [24] are plotted in Figure 4. It is obvious that a 
mixture of MLP experts with C1 features is much better than other network topologies. 

4   Conclusion 

Understanding a neuroscience model of visual cortex performs object recognition is 
one of the ultimate goals in computational biology. Recognition of face/nonface is a 
difficult problem, which confronts all the major challenges in computer vision and 
pattern recognition. This paper presented a biologically-motivated framework for 
face/nonface recognition. First C1 maps were computed for each image and then the 
discriminative structure of mixture of experts network run. Since the training images 
have only changes in pose, illumination and view, using C1 SMF is suitable for the 
face represent. The experiments results demonstrate the proposed approach is power-
ful in extracting the relevant discriminatory information from the training face data 
and the discriminate structure of mixture of MLP experts is very high efficiency for 
the test C1 features. In the face/nonface recognition task the performance of the mix-
ture of two simple MLP comparisons with a complex MLP reveals that a mixture 
structure is much more reliable at solving complex pattern recognition problem. Also, 
it has the advantage of easier training, because of simpler expert networks. 
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Abstract. In this paper, a diagnosis support system for mucous mem-

brane diseases in oral cavity, in which a shape of vitiligo is judged as

lacy or not-lacy from an intraoral image, is proposed. Intraoral images

are not unstandardized, and lighting conditions or angles are variant.

To extract vitiligo area from such images, we employ dynamic thresh-

old method. SIFT and bag of keypoints are used in feature extraction,

and classification is achieved by SVM. From the simulation, in which the

shape of vitiligo is classified to lacy or not-lacy classes, the effectiveness

of the proposed system was verified.

Keywords: diagnosis support system, mucous membrane disease in oral

cavity, dynamic threshold.

1 Introduction

There are many patients with oral mucosal diseases, however, diseases which
are considered as serious ones are limited such as squamous cancer, leukoplakia,
lichen planus in clinical practice. It is not difficult for surgeon dentist to dis-
criminate these diseases, but it sometimes becomes difficult for general dentist
to do that. As the digital camera spreads in recent years, number of general
dental office that intraoral images used for daily clinical examination increases.
Diagnosis of oral mucosal diseases is achieved mainly based on visual inspection,
and the specialists can discriminate them with high accuracy even from intraoral
images. This fact is our motivation for constructing a diagnosis support system
for oral mucosal diseases based on intraoral images.

Fig. 1 shows a classification tree constructed based on interviews of some
specialists. Our goal is to realize a discrimination system which performs like
the decision tree shown in Fig. 1. As a first step, we discuss “Is vitiligo lacy?” in
this paper. In this discrimination, the important information is shape of vitiligo.
In case of leukoplakia, the vitiligo spreads evenly. On the other hand, the vitiligo
spreads lacily in case of lichen planus. Leukoplakia is an oral precancerous lesion

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 449–456, 2009.
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Fig. 1. Classification tree

(a) (b)

Fig. 2. Examples of intraoral images with vitiligo. (a) Lacy vitiligo and (b) not-lacy

vitiligo.

(possibility to be cancerous is 3-10%), and it is strongly required to find out it
in early stage. Fig. 2 (a) and (b) show examples of lacy vitiligo and not-lacy
vitiligo judged by the specialists, respectively. The objective of this paper is to
classify the intraoral images to two classes based on the shape of vitiligo, i.e.
lacy or not.

2 Overview of the Proposed Method

When intraoral images are taken in general clinical practice of dentistry using
commercially digital cameras, lighting condition and angles are unstandardized.
Color information on diseased part varies widely, and halation is sometimes
observed. These cause classification to be difficult.

To cope with this problem, extraction of vitiligo area is employed as a prepro-
cessing. Color of vitiligo area is not fixed, it changes according to conditions, inidi-
viduals, and so on. In other words,Color difference between vitiligo and other areas
is relative. Furthermore, the color is different from one locality to another even in
same image. It is needed to ectract vitiligo using only local information. In lacy vi-
tiligo image, there are many local features which include white curvatures. To rep-
resent these type of local features, scale invariant feature transformation (SIFT),
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Fig. 3. Block diagram of the proposed classification method

wchich is robust for scaling, shifting, rotating, is usefull. As a clasifier, support vec-
tor machine (SVM), which is one of the most powerful classifier, is adopted. The
block diagram of the proposed classification method is shown in Fig. 3.

3 Extraction of Vitiligo

To extract vitiligo area from a intraoral image is considered as to binarize the im-
age. In the binarized images, white and black pixels mean vitiligo and not-vitiligo,
respectively. The simplest method to binarize images is to use threshold. As men-
tioned above, however, color on vitiligo in intraoral image includes wide variations
caused by difference of condition of lighting and angle. Some pixels of vitiligo area
are whitish, and some pixels are red-tinged even in one image. In such case, bina-
rization with fixed threshold is not useful, because the pixels of vitiligo and not-
vitiligo are overlapped in a color space. As binarization methods, in which the
threshold is determinedby considering color distribution, percentilemethod,mode
method, discriminant analysis are well known[1][2][3]. In these methods, however,
thresholds are determined in consideration of color distribution of whole image,
and it is not effective when one image includes light and dark areas like this prob-
lem.

On the other hand, surgeon dentists judge the pixel as vitiligo or not using only
local image around focused pixel. One of the simplest methods is to use a thresh-
old decided based on pixel distribution of local image. In such case, however, it is
difficult to decide the size of local image, and it requires much computational cost.
Thus we employ a dynamic threshold method[4][5].The algorithm of the dynamic
threshold is as follow.

1. Original color image is transformed to gray scale image.
2. Gray scale images are smoothed by using smoothing filter (Gaussian filter).
3. Difference image between gray scale image and smoothed image is obtained.

Each pixel is decided to white or black if the pixel value is larger or smaller
than threshold.

4. Obtained binary image is smoothed to reject noise.

The size of Gaussian filter and threshold are parameters to be decided.
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4 Feature Extraction

In this study, an objective is that shape of vitiligo is judged as lacy or not. It is
reasonable that we assume lacy vitiligo includes many edges in the image. Thus
the feature histogram which represents a proportion of various features included
in the image is employed as feature of the image.

4.1 SIFT

SIFT is a feature extraction algorithm proposed by Lowe[6][7]. SIFT is robust for
scaling, rotating and change of lighting condition, and its algorithm is divided
into two parts, keypoint extraction and feature representation.

In the keypoint extraction, the candidates of keypoints are firstly extracted
by processing called Difference of Gaussian (DoG). DoG image is defined by

DoG(u, v, σi) = L(u, v, σi+1) − L(u, v, σi), (1)

L(u, v, σi) = G(x, y, σi) ∗ I(u, v), (2)

G(x, y, σi) =
1

2πσ2
i

exp(− (x2 + y2)
2σ2

i

), (3)

where, I(u, v) and G(x, y, σi) are intensities of coordinate (u, v) of original image
and cooefficient of coordinate (x, y) of Gaussian filter, and σi is width of the
filter. As shown in above, in DoG, color substraction between images smoothed
by Gaussian function with different variances is calculated, and candidates can
be determined based on this color substraction. Then the candidates which are
susceptible to the effect of noise or aperture problem are removed.

In feature representation, 128 dimensional feature vector for each keypoint is
detected. At first orientation which is main direction of color gradient around
the keypoint is determined. And local area are divided into 16 (4×4) subareas in
consideration of the orientation. For each subarea, gradient histogram for eight
directions is obtained. As a result, 128 dimensional feature vector is calculated
for each keypoint. Please refer [6][7] for detail.

4.2 Bag-of-Keypoints

Bag-of-keypoints (BoK)[8] is a model which represents image as a set of local
features, here, positions of features are not considered. In fact, histogram of local
features is used as a feature of the image. BoK can be considered as one of the
codebook, and codes in codebook are called as visual words in BoK. Ability of
classification of the images with BoK is based on number and selection of visual
words. In this study visual words correspond to SIFT. Generally, appropriate
number of visual words depend on type of objects to be classified. There is
however, no knowledge for this application, and the number of visual word k is
decided experimentally. A k-means algorithm for SIFT extracted from images to
determin the visual words.
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5 Classification by SVM

As mentioned above, each image is represented by histogram of local features.
Classifying the images to lacy-vitiligo or not-lacy-vitiligo is achieved by Support
Vector Machine (SVM)[9]. SVM is one of the most powerful classifiers, and
is widely applied to many applications. In SVM, kernel is used to transform
the patterns to high dimensional feature space, and nonlinear classification in
original input space can be considered as linear classification in high dimensional
feature space by presenting the kernel method. In this study, polynomial kernel

K(x1, x2) = (1 + xT
1 x2)p (4)

is used. Many types of kernel are well known, polynomial kernel is experimentally
chosen. In the simulation presented in the next section, p is 10.

6 Simulation Results

6.1 Data Used in Simulation

Images used in this study are taken by dentists with commercial digital cam-
eras, and 19 images (14 for lacy and 5 for not-lacy) are prepared. Some images
include teeth, and teeth are preliminarily removed by using photo-retouching
software. To evaluate the simulation results, binary images in which vitiligo area
is manually extracted by the surgeon dentist is also prepared, and these images
are called teacher images.

6.2 Vitiligo Extraction Simulation

Binarization by Fixed Threshold. Threshold is decided from the distribu-
tion of all pixels of all images in color space (YCrCb). All pixels can be labeled
as vitiligo or not based on teacher images. Of course, distributions of two classes
are overlapped in color space. Probabilities that a new pixel x belongs to vitiligo
or not are defined by Eq.(5) and Eq.(6), respectively.

pv(x) =
qv(x)

qv(x) + qn(x)
, (5)

pn(x) =
qn(x)

qv(x) + qn(x)
(6)

where,

qv(x) = exp(−‖ x− µv ‖
2σ2

v

), (7)

qn(x) = exp(−‖ x− µn ‖
2σ2

n

), (8)

where, µv and µn are means vector of pixels of vitiligo and non-votiligo, respec-
tively, and σv and σn are standard deviations of pixels of vitiligo and non-votiligo,
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respectively. Finally the new pixel is judged as vitiligo or not by maximum
probabilities.

Binarization by Dynamic Threshold. Ability of binarization by dynamic
threshold is based on parameters, size of mask and threshold. These parameters
are experimentally decided to maximize an evaluation function[10] represented
by:

E =
1

X × Y
(1 −

∑Y
y=1

∑X
x=1 w(x, y)|t(x, y) − p(x, y)|∑Y

y=1

∑X
x=1 w(x, y)r

), (9)

where, X and Y are horizontal and vertical size of a image, respectively, and
t(x, y) and p(x, y) are intensities of pixel (x, y) of teacher and output images,
respectively. The evaluation function means the error between teacher and out-
put images weighted by w(x, y), and r is resolution for intensity (in this case
r = 256). The weight w(x, y) is 255 and 200, when the pixel of the teacher image
is white and black, respectively. As a result, size of mask is 85, and threshold
is 7.

Fig. 4. Examples of binarization of four images. From top to bottom, original color

image, teacher image, binarized by dynamic threshold, and binarized by fixed threshold.
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Fig.4 shows examples of binarization of four images. Original color images,
teacher images, images binarized by dynamic threshold and images binarized by
fixed threshold are indicated from top to bottom of Fig.4.

6.3 Classification Simulation

In classification simulation, we employ cross-validation for verifying an effective-
ness of the proposed method. The visual words of the BoK and the parameters
of SVM are tuned using 18 images, and remaining one image is used for test-
ing, that is the remaining image is classified by SVM trained using 18 images.
The processes above are achieved for all the images, and a classification ratio
is obtained. Fig. 5 shows the classification ratios corresponding to number of
visual words k. For comparison, four methods are employed for preprocessing,
dynamic threshold (green), fixed threshold (red), original image, i.e. no prepro-
cessing (pink) and teacher image (blue). It is shown that the teacher image gives
the best result, and it means that the surgeon dentist adequately extract the
vitiligo area and judge that vitiligo is lacy or not. The result of fixed threshold
is worse than that of original image. It is considered that information amount
which represents features in the image is reduced by inadequate binarization. On
the other hand, dynamic threshold presents good result, and the classification
ratio is almost same to that of teacher image, when number of visual words is
appropriately decided. It means that vitiligo is extracted with high accuracy by
employing the dynamic threshold algorithm.

Fig. 5. Classification ratio

7 Conclusions

In this paper, the diagnosis support system for mucous membrane diseases in oral
cavity was proposed. In the proposed system, vitiligo area was adequately ex-
tracted from intraoral image even when the lighting condition and angle changed.
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And it was confirmed that the shapes of vitiligo were successfully classified to
two classes, lacy or not. From the results, vitiligo extraction by the dynamic
threshold, in which the threshold is determined in consideration of only local
area, mimic extraction process of the surgeon dentist.

References

1. Sahoo, P.K., Soltani, S., Wong, A.K.C., Chen, Y.C.: A Survey of Thresholding

Techniques. Computer Vision, Graphics, and Image Processing 41, 233–260 (1988)

2. Weszka, J.S.: A Survey of Threshold Selection Techniques. Computer Graphics and

Image Processing 7, 259–265 (1978)

3. Otsu, N.: A Threshold Selection Method from Gray-Level Histograms. IEEE Trans.

on Sys., Man, and Cybern. 9, 62–66 (1979)

4. Chow, C.K., Kaneko, T.: Automatic Boundary Detection of the Left Benticle from

Cineagrams. Computer and Biomedical Res. 5, 863–873 (1988)

5. Matsushima, H., Yamachiro, T., Toguchi, M.: Simple and Fast Binarization Tech-

nique which is used to background density distribution. In: Report of the 200th

Technical Conf. on the Inst. of Image Elect. Eng. of Japan, pp. 169–175 (2003) (in

Japanese)

6. Lowe, D.G.: Distinctive Image Features from Scale-Invariant Keypoints. Int. J. of

Computer Vision. 60, 91–110 (2004)

7. Lowe, D.G.: Object recognition from local scale-invariant features. In: Int. Conf.

Comp. Vis., pp. 1150–1157 (1999)

8. Csurka, G., Bray, C., Dance, C., Fan, L.: Visual categorization with bags of key-

points. In: European Conference on Computer Vision Workshop on Statistical

Learning in Computer Vision, pp. 1–22 (2004)

9. Cristianini, N., John, T.: An Introduction to Support vector machines and other

kernel-based learning methods. Cambridge University Press, Cambridge (2000)

10. Aoki, S., Nagao, T.: Automatic Construction of Tree-structural Image Transfor-

mation. J. of the Institute of Image Information and Television Engineering 53,

888–894 (1999)



C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 457–464, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Using Long and Short Term Memories 
in Solving Optimization Problems 

Masahiro Nagamatu and Jagath Weerasinghe 

Kyushu Institute of Technology, 2-4 Hibikino, 
Wakamatsu-ku, Kitakyushu-shi, 808-0196, Japan 

nagamatu@brain.kyutech.ac.jp,  
jagath-w@edu.brain.kyutech.ac.jp 

Abstract. In this paper, we propose an optimization method which is based on 
the Lagrangian method. Experimental results show that the search can effec-
tively find the feasible solutions. We also introduce long and short term memo-
ries to the Lagrangian method. There are several possible ways of integrating 
the long and short term memories. We examine some of basic ways of integra-
tion in the experiments, and decide the effective one. When we use this effec-
tive way of integration, we can improve the efficiency of the Lagrangian 
method furthermore.  

Keywords: Optimization, constraint satisfaction, local optima, long and short 
term memories. 

1   Introduction 

Solving optimization problems are important not only in the industrial and business 
fields but also in the field of artificial intelligence where agents are required to act 
intellectually and effectively. The former includes designing, manufacturing, control-
ling, and decision-making, and the latter includes robot navigation and planning. 
However, as denoted by the fact that almost all optimization problems are NP-hard, it 
is generally difficult to find an optimum solution in a huge solution space. The exis-
tence of the local optimal solutions makes the problem further difficult.  

To overcome this difficulty, several optimization techniques use the strategies in-
spired by human kinds or animals. Using curiosity, long term memory and short term 
memory are examples of them [1][2][3][4][5]. In the field of psychology, human kinds 
have two types of curiosities, i.e., specific and diversive curiosity. In the optimization, 
the specific curiosity is used to examine promising parts of the solution space care-
fully, and the diversive curiosity is used to visit unexplored parts of the solution space 
looking for a new solution. The long and short term memories are used in a similar 
way. The long term memory is used to store the information acquired using long time 
intervals, which is used to find new and promising parts of the solution space, while 
the short term memory is used to store the information which is used to decide actions 
for the immediate future by reacting to the current situation. In the optimization, it is 
general that long term memory is used to store the information of already visited 
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solutions, and is used to look for new solutions. The short term memory is used to 
escape from the current local optimal solution.  

In this paper, we study about using long and short term memories in the Lagran-
gian method for solving an optimization problem in electronics system design, and 
propose a good way of integrating the long and short term memories. 

2   Lagrangian Method for Optimization 

We have been solving the satisfiability problem (SAT) of the propositional calculus 
by the neural network called LPPH (Lagrange programming neural network with 
polarized higher order connections) [4][5][6]. The network is not trapped at any points 
which are not the solutions of the SAT, and if the trajectory comes near a solution, it 
converges to that solution. The same techniques can be used to solve an optimization 
problem.  

(Optimization problem) 
minimize ( ),
subject to , 1,2,..., ,

0,1, 1,2,..., .
r

i

f
C r m
x i n

=
= =

x
 

(Lagrangian method (LAG)) 
1) Make an initial solution x0. w0=(w1,0,w2,0,..,wm,0). t=0. 

2) Find a solution 1 ,argmin ( , ) ( ) ( ) | ( )t t r t r t
r

F f w h N+
⎧ ⎫⎪ ⎪= = + ∈⎨ ⎬
⎪ ⎪⎩ ⎭

∑
x

x x w x x x x . 

3) wt+1= wt − αwt +λhr(xt+1). 
4) If xt+1 satisfies the terminating condition then halt, else t=t+1 and goto 2). 

In the above definition, f(x) is an objective function, Cr is a constraint, wr,t is the 
weight (Lagrange multiplier) of constraint Cr, F(x,w) is the Lagrangian function, hr(x) 
is a function which indicates the degree of unsatisfaction of constraint Cr ( hr(x)≥0, 
and hr(x)=0 iff Cr is satisfied ), N(x) is a neighborhood of x, α≥0 is a constant called 
“decay factor”, and λ≥0 is a constant called “cost coefficient”. 

We also introduced long and short term memories to the LPPH. In the same man-
ner, we can introduce long and short term memories to the above Lagrangian method 
as follows.  

(Lagrangian method with long and short memories (LAGLS)) 
1) Make an initial solution x0.  

w0=(w1,0,w2,0,..,wm,0). W0=(W1,0,W2,0,..,Wm,0). t=0. 
2) Find a solution  

1 , ,argmin ( , , ) ( ) ( , ) ( ) | ( )t t t r t r t r t
r

x F f I w W h N+
⎧ ⎫⎪ ⎪= = + ∈⎨ ⎬
⎪ ⎪⎩ ⎭

∑
x

x w W x x x x . 

3) wt+1= wt − αwwt +λwhr(xt+1). Wt+1= Wt − αWWt +λWhr(xt+1). 
4) If xt+1 satisfies the terminating condition then halt, else t=t+1 and goto 2). 
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In LAGLS, wr,t is the short term memory of the constraint Cr at step t and Wr,t is the 
corresponding value for long term memory. The Lagrangian function is extended to 
F(x, w, W) and αw, λw are decay factor and cost coefficient of short term memory, and 
αW, λW are those of long term memory. As the names “short” and “long” indicate, αw 
> αW, i.e., the short term memories forget the distant past, while long term memories 
can accumulate the information stored within a long time interval. 

In the above definition, function I(wr,t, Wr,t) plays an important role. This function 
integrates the long and short term memories. There are several possible ways of defin-
ing the integration function. Among them, in this paper, we experimentally examine 
the effectiveness of the following: 

                                   I1(wr,t, Wr,t)= wr,t × Wr,t, (1) 
                                  I2(wr,t, Wr,t)= wr,t + Wr,t. (2) 

From here onwards, we refer to (1) and (2) as “w×W” and “w+W” respectively. The 
main objective of them is to prevent the search from stopping at a non-feasible solu-
tion. Suppose that the current solution xt is not a feasible solution where constraint Cr 
is violated. Then the values of wr are increased according to 3) (in both of the LAG 
and LAGLS), because hr(x) has a positive value. Therefore, according to 2), the solu-
tions in which Cr is violated cannot be selected as xt+1. Hence the search does not stop 
at xt (i.e., xt+1= xt). This is the intuitive explanation why Lagrangian method does not 
stop at a non-feasible solution. The short term memory not only remembers xt, but 
also remembers solutions visited in the recent past. This makes the possibility of re-
visiting recently visited solutions small. Hence the search proceeds forward until it 
reaches a feasible solution. However, using only short term memories cannot prevent 
the search from being trapped by a long limit cycle. But this can be prevented by 
using long term memories. Therefore, the role of integration function I is to add these 
powers of long and short term memories to the Lagrangian method. 

The long term memory may also increase F(x, w, W) for solution x which is not 
visited yet, i.e. it may include incorrect information in the sense of “already visited 
solutions”. Hence using too small αW indicates use of wrong information for a long 
time. There may be other ways of defining the integration function I, e.g. max{w, W} 
and min{w, W}. However, max{w, W} (min{w, W}) cannot be used, because w does 
not contribute when w<W (w>W), and vice versa. More complex combination of “×” 
and “+” can also be used, however, in this paper we discuss only the basic ones 
shown in 1) and 2). 

3   Experiments 

3.1   Software-MCU Assignment Problem (SMAP) 

To show the effectiveness of the Lagrangian method, we apply it to the Software-
MCU assignment problem. This is an optimization problem of finding a minimum 
cost Software-MCU (micro controller unit) assignment as shown in Fig.1. The prob-
lem can be described as follows: 
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1) A set of software modules S={si | i=1, 2,...,nS}. Each software module si con-
sumes computation power comp(i) and memory mem(i). For each pair of soft-
ware modules si and sl there is a communication traffic comm(i, l). 

2) A computer network which consists of a set of mutually connected communica-
tion nodes N={nj | j=1, 2,...,nN}. Each node nj has a communication cost cost-

comm,j=costcomm,j(c), where c is the total amount of communication traffic passing 
through the node nj. Node nj also has a communication capacity COMM(j). 

3) A set of MCUs M={nk | k=1, 2,...,nM}. Each MCU is attached to a node in N. 
MCU mk has a computation cost function costcomp,k=costcomp,k(p), where p is the 
total amount of computation consumption of the software modules assigned to 
the MCU. MCU mk has a computational capacity COMP(k). For the memory, 
MCU mk has a cost function costmem,k=costmem,k(q) and a capacity MEM(k). 

Software-MCU assignment problem is to find a minimum cost assignment x of the 
software modules on MCUs, where xk is a MCU to which software module sk is  
assigned.  

 

MCU node

link
software 

module

 
 

Fig. 1. An illustration for Software-MCU assignment problem (SMAP) 
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where ξ(j) is a set of pairs of software modules (i,l) such that the communication 
traffic between MCU xi and MCU xl passes through node nj.  
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(Software-MCU assignment problem (unconstrained))  

|

| ( , ) ( )

minimize g( ) ( ) comp( ),  COMP( )

mem( ),  MEM( ) comm( , ),  COMM( )

i

i

k i x k

k i x k j i l j

f x P i k

P i k P i l j
ξ

=

= ∈

⎛ ⎞
⎜ ⎟= +
⎜ ⎟
⎝ ⎠

⎛ ⎞ ⎛ ⎞
⎜ ⎟+ + ⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠

∑ ∑

∑ ∑ ∑ ∑

x

 

We call g(x) the “augmented objective function”. 

3.2   Lagrangian Method for the Software-MCU Assignment Problem  

The Lagrangian method is implemented as follows to solve the Software-MCU as-
signment problem:  

(LAGLS for SMAP) 
1) Make an initial assignment, x0 ,by any constructive method.  

w0=(w1,0,w2,0,..,wm,0). W0=(W1,0,W2,0,..,Wm,0). t=0. 
2) Find a solution  

( )1 , ,argmin{ ( , ) ( ) | }

          if constraint  is satisfied by ,
where,  ( )

( , )     otherwise.

t r t r t r t
x r

I w W h N

cost Cr rhr P consumption capacityr r

+ = × ∈

⎧⎪= ⎨ ∑⎪⎩

∑x x x x

x
x

 

3) 1
1

1

( )
,

max{ ( )}
r t

t t w t w
r t

r

h
w w w

h
α λ +

+
′ +′

= − +
x

x
 

1
1

1

( )
.

max{ ( )}
r t

t t W t W
r t

r

h
W W W

h
α λ +

+
′ +′

= − +
x

x
 

4) If xt+1 satisfies the terminating condition then halt, else t=t+1 and goto 2), 

For simplicity, in 2), r represents all types of constraints, i.e., comp, mem, and comm. 
“costr ”, “capacityr ” and “consumptionr ”, represent the cost, capacity, and consump-
tion of r respectively. In our experiments, each wi,0, and Wi,0 are set to 0.1. As a con-
structive method for the initial solution, randomly selected software modules are 
selected one by one, and assigned to the best MCUs iteratively. For cost functions, 
quadratic functions are used with maximum value around 1.0. For the penalty func-
tion, P(a,b), the following is used: 

( )2
if ,( , )

0 otherwise.
L a b a bP a b

⎧⎪ >= ⎨
⎪⎩

 

where L is a large value, and we use L=50. The neighborhood N(x) is defined to be a 
set of solutions which can be obtained by moving one software module or swapping 
two software modules.  
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3.3   Experimental Results of Solving SMAP via LAGLS for SMAP 

In the experiments, we generate 6 problems of the SMAP. Each of them has 36 soft-
ware modules, 12 MCUs and 6 nodes. Table 1 shows the results. Each row corre-
sponds to a problem and each column corresponds to a way of integrating the long 
and short term memories. In the Table 1, “w(α=0.03)” indicates the ordinary LAG, 
where 0.03 is the best value of α for almost all SMAP problems by LAG. Further, for 
“w(α=0.03)” we used λ=1.0. For “w×W”, we used αw=0.03, λ w=1.0, αW=0.0002 and 
λW=0.1, and for “w+W” λW=0.01 and other values are kept unchanged from “w×W”. 
After deciding the decay factor and cost coefficient for long term memory in the 
above integration methods, for the sake of completion, we decided to do an experi-
ment using only long term memory. We did that experiment by replacing α and λ in 
ordinary LAG by αW and λW of “w+W”. The results are included in the Table 1 under 
W(α=0.0002). All these are best values obtained from the preliminary experiments. 
For each problem and for each way of integration, we solved the problem 50 times by 
changing the initial solutions. The number of steps in each search is limited to 1000. 
In Table 1, each cell has 2 values, e.g. “665.7 / 29”. The second value indicates that 
within 50 searches, a feasible solution can be found 29 times while the first value 
indicates the average number of steps required for each search. From this table we can 
see that “w×W” is able to find the highest number of feasible solutions in all 6 prob-
lems. Furthermore, the number of steps required in “w×W” is the least for 5 problems. 
Therefore, it is apparent that “w×W” is the best for all problems, while “w+W” is 
worse than “w(α=0.03)” for some problems. We think that the ability of escaping 
from local minima depends on the ratio of {I(wr, Wr)| Cr is satisfied} and {I(wr, Wr)| 
Cr is violated}, and “w×W” can make this ratio higher than “w+W” does. One search 
(=1000 steps) consumes around 50 sec on Intel 2.4GHz Quad CPU using only one 
core. 

Fig.2 . shows how the value of the objective function, f(x) ,changes with time. (a) 
is for “w×W”, and (b) is for “w(α=0.03)”. In (b), we can see that an oscillation occurs 
because of being trapped by limit cycles. 

3.4   Using Another Heuristic Method for SMAP 

In the experiment, we compared the LAGLS with the guided local search (GLS)[3]. 
The GLS and its derivatives are currently well used for optimization problems. The 
following is a description of the simple GLS. 

(GLS) 
1) Make an initial solution x0.  

P=(p1,0, p2,0,.., pm,0,). t=0. 
2) Apply the simple local search to xt, until being trapped by local minimal, 

and obtain xt+1 as follows: 

( )1 , ,
i i
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Table 1. Several ways of integrating long and short term memories are compared  

Problem w(α=0.03) W(α=0.0002) w×W w+W 
1 665.7 / 29 860.2 / 10 535.2 / 41 728.9 / 20 
2 737.4 / 23 846.7 / 12 533.9 / 36 626.5 / 30 
3 275.4 / 44 447.1 / 33 207.1 / 48 217.7 / 47 
4 368.7 / 39 419.6 / 35 364.0 / 41 439.5 / 37 
5 338.6 / 42 422.5 / 35 340.7 / 43 421.1 / 42 
6 821.8 / 18 859.8 / 12 794.1 / 20 878.4 / 14 

 

(a) “w×W”

(b) “w(α=0.03)”
 

 
Fig. 2. Graphs to show how the values of objective function f(x) changes with time 
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3) Choose a feature and penalize it as follows: 

( ) ( )1 (1

 for 1 until  

           ;

for each  such that   maximum do

           1;       

I x ci t i pi

i m do

utili

i util isi
p pi i

+ +

←
←

← +

 

4) If xt+1 satisfies the terminating condition then halt, else t=t+1 and go to 2), 

In this description, m is the number of features, and pi and Ii are penalty and the oc-
currence of the feature i, respectively. The neighborhood is represented by N, and it is 
similar to that of Lagrangian method. In 2), the function h is the augmented objective 
function, while g is the original one. We use only the violations of constraints as fea-
tures. We applied the GLS to the problems in Table 1. However the GLS cannot find 
any feasible solutions for any problems. We confirmed that the GLS cannot escape 
from a local optimum. Even if we can resolve this situation by changing the defini-
tions of the neighborhood or features, this results show at least the Lagrangian method 
is easier to design. 

4   Conclusions 

We propose a method to solve optimization problems which is based on the Lagran-
gian method. We also propose an integration method for short and long term memo-
ries. Experimental results show that these proposals are effective in finding feasible 
solutions. Currently we do not pay much attention to getting the true optimum solu-
tions but only pay attention to getting feasible solutions. Experiments are done by 
solving hard problems for which even feasible solutions are difficult to find. For the 
future work we want to study about finding an optimum solution. From our previous 
work [6], we consider that the Lagrangian method also works well for this purpose. 
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Abstract. Motifs refer to a collection of transcription factor binding

sites (TFBSs) which are located at promoters of genes. Discovery of

motifs is critical to further understanding the mechanism of gene reg-

ulation. Computational approaches addressing this challenging problem

have demonstrated good potential. However, the existing motif search

approaches have some limits to deal with remarkably under-presentation

of binding sites in biological datasets, resulting in considerably high false-

positive rate in prediction. We resolve the task as an imbalanced biolog-

ical data classification problem and our technical contributions in this

paper include the following aspects: (i) propose a novel similarity metrics

for comparing DNA subsequences based on overlap range of nucleotides

in DNA sequences; and (ii) introduce a new sampling method which

combines both over- and under-sampling techniques. The effectiveness of

our proposed similarity metrics and sampling approach is demonstrated

by two benchmark datasets and three classification techniques – Neural

Networks (NN), Support Vector Machine (SVM), and Learning Vector

Quantization (LVQ1). Empirical studies show that the classifier LVQ1

integrated with the proposed similarity metrics performs slightly better

other approaches on the test datasets.

1 Introduction

Transcription plays a principal role in the central dogma of molecular biology
or gene expression. It transcribes genetic information (genes) embedded in DNA
sequences into messenger RNA segments from which corresponding functional
proteins are produced. In order to be accomplished, the transcription requires a
sequence-specific binding of multiple proteins or Transcription Factors (TFs) to
short stretches of DNAs (Transcription Factor Binding Sites - TFBSs or binding
sites for short) in promoter regions of being-regulated genes. It is biologically
verified that this DNA-protein interaction underlies the success and the level of
gene expression [1]. The identification of these TFs-targeted sites, therefore, is
crucial for a complete understanding of gene regulatory complex networks [2].
Due to being biologically functional, TFBSs of a certain TF are likely conserved
across evolutionary lineages, resulting in common patterns or motifs of them.

Motif search [3, 2] can be formulated as a problem of finding putative TF-
BSs associated with a TF in the promoter regions of interest based on given
experimentally TFBSs identified using computational techniques. As such, two
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challenges must be taken. First, TFBSs are degenerate, i.e., variations are al-
lowable at a position within sites due to effects of species selection. Second, the
comparative shortness of TFBSs (5-20 base pairs) together with the long length
of promoter regions (hundreds base pairs in plants or thousands in human) often
brings about high probabilities of finding similar sequences by chance [4].

Two issues are related to the problem of motif search. On one hand, research
efforts have been made on improving the representation of motifs, from a Con-
sensus Sequence [5] just listing nucleotides permissible at each position, to a
more descriptive Position Frequency Matrix [5] representing occurring proba-
bilities of each nucleotide at each position of aligned binding sites. These two
representation methods assume the independence of site positions while recent
laboratory experiments have shown that there exists inter-position dependence
within sites [2]. Thus, current research work has taken this dependency into con-
sideration [6,7,8]; yet the system performance could not be improved universally.
On the other hand, attempts has been made to reduce the higher false-positive
rate in binding sites prediction. Some approaches enhanced the differentiation
power of scoring schemas used to measure the degree to which a new sequence
matches the given motifs [3,2]; some took advantage of the blossom of sequenced
genome data by incorporating prior knowledge, for example, phylogenetic foot-
printing [9,10]. Unfortunately, a satisfying prediction accuracy still remains chal-
lenging [3].

The nature of motif search drives us to resolve the task as an imbalanced
biological data classification problem, and consequently, the following two issues
must be considered: (i) the similarity measure used in classifiers design and (ii)
the remarkable imbalance of data that needs classifying. For the first issue, the
Hamming distance or Euclidian norm is normally employed. However, it is obvi-
ously unsuitable for motif search tasks because two almost-overlap subsequences
within the binding sites region appear totally dissimilar. For the second issue,
sampling techniques (over-sampling [11, 12] and under-sampling [13]) are often
used. The combination of the two sampling techniques is necessary due to two
reasons: (i) the size of the positive set is clearly under-presented in comparison
with that of the negative set in the training data; and (ii) the greater number
of negative examples do not bring a higher classification performance [11].

This paper aims to tackle the above two issues for further biological data min-
ing practice. In particular, we propose a new similarity metrics based on over-
lapping for comparing nucleotide subsequences. Accordingly, a sampling method
is presented. The effectiveness of both the proposed similarity metrics and the
sampling approach is demonstrated by two benchmark datasets and three well-
known classifiers, namely Neural Networks, Support Vector Machine, and Learn-
ing Vector Quantization.

The rest of this paper is organized as follows: the proposed similarity metrics,
sampling technique, and an encoding method are presented in Section 2. Exper-
imental results with comparisons are reported in Section 3. Finally, Section 4
concludes the paper.
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2 Method

2.1 Encoding Method

Subsequences of nucleotides with length k, namely kmers, are commonly encoded
by a binary coder [14]. Recently, [15] proposed a binary matrix encoding ap-
proach that concides with the position frequency matrix (PFM) representation
for motifs. However, these encoding methods does not suit well for building clas-
sifiers. In this paper, we convert DNA sequences into numerical feature vectors
by counting consecutive joint frequency.

Let a kmer be T1T2...Tk, where Tj ∈
∑

= {A, C, G, T }, j = 1, 2, ..., k. We con-
struct an encoding matrix M = [mij ]4×4 as mij = freq(Vi, Vj), where
(V1, V2, V3, V4) = (A, C, G, T ) and freq(Vi, Vj) is the occurrence frequency of
the ordered pair (ViVj) in the working dataset. Elements of the matrix are then
normalized by mij = (mij −Min)/(Max−Min), where Min and Max are the
minimum and maximum elements of the matrix M .

The encoded kmers are now given by e(kmer) = [ei]1×(k−1), ei = mjl if Ti = Vj

and Ti+1 = Vl. If we let N be the total number of kmers, encoding in such a
way will shrink the input space from N × k × 4 to N × (k − 1), and as a result,
decreasing remarkably the required processing time.

2.2 Overlap-Based Similarity Metrics

As discussed in [16], motif search performance depends on overlapping concept.
A predicted site which overlaps over some positions with a known site should also
be counted as a true positive. Such a predicted site, however, may be treated as
a negative in the sense of the Hamming distance and Euclidian norm. This phe-
nomena brings us a motivation to develop the overlap-based similarity metrics
(OSIM), in which the best alignment of two DNA subsequences is targeted.

Let E1 and E2 be two encoded kmers, i.e., Ei = ei
1e

i
2...e

i
k−1, where ei

j ∈ R,
i = 1, 2, and j = 1, 2, ..., k − 1. In order to be evaluated as true positive, a kmer
must overlap with a known site over at least a specified number of positions. We
represent this number as θ, where 1 ≤ θ ≤ (k − 1), and call it the overlapping
parameter. The distance between E1 and E2, d(E1, E2), is formulated as the
minimum distance obtained in every possible move t of E2 with respect to E1,
where θ ≤ t ≤ (k − 1). For each move t, we shift E2 to the left (k − 1 − t)
positions with respect to E1 and compute the left-aligned distance (dt

L(E1E2)).
Similarly, we compute the right-aligned distance (dt

R(E1, E2)) by shifting E2 to
the right the same number of positions. The smaller value between dt

L(E1, E2)
and dt

R(E1, E2) is recorded as the distance between E1 and E2 in this move,
dt(E1, E2). Finally, d(E1, E2) is decided to be the smallest value among (k − θ)
values of dt(E1, E2).

d(E1, E2) = min
∀t

{dt(E1, E2)}, t = θ, θ + 1, ..., k − 1, (1)
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where dt(E1, E2) is given by

dt(E1, E2) = min {dt
L(E1, E2), dt

R(E1, E2)}, (2)

dt
L(E1, E2) =

t∑
i=1

|e(1)
i+k−t−1 − e

(2)
i | + δt, (3)

dt
R(E1, E2) =

t∑
i=1

|e(2)
i+k−t−1 − e

(1)
i | + δt, (4)

where δt is the penalty of the position shifting and variable with respect to t; the
higher t, the smaller δt. The selection of δt is arbitrary and should be dataset-
dependent. We implement OSIM with δt = (k−t−1)/(k−1) in this work. When
t = k − 1, the two kmers completely overlap each other and OSIM becomes the
widely-used Hamming distance.

OSIM has two advantages. First, it can work on both data space and feature
space. Second, the use of OSIM avoids the situation in which two kmers close to
each other on a sequence appear completely dissimilar. However, when known
binding sites are short or k is small, the probability of accidently finding a
similar sequence is high, and so, applying OSIM will add more false positives
in prediction. Fortunately, we can manage the value of k and binding sites are
fluctuate in length.

2.3 Training Examples Generation

We use both under- and over-sampling techniques to generate training data for
classifiers. In a recent work [13], the authors proposed an over-sampling tech-
nique called SMOTE and showed good classification results. However, SMOTE
is inappropriate for the motif search task we are tackling. We work on kmers
while new positive examples generated by SMOTE are not kmers. Thus, we
present here an over-sampling method based on overlapping concept. Also, a
new under-sampling technique is introduced since the common random under-
sampling approaches are highly subjective to the loss of information.

Each original imbalanced training dataset is composed of kmers, in which
annotated binding sites (or positive examples) contribute a very small portion.
The positive set is over-sampled as the followings. For each known site bsi, we
find kmers overlapping with bsi over (at least) p positions. Then, we add them
into the positive set and simultaneously remove them from the kmer set. p should
be set as the same as the overlapping parameter θ.

After over-sampling, we under-sample negative examples by selecting non-
functional kmers under the sense of OSIM. For each kmer in the kmer set,
we construct a distance vector whose elements are distances (calculated us-
ing OSIM) from the kmer to all positive examples. These distance vectors are
then sorted in ascending order based on a so-called minimum-criteria, that is,
if min(vi) ≥ min(vj) then vi ≥ vj , where vi and vj are two distance vectors.
After that, N kmers associated with the top N distance vectors are selected for
negative examples. N equals the multiplication of the imbalance factor (set at
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1) and the number of positive examples. Investigating the effect of imbalance
factor on classifiers is beyond the scope of the paper.

2.4 Learner Models

Three supervised classifiers are investigated for a systematic comparison study.
Backpropagation neural network (BPNN) [17] is a multi-layer neural network
that can learn the structure of data through representatives using the backprop-
agation learning algorithm. Knowledge learned is stored in weighted connections
from the input layer through hidden layers and to the output layer. Support
vector machine (SVM) [17] aims to construct an optimal separating hyperplane
with maximal margin for classifying data points. Learning vector quantization
1 (LVQ1) [18] attempts to build up vector quantization from training data. In
addition, to evaluate the merits of our proposed similarity metrics, we build an
OSIM-based version of LVQ1 by replacing the Euclidian norm used to specify
the winning neuron with our proposed similarity metrics.

2.5 Performance Evaluation

Predictions of classifiers in this paper are evaluated in terms of precision (Pre),
recall (Re), and F -measure (F ) [19]. Overlapping is also deployed to determine
true positives (TP), false positives (FP), and false negatives (FN) as represented
in [16]. We define that a predicted site overlaps with a known site if it overlaps
by at least half of its length with the known site.

Predicted binding sites of a classifier are kmers recognized as positive. For
each classifier and dataset, let sTP , sFP , and sFN be the number of predicted
sites overlapped by known sites, the number of predicted sites not overlapped by
known sites, and the number of known sites not overlapped by predicted sites,
respectively [16]. Precision, recall, and F -measure are then given by: Pre =
sTP/(sTP+sFP ), Re = sTP/(sTP+sFN), and F = (2∗Pre∗Re)/(Pre+Re).

3 Empirical Results

3.1 Data Sets

The benchmark dataset used in this paper includes 8 real sets of human pro-
moter sequences and 8 synthetic ones, corresponding to 8 various transcription
factors (Table 1). Human promoters with known sites were collected from the
well-studied ABS database [20]. Artificial sequences with equal distribution of
nucleotides were generated by using sequence generation tool of ABS. In each
synthetic set, one site motif of the corresponding TF is implanted with proba-
bility of 0.75. All sequences in the 16 sets are 500 base-pairs in length.

The dataset has three characteristics: (i) the data imbalance in each set is
high; (ii) there are significant variations of the data size (from 8 to 42, real sets)
and the length of binding sites (from 5 to 46), and (iii) binding sites in the real
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Table 1. DataSet Statistics (Transcrption Factor, Number of Promoter (Artificial)
Sequences, Number of Annotated Binding Sites, Min Binding Site Length, Max Binding
Site Length)

(a) Real Data

TF No. No. Min Max
PSs ABSs BSL BSL

CEBP 17 37 6 32
CREB 9 19 5 22
E2F1 8 16 8 15
HNF1 12 27 11 29
MEF2 6 17 7 14
SP1 42 89 6 46
SRF 14 36 9 22
TBP 39 95 5 24

(b) Artificial Data

TF No. No. Min Max
ASs ABSs BSL BSL

CEBP 10 6 11 32
CREB 10 6 8 22
E2F1 10 7 8 15
HNF1 10 5 13 25
MEF2 10 5 9 14
SP1 10 8 6 18
SRF 10 8 10 22
TBP 10 8 6 7

sets are very unconserved while those in the artificial ones are more conserved.
With the above characteristics of the benchmark dataset, we consider most likely
scenarios for assessing our work.

3.2 Experiment Setup

The experiments were conducted on computer with a Pentium 4, 3.00GHz CPU
and 1 GB memory. The software was implemented in Matlab based on two
toolboxes: Neural Network Matlab Toolbox and Bioinformatics Matlab Toolbox.

For eachdataset, five-fold standard cross validationapproachwas adopted.With
each fold, the training data was segmented into kmers fromwhich two training data
types for classifiers were generated. The first type, resampled data, was produced
by using the proposed sampling technique. The other one, non-resampled data, was
built up as follows. We employed CLUSTALW [21] to align annotated binding sites
(if needed). Then, we manually extracted k-base-pair subsequences in the most
conserved portion of the alignment and used them as positive examples. Negative
examples were kmers left after positive ones were taken from the kmer list.

Three experiment sets were set up. First, to evaluate the recognizability of our
proposed sampling method, we sequentially trained BPNN and SVM with the
two training data types. We did not compare the proposed sampling approach
with existed ones because they generate artificial positive examples that are not
kmers (such as SMOTE).

Second, the feasibility of OSIM was assessed through predictions of LVQ1
and OSIM-LVQ1 after the two classifiers had been trained with resampled data.
The overlapping parameter θ was set as half of kmers length (k/2). Classifiers
in all experiments were executed 5 times corresponding to 5 folds, and average
performance of each classifier on 5 testing data portions was reported.

Third, to provide additional support for our proposed OSIM and sampling
approach, we used P-Match [22] to search for binding sites on 8 real datasets. We
intended to test the recall-ability of P-Match, so all matrices in TRANSFAC [23]
(not only high quality ones) were used. The cut off parameter was set to minimize
false positives. Results obtained from P-Match were compared with those from
the OSIM-LVQ1.
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3.3 Results and Discussion

Performancemetrics of the SVM trained with the non-resampleddata are all zeros,
while that of the SVM trained with resampled data are shown in Table 2. Table 3
presents classification capability of BPNN after sequentially trained with resam-
pled and non-resampled data. It is clearly seen from those tables that SVM and
BPNN can not perform the classification on the 16 datasets without re-balancing
the training data. With our proposed sampling technique, they are able to recog-
nize almost all binding sites annotated in both real and artificial test data.

Table 2. Classification Results of SVM with Sampling Technique (linear kernel, se-
quential minimal optimization)

(a) Artificial Data

TF Pre Re F
CEBP 0.03 1.00 0.07
CREB 0.03 1.00 0.06
E2F1 0.03 1.00 0.07
HNF1 0.02 0.80 0.03
MEF2 0.01 0.80 0.02
SP1 0.09 0.80 0.15
SRF 0.02 0.80 0.05
TBP 0.04 1.00 0.07

(b) Real Data

TF Pre Re F
CEBP 0.08 1.00 0.12
CREB 0.09 1.00 0.11
E2F1 0.04 1.00 0.07
HNF1 0.06 1.00 0.12
MEF2 0.03 1.00 0.05
SP1 0.07 1.00 0.14
SRF 0.07 1.00 0.13
TBP 0.02 1.00 0.03

Table 3. Classification Results of BPNN: (a) and (b): with Sampling Technique (learn-
ing rate = 0.01, number of epochs = 500, number of hidden neurons = 5 ); (c) and (d):

without Sampling Technique (learning rate = 0.01, number of epochs = 500, number
of hidden neurons = 5 )

(a) Artificial Data

TF Pre Re F
CEBP 0.03 0.80 0.06
CREB 0.03 1.00 0.05
E2F1 0.02 0.90 0.04
HNF1 0.02 0.80 0.04
MEF2 0.01 0.60 0.02
SP1 0.04 0.60 0.07
SRF 0.02 0.60 0.03
TBP 0.01 1.00 0.02

(b) Real Data

TF Pre Re F
CEBP 0.08 1.00 0.12
CREB 0.02 0.90 0.04
E2F1 0.04 1.00 0.07
HNF1 0.05 0.80 0.09
MEF2 0.02 0.87 0.04
SP1 0.08 0.85 0.15
SRF 0.09 1.00 0.15
TBP 0.02 0.83 0.04

(c) Artificial Data

TF Pre Re F
CEBP 0.01 0.23 0.02
CREB 0.01 0.43 0.02
E2F1 0.00 0.10 0.00
HNF1 0.02 0.20 0.03
MEF2 0.00 0.00 0.00
SP1 0.03 0.30 0.04
SRF 0.01 0.10 0.01
TBP 0.02 0.30 0.02

(d) Real Data

TF Pre Re F
CEBP 0.02 0.26 0.02
CREB 0.01 0.10 0.01
E2F1 0.02 0.20 0.01
HNF1 0.02 0.14 0.03
MEF2 0.03 0.30 0.04
SP1 0.04 0.30 0.06
SRF 0.04 0.21 0.03
TBP 0.03 0.29 0.04

Table 4 reports the averageperformanceofLVQ1andOSIM-LVQ1.F-measure(s)
of the four classifiers are also visualized in Figure 1 for comparison.As shown in Ta-
ble 4, OSIM-LVQ1 performs better LVQ1 on 3 synthetic sets (CEBP, CREB, and
SP1), and on 5 real ones (CEBP, CREB, MEF2, SP1, SRF). Most of real sets listed
above are larger ones and known sites in those sets are long and highly unconserved.
Meanwhile, E2F1, HNF1, and TBP, on which OSIM-LVQ1 perform slightly worse
than LVQ1, are smaller sets (except TBP) and contain short and more conserved
known binidng sites. Besides,we also see obviously from Figure 1 that OSIM-LVQ1
performs better than all of the other three classifiers on 4 real sets (CEBP, CREB,
MEF2, SP1). Results reported on real sets are more significant than those on ar-
tificial ones. Predictions on synthetic data only demonstrate the independence of
the proposed OSIM and sampling technique on the conservation of known sites.
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Table 4. Classification Results of LVQ1 and OSIM-based LVQ1 with Sampling Tech-

nique on Artificial Data (A. Data) and Real Data (R. Data)(number of epochs = 500,
number of hidden neurons = 5 )

(a) A. Data-LVQ1

TF Pre Re F
CEBP 0.03 1.00 0.06
CREB 0.04 1.00 0.08
E2F1 0.03 1.00 0.06
HNF1 0.03 1.00 0.05
MEF2 0.02 1.00 0.04
SP1 0.09 0.67 0.16
SRF 0.04 1.00 0.08
TBP 0.05 1.00 0.09

(b) R. Data-LVQ1

TF Pre Re F
CEBP 0.05 1.00 0.11
CREB 0.07 1.00 0.13
E2F1 0.06 1.00 0.12
HNF1 0.05 1.00 0.10
MEF2 0.04 1.00 0.08
SP1 0.08 1.00 0.15
SRF 0.03 1.00 0.06
TBP 0.02 1.00 0.03

(c) A. Data-OSIM

TF Pre Re F
CEBP 0.05 1.00 0.10
CREB 0.04 1.00 0.09
E2F1 0.02 1.00 0.05
HNF1 0.03 1.00 0.05
MEF2 0.02 1.00 0.04
SP1 0.15 0.95 0.27
SRF 0.03 1.00 0.05
TBP 0.04 0.67 0.07

(d) R. Data-OSIM

TF Pre Re F
CEBP 0.06 1.00 0.13
CREB 0.08 1.00 0.15
E2F1 0.05 1.00 0.09
HNF1 0.05 1.00 0.09
MEF2 0.04 1.00 0.09
SP1 0.09 1.00 0.18
SRF 0.04 1.00 0.08
TBP 0.01 1.00 0.04
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Fig. 1. Performance statistics comparing the F-measure of four classifiers
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Fig. 2. Performance statistics comparing

the F-measure of P-Match and OSIM-

based LVQ1

Table 5. Recognition Results of P-Match

on Real Datasets

TF No. Sites Pre Re F
CEBP 829 0.039 0.351 0.069
CREB 339 0.029 0.420 0.055
E2F1 164 0.085 0.688 0.151
HNF1 513 0.045 0.519 0.082
MEF2 290 0.027 0.294 0.050
SP1 1294 0.045 0.236 0.075
SRF 453 0.062 0.389 0.107
TBP 1526 0.025 0.400 0.047

Table 5 shows recognition results of P-Match on 8 real sets. It is obvious that
recognizability of P-Match is not as good as OSIM-LVQ1, which can recall almost
all annotated binding sites in the 8 real sets (as shown in Table 4). Visualization
of F-measures in Figure 2 also presents that OSIM-LVQ1 performs better P-
Match on most datasets.

Nevertheless, the precision reported in all experiments is still low. It has been
studied that traditional classifiers are severely limited in accuracy on highly
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imbalanced data [24]. Biological data possesses many other difficulties not just
the imbalance, with the human genome being even more challenging. If some
pre- and pos-processing operations are taken, classification performance might
be improved [25]. In this work, we only aim to demonstrate the workability and
higher performance of OSIM over Euclidian norm so that OSIM can be exploited
in further motif search practice. Achieving significant precision will be the goal
of our further research.

4 Conclusion

In this work, we introduce a novel overlap-based metrics for measuring the sim-
ilarity of nucleotide sub-sequences and a sampling technique, as a foundation
for further motif searching practice. We demonstrate the effectiveness of them
on both synthetic and genomic data using three traditional classifiers. The two
most significant results presented are: (i) classifiers integrated with the proposed
sampling technique have a higher recall rate; and (ii) the classifier LVQ1 embed-
ded with the proposed similarity metrics works better on real datasets in which
annotated binding sites are highly unconserved and long. However, the param-
eters significantly affect the performance of the similarity metrics. The penalty
term, δ, is set arbitrarily in this paper. Further research in this direction may
address the followings: (i) building a more systematic setting model for δ; and
(ii) exploring some ways of using our proposed similarity metrics in classifiers
design to achieve better prediction performance.
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Abstract. In this paper, a novel evolutionary artificial neural network based on 
the integration between Fuzzy ARTMAP (FAM) and a Hybrid Genetic Algo-
rithm (HGA) is proposed for tackling medical pattern classification tasks.  To 
assess the effectiveness of the proposed FAM-HGA model, the Ripley artificial 
data set is first used, and the results are compared with those of FAM-GA and 
FAM.  A real medical data set comprising anonymous stroke patient records is 
then employed for further experimentation.  The performance of FAM-HGA is 
assessed using three indicators; accuracy, sensitivity and specificity, and the re-
sults are compared with those of FAM-GA and FAM.  Overall, FAM-HGA 
yields better classification performances than FAM-GA and FAM.  The study 
reveals the potential of FAM-HGA as a computerized decision support tool for 
medical pattern classification tasks. 

Keywords: Fuzzy ARTMAP, Hybrid Genetic Algorithms, Pattern Classifica-
tion, Medical Decision Support. 

1   Introduction 

Medical prognostic and diagnostic problems are prime examples of decision making 
under uncertainty.  Normally, these problems are characterized by more than one item 
of data.  It is uncommon for a clinician to decide a disease based on a symptom or 
measurement without associating the symptom/measurement with others.  Many out-
comes may be drawn by referring to the same set of clinical data.  On the other hand, 
different sets of data may lead to the same disease.  This indicates that accurate prog-
nosis/diagnosis of a disease is not an easy task as it involves the consideration of 
many factors that may cause complication and time delay therein (Yan et al., 2006).  
For example, heart diseases can be a causal reason to many syndromes.  Apart from 
the heart, clinical symptoms as well as functional and pathologic manifestations of the 
heart can be related to other human organs.  If an accurate diagnosis decision can  
be made, then an appropriate treatment can be arranged on time for heart disease  
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patients.  Therefore, it is potentially useful if automated computerized intelligent sys-
tems can be devised to improve the decision making process in the field of medical 
consultation and diagnosis. 

Apart from data-driven analytical techniques such as decision and classification 
theory, an intelligent system can employ knowledge-based and evolutionary adapta-
tion approaches to increase the capability of decision making.  In the medical domain, 
these approaches have been applied by a number of researchers, e.g., Yan et al. (2006) 
and Abbass (2002).  In this paper, an evolutionary artificial neural network (EANN), 
which is based on a fusion between Fuzzy ARTMAP (FAM) (Carpenter et al., 1992) 
and Hybrid Genetic Algorithm (HGA) (Baskar et al., 2001), is proposed to deal with 
medical pattern classification tasks.  FAM is a supervised model of Adaptive Reso-
nance Theory (ART) (Carpenter and Grossberg, 1987).  It has the ability of overcom-
ing the stability-plasticity dilemma (Carpenter and Grossberg, 1987).  The system is 
stable enough to preserve information learned from previous data and is plastic 
enough to learn new information from new data.  From the viewpoint of classification 
and decision support, this capability means that the system can continue to learn 
knowledge safely in situ while providing useful predictions.  This behavior is analo-
gous to the behavior of an apprentice (Harrison et al., 2001). 

The performance of FAM can be improved if its dynamics are adapted with a 
search algorithm provided by the GA.  However, while the GA is capable of identify-
ing the basins of optima, it is usually unable to exploit the basins effectively to reach 
the global optimum.  Martínez-Estudillo et al. (2006) argued that the lack of precision 
of the GA search for solutions can be overcome by incorporating the GA with a local 
search algorithm.  The integration of the GA with a local fine-tuning algorithm is 
called a HGA.  Hence, the proposed FAM-HGA model inherits the advantages of 
capturing information directly from data, and its dynamics are further adapted through 
global and local search algorithms. 

The organization of this paper is as follows.  The hybrid FAM-HGA model is de-
tailed in Section 2.  In section 3, the classification ability of FAM-HGA is first as-
sessed using the Ripley benchmark data set (Ripley, 1994). To further evaluate the 
effectiveness of FAM-HGA for medical pattern classification and decision support, a 
case study using anonymous, real medical records of stroke patients is conducted.  A 
systematic study is carried out to compare the performances of FAM-HGA with those 
without a local search algorithm (i.e., FAM-GA) and FAM.  Implications of FAM-
GA in supporting medical decisions are drawn at the end of the paper. 

2   Fuzzy ARTMAP and Hybrid Genetic Algorithm 

2.1   Fuzzy ARTMAP (FAM) 

FAM is a neural network that consists of a pair of Fuzzy ART modules (i.e., Fuzzy 
ARTa and Fuzzy ARTb) that is linked together through a mapping field.  It is capable 
of self-organizing and self-stabilizing information and network architecture by utiliz-
ing a feedforward pass (which is usually employed in most neural network models) in 
addition to a feedback pass for pattern matching.  The network grows with time, sub-
ject to a vigilance test (Carpenter et al. 1992), with a user-defined threshold. On  
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presentation of an input pattern, the vigilance test is conducted to evaluate the similar-
ity between the prototypes (weights of the network nodes) and the input pattern.  If 
none of the existing prototypes can satisfy the vigilance test, a new node is intro-
duced, and the input pattern is coded as its prototype.  Hence, subject to the vigilance 
criterion, the number of nodes grows with time, and this leads to the formation of an 
autonomous network architecture for tackling the problem in hand. 

2.2   The Genetic Algorithm (GA) and Hybrid GA (HGA) 

GAs are stochastic search and optimization algorithms that are based on populations 
of individuals showing a specific behavior similar to natural selection and evolution 
(Goldberg 1989).  In GAs, the solution of a problem is represented by a finite number 
of chromosomes, and they are defined and initialized to form a population.  Each 
chromosome represents a potential solution, and is assessed by a fitness function to 
obtain the fitness value in a generation.  Based on the fitness values, some of the 
chromosomes are selected for genetic operations (i.e., crossover and mutation).  A 
new population (offspring) is created to replace the parent chromosomes in the new 
generation.  The GA process repeats until a user-defined criterion is satisfied. 

The GA performs global search by climbing many peaks in parallel, and are likely 
to guide the search to reach at the most promising region.  However, it is less efficient 
in fine-tuning the search space locally.  This is because it uses most of the time in 
climbing different hills, rather than in refining the solution along a single hill that an 
optimal point locates (Baskar et al., 2001).  Hence, the HGA, which combines the GA 
with a local search technique, inherits the advantages of both global and local search 
procedures for enhancing the search qualities.  In this paper, the idea of this hybrid 
search is exploited in the HGA.  The GA is first used to perform a global search, and 
the local search technique is then employed to explore a neighborhood of the solution 
that has been found through the GA search. 

2.3   Fusion between FAM and HGA 

FAM-HGA is an EANN that undergoes adaptation in two modes: supervised ART 
learning, and both global and local searches.  Training starts with the weight learning 
process of FAM within a predefined number of maximum epochs.  In this regard, 
FAM performs supervised learning based on a set of training data.  The architecture 
as well as the weights of FAM are tuned autonomously.  The HGA is then deployed 
to enhance the learning capability of FAM by searching and adapting its weights.   

The weights of Fuzzy ARTa that represent prototypes of the input data are grouped 
as a Pittsburg chromosome, 0z , for search  and adaptation using the HGA.  Note that 

both weights of Fuzzy ARTb and the mapping field of FAM are not involved in the 
evolution.  The intention is to reinforce the weights of Fuzzy ARTa without affecting 
its link with Fuzzy ARTb.  The HGA implements a two-phase search procedure.  In 
first phase, a finite number of chromosomes (i.e., Np) are generated prior to evolution 
to form a population according to a modified function (Baskar et al., 2001) 

         
),1(rand*.RMF pN+= 0i zz     (1) 
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where iz  is the i-th replicated chromosome of 0z ; RMF ]1,0[∈  stands for the range 

multiplication factor; .* represents scalar multiplication operation; and, rand(1, pN ) 

]1,0[∈  is a uniformly distributed random vector. 

Each chromosome is converted into the Fuzzy ARTa module and the fitness of the 
network is evaluated in terms of classification accuracy, by presentation of training 
data.  Once the fitness values of all chromosomes are calculated, the GA applies Rou-
lette-Wheel to select chromosomes.  Crossover and mutation are applied to process 
the selected chromosomes.  In this study, the arithmetic crossover (Baskar et al., 
2001) that can deal with real-coded chromosomes (i.e., ba zz , ) is applied, i.e., 

( ) ba zzz' λλ −+= 1     (2) 

( ) ba zz'z' λλλ +−= 1     (3) 

where λ ]1,0[∈  is a uniformly distributed random variable; z'  and 'z'  are offspring. 

Dynamic mutation, as described in Baskar et al. (2001), is adopted.  For a given 
chromosome z , if element kz  is selected for mutation, the resulting chromosome is 

[ ]nk1 zzz LL '=z' , where '
kx  is randomly selected from either 

( )k
U
kkk zztzz −∆+= ,'      or     ( )L

kkkk zztzz −∆−= ,'   (4) 

where U
kz / L

kz  are the upper/lower bounds of  element kz ; ( )t,dx∆  of Eq. (4) is fur-

ther expanded as 

( )
d

T

t
dx . r .t,dx ⎟

⎠
⎞

⎜
⎝
⎛ −= 1∆    (5) 

where r ]1,0[∈ ; T is the maximum generation of evolution; and d is a parameter that 

determines the degree of non-uniformity (usually assumed as 2). 
After crossover and mutation are applied, a new set of chromosomes (offspring) is 

obtained.  They are individuals that form a new population.  The process of fitness 
evaluation, selection, and genetic operations on a population of chromosomes is re-
peated until one of the stopping criteria is satisfied to exit from the phase-1 search, 
i.e., either an achievement of 100% recognition rate of training data by one of the 
chromosome or a maximum setting of T generations is reached.  If the second stop-
ping criterion is fulfilled, the chromosome of the current population that has the high-
est fitness value is identified as the weights of the Fuzzy ARTa module. 

In second phase of search, the best candidate chromosome obtained from phase-1 
of FAM-HGA is identified as an initial point, 0z .  A population of sN  candidate 

chromosomes is generated based on 0z , i.e., 

),1(rand . st NR+= 0i zz    (6) 

where tR =RMF for the first iteration of a pre-defined LT maximum number of itera-

tion of phase-2.  The fitness of each candidate chromosome in terms of classification 
accuracy with the training data is calculated.  The chromosome with the highest fit-
ness value ( bz ) replaces 0z , i.e., 0z = bz , and tR  is decreased by 

)1(*1 κ−=+ tt RR     (7) 
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where κ  is a range reduction factor, and is typically set to 0.05 (Baskar et al., 2001).  
The algorithm either proceeds to calculate the fitness value of each chromosome or is 
terminated if the following condition is satisfied. 

ω≤− − tbtbtb ,1,, zzz     (8) 

where ω  is a very small positive value, e.g. ω = 0.01 (Baskar et al. (2001); tb,z  and 

1, −tbz  represent the best chromosome candidates at iteration t and t-1, respectively. 

3   Experiments 

In the following experiments, unless otherwise stated, FAM-HGA was trained with a 
single epoch by setting the FAM parameters to their “default” values: fast learning 
rate, 1=β , and ARTa baseline vigilance parameter, aρ = 0.0, while the HGA pa-

rameters were set as follows: the number of replicate chromosomes (i.e., n=10), 
RMF=0.30, crossover rate 0.30, mutation rate 0.01, and T=LT=10.  In addition to 
FAM-HGA, experiments using FAM-GA and FAM were conducted for performance 
comparison purposes.  Since FAM-GA used only the first phase of evolutionary adap-
tation of FAM-HGA, the parameter of FAM-GA were the same as those of FAM-
HGA, exclude LT.  As for FAM, the same standard FAM training procedure was 
adopted with the same β  and aρ  values aforementioned.  

3.1   A Benchmark Study Using the Ripley Data Set 

The Ripley synthetic data set (Ripley, 1994) is a statistical classification problem.  
The data for each class are generated from a mixture of two Gaussian distributions 
with identical covariance matrices.  The training and test sets consist of 250 and 1000 
samples, respectively, with equal distribution of samples belonging to each class.  The 
optimal Bayes error rate is 8% (or 92% accuracy).  This synthetic data is used to 
evaluate the performances of FAM-HGA, FAM-GA, and FAM.  In order to ascertain 
the stability of the results, the Boostrap method (Efron, 1979) is employed to estimate 
the 95% confidence intervals of classification accuracy.  The 95% confidence interval 
is used to estimate the average classification accuracy as it is commonly used for pa-
rameter estimation (Di Stefano, 2004).  In addition, a bootstrap hypothesis test was 
used to compare the performances (average test accuracy rates) and network size (av-
erage number of nodes) at the significance level of 0.05.  The alternative hypothesis 
was that the performance/network size of the first model was lower/smaller than the 
performance/network size of the second.  Hence, the performance/network size of the 
first model was significantly lower/smaller than the performance/network size of the 
second if the p-value was smaller than 0.05.   

As shown in Table 1, all three FAM-based networks cannot achieve accuracy rates 
close to 92%.  This is because FAM-based networks do not have statistical properties; 
thus cannot cope well with this statistical classification task.  However, it is worth-
while to note that FAM-GA and FAM-HGA achieve higher accuracy rates signifi-
cantly, with fewer nodes, than FAM.  Besides, FAM-HGA outperforms FAM-GA, 
statistically (as indicated by the average accuracy rates estimated at 95% confidence 
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intervals in Table 1, and the p-values from the bootstrap hypothesis test for accuracy 
rates in Table 2).  This implies the usefulness of incorporating the local search algo-
rithm into the GA in FAM-HGA. 

Table 1. Results of the Ripley data set (ACC-Accuracy; #N – number of nodes) 

Network ACC (%) 95% Confidence Interval #N 95% Confidence Interval 

FAM (multiple epochs) 83.40 [82.64 84.09] 23.4 [20.7 27.0] 

FAM-GA 86.77 [86.32 87.18] 9.9 [9.5 10.4] 

FAM-HGA 87.46 [87.12 87.79] 9.9 [9.5 10.4] 

Table 2. Results of the Ripley data set (ACC-Accuracy; #N – number of nodes) 

  p-value 

Model 1 Model 2 Acc. #N 

FAM (multiple epochs) FAM-GA 0.000 1.000 

FAM (multiple epochs) FAM-HGA 0.000 1.000 

FAM-GA FAM-HGA 0.005 0.490 

3.2   Application to Rankin Category Prediction of Stroke Patients 

A set of real, anonymous medical records comprising 661 suspected stroke patients is 
collected.  After consultation with medical experts, a total of 18 features, which in-
clude medical history, physical examination, laboratory test results, are extracted from 
the records to form the input pattern.  Further details of the data set can be found in 
Navarro et al. (2008). 

In this study, the objective is to predict the Rankin category of patients upon dis-
charge, i.e., either Class 1 (Rankin scale between 0 and 1, i.e., from no symptoms to 
no significant disability) or Class 2 (Rankin scale between 2 and 6, i.e., from slight 
disability to dead) (New and Buchbinder, 2005).  The data set consists of 141 records 
of Class 1 and 520 records of Class 2.  In each experiment, the data set is split into 
two: 2/3 of samples of each class into a training set and the remaining into a test set.  
The performance indicators are: Accuracy (ratio of correctly classified cases to total 
number of cases); Sensitivity (ratio of correctly classified positive cases to total num-
ber of positive cases); Specificity (ratio of correctly classified negative cases to total 
number of negative cases).  Here, positive and negative cases refer to Class 1 and 
Class 2, respectively. 

The experiment was repeated ten times with different training data sequences.  The 
average accuracy, sensitivity, and specificity rates, along with their 95% confidence 
intervals, were computed using the bootstrap method (Efron, 1979).  Table 3 shows 
the best classification results of FAM, FAM-GA, and FAM-HGA.  Table 4 compares 
the classification results of the abovementioned networks using the same bootstrap 
hypothesis test as in section 3.1.  Some observations based on the results in Tables 3 
and 4 can be summarized as follows. 
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(1) FAM-GA (ACC=74.75%) outperformed FAM, either single-epoch training 
(ACC=67.60%) or multi-epoch training (ACC=71.81%).  FAM-GA recruited 
fewer nodes as compared with FAM trained with multi-epoch training.  In other 
words, the classification ability of FAM-GA is better than that of FAM (without 
adaptation and global search), and with a compact network size. 

(2) FAM-HGA (ACC=78.19%) outperformed FAM-GA, while the network sizes of 
HGA and GA versions were statistically similar.  The specificity rate of FAM-
HGA was higher than those of FAM-GA and FAM.  As such, FAM-HGA is use-
ful in diagnosing suspected stroke patients, especially those in Class 2 (Rankin 
scale between 2 and 6, i.e., from slight disability to dead). 

 
Table 3. The best performances of FAM-based models (ACC-Accuracy; Stdev-Standard De-
viation; SENS-Sensitivity; SPEC-Specificity; #N-number of nodes) 

Network ACC Stdev SENS SPEC #N Stdev 

FAM (single epoch) 67.60 1.23 41.70 74.60 11.8 1.4 

FAM (multiple epochs) 71.81 1.38 37.23 81.15 25.1 2.6 

FAM-GA 74.75 1.58 16.60 90.46 11.8 1.4 

FAM-HGA 78.19 1.24 12.77 95.86 11.8 1.5 

 
Table 4. Performance comparison with p-values using the bootstrap hypothesis test 

  p-value 

Model 1 Model 2 Acc. #N 

FAM (single epoch) FAM (multiple epochs) 0.000 0.000 

FAM (single epoch) FAM-GA 0.000 0.460 

FAM (single epoch) FAM-HGA 0.000 0.459 

FAM (multiple epochs) FAM-GA 0.000 1.000 

FAM (multiple epochs) FAM-HGA 0.000 1.000 

FAM-GA FAM-HGA 0.000 0.478 

4   Summary 

In this paper, the applicability of FAM-HGA to medical pattern classification tasks 
has been examined.  A benchmark problem and a real medical diagnosis problem 
have been studied.  The results have positively indicated that FAM-HGA is able to 
yield better classification performances than those from FAM and FAM-GA.  This is 
owing to the use of the hybrid evolutionary search algorithm in adapting FAM 
weights, which has resulted in improvements in the classification performances. 

In this work, both FAM-GA and FAM-HGA applies the roulette-wheel selection 
scheme in their search and adaptation process.  For future work, the performance of 
the FAM-based EANN using alternative selection schemes (e.g., tournament selec-
tion) can be conducted.  In addition, more experiments with different data sets can be 
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conducted to further ascertain the effectiveness of FAM-HGA as a usable and useful 
decision support tool in the medical domains. 
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Abstract. This paper presents a coevolutionary algorithm based per-

sonalized modeling (cEAP) for gene selection and parameter optimiza-

tion for microarray data analysis. The classification of different tumor

types is a main application in microarray data analysis and of great

importance in cancer diagnosis and drug discovery. However, the con-

struction of an effective classifier involves gene selection and parameter

optimization, which poses a big challenge to bioinformatics research. We

have explored cEAP algorithm on four benchmark microarray datasets

for gene selection and parameter optimization. The experimental results

have shown that cEAP is an efficient method for co-evolving complex

optimization problems in microarray data analysis.

Keywords: Coevolutionary, genetic algorithm, optimization and gene

selection.

1 Introduction

One of the major applications of DNA microarray technology is to apply the
classification analysis on patient samples for cancer diagnosis and prognosis.
Currently, global modeling is predominately implemented into clinical decision
systems for cancer diagnosis and prognosis. However, many of them cannot suc-
cessfully lead to reasonable satisfactory disease classification results, due to the
huge heterogeneity issue of cancer.

Inspired by the concept of genomic personalized medicine [1], we have intro-
duced the personalized modeling for microarray gene expression data analysis
[2]. The basic idea behind the personalized modeling for cancer gene expres-
sion data analysis is that the diagnosis and prognosis of cancer patients should
be based on the individual patient’s specific characteristics represented by their
gene expression levels. Moreover, personalized modeling systems are able to cre-
ate a model specifically for an individual patient which can be further used for
the development of tailored treatment.

In order to construct the personalized models for cancer diagnosis and prog-
nosis, it is critical to identify which genes are most important for a specific in-
dividual patient, and find the best fit parameters for model construction. Gene

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 483–492, 2009.
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selection is a fundamental step to achieve the reliable and reproducible clas-
sification results for gene expression data analysis. A typical microarray gene
expression dataset contains thousands of genes, but most of them are irrele-
vant to cancer distinction and often lead to inconsistent classification results.
Additionally, appropriate parameter setting is a necessary precursor of the per-
sonalized model construction, which involves the appropriate number of patient
samples having most similar characteristics to the observed one, the classifica-
tion threshold for diagnosing the sample (e.g. diseased or healthy, different types
of tumors), etc. The aim of this study is to develop an efficient method for gene
selection and parameter optimization which are able to lead an optimal or near
optimal solution to personalized modeling for microarray analysis.

Evolutionary algorithms(EAs) have been applied in a variety of research fields
to search for the optimal solutions in large and complex problem space. The most
straightforward way to optimize a given objective is to encode the candidate so-
lutions to a set of binary bit strings that are incorporated into an evolutionary
algorithm to convolve towards an optimal solution. However, it is found in our
previous personalized modeling experiments that the optimal solution is hard to
converge through this kind of encoding method, because the candidate solutions
usually require different representations rather than one simple representation,
i.e. the optimization problems should be represented in different ways: the rep-
resentation of gene selection is based on binary bit flipping (indicating the gene
either selected or not), while the solution to find the most appropriate parame-
ters for individual patient testing should be real-value encoded.

This paper therefore presents a new method (cEAP) using the concept of
coevolutionary algorithm [3] for gene selection and parameter optimization. The
remainder of this paper is organized as follows: Section 2 briefly reviews gene
selection methods, and coevolutionary algorithms. Section 3 describes the new
cEAP algorithm for searching the optimal or near optimal personalized model for
gene expression data analysis. In section 4, four benchmark microarray datasets
are used to verify the performance of our cEAP method, namely, colon cancer,
leukaemia cancer, lung cancer and ovarian cancer dataset. Section 5 gives the
conclusion and future direction.

2 Background and Related Work

2.1 Gene Selection

Gene selection addresses the problem of discovering a compact set of genes that
can highly represent the objective patterns. With efficient gene selection, the
reproducibility of gene expression data experiment is more likely to be guaran-
teed. The problem of a typical gene selection method in bioinformatics can be
formalized as follows: for a given training dataset D = {xij , yi} | x ∈ X, y ∈
Y, i = 1 . . . n, j = 1 . . .m, pertaining to a bioinformatics task, the objective of
gene selection is generally understood to find a subset of genes that are able to
assist a computational model to minimize generalization error. The problem is
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thus formulated as:
F∗ = argmin

F∈F
C(X,Y, I) (1)

where F is a family of learning functions (e.g. a classifier), C denotes the general-
ization error, I represents an indicator vector in which each bit indicates whether
gene i is selected or not, and F∗ is the finally achieved optimal learning function
when the generalization error C reaches minimal.

A number of computational intelligent methods have been implemented into
gene selection for identifying informative genes in microarray research. Sim-
ple gene selection methods come from statistical methods, such as t-statistics,
Fisher’s linear discriminate criterion and Principal Component Analysis (PCA).
Recently, more sophisticated methods have been developed, e.g. Significance
Analysis of Microarrays (SAM) [4] and Artificial neural networks - evolving con-
nectionist system (ECS) [5]. However, most gene selection methods are developed
based on the approach of global modeling, which means one global formula is
expected to perform well for all data samples. Due to the heterogeneity of can-
cer, this type of gene selection methods are not always promising to the disease
classification distinction. We have thereby employed the personalized modeling
method for gene selection to improve the robustness and efficiency.

2.2 Coevolutionary Algorithms

Coevolutionary algorithms(CEAs) have attracted significant attentions as an
enhancement and extension of conventional evolutionary algorithms for solving
complex computational problems. A general claim of coevolutionary algorithm is
an evolutionary algorithm in which the individuals from two or more populations
are assigned fitness values based on their interactions with the individuals from
the other populations. The difference between CEAs and conventional evolution-
ary algorithms primarily lies in the evaluation process in which an individual can
only be evaluated by having its interaction with evolving individuals (interacting
partners).

In CEAs, the whole problem space is decomposed into several subcomponents.
The fitness function therefore needs to have the collaborators to recombine all
individuals from different subcomponents for evaluation. Based on the fitness
value, a best combined individual will be selected as a survivor to produce new
generations. The process is iterated until the termination criteria are fulfilled.
Coevolutionary algorithms have been successfully implemented into a variety
of artificial intelligent models for solving optimization problems, such as neural
network coevolution [6] and simple GA based coevolution [7]. Since CEAs are
able to deal with the problem composed from different subcomponents, they
could be a more appropriate approache for optimizing the problem of multiple
representations (e.g. the candidate solutions for gene selection and parameter
optimization) in our study.



486 Y. Hu and N. Kasabov

3 The Proposed cEAP Algorithm

The proposed coevolutionary algorithm based personalized modeling method
(cEAP) is developed for selecting genes and optimizing the parameters of learn-
ing functions(e.g., a classifier threshold) simultaneously. The basic hypothesis
underlying cEAP algorithm is that using coevolutionary concept, the searching
in multiple subcomponents can converge to an optimal or near-optimal solution
that comprises informative genes and appropriate parameters.

Evolution strategy (ES) is an optimization technique using natural problem-
dependent representations, and is commonly implemented into coevolutionary
algorithms to search the real-valued problem space. Genetic algorithms (GAs)
have been widely used in optimization problems in which candidate solutions are
encoded by a number of populations of abstract representations. Traditionally,
solutions are encoded into binary bit strings. GA is a popular choice for coevolu-
tionary algorithm to evolve the populations in binary bit string subcomponents
[6,7]. One concern of using conventional GAs comes from the computational
complexity when the size of individuals becomes huge. We employe a compact
genetic algorithm (cGA) [8] to search for the optimal solution in the binary-
encoded problem space (gene selection), owing to its ability to converge towards
the optimum significantly faster comparing to conventional GAs. [8].

3.1 Structure of the Populations

In the context of personalized modeling for gene expression data analysis, the
whole problem space for the given optimization task is decomposed into three
subcomponents as follows:

1. subcomponent Ω(1) for gene selection that is encoded into a binary bit string,
in which each bit denotes wether this gene is selected (1) or not (0),

2. subcomponent Ω(2) for finding the appropriate number of samples K in the
localized problem space, which is real-value encoded, and

3. subcomponent Ω(3) for determining the classification threshold θ to best fit
the testing of individual patient, which is real-value represented.

The decomposed problem space consisting of three subcomponents for gene se-
lection and parameter optimization is shown in Fig.1

(3) -
threshold

optimization
(1) - gene selection

(2) – find 
appropriate number 

of neighbors

1 0 0 1 0 0 1 1…... = + K +

Fig. 1. The combined individual consisting of 3 subindividuals from subcomponent

Ω(1), Ω(2) and Ω(3), respectively
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3.2 The Principle of cEAP Algorithm

The objective of this study is to build the personalized models for gene expression
data analysis, which are able to minimize the prediction accuracy of disease
distinction and to create a personalized profile for each individual patient. Given
a gene expression data D = {X, Y } | X = xij , Y = yi, i = 1 . . . n, j = 1 . . .m, the
objective is therefore defined to optimize a classifier that involves the selected
genes and related parameters:

f(s∗) ≤ f(s) (2)

where f is a classification function of a independent variables set s. As s consists
of data vector X , Y with selected genes and related parameters, Eq.2 can be
rewritten as follows:

f(X, Y, ζ∗q ) ≤ f(X, Y, ζq), |ζ ∈ Ω, q = {1, 2, 3}. (3)

where ζq denotes the candidate solution from q different subcomponents. The
final solution is obtained when Eq.3 is fulfilled, i.e. ζ∗q is taken as the desired
solution to the problem of gene selection and parameter optimization when the
classification error is less or equal to the value at any other conditions.

The basic evolving scheme in cEAP for gene selection is based on a compact
genetic algorithm (cGA), while an evolutionary strategy (ES) is implemented in
the evolution progressed in the subcomponent of parameters optimization. To
construct a personalized model for a given dataset D = {X, Y } pertaining to
the task of cancer diagnosis and prognosis, cEAP algorithm starts with the cre-
ation of the population in three subcomponents: gene selection in Ω(1), number
of samples(K) in Ω(2) and the disease classification threshold(θ) in Ω(3). The
population in gene selection subcomponent is generated based on a probability
vector p with l bits (l ≤ n). Each bit in p is initialized to 0.5, representing the
equal probability of this bit(gene) being selected or not. Within the subcompo-
nent Ω(1), cGA randomly creates two vectors a and b, and compare them with
the probability vector p in order to generate two bit string individuals Ga and
Gb. The bit string individual is created based on the comparison result, e.g. if
the value of bit i in a is larger than that of bit i in p, bit i in Ga is set to
1, otherwise 0. Simultaneously, in the subcomponent Ω(2), a pair of individuals
Ka and Kb are randomly generated by a probability function (e.g. a gaussian
distribution function) based on certain domain knowledge. The individuals θa

and θb are created in the same way in subcomponent Ω(3), respectively. Then,
subindividuals Ga, Ka and θa are recombined into a whole individual α that will
be evaluated by a fitness function �. Similarly, another candidate individual β
is created by recombining Gb, Kb and θb .

The proposed cEAP algorithm lets individuals α and β compete to produce
new generations. The evolution in gene selection subcomponent is through up-
dating the property vector p based on the competition result. The updating
scheme for p is to check each bit’s value of the winner and the loser: if they are
same, there is no need to update the ith bit value in vector p, otherwise it is
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Algorithm 1. cEAP algorithm

1: initialize the subindividuals in the subcomponent for gene selection:

generate a probability vector p with l bits, pi = 0.5, where i ∈ 1, · · · , l,
2: generate two subindividuals from the vector p, respectively:

(Ga, Gb) = generate(p);

3: generate a pair of subindividuals Ka, Kb by a probability function fp;

4: generate a pair of subindividuals: θa and θb using a probability function f ′
p;

5: recombine the above subindividuals from three subcomponents into two individuals:

α = Ga + Ka + θa;

β = Gb + Kb + θb;

6: evaluate individuals α and β by a fitness function f , respectively;

7: compete individual α and β:

winner, loser = compete(α,β)

8: create new populations in three subcomponents:

(i) use cGA to create the new generation for gene selection subcomponent

if Ga(i) �= Gb(i)
if winner(i) = 1 then pi = pi + 1

µ

else pi = pi − 1
µ

(ii) use ES to create the new generation for K and θ in the other subcomponents:

Keep the winner of K and θ to form the offsprings K
′
a and θ

′
a; the other

offsprings K
′
b and θ

′
b are generated through a mutation performed by probability

functions fp and f ′
p.

9: check wether the termination criteria are reached:

if yes, then the winner individual represents the final solution ζ∗, including

the selected genes G∗ and optimized parameters K∗ and θ∗

otherwise iterate the process from step 2.

updated by 1/µ of increase or decrease, where µ is the population size. Hence,
the new generation created by the updated probability vector p will be more
fitted to the fitness function f in principal.

At the same time, evolutionary strategy(ES) algorithm is applied to evolve
the new generation in the other subcomponents - K and θ optimization. A
Gaussian function is employed as a probability function to create a new pair of
subindividuals for K and θ according to the result from the competition between
α and β: if the winner’s K and θ are larger than the loser’s, then their offsprings
should have a higher probability to be larger than their parental pair in the
loser. Moreover, the existing domain knowledge can be utilized for parameters
initialization, e.g., the most common value for classification threshold θ is 0.5,
and parameter K can be initialized by a ratio - n/ω (ω is a weight value and n
is the sample size of given data).

Once all the subcomponents have their new generations, cEAP will continue
the coevolution and iterate the process until the termination criteria are met.
For clarity, the algorithm of cEAP is briefly described by the pseudo code in
Algorithm 1.
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4 Experiment

Four published microarray datasets are used for testing the performance of pro-
posed cEAP method, namely colon cancer data [9], leukaemia data [10], lung
cancer data [11] and ovarian cancer data [12].

4.1 Experiment Setup

The parameter setting for the experiment is summarized as follows: the initial
value of θ is 0.5 that is the most common threshold used for binary classification
problem, and K = n/ω, where n is the sample size of the given data, and ω ≈ 2.5.
The suggested initial value is based on our previous experimental results for
personalized modeling.

Leave-one-out cross validation(LOOCV) is a widely used technique for per-
formance evaluation on small sample size data, which gives an almost unbiased
validation result. The sample size in a typical microarray dataset is small, and as
a result we take LOOCV classification error estimation as a straightforward ap-
proach to evaluate the performance of cEAP method for personalized modeling.
For the given data(n-by-m), all samples are divided n times, where in each time
all samples except one are used for training and the withheld sample (known as
the left out sample) is used for testing. To ensure an unbiased validation, only
the training data can be used for gene selection and parameter optimization
all through the training process. The outcome (class label) of the leave-one-out
testing data keeps unknown to the training process.

The experimental results from cEAP method over four benchmark microarray
datasets are applausable in terms of the LOOCV classification accuracy. In order
to provide a performance comparison from different methods, we have applied
support vector machine (SVM) model and our previously published method us-
ing consistency based gene selection algorithm (CAGSC)[13] on these microarray
datasets. SVM is generally considered as a reliable and efficient statical classi-
fication tool under different conditions. The SVM classifier used in this study
is from Neucom (www.theneucom.com), which is an integrated computational
intelligent environment for solving complex problems in bioinformatics, data
mining, pattern recognition, etc. The parameters of SVM classifier used in this
experiment are set as: a polynomial SVM kernal, the number of selected genes
is 15. CAGSC method is a consistency based conventional GA approach taht
is capable of achieving consistently good classification performance on gene ex-
pression data but with high computational cost [14]. It could be a good choice
for comparing the efficiency from different optimization methods based on evo-
lutionary computation.

4.2 Experiment Result and Discussion

A comparison of classification performance from cEAP, SVM and CAGSC are
summarized in Table 1, along with the results reported in the original study
of these datasets. It is obvious to elucidate that cEAP method consistently
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Table 1. The classification accuracy of different methods on all datasets. The classi-

fication accuracy of cEAP is presented by overall and class 1/class2 accuracy.

Dataset cEAP[%] CAGSC[%] SVM[%] original publication[%]

Leukaemia 100 (100/100) 95.84 91.17 85[10]

Colon 87.10 (90.00/81.82) 83.81 83.87 87[9]

Lung 98.90 (93.55/100) 95.30 95.97 90[11]

Ovarian 99.60 (100/99.38) 98.38 96.07 97[12]

performs well on these four benchmark datasets. Although SVM obtains rea-
sonably good classification performance, there are some issues that need to be
addressed. The parameters used in SVM classifier is not automatically optimized
during the learning process, but is prespecified based on previous experimental
results or the suggested values in literature. Under such circumstance, it is un-
fair to a certain extent to compete the other methods with this SVM classifier.
Nevertheless, the motivation of using this SVM method is simply to give an
overview of a comparison between cEAP and a statical model (SVM) for gene
expression data analysis, and to demonstrate the strength of cEAP method in
terms of classification error estimation with an unbiased validation approach.

To create a genomic profile for each individual patient, we incorporate cEAP
method into our published personalized modeling framework[15]. Due to the
limitation of paper length, we only present one example - colon sample#57
for demonstrating the profile of personalized modeling. The proposed cEAP
method selects 11 out of 2,000 genes whose expression patterns are most strongly
correlated with colon cancer class distinction. Along with these selected genes,
two parameters are optimized specifically for sample#57 (K∗ = 24 and θ∗ =
0.55), which leads to a successful disease prediction.

In addition, cEAP creates a scenario of potential genome improvement for
the patient(sample#57) which is illustrated in Table 2. The column of actual
value in Table 2 represents the actual gene expression level of the given patient
sample. Desired average profile is the average gene expression level from the
group of healthy people and desired improvement value identifies the change of
the gene expression level that the patient should follow in order to recover from
disease. For example, the patient(sample#57) should increase the expression
level of his/her gene M63391 from 411.6240 to 597.1193. Table 2 also summarizes
the importance of each selected genes in terms of the contribution to disease
prediction. The Larger the importance value, the more informative the gene.

To validate biology reference of the selected genes by cEAP method, the se-
lected genes from Leukaemia data are compared with the biomarker genes re-
ported in Golub’s work[10]. There are 16 genes are most frequently selected by
cEAP cross all patient samples to discriminate between acute myeloid leukemia
(AML) and acute lymphoblastic leukemia (ALL). These selected genes have
shown certain agreement with the reported biomarker genes: 4 of the 16 genes -
U22376, M62762,M92287, U32944 are identified informative in both cEAP and
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Table 2. A scenario of the potential improvement for colon sample#57

Index of

Gene

GenBank

Accession

Number

Actual value Desired average

profile

Desired Im-

provement

Weighted

importance

G249 M63391 411.6240 597.1193 185.4953 0.1241

G377 Z50753 179.9090 233.8870 53.9780 0.1218

G267 M76378 397.7460 490.9205 93.1746 0.0970

G419 R44418 1370.3900 249.8221 -1120.5679 0.0942

G1674 T67077 98.2440 56.9415 -41.3025 0.0914

G548 T40645 717.0060 288.2512 -428.7548 0.0903

G1982 T89666 215.9140 43.2651 -172.6489 0.0854

G1582 X63629 151.1990 154.7945 3.5955 0.0797

G662 X68277 262.8410 428.0565 165.2155 0.0745

G1870 H55916 90.0480 142.6591 52.6111 0.0735

G43 T57619 2997.3980 2623.7725 -373.6255 0.0681

Golub’s method for. The difference of selected informative genes can be ac-
counted by the fact that we use personalized modeling for testing each patient
sample while Golub and his colleagues apply a global modeling approach for
gene selection. Another interesting finding is that gene U22376 is consistently
identified most informative for tumor distinction by both methods. Additionally,
this study also concludes that the selected genes for each sample in the same
cancer data are not always identical, i.e., the importance of genes for each can-
cer patient could be varied significantly, even though the genes are known to
discriminate between different disease patterns.

5 Conclusion and Future Direction

In this study, we have presented a new method(cEAP) using the concept of coevo-
lutionary algorithm for gene selection and parameter optimization in microarray
data analysis. Along with our previously proposed personalized modeling frame-
work, we have applied cEAP method on four benchmark cancer gene and protein
expression datasets. In terms of classification error estimation, cEAP consistently
yields better classification performance. More importantly, cEAP creates the per-
sonalized models, including selected genes and optimal disease classification pa-
rameters specifically for the observed patient sample, which allows to construct
the clinical decision support systems for cancer diagnosis and prognosis.

This work will be further extended to implement other computational intelli-
gence algorithms to enhance the robustness of this algorithm for solving optimiza-
tion problems, such as ECOS, differential evolutional algorithm, etc. It will also
be interesting to cross-check the selected genes from different cancer gene expres-
sion data and investigate whether there are some important genes in common for
different cancer diagnosis and prognosis.
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Abstract. Purely epistatic multi-locus interactions cannot generally be

detected via single-locus analysis in case-control studies of complex dis-

eases. Recently, many two-locus and multi-locus analysis techniques have

been shown to be promising for the epistasis detection. However, ex-

haustive multi-locus analysis requires prohibitively large computational

efforts when problems involve large-scale or genome-wide data. Further-

more, there is no explicit proof that a combination of multiple two-locus

analyses can lead to the correct identification of multi-locus interac-

tions. 2LOmb which performs an omnibus permutation test on ensem-

bles of two-locus analyses is proposed. The algorithm consists of four

main steps: two-locus analysis, a permutation test, global p-value de-

termination and a progressive search for the best ensemble. 2LOmb is

benchmarked against a set association approach, a correlation-based fea-

ture selection technique and a tuned ReliefF technique. The simulation

results from multi-locus interaction problems indicate that 2LOmb has

a low false-positive error. Moreover, 2LOmb has the best performance

in terms of an ability to identify all causative single nucleotide poly-

morphisms (SNPs), which signifies a high detection power. 2LOmb is

subsequently applied to type 1 and type 2 diabetes mellitus (T1D and

T2D) data sets, which are obtained as a part of the UK genome-wide

genetic epidemiology study by the Wellcome Trust Case Control Con-

sortium. After primarily screening for SNPs that locate within or near

candidate genes and exhibit no marginal single-locus effects, the T1D

and T2D data sets are reduced to 2,359 SNPs from 350 genes and 7,065

SNPs from 370 genes, respectively. The 2LOmb search reveals that 28

SNPs in 21 genes are associated with T1D while 11 SNPs in four genes

are associated with T2D. The findings provide an alternative explanation

for the aetiology of T1D and T2D in a UK population.
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1 Introduction

Complex diseases cannot generally be explained by Mendelian inheritance [1] be-
cause they are influenced by gene-gene and gene-environment interactions. Many
common diseases such as asthma, cancer, diabetes, hypertension and obesity are
widely accepted and acknowledged to be results of complex interactions between
multiple genetic factors [2]. Attempts to identify factors that could be the causes
of complex diseases have led to many genome-wide association studies [3,4]. Raw
results from these attempts produce a large amount of single nucleotide poly-
morphism (SNP) data from every individual participating in the trials.

For genetic epidemiologists, data sets from genome-wide association studies
present many challenges, particularly the correct identification of SNPs that as-
sociate with the disease of interest from all available SNPs [5]. This challenge
can be treated as a pattern recognition problem which aims to identify an at-
tribute or SNP set that can lead to the correct classification of recruited samples.
Heidema et al. [5] and Motsinger et al. [6] have reviewed and identified many ma-
chine learning techniques that are suitable to the task. Among many strategies
and techniques, the protocol that appears to be most promising for genome-wide
association studies involves two main steps: SNP set reduction and classification
model construction [7].

The success of the two-step pattern recognition approach relies heavily on the
attribute selection step [8]. In case-control studies, epistatic effects play a vital
role in establishing the difficulty level of SNP screening problems [9]. Epistasis
in the simplest form can be represented by disease models that require genotype
inputs from two interacting SNPs [10,11]. Many attempts have been made to
produce consistent definitions and categorisation of different types of epistasis
models [2,9,12,13,14]. According to Musani et al. [2], a pure epistasis model [15] is
difficult because each SNP exhibits no marginal single-locus effect in the model.
As a result, it is impossible to detect the pure epistasis by univariate statistical
tests.

Many genetic association studies reveal that various complex diseases are re-
sults of putative multi-locus interactions [16,17]. With the constraints on a compu-
tational capability, exhaustive multi-locus analysis in large-scale or genome-wide
association studies would be infeasible [18]. On the other hand, single-locus anal-
ysis would be unsuitable for the detection of pure epistasis. One possible approach
that provides a trade-off between a computational limitation and an epistasis de-
tection capability is to capture a multi-locus interaction by combining multiple
results from two-locus analysis. To achieve this, it is necessary to prove that once
a multi-locus interaction model is broken down into a combination of two-locus
models, all or some of these models remain detectable through two-locus anal-
ysis. Although it is hinted in an early work on two-locus analysis [18] that the
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proposed approach is plausible, explicit experimentation and testing has never
been conducted.

In this article, the feasibility of employing an ensemble of two-locus analyses
for the multi-locus interaction determination is demonstrated. Specifically, the
significance of the two-locus analysis ensemble is assessed by an omnibus permu-
tation test. The primary function of the proposed method is to detect possible
association and assess its significance through the exploration of different en-
sembles of two-locus analyses. Hence, the proposed method is equally interested
in both ensemble selection and testing for significant association.

2 Algorithm

The proposed algorithm performs an omnibus permutation test on ensembles
of two-locus analyses and is referred to as a 2LOmb technique. The algorithm
consists of four steps and can be described as follows.

2.1 Two-Locus Analysis

Consider a case-control genetic association study with nm SNPs, for each pair
of SNPs, a 2 × 9 contingency table with rows for disease status and columns
for genotype configurations is created. A χ2 test statistic and the corresponding
p-value can subsequently be computed. With the total of nm SNPs, there are(
nm

2

)
= nm!/((nm − 2)!2!) possible SNP pairs. As a result, the p-value from each

two-locus analysis must be adjusted by a Bonferroni correction. The Bonferroni-
corrected p-value from each analysis is the lower value between

(
nm

2

)× the un-
corrected p-value and one.

2.2 Permutation Test

The p-value pe
0 for the null hypothesis He

0 that ensemble e—an ensemble of two-
locus analyses of interest—is not associated with the disease can be evaluated
by a permutation test. To achieve this, a scalar statistic is first computed from a
function that combines the Bonferroni-corrected χ2’s p-values of individual two-
locus tests. A suitable combining function must (a) be non-increasing in each p-
value, (b) attain its maximum value when any p-value equals to zero and (c) have
a finite critical value that is less than its maximum for any significant level greater
than zero. In this study, a Fisher’s combining function (−2

∑
i log(pi)) is selected.

The p-value for the ensemble of two-locus analyses is assessed via a permutation
simulation. In each permutation replicate, samples are constructed such that
the case/control status of each sample is randomly permuted while the total
numbers of case and control samples remain unchanged. A χ2 contingency table
with new entries and a Bonferroni-corrected p-value for the two-locus analysis
within each permutation replicate are then obtained. This, in turn, leads to a new
Fisher’s test statistic. Let T e

i denote the value of Fisher’s test statistic obtained
for the ith permutation replicate, pe

0 is the fraction of permutation replicates
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with a test statistic greater than or equal to the test statistic obtained from the
original case-control data (T e

0 ). In other words,

pe
0 = |{i : 1 ≤ i ≤ t, T e

i ≥ T e
0 }|/t, (1)

where t is the number of permutation replicates which is set to 10,000 in this
study and | · | denotes the size of a set.

2.3 Global p-Value Determination

There are many candidate ensembles of two-locus analyses that can be explored.
Let H0 =

⋂
1≤e≤E He

0 be the global null hypothesis that none of E explored
ensembles of two-locus analyses is associated with the disease, the test of the
global null hypothesis leads to the global p-value and provides the genetic asso-
ciation explanation. In step 2, the p-value pe

0 for a fixed hypothesis He
0 is a raw

or unadjusted p-value. To account for the correlation among multiple hypotheses
that have been tested during the exploration through many candidate ensem-
bles, the testing result of the global null hypothesis depends on pmin

0 = mine pe
0.

In other words, the global null hypothesis is rejected if the minimum of the raw
p-values is sufficiently small. The distribution of pmin

0 can again be determined
by a permutation simulation. However, a nested simulation is unnecessary since
the same set of permutation replicates for the pe

0 determination can be reused
in the estimation of the empirical distribution of pmin

0 . The unadjusted p-value
for the permutation replicate i of each hypothesis e is thus given by

pe
i = |{j : 0 ≤ j ≤ t, j �= i, T e

j ≥ T e
i }|/t. (2)

Let pmin
i = mine pe

i be the minimum of unadjusted p-values over all explored
ensembles of two-locus analyses in the ith permutation replicate, the p-value for
the global null hypothesis H0 is defined by

pglobal = |{i : 1 ≤ i ≤ t, pmin
i ≤ pmin

0 }|/t. (3)

2.4 Search for the Best Ensemble of Two-Locus Analyses

A simple progressive search is used to identify the best ensemble of two-locus
analyses. The search begins by locating the best two-SNP unit with the smallest
Bonferroni-corrected χ2’s p-value from step 1. A permutation test is then per-
formed for this two-locus analysis, yielding both raw and global p-values since
only one hypothesis has been explored. Next, the search attempts to combine
the existing best two-SNP unit with the two-SNP unit that possesses the next
smallest Bonferroni-corrected χ2’s p-value from step 1 and does not have a higher
permutation p-value than the first two-SNP unit. If this new ensemble yields ei-
ther a higher raw p-value or the same raw p-value but a higher global p-value
from a permutation test, the search is terminated and the association is explained
by the previously identified two-locus analysis. Otherwise, the best ensemble of
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two-locus analyses is updated and the process of appending more two-SNP units
to the ensemble continues. The progressive search terminates when deterioration
in the raw or global p-value is detected, or all possible two-locus analyses have
been included in the ensemble. It is recalled from step 3 that for the best ensem-
ble containing E − 1 <

(
nm

2

)
two-locus analyses, its global p-value is obtained

from the evaluation of E hypotheses.

3 Testing with Simulated Data

2LOmb is benchmarked against a set association approach (SAA) [16], a correla-
tion-based feature selection (CFS) technique [8] and a tuned ReliefF (TuRF)
technique [19] in a simulation trial. The simulation covers data with causative
SNPs, which signify pure epistasis. An efficient algorithm should produce a result
with a high number of correctly-identified causative SNPs. This signifies the
detection capability. An efficient algorithm should also produces a result with a
low number of erroneous SNPs, which are irrelevant to the correct association
explanation. This provides an indication for the false-positive error. These two
measures on the number of SNPs in the results are used as the performance
indicators.

Each simulated data set contains 1,000, 2,000 or 4,000 SNPs in which pure
epistasis is governed by two, three or four causative SNPs. The allele frequencies
of all causative SNPs are 0.5 while the minor allele frequencies of the remaining
SNPs are between 0.05 and 0.5. The data set consists of balanced case-control
samples of sizes 400, 800 or 1,600. All SNPs in control samples are in Hardy-
Weinberg equilibrium (HWE) [20]. The genotype distribution of causative inter-
acting SNPs follows the pure epistasis model by Culverhouse et al. [15], leading
to the heritability of 0.01. Every SNP in each data set exhibits no marginal
single-locus effect (Bonferroni-corrected χ2’s p-value > 0.05). Seventy-five inde-
pendent data sets for each simulation setting are generated via a genomeSIM
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Fig. 1. Performance of SAA, CFS, TuRF and 2LOmb in all simulation scenarios. De-

tection is declared for SAA and 2LOmb if the p-values used as detection indicators in

their results are less than 0.05. The results from SAA, CFS, TuRF and 2LOmb are

displayed using circle, cross, triangle and square markers, respectively.
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package [21]. A paired t-test is suitable to assess the significance of results since
the same simulated data sets are used during the algorithm benchmarking.

The results from the two-, three- and four-locus interaction problems are
shown in Fig. 1. Clearly, 2LOmb significantly outperforms other techniques in
terms of the low number of erroneous SNPs, the high number of correctly-
identified causative SNPs or both in every interaction problem (a paired t-test
on 675 benchmark results yields a p-value < 0.05). The statistical power analy-
sis also reveals that the benchmark trial with 75 independent data sets for each
simulation setting is sufficient for an accurate evaluation of the overall algorithm
performance (power > 0.95 for a Type I error rate of 0.05).

2LOmb also has an advantage in terms of computational time over the other
three techniques. The computational time for all four techniques to finish screen-
ing the SNPs is provided in Table 1 to demonstrate this strength of 2LOmb. It
can be clearly seen that the maximum time required by 2LOmb to screen SNPs
in the largest data set is 419 seconds or approximately seven minutes. This is
much less than the computational time required by the other techniques for the
same data set.

Table 1. Computational time required by all four techniques to detect interactions in

simulated data sets. Only one computing processor in a Beowulf cluster is occupied

during the analysis of one data set. The displayed time is evaluated from the processing

of 75 independent data sets for each simulation setting. The computational time from

the benchmark trial is the maximum time needed by each method to detect interactions

in one data set.

Number Computational Time Required by Each Technique (sec)

of 2LOmb SAA CFS TuRF

Causative Sample 1,000 4,000 1,000 4,000 1,000 4,000 1,000 4,000

SNPs Size SNPs SNPs SNPs SNPs SNPs SNPs SNPs SNPs

2 400 15 135 2,838 3,560 2,182 4,721 2,137 80,312

800 21 224 2,222 5,065 6,884 10,135 3,739 161,032

1,600 36 400 2,997 10,105 20,054 31,034 7,134 322,084

3 400 22 140 2,788 3,539 1,302 5,546 2,319 78,892

800 30 229 3,239 5,059 6,888 10,328 3,521 170,936

1,600 50 406 5,758 10,393 19,395 30,865 5,827 322,870

4 400 32 150 3,070 5,075 3,050 6,427 2,071 73,654

800 46 236 3,306 6,914 8,038 12,985 3,823 157,369

1,600 70 419 5,508 11,368 22,407 36,693 6,780 340,824

4 Testing with Real Data

2LOmb has been applied to study type 1 and type 2 diabetes mellitus (T1D and
T2D) data sets, collected and investigated by the Wellcome Trust Case Con-
trol Consortium (WTCCC) [3]. The data sets consist of 2,000 and 1,999 case
samples from T1D- and T2D-affected individuals in the UK, respectively and



An Omnibus Permutation Test on Ensembles of Two-Locus Analyses 499

3,004 shared control samples, which are the results of a merging between 1,500
samples from the UK blood services and 1,504 samples from the 1958 British
birth cohort. The original genome-wide data sets contain 500,568 SNPs that are
obtained through the Affymetrix GeneChip 500K Mapping Array Set. The SNP
sets are primarily reduced by screening for SNPs within or near candidate genes
collected by the Human Genome Epidemiology Network (HuGENet) [22]. These
candidate genes cover genes from both positive and negative genetic association
reports, in which studies are conducted in various ethnic groups and popula-
tions. The SNP sets are further reduced by removing SNPs that exhibit strong
evidence of genetic association via single-locus analysis. The final T1D and T2D
SNP sets contains 2,359 SNPs from 350 genes and 7,065 SNPs from 370 genes,
respectively. All SNPs in the reduced data sets exhibit no marginal single-locus
effects (Bonferroni-corrected χ2’s p-value > 0.05). In the case of T1D, possi-
ble genetic association is detected from 28 SNPs in 21 genes (global p-value <
0.0001). On the other hand, 11 SNPs in four genes are found to be associated
with T2D (global p-value < 0.0001). Details of these SNPs and the identified
genes are given in Tables 2 and 3.

This study produces evidence of positive genetic association. Although there
are other independent genome-wide T1D and T2D data sets, the association
detection within these data using a similar methodology to the presented method
has never been attempted because the methodology employed in the majority
of genome-wide association studies is based on single-locus analysis [3]. It is
recalled that each SNP explored in the reduced T1D and T2D data sets exhibits
no marginal single-locus effect. Hence, the most logical approach to confirm the
possibility of replicating association results from the current study is to perform
the same detection method on these independent data sets. This is certainly
important to gain further understanding of the genetic role in T1D and T2D
susceptibility.

5 Implementation

2LOmb is implemented in a C programming language. All functions within the
program are written by the first author except the χ2 distribution function, which
is taken from the Numerical Recipes in C [23]. The program can be compiled
by Microsoft Visual Studio and GNU C compilers. The program has been suc-
cessfully tested for the execution under Windows and Linux operating systems.
The time required by 2LOmb to complete a problem containing n attributes is
T (n) =

(
n
2

)
= n!/((n − 2)!2!) = n(n − 1)/2. 2LOmb thus has the order of n2

time complexity (T (n) ∈ O(n2)). Consequently, 2LOmb can tackle problems in
quadratic time. 2LOmb in its present form occupies one processor during the
program execution. A parallel version of 2LOmb for genome-wide data is under
development. All results included in the study are collected from the execution
of computer programs in a Beowulf cluster. The computational platform consists
of 12 nodes. Each node is equipped with dual Xeon 2.8 GHz processors and 4GB
of main memory. The Rocks Cluster Distribution is installed on all nodes.
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Table 2. 2LOmb identifies 28 SNPs, which are located in 21 genes, from the reduced

T1D data

Chromosome

Gene and Location SNP

RSBN1 1p13.2 rs6537798

PTPN22 1p13.3–p13.1 rs3765598

CCR3 3p21.3 rs13096142

CCR2 3p21.31 rs1799865

MOG 6p22.1 rs29228

NCR3 6p21.3 rs1052248

AIF1 6p21.3 rs2857697

BAT2 6p21.3 rs2736172

APOM 6p21.33 rs805297

C6orf47 6p21.3 rs2242655

MSH5 6p21.3 rs2299851, rs707939

HSPA1L 6p21.3 rs2075800

TNXB 6p21.3 rs17421624

AGER 6p21.3 rs1035798

NOTCH4 6p21.3 rs2071286, rs415929

C6orf10 6p21.3 rs12524063, rs9268302, rs6907322, rs9268402

HLA-DQA2 6p21.3 rs9276448

TAP2 6p21.3 rs1044043

TAP1 6p21.3 rs4711312, rs12529313

ITPR3 6p21 rs2229637, rs10947427

ALDH2 12q24.2 rs7296651

Table 3. 2LOmb identifies 11 SNPs, which are located in four genes, from the reduced

T2D data

Chromosome

Gene and Location SNP

PGM1 1p31 rs2269241, rs2269239, rs3790857, rs2269238

LMX1A 1q22–q23 rs2348250, rs6702087

PARK2 6q25.2–q27 rs1893551, rs6924502

GYS2 12p12.2 rs6487236, rs1871142, rs10770836

6 Conclusions

In this article, a method for detecting epistatic multi-locus interactions in case-
control data is presented. The study focuses on pure epistasis [2], which cannot
be detected via single-locus analysis [15]. To overcome this difficulty, the pro-
posed method performs an omnibus permutation test on ensembles of two-locus
analyses and is thus referred to as 2LOmb. The detection performance of 2LOmb
is evaluated using both simulated and real data. From the simulation, 2LOmb
produces a low false-positive error and a high detection power. Furthermore,
2LOmb outperforms a set association approach (SAA) [16], a correlation-based
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feature selection (CFS) technique [8] and a tuned ReliefF (TuRF) technique [19]
in various interaction scenarios. These scenarios are set up by varying the num-
ber of causative SNPs, the number of SNPs in data and the sample size. 2LOmb
is subsequently applied to real case-control type 1 and type 2 diabetes mellitus
(T1D and T2D) data sets, which are collected from a UK population by the
Wellcome Trust Case Control Consortium (WTCCC) [3]. The original genome-
wide data sets are first reduced by selecting only SNPs that locate within or
near candidate genes reported by the Human Genome Epidemiology Network
(HuGENet) [22]. In addition, the selected SNPs must exhibit no marginal single-
locus effects. The final T1D data set contains 2,359 SNPs from 350 genes while
the final T2D data set contains 7,065 SNPs from 370 genes. 2LOmb identifies
28 SNPs in 21 genes and 11 SNPs in four genes that are associated with T1D
and T2D, respectively. This evidence of genetic association leads to an alterna-
tive explanation for the aetiology of T1D and T2D in the UK population. It
also implies that SNPs from genome-wide data which are usually discarded after
single-locus analysis confirms the null hypothesis of no association can still be
useful for genetic association studies of complex diseases.
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Abstract. Prediction of tertiary structure of protein from its primary structure 
(amino acid sequence of protein) without relying on sequential similarity is a 
challenging task for bioinformatics and biological science. The protein fold 
prediction problem can be expressed as a prediction problem that can be solved 
by machine learning techniques. In this paper, a new method based on ensemble 
of five classifiers (Naïve Bayes, Multi Layer Perceptron (MLP), Support Vector 
Machine (SVM), LogitBoost and AdaBoost.M1) is proposed for the protein 
fold prediction problem. The dataset used in this experiment is from the stan-
dard dataset provided by Ding and Dubchak. Experimental results show that the 
proposed method enhanced the prediction accuracy up to 64% on an independ-
ent test dataset, which is the highest prediction accuracy in compare with other 
methods proposed by the works have done by literature. 

Keywords: Protein Fold Prediction Problem, Support Vector Machine, Multi 
Layer Perceptron, AdaBoost.M1, LogitBoost, Naïve Bayes, Ensemble Method. 

1   Introduction 

Proteins as one of the most significant biological macromolecules have a key role in 
the life processes. The functions of the protein depend not solely on its amino acid 
sequence but also heavily effected by its three-dimensional configuration [1]. Predic-
tion of tertiary structure of a protein from its amino acid sequence still remains as an 
unsolved problem. Recently there was a great interest in applying machine learning 
approaches to solve this problem. Variety of methods have been implemented and 
applied to the protein fold prediction problem. In this work, a new ensemble method 
based on five different classifiers (Multi Layer Perceptron (MLP), Support Vector 
Machine (SVM), Naïve Bayes, AdaBoost.M1, LogitBoost) is proposed to enhance pre-
diction accuracy of the protein fold prediction problem.  

Five classifiers are selected based on three criteria: firstly, their prediction accura-
cies based on previous reports [2], [3], [4] and [5]; secondly, the distribution of the 
classified proteins depends on the fold and the number of proteins in each fold; and 
finally, the compatibility of each classifier with other classifiers. In this way the 
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strength of each method is considered and applied to enhance the prediction accuracy, 
rather than applying each of them separately.  Prediction accuracy is measured on the 
dataset containing proteins belonging to 27 most populated folds from the Protein 
Data Bank (PDB) [6] and Structural Classification of Proteins (SCOP) [7] produced 
by [2]. This dataset was widely applied in later research. The proposed method 
achieves 64% prediction accuracy on the independent test dataset. This is 3% more 
than the highest result reported by previous works with the same set of features, found 
in the literature. 

2   Literature Review 

Recently, machine learning approaches have been widely applied for the protein fold 
prediction task. But almost all the works were focused on the implementation of 
unique and sophisticated methods to enhance the prediction accuracy without relying 
on the other methods advantages. Usually the ensemble methods, introduced to tackle 
protein folding problem was also based on a single method instead of combination of 
different methods. Ding and Dubchak classified proteins into 27 fold classes using 
SVMs and neural networks based on three multi-classification methods (OvO, uOvO, 
AvA) [2]. They concluded that SVM’s performance is better than neural networks.  

In contrast to the previous works, in order to deal with the multi-class protein fold 
classification problem, [8] proposed a hierarchical learning architecture (HLA) with 
automatic feature selection and applied it to the dataset in [2]. At the first level of 
HLA, neural networks classify the data into the four major Structures of Protein. In 
the second level, the system has another set of networks, which further classify the 
data into the 27 folds. The first ensemble method for the protein fold prediction prob-
lem was proposed by [3]. They used a 131-dimensional feature vector and an ensem-
ble of four-layer discretized interpretable multi-layer perceptrons (DIMLP), where 
each network learns all protein folds simultaneously. 

For the first time an ensemble method based on five different classifiers (MLP, 
SVM, Naïve Bayes, K-Nearest Neighbor (KNN) and Decision Tree) introduced by 
[4]. Although later works did not use ensemble methods based on different kind of 
classifiers but introduced some other unique classifiers that enhanced the accuracy. 
Recently, [5] applied boosting methods as a kind of ensemble classifier for the protein 
folding problem. They used AdaBoost.M1 and LogitBoost and achieved to one of the 
highest prediction accuracies (60%). The highest prediction accuracy achieved by 
using DIMLP by [3] (61.1%). Despite of all novel and sophisticated methods that 
have been implemented in previous works, the prediction accuracy was not enhanced 
adequately.  

3   Dataset and Features 

The training and testing datasets studied here were taken from [2]. The original training 
dataset is based on the PDB set. This dataset contains 313 proteins with less than 30% 
sequential similarity of 27 most populated folds. The original test dataset is based on the 
SCOP database. This dataset contain 385 proteins that have less than 35% sequence 
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similarity. Recently, two proteins (i.e. 2SCMC and 2GPS) in the training dataset and 
two proteins (2YHX_1 and 2YHX_2) in the testing dataset were removed from this 
dataset due to the lack of sequence information. Accordingly, new version of dataset 
contains 311 proteins for training and 383 proteins for testing dataset. 

The proteins are alphabetic sequences of amino acids with various lengths. There-
fore, to apply machine learning algorithms, we have to transform the amino acid se-
quences to the numerical feature vectors with equal length. Feature vectors applied in 
this task are constructed based on physical and chemical properties of amino acids. Six 
feature vectors were extracted from the sequences: amino acids Composition (C), pre-
dicted secondary structure based on Normalized Frequency of α -helix (S), Hydropho-
bicity (H), normalized Van Der Waals volume (V), Polarity (P), and Polarizability (Z).  

Each feature vector excluding composition contains 21 features. Precisely, compo-
sition feature vector represents a vector of the percentage composition of the 20 
amino acids in the sequence. More details on how to extract the feature vectors from 
the sequence of amino acids can be found in [2] and [9]. The length of the amino acid 
shows its effectiveness for the protein folding task ([3] and [9]); therefore it is in-
cluded in each combination of features in this work.  

4   Tools and Methodology 

Ensemble methods aim at improving the predictive performance by generating a new 
method based on construction of linear combination of some proper method, instead 
of using a single method [10]. Ensemble methods became popular device to improve 
the predictive performance of base methods [11]. In this work, the ensemble of five 
methods is used for the protein fold prediction problem to be solved. Each classifier 
introduced separately in the following sections. 

4.1   SVM 

In this work SVM with the SMO (Sequential Minimal Optimization) training algo-
rithm applied. SMO is an algorithm for training a support vector classifier using poly-
nomial kernels [12]. This implementation globally replaces all missing values and 
transforms nominal attributes into binary ones [13]. To find a decision boundary be-
tween two classes a SVM attempts to maximize the margin between the classes, and 
choose linear separations in a feature space. A function called the kernel k  is used to 
project the data from input space to feature space. The classification of some known 

point in input space ix  is iy  which is defined to be either -1 or +1. If x′  is a point in 

input space with unknown classification, 
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Where iy  = {-1, 1} and y′  is the predicted class of point x′ . The function K (:) is 

the kernel, N is the number of support vectors, iα is adjustable weights and d  is a 

bias. Classification time is linear in the number of support vectors. 
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4.2   Naïve Bayes 

Naive Bayes classifier is a term in Bayesian statistics dealing with a simple probabil-
istic classifier based on applying Bayes' theorem with strong (naive) independence 
assumptions. A more descriptive term for the underlying probability model would be 
"independent feature model"[14]. The naive Bayes classifier combines Naïve Bayes 
probability model with a decision rule. One common rule is to pick the hypothesis 
that is most probable; this is known as the maximum a posteriori or MAP decision 
rule. The corresponding classifier is the function classify defined as follows: 

∏
=

=

====
ni

i
iicn cCfFpcCpffclassify

1
1 )|()(maxarg),...,(       (2) 

Bayesian networks can efficiently represent complex probability distributions, and 
have received much attention in recent years [15].  

4.3   MLP 

The most widely used neural classifier today is Multilayer Perceptron (MLP) network 
which has also been extensively analyzed and for which many learning algorithms 
have been developed. The MLP belongs to the class of supervised neural networks 
[16]. A multilayer perceptron is a feed forward artificial neural network model that 
maps sets of input data onto a set of appropriate output. 

It is a modification of the standard linear perceptron, which uses three or more lay-
ers of neurons (nodes) with nonlinear activation functions. In this paper we apply 
MLP with one hidden layer and sigmoid activation function [15]. Mathematically this 
can be written as: 

∑
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where w  denotes the vector of weights, x  is the vector of inputs, b is the bias and 
ϕ is the activation function. 

4.4   AdaBoost.M1 and LogitBoost 

Boosting is a sequential algorithm in which, a base predictor is constructed by apply-
ing the given base learner to the training data set with equal weights for each training 
instance. In the following iterations, the training data with updated weights base on 
the previously built predictors are provided as the input of the base learner. 

The boosting algorithm originally developed for binary classification problems. 
[17] Extended it to a multi-class case, which they called Adaboost.M1. AdaBoost.M1 
is the most straightforward generalization of boosting algorithm [18]. It is adequate 
when the weak learner is strong enough to achieve high accuracy. 

AdaBoostM.1 is fast, simple and easy to program. It requires no prior knowledge 
about the weak learner, thus can be combined with any method for finding weak hy-
potheses. AdaBoost.M1 aims to minimize the lost function, especially the exponential 
loss. [19] 
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LogitBoost performs additive logistic regression to generate a model that maximizes 
the probability [19]. LogitBoost match a regression model in each iteration data to a 
weighted training data. For a two class problem, if the weak learner minimizes the 
squared error, then the probability of the first class is maximized. This rule extended 
to the multi-class as well. In general, AdaBoost.M1 optimizes the exponential loss 
where as the LogitBoost minimizes the logistic loss [20]. 
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Data mining toolkit WEKA (Waikato Environment for Knowledge Analysis) version 
3.6.0 is used for classification. WEKA is an open source toolkit and it consists of a 
collection of machine learning algorithms for solving data mining problems [21]. Re-
cently WEKA toolkit widely applied for different classification tasks including pro-
tein fold prediction problem. 

For AdaBoost.M1, default parameters of WEKA were changed to perform 100 it-
erations. J48 (WEKA’s version of C4.5 [22]) decision tree algorithm was used as its 
base learner. For LogitBoost default parameters of WEKA were changed to perform 
100 iterations and decision stump [22] was used as its base learner. For MLP, SVM 
and Naïve Bayes default parameters applied.  

Each of the methods achieved satisfactory result for the protein fold prediction 
task. As explained in the literature review SVM and ANN are widely applied for the 
protein fold prediction problem and showed remarkable results. AdaBoost.M1 
achieved 59% and LogitBoost achieved 60.3% prediction accuracy, one of the highest 
results that reported by the literature [8]. Naïve Bayes achieved 55% accuracy. Con-
sidering the simplicity of this methods, made us to use Naïve Bayes in proposed en-
semble method.  

The results of each classifier show that the MLP and SVM have better result for 
the folds with larger number of proteins in test and training dataset. On the other 
hand, AdaBoost.M1 and LogitBoost show better result for the fold with smaller num-
ber of proteins in the dataset. Naïve Bayes has almost equal result for all the folds.  

From the results, MLP and SVM are used to increase the accuracy for the fold with 
larger number of proteins. AdaBoost.M1 and LogitBoost are used for the fold with 
smaller number of proteins. And finally, Naïve Bayes is used in case of judgment 
between these two groups of classifiers based on the likelihood and posterior prob-
ability.  

5   Results 

In this work, ensemble of five classifiers is proposed and evaluated with the dataset 
that produced by [2]. Proposed method applied with five different voting approaches  
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(Maximum Probability, Minimum Probability, Product of Probabilities, Majority Vot-
ing and Average of Probability) (Figure 1) [21]. From the result, Majority Voting [23] 
shows better prediction accuracy in compare with other voting policies and the previ-
ous works (Table1).  

AdaBoost.M1

Naive Bayes

MLP

LogitBoost

SVM

Product of probabilit ies

Average of Probability

Majority Voting

Minimum Probability

Maximum Probability

Res ult 5

Res ult 4

Result 3

Res ult 2

Res ult 1

...

 

 

Fig. 1. Ensemble of five classifiers with five voting policy 

 
As shown in Table1, results achieved by proposed method by using Minimum 

Probability, Product of Probabilities, Majority Voting and Average of Probability 
voting policies outperform the results achieved by previous works. Between this four 
voting policies, the highest prediction accuracy achieved by applying ensemble of all 
five classifiers with Majority Voting policy for the protein fold prediction problem. 
The results achieved by this work is not only enhanced the accuracy more than 3%, 
but it also increased the prediction power of the folds with less proteins in the training 
and test dataset concurrently.  

To assess the effectiveness of each classifier in the achieved prediction accuracy, 
each method separately omitted of proposed method. The ensemble of remain classi-
fiers with Majority Voting policy evaluated and compared in Table2. As shown in 
Table2, removing each of the classifiers of proposed method reduced the prediction 
accuracy (among employed classifiers, removing SVM and MLP respectively show 
the lowest and the highest prediction accuracy reduction). The ensemble of four 
methods shows that the results achieved depend on all of the methods that are used in 
the ensemble method. As mentioned before, each classifier is chosen based on its abil-
ity to classify different kinds of protein folds, which depends on the number of pro-
teins in the test and training dataset. Removing of each classifier disturb the balance 
between classifiers for voting. Base on the results, corporation of all classifiers is nec-
essary to maintain the balance between the results of each classifier for the voting 
policy.   

The results achieved by eleven combination of  feature vectors in Table1 and Ta-
ble2 show the proposed method is not only enhanced the accuracy for combination of 
all features, but also enhanced the prediction accuracy for other combination of fea-
tures. the proposed method achieved to 58.48% prediction accuracy that is more than 
2% higher than the results (56%) achieved by AvA SVM method proposed by [2] 
used for combination of three feature vectors.  
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Table 1. The results (in percentage) achieved by ensemble method with five different voting 
policy in compare various classifiers 

Voting policy C CS CSV CSZ CSP CSH CSHV CSHP CSHPV CSHPZ CSHPZV

Maximum probability 55.6 58.7 59.8 60.1 59.5 58.7 58.7 59.3 59.3 58.2 58.7

Minimum Probability 57.2 57.7 57.2 62.1 60.8 59.5 58.5 60.1 59.1 59.3 57.2

Majority Voting 58.5 61.6 61.4 62.1 60.8 62.4 59.5 59.5 62.1 61.1 64.5

Product of probability 55.9 59.0 59.8 62.4 60.8 61.4 59.8 61.1 62.4 61.4 59.8

Average of Probability 56.4 61.1 62.1 61.4 61.4 63.4 59.8 62.4 60.8 61.1 63.2

AvA SVM   [2] 44.9 52.1 --- --- --- 56.0 --- 56.5 55.5 --- 53.9

OvO SVM   [2] 43.5 43.2 --- --- --- 45.2 --- 43.2 44.8 --- 44.9

uOvO SVM [2] 49.4 48.6 --- --- --- 51.1 --- 49.4 50.9 --- 49.6

HLA (RBFN) [8] 44.9 52.1 --- --- --- 56.0 --- 56.5 55.5 --- 53.9

DIMLP        [3] --- --- --- --- --- --- --- --- --- --- 61.1

AdaBoost.M1 [5] 52.0 57.7 59.0 56.7 56.9 58.2 57.7 57.2 57.2 57.7 57.2

LogitBoost [5] 46.2 56.4 56.9 56.9 55.4 58.5 56.1 58.8 60.3 55.4 56.1
 

 

Table 2. The results (in percentage) of ensemble method by omitting each classifier shows in 
column one 

Excepted Method
C CS CSV CSZ CSP CSH CSHV CSHP CSHPV CSHPZ CSHPZV

MLP
57.1 60.3 61.6 61.6 59.0 60.6 60.6 59.5 59.5 60.6 61.6

SVM 56.1 60.6 61.4 61.4 60.1 62.4 60.8 60.8 62.9 60.1 63.7

AdaBoost.M1
54.1 60.8 59.8 60.8 59.8 60.8 60.6 60.1 62.1 60.8 60.8

LogitBoost 55.6 61.1 60.8 60.8 60.3 59.8 61.1 59.8 61.9 60.8 61.4

Naïve Bayes 55.9 61.9 60.8 60.8 60.6 60.1 58.0 59.3 62.7 60.8 62.9
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Fig. 2. The effectiveness of omitting of each classifier on different combination of feature  
vectors 
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The results of omitting each classifier and also combination of all classifiers for 
eleven combinations of feature vectors are showed and compared in Figure2. The 
results show the effectiveness of each feature vector on each combination of classifi-
ers. The combination of all features in six cases reached the highest prediction accu-
racy that shows the compatibility of all feature vectors with other classifiers to 
achieve the highest prediction accuracy. 

6   Conclusion 

In this paper ensemble of different methods (MLP, SVM, AdaBoost.M1, LogitBoost 
and Naïve Bayes) was implemented and applied for the protein fold prediction prob-
lem. The proposed method achieved 64.5% prediction accuracy which is 3% more 
than the highest result reported in previous works [3]. 

Although many powerful methods have been applied to the protein folding predic-
tion problem, but ensemble of different methods has not been paid much attention. 
Instead of implementing complicated methods based on the strength of one classifier 
and stochastic voting policies; it is possible to implement ensemble of simpler classi-
fiers. Ensemble of different methods can lead us to inherit merits of each method to 
enhance the prediction accuracy for different problems especially for the protein fold 
prediction problem. 
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Abstract. Alzheimer’s disease (AD) is a progressively neuro-degenerative dis-
order characterized by symptoms such as memory loss and cognitive degenera-
tion. In the AD-related research, the volumetric analysis of hippocampus is the 
most extensive study. However, the segmentation and identification of the hip-
pocampus are highly complicated and time-consuming. Therefore, we designed 
a MRI-based classification framework to distinguish AD’s patients from normal 
individuals. First, volumetric features and shape features were extracted from 
MRI data. Afterward, Principle component analysis (PCA) was utilized to de-
crease the dimensions of feature space. Finally, a SVM classifier was trained 
for AD classification. With the proposed framework, the classification accuracy 
is improved from 73.08% or 76.92%, by only using volumetric features or 
shape features, to 92.31% by using three kinds of volume features and two 
kinds of shape features. 

Keywords: Alzheimer’s disease, Principle component analysis, SVM. 

1   Introduction 

Alzheimer’s disease (AD) is a progressively neuro-degenerative disorder character-
ized by symptoms such as memory loss and cognitive degeneration, resulting in de-
clining quality of daily life. Up to date, AD affects approximately 26 million people 
worldwide, and this number may increase fourfold by 2050. 

Diagnostic criteria for AD are currently based on clinical and psychometric as-
sessment. The candidate patients are evaluated by neuropsychological tests, which 
usually focus on their memory and language abilities. For example, the Mini Mental 
State Examination (MMSE) [1] and Clinical Dementia Rating (CDR) [2] are two 
most frequently used tests. 

                                                           
* Corresponding author. 
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Image-based volumetric analysis draws a lot of attention in AD-related research in 
the past decade, noticeably in regions such as hippocampus [3]. Study shows that the 
medial temporal lobe structures, especially entorhinal cortex and hippocampus, are 
highly related with the disease progress [4]. However, the segmentation and identifica-
tion of hippocampus are usually sensitive to the subjective opinion of the operator and 
also time-consuming. In the other hand, the enlargement of ventricles is also a signifi-
cant characteristic of AD [5] due to neuronal loss. Ventricles locate in the center of the 
brain. They are filled with cerebro-spinal fluid (CSF) which manages the metabolism of 
the brain and surrounded by gray matter (GM) and white matter (WM). The coverage of 
GM and WM structures are often affected by dementia diseases. By measuring the 
extent of ventricular enlargement, the calculated hemispheric atrophy rate can show 
higher correlation with the disease progression when compared to the medial temporal 
lobe atrophy rates or on cognitive tests [6], and showed less variation between normal 
individuals and the subjects with Mild Cognitive Impairment (MCI) and AD [3].  

However, selections of region of interest are usually operator-dependent, exhaus-
tive and time-consuming. In this study, we designed an image-based classification 
framework to distinguish patients with AD from normal individuals using Magnetic 
Resonance Imaging (MRI). Statistical analysis and experimental results are presented. 

In this study, we have designed a MRI-based classification framework to distin-
guish AD’s patients from normal individuals. Section 2 explains the proposed frame-
work comprising system flowchart and selected features. Statistical analysis and  
experimental results are revealed in Section 3. Finally, the conclusion is included in 
Section 4. 

2   Flow Chart and Feature Extraction 

Figure 1 illustrates the flowchart of the proposed image-aided AD diagnosis system. 
First, we register each individual’s brain MRI data to a T1-weighted MRI template. 
This process is also called spatial normalization. Next, the segmentation procedure 
segment brain tissue such as GM, WM, CSF and cerebral ventricle. Two categories of 
features, based on global volume and local shape information, are calculated. Mann-
Whitney U test is performed to filter out the features with low discriminative power. 
Principle component analysis (PCA) was used to reduce the dimensions of feature 
space, the result of which was fed into support vector machine (SVM) as a classifier.  
The details in each step are explained in the following. 

2.1   Spatial Normalization of MRI Data  

A set of MRI data were registered to a standard spatial coordinate system, in our case, 
Talairach coordinate system [7]. All 3-D MRI sets were normalized to a T1-weighted 
MRI template provided by ICBM (International Consortium for Brain Mapping) [8] by 
using a 12-parameter affine transformation. 

2.2   Volume Features  

A clustering-based segmentation algorithm, provided by Statistical Parametric Map-
ping (SPM5) [10], was performed to extract probability maps of gray matter (GM),  
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Fig. 1. Flowchart of the proposed image-aided AD diagnosis system 

 
white matter (WM) and cerebr-spinal fluid (CSF) from the source MRI data. The 
value of each pixel in the corresponding probability map indicates the posterior of the 
pixel belonging to the tissue by giving its gray intensity. The volumes of each tissue 
type were calculated using the following equations: 
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where f(i) is the gray level of from pixel i within data of interest. 
 

In additions, region growing algorithm was used to segment cerebral ventricle due to 
the sharp contrast between ventricle and surrounding tissue in T1-weighted MRI im-
ages. The segmented region constructed a mask image, where 1 stands for the ventri-
cle pixel in mask image and 0 stands for the non-ventricle pixel. At last, using Eq. (5) 
was employed to measure the cerebral ventricle. 

∑
∈∀

=≈
Mi

Ventricle ifCP )1))(|((volumeVentricle                           (5) 

where f(i) stands for the gray level of i within the mask data M. 



 Combination of Multiple Features in Support Vector Machine 515 

2.3   Shape Features 

In contrast to the volume features, which are extracted from the whole 3-Dimensional 
volume, the local shape features, such as area, distances between salient points and 
symmetry, are extracted from a single 2-Dimensional slice [11, 12]. Here, shape fea-
tures involve 3-D shape feature and 2-D shape features.  

In the feature of 3-D shape, the leave-one-out method strategy was used to con-
struct training set and testing set. Then two sets of probability map was build up using 
Eq. (6) and Eq. (7) for the normal and patients in training set, as shown in Fig. 2 (a) 
and (b). 

∑
=

=
M

i

i
NormalNormal zyxI

M
zyxP

1

),,(
1

),,(                                   (6) 

∑
=

=
N

i

i
ADAD zyxI

N
zyxP

1

),,(
1

),,(                                        (7) 

where M is the number of normal controls, N is the number of AD patients and I 
stands for the grey level of the ventricular mask image.  

Following, the discriminate map by subtracting the normal probability map from 
the AD probability map was obtained, as shown in Fig. 2 (c). Finally, matching coef-
ficient (MC) between each testing input and the discriminate map were calculated by 
Eq. (8). 

∑
∀

=
zyx

i
ADNormal

i
ADNormal zyxTzyxDMC

,,
or  or  ),,(),,(                          (8) 

where D( • ) is the discriminate map and T stands for the testing ventricular mask  
image. 

 

     
(a)                      (b)                       (c) 

Fig. 2. (a) Probability of the normal controls, (b) probability of the AD patients and (c) dis-
criminate map 

 
In 2-D shape features such as distances between salient points are extracted from a 

single 2-D slice. Therefore, we select the most significant slice from the whole MRI 
set by the following rules. First, since the CSF is produced from arterial blood by the 
choroid plexuses of the lateral and fourth ventricles. The axial-view images which 
comprise choroid plexus are selected as the candidate images. The second rule is that, 
the ventricle has to form a single connected region. Then, the image which shows 
maximum area of ventricle and qualifies the second rule from the candidate images 
was selected.The ways of extract 2-D shape features are explained as follows. 
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Perimeter: Canny edge detection algorithm is used to extract the boundary of the 
ventricle. The perimeter is equal to the number of boundary pixels. 

Compactness: the square of the perimeter divided by area. 
Elongation: The ratio of the height and the width of a rotated minimal bounding 

box which can fit the ventricle, as shown in Fig. 3 (a). 
Rectangularity: the ratio of the area of an image object and the area of the mini-

mum bounding rectangle. 
Distances: four corner points on the brain ventricle shape, i.e. the points A, B, C 

and D shown in Fig. 3 (b). The centroid M of the ventricle was computed. Six differ-
ent distances was then calculated, i.e. d(A,M), d(B,M), d(C,M), d(D,M), d(A,C) and 
d(B,D), respectively. 

Minimum thickness: the minimum distance between path(A,D) and path(B,C), as 
shown in Fig. 3 (c). 

 

   
                                              (a)                          (b)                          (c) 

Fig. 3. (a) Minimum bounding box, (b) four corner points, mass point, and (c) minimum  
thickness 

 
Mean signature value: the mean value of the distances from each boundary pixel to 

the centroid. It starts with the corner point A and follows in the clockwise direction. 

3   Experimental Results 

3.1   Material 

The image data used in this study were provided by Chang Gung Memorial Hospital, 
Lin-Kou, Taiwan. The whole dataset consists of 26 individuals (12 males, 14 females) 
between 55 years and 77 years old (mean age 66.2±6.1 years). Fourteen individuals 
are normal controls (7 males, 7 females) between 55 years and 77 years of age (mean 
age 63.1±5.7 years).  Twelve individuals were diagnosed as probable AD patients (5 
male, 7 female) between 61 years and 75 years old (mean age 69.8±4.3 years). The 
diagnosis was based on the MMSE complemented by verbal memory, figurative 
memory and visuospatial tests. The whole-brain MRI scans were obtained from a 3T 
MR scanner using a T1 MPRage sequence with TR=2000ms and TE=2.63ms. The 
image matrix is 224×256 and slice thickness is 1mm. One hundred and sixty slices 
were acquired. 
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3.2   Statistical Analysis and Classification 

Mann-Whitney U test was performed on each feature to evaluate its discriminative 
power.  Statistical significance was reach at a threshold when p < 0.05. Table 1 
showed the statistical results from volume and shape features. In the experiment,  
the circularity and rectangularity are rejected (p > 0.05) in the following steps of  
classification. 
 

Table 1. Statistical analysis of features, where p<0.05 is denoted with a * 
 

Features Mean volume in [mm] ± S.D.  
Volume Normal AD p-value 

VGM 847.5±60.1 776.6±94.1 0.035 
VWM 611.1±53.1 534.5±63.9 0.003 
VCSF 857.6±137.1 969.8±137.8 0.021 
VWhole 1458.6±100.2 1311.1±145.6 0.002 
VVentricle 40.1±11.7 62.6±23.2 0.014 
Features Mean ± S.D.  

Shape Normal AD p-value 
M.C. 1.51K±0.76K 3.64K±1.62K 0.001 
Perimeter 254.4±18.9 283.8±36.3 0.02 
Circularity 41.9±8.9 37.9±6.7 0.258 
Elongation 1.2±0.1 1.3±0.1 0.007 
Rectangularity 0.5±0.1 0.6±0.1 0.15 
d(A,G) 34.7±3.5 39.4±6.0 0.031 
d(B,G) 35.9±3.9 41.0±4.8 0.015 
d(C,G) 37.3±3.1 42.9±6.0 0.031 
d(D,G) 35.7±3.1 40.4±5.6 0.02 
d(A,C) 72.1±6.3 81.9±11.5 0.027 
d(B,D) 70.5±6.7 80.9±9.9 0.007 
Min thickness 26.9±2.5 30.5±4.0 0.014 
Mean Sig. 24.5±3.1 28.9±4.3 0.012 

 

PCA was introduced to reduce the dimensions of the feature space in case of re-
dundent or correlated features. The principal components, which contribute 95% to 
the total variation in the data set, were chosen. To train for a shape-feature-based 
classification, only the first five principal components were adopted, which convey a 
large amount of information quantified by 95% energy. In the case of a volume-
feature-based classification, all the volume features were adopted. The first six princi-
ple components were used when both shape and volume features are used. 

For the classification, SVM with RBF kernel was used to train a classifier. SVM is 
a class of linear classifiers that attempt to achieve maximum margin between the two 
classes. The classification performance was evaluated by using a leave-one-out trial. 
Table 2 shows the accuracy (proportion of all subjects correctly classified), sensitivity 
(proportion of individuals with a true positive result) and specificity (proportion of 
individuals with a true negative result) when using different features. Obviously,  
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incorporating with shape (M.C and elongation) and volume (CSF, whole and ventri-
cle) features shows excellent classification ability than others. The accuracy, sensitiv-
ity and specificity have been improved to 92.31%, 83.33% and 100%, respectively. 

 
Table 2. Classification results 

 

 Volume  
features 

Shape  
features 

Combine 

Accuracy 73.08% 76.92% 92.31% 

Sensitivity 66.67% 83.33% 83.33% 
Specificity 78.57% 71.43% 100% 

4   Conclusions 

In this study, a classification framework for image-aided diagnosis for AD was pro-
posed by using easy-extractable volume and shape features. The measurement of 
global GM, WM and CSF volumes and the local shape analysis on ventricle, espe-
cially in the properties of the ventricular area, perimeter and distances, provide atro-
phy information and show discriminative power that is statistically significant (p < 
0.05). The classification accuracy is improved from 73.08% or 76.92%, by only using 
volumetric features or shape features, to 92.31% by using three kinds of volume fea-
tures and two kinds of shape features. 
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Abstract. For labelling network intrusions as they state hierarchical

multi-label structure, we develop a hierarchical core vector machines

(HCVM) algorithm for high-speed network intrusion detection via hi-

erarchical multi-label classification of network data. HCVM models a

multi-label hierarchy into a data Hyper-Sphere constructed by numbers

of core vector machines (CVM). As the CVMs in an HCVM are sepa-

rating, encompassing and overlapping with each other, which forms nat-

urally a tree structure representing the multi-label hierarchy encoded.

Provided an unlabelled sample, the HCVM seeks a CVM enclosing the

sample, and multiply label the sample according to the MEB’s posi-

tion in the hierarchy. The proposed HCVM method has been examined

on KDD’99 and the result shows that the proposed HCVM has signifi-

cant improvement over previously published benchmark works. HCVM

improves U2R accuracy from 13.2% to 82.7% and R2L from 8.4% to

45.9%, as compared to the winner of KDD’99. In particular, the effi-

ciency of HCVM is highlighted, as the computational time stays steady

while the size of training data exponentially manifolds.

1 Introduction

Upon the explosive growth of Internet users, malicious activity such as de-
nial of service attacks, port scans or even attempts to crack into computers
by monitoring network traffic are also increasing. These malicious activities
on the Internet, also known as network intrusions, trouble the Internet users
and cause the Internet security threats. Network intrusion detection systems
(NIDS) are developed for safeguarding the users/system from any threats of In-
ternet intrusion. As the preventive measure, existing NIDS mostly employ two
popular intrusion detection methods: the white and black list methods filter
spam through network ID/address validity verification [1]; and the Intrusion
signature recognition methods detect any intrusions by comparing network data
with a predetermined attack signature [2]. However, both methods are shown

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 520–529, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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brittle to any small alteration of attack. This requires ordinary NIDS (e.g. a
firewall system for personal computer) to be updated in a regular time inter-
val.

As an alternative solution, machine learning methods solve the above difficulty
confronted by existing NIDS, because the attack signature/filter are learned dy-
namically from the streaming network data. In this field, Mukkamala et al. [3]
implemented support vector machine (SVM) method on the KDD Cup dataset
and obtained an overall 99% classification accuracy. Frank [4] took decision trees
as the most suitable classification method for intrusion categorization. Panda and
Patra [5] compared the performance of Naive Bayes with the neural network ap-
proach, and authenticated the suitability of Naive Bayes for intrusion detection
modelling. Despite that, machine learning for network intrusion detection still
have underlying issues with aspect to accurate network threats authentication.
As seen, with the vulnerability of present-day software and protocols combined
with the increasing sophistication of attacks, network-based attacks are on the
rise [6], which has made astonishing revenue lost every year. As a fact, the 2005
annual computer crime and security survey [7] reported that the financial losses
incurred by the respondent companies due to network attacks/intrusions were
US $130 million.

As a status of fact of machine learning for intrusion detection, previous meth-
ods perform intrusion detection by grouping any network traffics into several
major clusters. This in practice often reduces the detection rate/efficiency be-
cause that the detail information of network traffic including attack messages is
ignored. For example, spam is simply divided into several major categories, such
as junk mail, IM spam, TXT spam etc. It is obviously advantageous to spam
detection, if the junk mail is considered further dividable into unsolicited bulk
e-mail (UBE) and unsolicited commercial e-mail (UCE). Thus, it is necessary to
multiply label the network traffic/intrusions.

In this work, a hierarchy of core vector machines (HCVM) is developed to
model the HMC for network intrusion detection, where core vector machine
(CVM) is used to enclose a specific type of attacks/intrusions in the smallest
hypersphere. Given an unlabeled instance/attack, HCVM seeks a CVM that
encloses similar attack type, and labels the sample according to the CVMs po-
sition in the hierarchy. HCVM is akin to tree structure, in which the CVMs
are separating, encompassing, and overlap with each other. We have authen-
ticated the proposed HCVM classification proficiency and computational effi-
ciency. On comparison with Bernad’s method on hierarchical multi-label dataset
KDD’99, the proposed HCVM exhibits an outstanding classification accuracy
for U2R and R2L attack types. Note that CVM and MEB are two equiva-
lent concept in this paper. In the rest of paper, we use ‘CVM’ in the con-
text of classification calculation, and ‘MEB’ for the expression of hypersphere
relationship, also we use ‘MEB/CVM’ for any general description and
discussion.
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2 Related Researches and Motivation

2.1 Review of Multi-label Classification

The problem transformation methods which is the most common were multi-
label classification method defined in [8] as those methods that transform a
multi-label classification problem into either one or multiple single-label’s clas-
sification or regression [9]. Given dataset X for multi-label classification train-
ing, a common problem transformation method is to train |L| binary classifiers
Hl : X → {l,¬l}, one for each individual label l in L. Thus, the original data
set is transformed into |L| data sets, in which each dataset Dl contains the same
instance of the original dataset whose instances are labeled as l or ¬l, and a
binary classifier is applied for the classification on label l. In this way, when an
unlabeled instance x is provided for classification, a set of labels are produced
simultaneously by |L| classifiers,

H(x) =
⋃
l∈L

{l} : Hl(x) = l. (1)

2.2 Review of MEB and CVM

The CVM is constructed by the core set of a MEB, which computes the ball(s) of
minimum radius enclosing a given set of points. Traditional algorithms for finding
exact MEBs developed by Welzl [10] do not scale well with the higher dimensional
dataset. Recently, approximation algorithms for finding MEBs have been given
by Badoiu [11] and Kumar [12]. Badoiu indicated that an (1+ε)−approximation
MEB can be efficiently obtained by using core sets which are subsets of the in-
put dataset for optimizing an approximation MEB. Additionally, Badoiu [11]
found that the size of the MEB core set is independent of both dataset dimen-
sionality d and the size of the dataset. Kumar et al. [12] developed methods
for computing core sets and approximate the smallest enclosing HyperSpheres
in higher dimensions. Tsang [13] proposed core vector machine (CVM) method
which constructing a classification model by the corresponding MEB core set in
higher dimensions. In this way, the CVM can be implemented in applications
requiring solution in relatively higher dimensions.

2.3 Motivations of CVM/MEB for HMC

For addressing the HMC problem, we investigate the suitability of CVMs. As
mentioned above, a straightforward method is to transfer a HMC problem to
a number of single class classification problems using a certain transformation
method [9], so that a HMC problem can be managed as a typical multi-class
classification. The disadvantage of this method is, the original label hierarchy
information (i.e. the partial order of hierarchical multi-labels) of the data is
changed or lost completely, which eventually leads to an unsatisfied multi-label
classification.



Hierarchical Core Vector Machines for Network Intrusion Detection 523

Alternatively, we consider here the HMC problem from the viewpoint of
CVM/MEB [13], because for each single class of the HMC problem, wherever it
is located in the label hierarchy, it can be approximated by a CVM. One class is
represented as one MEB/CVM, meanwhile the CVM may overlap with CVMs
from other classes, or encompass CVMs from its child classes. In this way, the
HMC problem is addressed by a set of related CVMs, in which the relationship
of CVM represents the label hierarchy, so that the original hierarchy information
of data get reserved in MEB modeling.

3 Methodology

3.1 HMC Problem Transformation

Hierarchical multi-label classification (HMC) is an extension of binary classifi-
cation where an instance can be labeled with multiple classes that are organized
in a hierarchy. The definition of HMC task is briefed as follows [14]:
Given: (1) data set S = {x1, . . . , xm}, where each xi ∈ �d, (2) class label set
C = {c1, . . . , cn}, and (3) a class hierarchy (C,≤h), where ≤h is a partial order
representing the parent class relationship (∀c1, c2 ∈ C : c1 ≤h c2, if and only if
c1 is a superclass of c2).
Find: a function f : x → Ci where x ∈ S and Ci ⊆ C, Ci includes an leaf class
c and its parent classes c′ such that c ∈ Ci ⇒ ∀c′ ≤h c : c′ ∈ Ci.

3.2 Minimum Enclosing Ball

Given a set of points S = {x1, . . . , xm}, xi ∈ �d, the minimum enclosing ball of
S is the smallest ball that contains all the points in S (denoted by MEB(S)).
Welzl [10] proposed (1+ε)-approximation MEB which can be efficiently obtained
based on those called Core Set. The core set is a subset of given dataset contains
the instances located at the outer area.

Let BS(c, r) be an exact MEB of the data set S with center c and radius
r, and BQ(c̃, r̃) be another exact MEB with center c̃ and radius r̃. Note that,
different from BS , MEB BQ is constructed on the Core Set of S : Q, Q ⊂ S.
Given an ε > 0, a ball BQ(c̃, (1 + ε)r̃) is a (1 + ε)-approximation of BS(c, r), if
S ⊃ BQ(c̃, (1 + ε)r̃) and r̃ ≤ r.

Formally, subset Q is judged as the core set of S, if an expansion by a factor
(1 + ε) of its MEB contains S (i.e. S ⊂ BQ(c̃, (1 + ε)r̃). Fig. 1 gives an example
of exact MEB, Core set MEB, and Core set MEB expansion, where the dotted
circle identifies the exact MEB of the entire dataset BS , and the inside solid line
circle gives the exact MEB of Core set BQ (denoted in square). BQ does not
cover the whole data points, but its (1 + ε) expansion (the outside circle) does.

3.3 Kernel MEB: Core Vector Machine

By adopting the above MEB algorithm to support vector machine (SVM), Tsang
et. al. [13] developed the following kernel MEB method called core vector ma-
chine (CVM).
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Fig. 1. An example of exact MEB (outer circle), Core set MEB (inner circle), and Core

set MEB expansion (dotted circle)

Let ϕ be the feature map using kernel κ, and provided a set of ϕ-mapped
points Sϕ = {ϕ(x1), . . . , ϕ(xn)}, the MEB of Sϕ is such a smallest ball B(c∗, r∗)
that encloses all data points of Sϕ [13] and has the ball center c∗ and radius r∗

determined by,

(c∗, r∗) = argminc,rr
2 : ‖c− ϕ(xi)‖2 ≤ r2 ∀i. (2)

By the corresponding Wolfe dual,

maxαi

m∑
i=1

αik(xi, xi)−
m∑

i,j=1

αiαjk(xi, xj), α ≥ 0, i = 1, . . . , m,

m∑
i=1

αi = 1, (3)

where α = [α1, . . . , αm] are the Lagrange multipliers and Km×m = [k(xi, xj)] is
the kernel matrix, the MEB center c and radius r can be found from the optimal
α as [13],

c =
m∑

i=1

αiϕ(xi), r = −
√

α′diag(K)− α′Kα. (4)

In a kernel MEB, a core set instance is called a core vector, and the constructed
supervised learning model by core vectors, is called a core vector machine.

3.4 Hierarchical Core Vector Machines

For HMC, the above CVM is extended to the approximation of hierarchical core
vector machines (HCVM) as follows:
Given dataset S = (X × Y ) where X ∈ �d, and class label set Y is in such a
hierarchy as Y = {Yi|y ≤h ∀y′} whose y, y′ ∈ Yi, and y′ �= y. To transform the
HMC problem to a HCVM problem, we seek the root class label set C1 ⊆ Y
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where ∀yl ∈ C1 : ¬∃y′ ≤h yl : y′ ∈ Y, y′ /∈ C1. For each root class label yl ∈ C1,
we create an MEB B with the corresponding core set Q, mark the MEB and
core set with (1) its hierarchical level which is 1, (2) the corresponding class
label yl, and (3) its parent class. (we use 0 to represent the parent class of a
root class). Thus, for each class yl in the root class label set C1, we obtain the
corresponding MEB Byl,0

1 and the core set Qyl,0
1 . Similarly, we address the next

level class set C2 ⊆ Y where ∀yl ∈ C2 : ∃pl ≤h yl : pl ∈ C2−1, and create the
MEB Byl,pl

2 and the corresponding core set Qyl,pl

2 for each class label yl ∈ C2.
This process is continued until the terminal level is reached (i.e. no child classes
can be found).

As a result, we have a multi-label hierarchy modelled as a HCVM structured
as a set of MEBs ordered with its class label, level in the hierarchy and its parent
class,

{Yi|y ≤h ∀y′} ⇀ {Byl,0
1 , Byl,pl

2 , ..., Byl,pl

i }. (5)

Naturally, the obtained HCVM reserves perfectly the hierarchy information of
Y . Moreover, it captures in the feature space any invisible relationship between
individual classes of the same level, as two MEBs may distribute overlapping
despite they reflect two entirely different classes.

For decision making, HCVM assumes that f(B) approximates the ground
truth multi-label f(x) better than f(X, Y ) because every MEB in HCVM ap-
proximates accurately every class of Y , meanwhile reserves perfectly the multi-
label hierarchy in Y . Thus, the HCVM eventually is learned by an aggregation
of MEBs as,

f(x) = f({Byl,pl

i }) =
m∨

i=1

ti∨
l=1

fBi,l
(6)

where fBi,l
represents an elementary MEB model on class yl

i. As modelling fBi,l
,

class yl is addressed as a binary problem with class yl as the positive and the
remaining classes as the negative, and a set of MEBs are computed according to
Eq. (2)- Eq. (4) to enclose only the positive instances. Then, fBi,l

is formed by
assigning the corresponding MEB core sets as support vectors.

In Eq. (6),
∨

denotes the union between models, in which
∨

i represents a
natural parent relationship. Given an instance x is enclosed one ith-layer MEB,
then x due to the parent relationship, it must also be enclosed in the (i−1)th, (i−
2)th, ..., 1st, 0 layer ancestor MEB; and

∨
l represents a relationship at the same

layer of HCVM. l is often fixed by distances calculation. To compute the distance
between x and the center ct of MEB Bt, x is mapped into hyperplane by a kernel
function k(x, x). By Eq. (4), the distance between k(x, x) and ct is calculated
as:

‖ct − ϕ(x)‖2 =
∑

zi,zj∈St

αiαjk(zi, zj) − 2
∑

zi∈St

αik(zi, x) + k(x, x). (7)

Fig. 2 gives an example of HCVM data approximation over a synthetic dataset
with 2 layers hierarchical multi-label A1 ≤h [A2, A3, A4], in which A1 is the
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A2
A3
A4

A1

A2 A4A3

B A 0,1
1

B AA 1,2
2 B AA 1,3

2 B AA 2,4
3

B A 0,1
1 B AA 1,2

2

B AA 1,3
2

B AA 2,4
3

Fig. 2. Core set data approximation comparison: boundary on the MEB core set from

the parent class A1 versus boundary on the proposed HCVM (A1 ≤h [A2, A3, A4])

core set

parent class and A2, A3, A4 are the child classes of A1. To approximate the data
distribution of the dataset, an individual MEB can be used to enclose class A1
data. As shown in Fig. 2 left, the resulting boundary (identified as the dashed
curve) summarizes the knowledge of MEB (represented as the solid line cycle)
and the MEB core set (identified as squared data points). Base on the fact that if
an instance is in a parent class, then it must belong to one of its child classes, the
proposed HCVM method approximates the dataset by combining core sets from
A1 MEB and MEBs of A1’s 3 child classes A2, A3 and A4, and has the boundary
for data approximation plotted in Fig. 2 right. It clearly shows that the resulting
boundary encloses almost 2 times space than the obtained boundary did. But, no
data point exists in the extra space. Thus, the HCVM method gives an optimal
minimum enclosing space while discarding the non-essential areas from the MEB
for the parent class only.

4 Experiments and Discussions

We have implemented the proposed HCVM for the KDD’99 network intrusion de-
tectionusingMATLABversion(7.6.0), on a 1.86Hz IntelCore 2machinewith 2GB
RAM. In our experiment, we use a non-linear Gaussian kernel k(x, y) =
exp(−‖x − y‖2

/β)with β = 1
m2

∑m
i,j=1

∥∥xi − y2
j

∥∥. We set the ε as 1e−6 for (1+ε)-
approximation of MEB, and the Gaussian kernel parameter β as 1000, and ti, the
parameter representing the number of the nearest MEBs to the input instance, de-
termined by cross validation tests over the training data.
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4.1 Data Preprocessing

KDD Cup 1999 dataset [15] contains 5 million Internet connection records. Each
record encodes 41 connection features including 1 class label, 34 continuous fea-
tures, and 7 symbolic features. The class label identifies one of 22 network connec-
tion types including normal, buffer overflow, guess password etc. All connection
features are assumed to be conditionally independent. Apart from the normal con-
nection type, the rest of 21 attack types are associated with 4 major categories of
attack, they are: (1) DOS, denial of service, e.g. back; (2) R2L, unauthorized ac-
cess from a remote machine, e.g. guessing password; (3) U2R, unauthorized access
to local superuser (root) privileges, e.g. buffer overflow; (4) PROBE, information
gathering, e.g. port sweep.

For data preprocessing, we replace the original label for each instance with a set
of numerical labels by the following rules: the major attack categories stay at the
head followed by its subcategories. For example, ‘back’, as the first subcategory of
DOS attack, is represented as (1,1), and the second subcategory ‘land’, as (1,2).
In this way, all labels can be transformed into a numerical hierarchical structure.
Additionally, we normalize every continuous feature into [0, 1], and encode every
symbolic feature to binary digit.

4.2 Comparison Results

For constructing HCVM, we compute MEBs and core sets for 21 subcategories
and the 4 major categories of attacks, respectively. For each category, including
subcategories, we use the instances of the core set as the support vectors. As a
result, we obtain total 25 support vector sets corresponding to 4 major categories
plus 21 subcategories of attacks. Table 1 presents our classification results with
a comparison to the results achieved by Bernhard who is the winner of KDD’99
cup.

As seen from the table, Bernhard (1999) achieved an extremely high classifi-
cation accuracy of 99.5% on normal connect type, however U2R and R2L showed
poor classification performance, with none of them exceeding 15%, because of
their class size being smaller than the other classes. Although the overall clas-
sification accuracy of the proposed HCVM is slightly lower than that of the
Bernhard’s method for normal connection type and Dos type attacks, the pro-
posed HCVM wins Bernhard’s method on the classification of 3 most important
classes. HCVM particularly increases the classification accuracy of U2R and R2L
by 70% and 35%, respectively. This demonstrates the advantage of the proposed
HCVM, which encloses all the data points of corresponding class, enabling a
more accurate approximation of class information, even for very small dataset.

To evaluate the efficiency of the proposed methods we computed the CPU time,
support vectors and test error rate of HCVM and SVM with different size of train-
ing dataset. As seen in Fig. 3a, the time cost of HCVM increases more slowly
than the SVM. In addition, Fig. 3b shows the number of support vectors found
by HCVM almost no change through the increment of training dataset size.
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Table 1. Compare the classification accuracy with (Bernhard 1999) who is the winner

of KDD’99 cup

Actual VS Predicted A. Normal A. DOS A. U2R A. R2L A. Probe

Bernhard predicted Normal 60262 5299 168 14527 511

HCVM predicted Normal 920431 36818 9845 2603 2084

Bernhard predicted DOS 78 223226 0 0 184

HCVM predicted DOS 153064 3619301 10341 14732 85932

Bernhard predicted U2R 4 0 30 8 0

HCVM predicted U2R 6 3 43 0 0

Bernhard predicted R2L 6 0 10 1360 0

HCVM predicted R2L 321 193 44 517 51

Bernhard predicted Probe 243 1328 20 294 3471

HCVM predicted Probe 2843 2104 412 506 35237

Bernhard total accuracy 99.5% 97.1% 13.2% 8.4% 83.3%

HCVM total accuracy 94.6% 93.2% 82.7% 45.9% 85.7%
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Fig. 3. (a) and (b) plot the CPU time and number of support vectors with different

size of training dataset, respectively

5 Conclusion

In this paper, we studied a hierarchical multi-label problem with reference to net-
work intrusion detection. By investigating the core set of minimum enclosing ball,
which encloses the data points into a smallest HyperSphere, we extended the orig-
inal MEB algorithm using the Gaussian kernel method, modelling MEBs to be a
core vector machine. Further for HMC, we proposed a novel hierarchical CVM
methods, where MEBs of CVM separate, encompass and overlap with each other,
and construct a hierarchical CVM structure. In our experiments, we implemented
the proposed HCVM on benchmark datasets KDD’99. The experimental results
show that the proposed HCVM is clearly more favorable than the traditional meth-
ods, especially for the U2R and R2L problem.
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In general, the proposed HCVM method has the following desirable proper-
ties. First, HCVM models a difficult hierarchical multi-label problem into a sim-
ple MEB/CVM association analysis. Second, MEB/CVM excludes the existing
sparseness of data, which enables HCVM to approximate data more accurately.
However, the proposed method inhibits a limitation that the classification per-
formance of the terminal classes might be inferior to that of non-terminal classes
since the boundaries for the terminal classes in a multi-label hierarchy are not
optimized. As a future work, we will address this limitation by investigating the
density of the MEB, and develop new models for HMC.
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Abstract. For network intrusion and virus detection, ordinary meth-

ods detect malicious network traffic and viruses by examining packets,

flow logs or content of memory for any signatures of the attack. This

implies that if no signature is known/created in advance, attack detec-

tion will be problematical. Addressing unknown attacks detection, we

develop in this paper a network traffic and spam analyzer using a string

kernel based SVM (support vector machine) supervised machine learn-

ing. The proposed method is capable of detecting network attack with-

out known/earlier determined attack signatures, as SVM automatically

learning attack signatures from traffic data. For application to internet

security, we have implemented the proposed method for spam email de-

tection over the SpamAssasin and E. M. Canada datasets, and network

application authentication via real connection data analysis. The ob-

tained above 99% accuracies have demonstrated the usefulness of string

kernel SVMs on network security for either detecting ‘abnormal’ or pro-

tecting ‘normal’ traffic.

1 Introduction

Upon computers and Internet being more and more integrated into our com-
mon life, higher security requirements have been imposed on our computer and
network system. One of many ways that we can take for increasing the security
is to use the Intrusion Detection System (IDS). Intrusion detection (system) is
a process of monitoring events occurring in a computer system or network and
analyzing them on signs of possible incidents. IDS, as described in [10], can be
grouped into two categories: statistical anomaly based IDS and signature based
IDS. The idea of statistical anomaly IDS is to detect intrusions by comparing
traffic with normal traffic model, looking for deviations. Due to the diversity of
network traffic, it is difficult to model normal traffic, as we know that a normal
email relaying or peer-to-peer queries may also show like with some intrusion
traffic characteristics. Moreover, even for abnormal traffic, it does not in fact

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 530–539, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



String Kernel Based SVM for Internet Security Implementation 531

constitute an intrusion/attack. Hence, anomaly detection often has a high false
alarm rate, thus is seldom used in practice. For signature based IDS, network
traffic is examined for predetermined attack patterns known as signatures. A
signature consists of a string of characters (or bytes). Nowadays many intrusion
detection systems also support regular expressions and even behavioral finger-
prints [13]. The difficulty of signature based IDS system is that only intrusions
whose signatures are known can be detected and it is necessary to constantly
update a collection of these signatures to mitigate emerging threats [14].

Another approach for enhancing network security is to authenticate and pro-
tect legitimate network traffic. Traditional traffic authentication method based
on network protocol (e.g. the port number) is becoming more inaccurate and not
appropriate for the identification of P2P and other new types of network traf-
fic. Other methods are mostly based on protocol anomaly detection, which are
highly limited because that Internet legitimate traffic does not strictly conform
to any specific traffic models. Thus those methods often involve the difficulty
of high false positives error in real applications. For example, legitimate Smtp
traffic could be identified as malicious traffic, if there is misconfiguration in MTA
server adding suspicious fields to the header of email message. Thus, it is likely
to mis-authenticate valid Smtp traffics following just the standard Smtp network
protocol.

For either attack detection or legitimate network traffic authentication, most
signatures/rules are created by security experts who analyze network traffic and
host logs after intrusions have occurred, whereas sifting through thousands lines
of log files and looking for characteristics that uniquely identify as an intrusion
is a vast and error prone undertaking. To overcome this shortcoming and de-
tect unknown attack (i.e. signature is not determined), we researched machine
learning on string content recognition techniques. The motivation is to train a
classifier to distinguish between malicious and harmless flows or memory dump
and utilize the trained classifier to classify real network flow and memory dump.

Support vector machine (SVM) is known as one of the most successful classi-
fication algorithms for data mining, in this work we address string, rather than
numerical, data analysis, and implemented string kernel SVM for network secu-
rity in the way of intrusion detection and network application authentication.
In spite of the limitation of the SVM on training efficiency, the advantage of
string kernel SVMs is in needless of complete knowledge about attack signa-
ture/normal application features, as string kernel SVM is able to automatically
learn the problem knowledge during the training procedure.

In this work, we develop SVM based string kernel method according to differ-
ent mathematical similarity expressions of two strings/substrings. For network
security, we derive string kernel SVM for automatical attack (i.e. spam emails)
signature analysis, conducting spam filtering without early determined spam
signature. Moreover, we have used string kernel SVM to authenticate legitimate
network applications, learning SVM from connection differences against normal
connections.
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2 SVM and Kernels Theory

Support vector machines (SVM) are groups of supervised learning methods ap-
plicable to classification or regression. SVM maps the data points into a high
dimensional feature space, where a linear learning machine is used to find a
maximal margin separation [7,8]. One of the main statistical properties of the
maximal margin solution is that its performance does not depend on the dimen-
sionality of the space where the separation takes place. In this way, it is possible
to work in very high dimensional spaces, such as those induced by kernels, with-
out over fitting.

Kernels provide support vector machines with the capability of implicitly
mapping non-linearly separable data points into a different higher dimensional
space, where they are more separable than the original space. This method is
also called Kernel trick [7].

Kernel function K(x, y) can be expressed as a dot product in a high dimen-
sional space. If the arguments to the kernel are in a measurable space X, and
if the kernel is positive semi-definite for any finite subset {x1, ..., xn} of X and
subset {c1, ..., cn} of objects ∑

i,j

K(xi, xj)cicj ≥ 0, (1)

then there must exist a function φ(x) whose range is in an inner product space
of possibly high dimension, such that K(x, y) = φ(x)φ(y). The kernel method
allows for a linear algorithm to be transformed into a non-linear algorithm. This
non-linear algorithm is equivalent to the linear algorithm operating in the range
space of φ . However, because kernels are used, the φ function is never explicitly
computed. The kernel representation of data amounts to a nonlinear projection
of data into a high-dimensional space where it is easier to separate into classes
[12]. Most popular kernels suitable for SVM are e.g. Polynomial Kernel, Gaussian
Radial Basis Kernel, Hyberbolic Tangent Kernel [11]. All of these kernels operate
with numerical data. For our purpose is necessary to use string kernels which
are described in following section.

3 String Kernels Used in SVM

Regular kernels for SVM work merely on numerical data, which is unsuitable
for internet security where huge amount of string data is presented. Towards
extending SVM for string data processing, we implemented the following string
kernels algorithms in our experiments.

3.1 Gap-Weighted Subsequence Kernel

The theory of subsequence kernel is described in the book Kernel Methods for
Pattern Analysis [2]. The main idea behind the gap-weighted subsequence kernel
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is to compare strings by means of the subsequences they contain - the more
subsequences and less gaps they contain the more similar they are. For reducing
dimensionality of the feature space we consider non-contiguous substrings that
have fixed length p. The feature space of gap-weighted subsequence kernel is
defined as

φp
u(s) =

∑
i:u=s(i)

λl(i), u ∈ Σp, (2)

where λ ∈ (0, 1) is decay factor, i is index the occurrence of subsequence u = s(i)
in string s and l(i) is length of the string in s. We weight the occurrence of u
with the exponentially decaying factor λl(i). The associated kernel is defined as

κ(s, t) = 〈φp(s), φp(t)〉 =
∑

u∈Σp

φp
u(s)φp

u(t). (3)

In Eq. (3), it is required to conduct an intermediate dynamic programming
table DPp whose entries are:

DPp(k, l) =
k∑

i=1

l∑
j=1

λk−i+l−jκS
p−1(s(1 : i), t(1 : j)). (4)

Then, the computational complexity is evaluated as

κS
p (sa, tb) =

{
λ2DPp(|s| , |t|) if a = b;
0 otherwise (5)

which follows that for a single value of p, the complexity of computing κS
p is

O(|s| |t|). Thus, the overall computational complexity of κp(s, t) is O(p |s| |t|).

3.2 Levenshtein Distance

Levenshtein (or edit) distance [4] counts differences between two strings. The
distance is the number of substitutions, deletions or insertions required to trans-
form string s with length n to string t with length m. The formal definition of
Levenshtein distance [17] is given as follows: Given a string s, let s(i) stand for
its ith character. For two characters a and b, define

r(a, b) = 0 ifa = b. Let r(a, b) = 1 (6)

Assuming two strings s and t with the length of n and m, respectively, then a
(n + 1)(m + 1) array d furnishes the required values of the Levenshtein distance
L(s, t).

The calculation of d is a recursive procedure. First set d(i, 0) = i, i = 0, 1, ..., n
and d(0, j) = j, j = 0, 1, ..., m; Then, for other pairs i, j, we have

d(i, j) = min(d(i− 1, j) + 1, d(i, j − 1) + 1, d(i− 1, j − 1) + r(s(i), t(j))). (7)

In our implementation, we use D = e−λ·d(i,j) for getting better results. Analog
to the above substring kernel, the computational complexity of Levenshtein Dis-
tance is O(|s| |t|). In the case that s and t have the same length, the complexity
is O(n2).
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3.3 Bag of Words Kernel

The Bag of words kernel is represented as an unordered collection of words,
disregarding grammar and word order. Words are any sequences of letters from
the basic alphabet separated by punctuation or spaces. We represent a bag as a
vector in a space in which each dimension is associated with one term from the
dictionary

φ : d �→ φ(d) = (tf(t1, d), tf(t2, d), ....tf(tN , d)) ∈ R
N , (8)

where tf(ti, d) is the frequency of the term ti in the document d. Hence, a docu-
ment is mapped into a space of dimensionality N being the size of the dictionary,
typically a very large number [2].

3.4 N-Gram Kernel

N-grams transform documents into high dimensional feature vectors where each
feature corresponds to a contiguous substring [5]. The feature space associated
with n-gram kernel is defined as

κ(s, t) = 〈φn(s), φn(t)〉 =
∑

u∈Σn

φn
u(s)φn

u(t) (9)

where
φn

u(s) = |{(v1, v2) : s = v1uv2}| , u ∈ Σn.

We have used for computing n-gram kernel naive approach therefore the time
complexity is O(n |s| |t|).

4 Experiments and Discussions

For internet security, one useful approach is to actively detect and filter spam/
attack by building Bayesian filters. In addition, another practical approach is
to protect legitimate network communication by authenticating every type of
legitimate network application. In this section, we implemented string kernel
SVMs on the spamAssasin public mail corpus for email spam detection, and
experimented the authentication of 12 categories standard network application.

For multi-class classification, we used support vector machine software - lib-
SVM [1]. In our experiments, we used precomputed kernel matrices from pre-
pared training and testing datasets. All values in precomputed kernel matrices
have been scaled to interval [-1,1]. Optimal parameters of string kernel functions
have been determined by cross validation tests on training datasets. Kernel ma-
trices has been applied as input to libSVM [1].



String Kernel Based SVM for Internet Security Implementation 535

4.1 Spam Detection

For spam detection experiment, we used 5500 ham messages from SpamAssasin
public mail corpus [18] and 24038 spam messages from E. M. Canada [19]. The
ham emails dataset consists of two categories: EasyHam emails, 5000 non-spam
messages without any spam signatures and Hard Ham emails, 500 non-spam mes-
sages similar in many aspect to spam messages - using unusual HTML markup,
colored text, spam-sounding phrases, etc. Each email message has a header, a
body and some potentially attachments. Note that for the convenience of com-
parison, we employed the exact same data setup as in [20], training dataset 23630
(19230 spam vs. 4400 ham) messages and testing dataset 5918 (4808 spam vs.
1110 ham) messages.

Analog to [20], we intended to determine which part of email message have
critical influence on the classification results. To this end, we prepared four
subsets: Subject, Body, Header and All subsets. The Subject subset uses only
the subject field of the email message, and all Subject data are normalized to
the length of 100 characters; The body subset is the body part of the email
message normalized to the length of 1000 characters; The header subset is the
header section of the email message normalized to the length of 100 characters;
The All subset concludes the From field and the Subject field of the header
section plus the whole body of the email massage. Also, every instance of All
subset is normalized to the length of 1200 characters.

Table 1. The results from email classification using each kernel function with an

comparison to [20]

Features String Kernel Function Ref. Acc. [20]

N-gram Subsequence Edit Distance Bag of word

Subject 96.38 96.64 95.78 81.16 92.64

Body 99.28 99.23 97.19 81.04 84.41

Header 99.80 99.80 99.75 82.68 92.12

All 99.34 99.38 98.02 81.24 90.13

Table 1 presents the percentage accuracy of correctly classified email messages
for each type of string kernel and email subset, where percentage accuracy of
[20] is presented in the Ref. Acc. column for comparison. As seen from the
table, the classification results reached by string kernel SVM are exceeding the
percentage accuracy from the the reference paper [20]. The results for subset
Header demonstrate that the first 100 characters of a message header is enough
for correct spam classification. Results for other subsets are consistently good,
however they are seemed to more susceptible to spammers tricks.

Among 4 string kernels, the outstanding performance of N-Gram and Subse-
quence kernel functions proves that the classification with substring/subsequence
kernels is more suitable for spam detection than the kernels using whole string,
such as Edit Distance. The Bag of word kernel is seen problematical on spam



536 Z. Michlovský et al.

detection, this could be explained that these spammers normally use the same
words for both spam and ham similarity evaluation.

4.2 Network Application Authentication

In this experiment, we used data from tcp network traffic produced by com-
mon network applications using different communication protocols like http,
https, imap, pop3, ssh, ftp and some applications using dynamic ports like Bit-
torent. All network data was captured, and sorted by program Wireshark [15]
into separated files according to protocols and then split into individual flows
(connections) by program tcpflow [16] see Fig. 1.

Network traffic
data

Individual
connection

data

Single
protocols

data

Wireshark TcpFlow

Fig. 1. Schema of data preparation for network application authentication. Network

traffic data are sorted into separated files according to protocol with program Wireshark
[15] and then split into individual flows using program tcpflow [16].

At preprocessing stage, we removed the traffic data in unreliable protocols
like UDP, and reorder traffic data by the type of connections using program
tcpflow [16]. All connections have been shorten to the length of 450 bytes and 750
bytes respectively, where connections shorter than 450/750 bytes are normalized
by repeating its content. Every connection is labelled as its connection port
number within the interval of 〈1, 49151〉. For connections using dynamic ports
or the same port as other applications, we labelled the connections with some
unoccupied ports. For example, Http, Msnms and Ocsp connections are noticed
using the same port 80. To avoid repeat, we label Msnms and Ocsp as port 6
and 8, respectively. The summary of all connections is given in Table 2.

Table 3 presents the best percentage accuracies obtained by 4 types of string
kernel. Percentage Gen. Acc. is recorded as a ratio of the correctly classified
connection to total connection. Parameters Lambda and C have been gained
from previous 5-cross validation tests. Parameter Substring length represents
the length of contiguous (non-contiguous) substring for N-gram (Subsequence)
kernel function.
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Table 2. Number of connections (flows) for each protocol for training and testing

Protocol name (port number) Class label Training set Testing set

Http (80) 80 675 235

BitTorrent (dynamic) 4 299 99

Https (443) 443 292 90

Imap (993) 993 42 14

Pop3 (110) 993 32 10

Aol (5190) 5190 21 7

Ftp (21) 21 12 4

Msnms (80) 6 9 4

Microsoft-ds (445) 445 9 3

Ocsp (80) 8 8 3

Ssh (22) 22 6 2

Pptp (1723) 1723 2 1

Sum 1407 472

Table 3. The best results of network application classification for each kernel function

Kernel Function Parameters Gen. Acc

Substring length Connection length C of C-SVC Lambda

Subsequence kernel 4 750 65536 0.5 99.58%

N-gram kernel 4 450 4096 0.5 99.58%

Edit distance kernel - 450 16 0.001 99.15%

Bag of word kernel - 750 1 0.25 49.75%

As seen, Subsequence and N-gram kernel functions give the best 99.58% gen-
eral accuracy, which follows that only 2 of total 472 connections are misclassified
(two Msnms connections are misclassified as Http connections). It is worth not-
ing that N-gram kernel function performs extremely well for distinguishing those
network applications with shorter (450 chars) connection instance. However, the
Bag of word kernel function is unable to recognize network applications because
this kernel distinguishes network applications based on word similarity, when
the word (continuous sequence of characters between any two gaps) represents
a whole network connection, it is often too long for the kernel to differentiate
applications.

Fig. 2 discloses the relationship between the substring length and general
accuracy over network flows (connections) with length 450 and 750 chars, re-
spectively. As seen, the general accuracy decreases over the length of substring
for both N-gram and Subsequence kernels. This suggests that an longer substring
normally leads to a decreased classification performance from the presented two
string kernel functions.

In general, results in Table 3 and Fig. 2 have proved the effectiveness of ap-
plying Edit Distance, Subsequence and N-gram kernel functions for recognizing
hidden network traffic including encrypted connections. Edit Distance kernel
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Fig. 2. Relation between the substring length and general accuracy for network flows

(connections) with length 450 and 750 chars, respectively

identifies a global similarity of the string (connection), but it surprisingly gives
a 99.15% authentication accuracy. This implies that functions based on complete
string comparison are also suitable for network application recognition to some
extent.

5 Conclusions and Future Work

In this paper, we propose a new network security technique for spam and hidden
network application detection. Our technique is based on known string kernel
functions with precomputed kernel matrices. In our implementation of the pro-
posed technique, we used support vector machines with optimal configuration
associated for each kernel function.

This paper makes two major contributions. First, a study of Spam detec-
tion. Our email classification results presents excellent ability of string kernels
SVM to detect spam from relevant emails. Kernel functions using substrings/
subsequences are evidently less susceptible to spammers tricks than function
which comparing the whole strings. As seen, the best classification accuracy has
been reached for Header email subset and this finding proves the email header
has critical influence on the spam classification. Second, a detection of hidden
network application traffic. Our experimental analysis shows that sizes of first
450B of TCP connection are capable for accurate distinguishing network appli-
cations. From results is evident the suitable functions for application recognition
from TCP connections are N-Gram, Subsequence and Edit Distance function.
Our experiments prove the best results in network application recognition was
gained with short length of substrings in function parameter.

For future work, we will continue to develop new string kernels, and address
specially next network security tasks including testing memory dump and net-
work intrusion detection.
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Abstract. Malware (Malicious Software) of Windows OS has become

more sophisticated. To take some countermeasures for recent infection,

more intelligent and automated system log analysis is necessary. In this

paper we propose an automated log analysis of infected Windows OS

using mechanized reasoning. We apply automated deduction system for

gathering events of malware and extract the behavior of infection over

large scale system logs. In experiment, we cope with four kinds of resolu-

tion strategies to detect the malicious behavior. It is shown that automa-

tion of analyzing system logs is possible for detecting actual malicious

software.

Keywords: Automated log analysis, malicious software, incident detec-

tion, Windows OS, mechanized reasoning.

1 Introduction

Cyber attack has become more sophisticated. Malware (Malicious Software) has
been more complicated for more stealth and well-organized behavior. To cope
with this problem, more intelligent and automated analysis is necessary. In this
paper we propose the automation of log analysis of infected Windows OS using
mechanized reasoning.

1.1 Detecting Infection of Windows OS

Malware of Windows OS has become more well-organized. The malicious be-
havior has been more complicated and hidden in system logs in more crafted
way. The behavior is split over the large scale system log, which impose a great
burden of security experts to detect the infection and discover the evidence. to
take some countermeasures of this situation, automation of detecting infection
of Windows OS is necessary.

1.2 Large Scale Log Analysis

Recent malware such as BotNet and Rootkit are more stealth by acting like
normal process or activating deeper under the system. As result, if we try to
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detect these, large scope of system logs are necessary. We need to gather evidence
of events over system logs to trace the state transition of Windows OS infected by
mlawares. Large scale log analysis is required to extract recent and sophisticated
malwares such as BotNet and Rootkit.

2 Mechanized Reasoning

Mechanized reasoning is also called as automated reasoning in which fields re-
searchers cope with the creation of software which makes computers ”reason” in
the sense of mathematical aspects such as solving puzzle and proving theorems.
In this field, software such as FoL (first-order logic) or HoL (higher order logic)
theorem prover, SAT solver and model generator is created to automated the
mathematical process. In this paper we apply automated deduction system for
automated log analysis of infected Windows OS using mechanized reasoning.

2.1 Set of Support Strategy

Set of support was introduced by L.Wos, S.Robinson and Carson in 1965[1]. If
the clause T is retrieved from S, SOS is possible with the satisfiability of S-T.
Set of support strategy enable the researcher to select one clause characterizing
the searching to be placed in the initializing list called SOS. For the searching
to be feasible and more effective, the resolution of more than one clauses not
in SOS is inhibited in order to prevent the prover go into abundant searching
place. Figure1. Set of Support resolution strategy Figure1 show the resolution
process in set of support strategy, where S=P and Q and R, P and R, Q and R,
R. The restriction imposes the reasoning so that the program do not apply an
inference rule to a set of clauses that are not the complement of set of support.

2.2 Hyperresolution

In generating encoder, we apply the inference rule called hyper resolution[2],
which is a kind of resolution that can do resolutions at once compared with
several steps in another rules. For hyperresolution, these must be the negative
or mixed clause with the remaining clauses equal to the number of literals in
the negative or mixed clause. The positive clause are described as satellites, the
negative clause nucleus. ”Hyper” means that in this resolution more process has
occur than another resolution such as binary resolution.

2.3 Weighting Strategy

In contrast to the restriction strategies which block a reasoning path to apply an
inference rules to many kinds of subsets of clauses, a direction (ordering) strategy
dictates what to set focus on next. Among these strategies, we apply weighting
strategy[3]. With this direction strategy, we can assign priorities to terms, clauses
and concepts which make it possible to reflect the knowledge and intuition about
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Fig. 1. Figure1 show the resolution process in set of support strategy, where S={P and

Q and R, P and R, Q and R, R}.The restriction imposes the reasoning so that the

program do not apply an inference rule to a set of clauses that are not the complement

of set of support.

how a reasoning program should proceed. Weighting strategy, opposite to the
restriction strategy called Set of Support, can be used complementarily. In the
situation where the set of support strategy is adopted, the remaining clauses
can be processed to complete the application of various inference rules. After
the clauses assigned to set of support have been focus of attention, we can
choose among the new clauses generated and retained for the following various
kind of inference application. With weighting, you can supply various criteria for
defining interests and for defining complex information. After the input clauses
have been focus of attention, the choice is made from among the new clauses .
those clauses that have been generated and retained because they represent new
information that is deemed acceptable.

2.4 Subsumption

Subsumption[4] is the process of discarding a specific statement. The clause that
duplicated or is less general is discarded in the already-existing information. As
a result, subsumption prevents a reasoning program from retaining clauses that
is obviously redundant, especially is logically captured by more general clauses.
For example,

OLDER(father(x),x)
Subsumes
OLDER(father(Ann),Ann).

Definition. The clause A subsumes the clause B when B is the instance that is
logically captured by B.
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The clause
P(X)
Subsumes the clause
P(a).

There are several paths and axioms that could be applied. Subsumption strategy
is effective when the same or more specific clause in the present of already-
existing clause is generated. The clause is crossed and the generated clauses on
the process of resolution is also eliminated. The effectiveness of this strategy is
presented in experimental results.

3 Logging Techniques of Windows OS

Windows modification OS consists of three steps: [1]inserting DLL into user
process, [2]inserting filter driver into kernel space. In this section we discuss
library insertion (DLL injection) and filter driver injection.

3.1 DLL Injection

DLL injection is the insertion of original library on userland. We apply DLL in-
jection for inspecting illegal resource access of malicious process. DLL injection
is debugging technology to hook API call of target process. Windows executable
applies some functions from DLL such as kernel32. dll. Executable has import
table to use the linked DLL. This table is called as import section. Among some
techniques of DLL injection, modifying import table is useful because this tech-
nique is CPU-architecture independent. Figure 5 show the modification of import
table. Address of function A on left side is changed to the address of inserted
function on right side. In code table, some original functions are appended to
executable. Modified address is pointed to code of inserted function. By doing
this, when the function A is invoked, the inserted function is executed.

3.2 Filter Driver

Filter driver is an intermediate driver which runs between kernel and device
driver. By using filter driver, we can hook events on lower level compared with
library insertion technique on userland. In detail, System call table is modified
to insert additional routine for original native API. In proposed system, filter
driver is implemented and inserted for hooking events on file system.

4 Experimental Result

In this section we show the experimental result of analyzing log of Windows OS
infected by malware by Sassar-A. Sassar-A is one of the most famous malicious
software which exploits a vulnerability of lsass.exe (Windows daemon process).
Once Sassar succeeded to infect Windows OS, it reproduce itself into Windows
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Table 1. Malicious action of Sassar-A

action type objective

Execute Passive User

Infect Reproduction SVCHOST.

Infect Installation Windows Directory.

Daemonize Resident process Memory.

Infect Exploitation Networked computer.

Table 2. Sample APIs to be hooked in proposed system

API name API type A API type B

AllocVirtualMemory Native API Memory allocation.

CreateSection Native API Memory section creation.

LoadLibrary User API Invoking library.

MapViewOfSection Native API Memory Allocation.

PreRead filter function File Access.

PreWrite filter function File Access.

ZwCreateEvent Native API Memory Allocation.

ZwOpenKeys Native API Register Access.

CreateProcess User API Process Operation.

ZwOpenKeys Native API Registry Access.

Table 3. Number of empty clauses in depth or width search in two types of resolution

weight hyper-stack hyper-queue binary-stack binary-queue

20 1 1 2 2

19 1 1 2 2

15 1 1 2 2

14 1 1 2 2

13 1 1 2 1

12 1 1 2 0

11 1 1 2 0

10 1 1 0 0

5 1 1 0 0

4 0 0 0 0

1 0 0 0 0
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Fig. 2. The number of generated clauses in extracting the bahavior of Sassar-A. There

are four kinds of resolution strategies: hyper-stack, hyper-queue, binary-stack and

binary-queue. Stack means breadth-first search and queue means width-first search.

Hyper-queue (hyperresolution with breadth-first search) is the most effective while

birary-stack (binary resolution with breadth-first search) is the most weight sensitive.

Hyper resolution is more stable than binary resolution with the threshold in missing

the infection point.

directory with name SVSHOST.exe. And then, it becomes daemon process as
avserve. Also, it tries to infect networked computers. Table 1 shows the action of
Sassar-A on the infection of Windows OS. To detect the behavior of Sassar-A,
these actions needs to be formulated to process automated deduction system.

To analyze the system log and extract the behavior of malware such as Sassar-
A, APIs shown in Table 2 are intercepted to reveal the actions below the appli-
cation layer of Windows OS. Table 2 shows the example of APIs in three kinds:
Native API, User API and filter function. On the view of system behavior, there
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are memory allocation, memory section creation, invoking library, file access,
register access and process operation (creation).

Table 3 shows the detection result with hyper and binary resolution in width
an breadth first search. In around weight 10 - 13, automated deduction sys-
tem misses the infection point in both resolution strategies. Figure 2 shows the
calculation cost (number of generated clauses) in four strategies. Hyper-queue
(hyperresolution with breadth-first search) is the most effective while birary-
stack (binary resolution with breadth-first serach) is the most weight sensitive.
Hyper resolution is more stable than binary resolution with the threshold in
missing the infection point.

5 Conclusions

With the rapid advances of system and application programming technologies,
malware (Malicious Software) of Windows OS has become more sophisticated. To
take some countermeasures for recent infection, more intelligent and automated
system log analysis is necessary. In this paper we have proposed the automated
log analysis of infected Windows OS using mechanized reasoning. We have ap-
plied automated deduction system for gathering events of malware and extract
the behavior of infection over large scale system logs. In experiment, we have
coped with four kinds of resolution strategies to detect the malicious behavior.
Access of system resources such as memory, file, registry is intercepted by API
hooking. We have shown generated clauses in four resolution strategies: hyper-
stack, hyper-queue, binary-stack and binary-queue. It is shown that there are
optimum weight around 10 to detect malicious behavior with the least calcula-
tion cost. We can conclude that automation of analyzing system logs is possible
for detecting actual malicious software.
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Abstract. In this paper, we present an approach that aims to study

users’ past trust decisions (PTDs) for improving the accuracy of detect-

ing phishing sites. Generally, Web users required to make trust decisions

whenever their personal information is asked for by websites. We assume

that the database of users’ PTDs would be transformed into a binary

vector, representing phishing or not, and the binary vector can be used

for detecting phishing sites similar to the existing heuristics. For our

pilot study, we invited 10 participants and performed a subject experi-

ment in November 2007. The participants browsed 14 emulated phishing

sites and 6 legitimate sites, and checked whether the site appeared to

be a phishing site or not. By utilizing participants’ trust decision as a

new heuristic, we let AdaBoost incorporate the heuristic into 8 existing

heuristics. The results show that the average error rate in the case of

HumanBoost is 9.5%, whereas that in the case of participants is 19.0%

and that in the case of AdaBoost is 20.0%. Thus, we conclude that Hu-

manBoost has a potential to improve the detection accuracy for each

Web user.

1 Introduction

Phishing is a form of identity theft in which the targets are users rather than
computer systems. A phishing attacker attracts victims to a spoofed website,
a so-called “phishing site”, and attempts to persuade them to provide their
personal information. The damage suffered from phishing is increasing. In 2005,
the Gartner Survey reported that 1.2 million consumers lost 929 million dollars
as a result of phishing attacks [1]. The modern survey conducted in 2007 also
reported that 3.6 million consumers lost 3 billion dollars [2].
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To deal with phishing attacks, a heuristics-based detection method [3] has
begun to garner attention. A heuristic is an algorithm to distinguish phishing
sites from the others based on users’ experience, and a heuristic checks if a site
appears to be a phishing site. For example, checking the life time of the issued
website is one of the famous heuristics; the most of the phishing sites’ URL
are expired in short time period [4]. On the basis of the detection result from
each heuristic, the heuristic-based solution calculates the likelihood of a site be-
ing a phishing site and compares the likelihood with the defined discrimination
threshold. Unfortunately, the detection accuracy of existing heuristic-based so-
lutions is far from suitable for practical use [5], even if various studies discovered
heuristics.

In our previous work [6], we attempted to improve the accuracy by employing
machine learning techniques for combining heuristics, since we assumed the in-
accuracy is caused by heuristics-based solutions that can not use these heuristics
appropriately. We evaluated the performance of machine learning-based detec-
tion methods (MLBDMs). MLBDMs must achieve high detection accuracy, and
they must adjust their detection strategies for Web users, so that the perfor-
mance metrics consisted of f1 measure, error rate, and Area Under the ROC
Curve (AUC). Our evaluation results showed that the highest f1 measure was
0.8581, the lowest error rate was 14.15%, and the highest AUC was 0.9342, all of
which were observed in the case of the AdaBoost-based detection method. For
the most of the cases, MLBDMs performed better than the existing detection
method.

In this paper, we propose “HumanBoost”,which aims improving the AdaBoost-
based detection methods. The key idea of HumanBoost is utilizing Web users’
past trust decisions (PTDs). Basically, human beings have the potential to iden-
tify phishing sites, even if the existing heuristics cannot detect them. If we could
construct the database of PTD for each Web user, it would be able to use the
record of the user’s trust decision as one feature vector on detecting phishing sites.
HumanBoost also involves the idea of adjusting the detection for each Web user.
If a user is a security expert, the most predominant factor on detecting phishing
sites would be his/her trust decision. Conversely, the existing heuristic will have
a strong effect on detection when the user is a novice and his/her PTD has often
failed.

As our pilot study, we invited 10 participants and performed a subject ex-
periment. The participants browsed 14 emulated phishing sites and 6 legitimate
sites, and checked whether the site appeared to be a phishing site or not. By
utilizing participants’ trust decision as a new heuristic, we let AdaBoost incor-
porate the heuristic into 8 existing heuristics. The results show that the average
error rate in the case of HumanBoost was 9.5%, whereas that in the case of
participants was 19.0% and that in the case of AdaBoost was 20.0%.

The rest of this paper is organized as follows. In Section 2, we summarize the
related work, and explain our proposal in Section 3. In Section 4, we describe our
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preliminary evaluation, and discuss the limitation of HumanBoost in Section 5.
Finally, we conclude our contribution in Section 6.

2 Related Work

For mitigating phishing attacks, machine learning, which facilitates the devel-
opment of algorithms or techniques by enabling computer systems to learn, has
begun to garner attention. PFILTER, which was proposed by Fette et al. [7],
employed SVM to distinguish phishing emails from other emails. Abu-Nimeh et
al. compared the predictive accuracy of 6 machine learning methods [8]. They
analyzed 1,117 phishing emails and 1,718 legitimate emails with 43 features for
distinguishing phishing emails. Their research showed that the lowest error rate
was 7.72% in the case of Random Forests. Ram Basnet et al. performed an evalu-
ation of 6 different machine learning-based detection methods [9]. They analyzed
973 phishing emails and 3,027 legitimate emails with 12 features, and showed
that the lowest error rate was 2.01%. The experimental conditions were different
between [8] and [9]; however, machine learning provided high accuracy for the
detection of phishing emails.

Apart from phishing emails, machine learning was also used to detect phish-
ing sites. Pan et al. presented an SVM-based page classifier for detecting those
websites [10]. They analyzed 279 phishing sites and 100 legitimate sites with 8
features, and the results showed that the average error rate was 16%.

Our previous work employed 9 machine learning techniques [6]. We employed 8
heuristics presented in [11] and analyzed 3,000 URLs, which consisted of 1,500 le-
gitimate sites and the same number of phishing sites, reported on PhishTank.com
from November, 2007 to February, 2008. Our evaluation results showed that the
highest f1 measure was 0.8581, the lowest error rate was 14.15%, and the highest
AUC was 0.9342, all of which were observed in the case of the AdaBoost-based
detection method. In the most of the cases, MLBDMs performed better than
the existing detection method.

Fig. 1. PTD database



HumanBoost: Utilization of Users’ Past Trust Decision 551

3 HumanBoost

The key idea of HumanBoost is utilizing Web users’ past trust decisions (PTDs).
Generally, Web users are required to make trust decisions whenever they input
their personal information into websites. In other words, we assumed that a Web
user outputs binary variable, phishing or legitimate, when the website requires
users to input their password. It is similar to the existing heuristics.

In HumanBoost, we assume that each Web user has his/her own PTD database,
as shown in Fig. 1. The schema of the PTD database consists of the website’s
URL, actual conditions, the result of the user’s trust decision, and the results
from existing heuristics. It is to be noted that we do not propose to share the
PTD database among users because of privacy concerns.

The PTD database can be regarded as a training dataset that consisted of
N + 1 binary explanatory variables and 1 binary response variable. Hence, we
employ a machine learning technique for studying this binary vector for each
user’s PTD database. In this study, we employ the AdaBoost algorithm because
AdaBoost performed better in our previous work [6].

Further, we expect AdaBoost to cover each user’s weak points. Essentially,
the boosting algorithms assign high weight to a classifier that correctly labels a
site where other classifiers had labeled incorrectly. Assuming that a user’s trust
decision can be treated as a classifier. AdaBoost would cover users’ weak points
by assigning high weights on heuristics that can correctly judge the site where
he/she is likely to misjudge.

4 Experiment and Results

As our pilot study, in November 2007, we performed a subject experiment by
using legitimate enterprise websites and emulated phishing sites. We invited 10
participants who belonged to Nara Institute of Science and Technology, all of
them were male, 3 of them completed their M.Eng degree in the last 5 years,
while the remaining were master’s degree students.

In Section 4.1, we describe how we constructed the dataset, and we explain
the design of our experiments in Section 4.2. Finally, we show the results of our
preliminary experiment in Section 4.3.

4.1 Dataset Description

Similar to the typical phishing IQ tests performed by Dhamija et al. [12], we
prepared 14 emulated phishing sites and 6 legitimate ones, all of which contained
Web input forms on which users could input their personal information such as
user ID and password. The conditions of the sites are shown in Table 1. Some
phishing sites are derived from actual phishing sites according to a report from
Phishtank.com. Other phishing sites are emulated phishing sites that mimic
actual websites by using phishing subterfuges [7,13,14] to induce participants to
input their personal information.
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Table 1. Conditions in each site

# Website Real Lang Description
/ Spoof

1 Live.com real EN URL (login.live.com)
2 Tokyo-Mitsubishi UFJ spoof JP URL(www-bk-mufg.jp)
3 PayPal spoof EN URL (www.paypal.com.%73%69 ... %6f%6d)

(URL encoding abuse)
4 Goldman Sachs real EN URL(webid2.gs.com), SSL
5 Natwest Bank spoof EN URL(onlinesession-0815.natwest.com.esb6eyond.gz.cn)

(Derived from PhishTank.com)
6 Bank of the West spoof EN URL (www.bankofthevvest.com)
7 Nanto Bank real JP 3rd party URL (www2.answer.or.jp), SSL
8 Bank of America spoof EN URL( bankofamerica.com@index.jsp-login-page.com )

(URL scheme abuse)
9 PayPal spoof EN URL (www.paypal.com) but first a letter is

a Cyrillic small letter a (U+430) (IDN abuse)
10 Citibank spoof EN URL(IP address)
11 Amazon spoof EN URL (www.importen.se), contains amazon in its path

(Derived from PhishTank.com)
12 Xanga real EN URL (www.xanga.com)
13 Morgan Stanley real EN URL (www.morganstanleyclientserv.com), SSL
14 Yahoo spoof EN URL(IP address)
15 U.S.D of Treasury spoof EN URL (www.tarekfayed.com)

(Derived from PhishTank.com)
16 Sumitomo Mitsui Card spoof JP URL (www.smcb-card.com)
17 eBay spoof EN URL (secuirty.ebayonlineregist.com)
18 Citibank spoof EN URL (VeCoN.com)

( is pronounced “Shi Tei Ban Ku”, look-alike
“CitiBank” in Japanese Letter) (IDN abuse)

19 Apple real EN URL (connect.apple.com), SSL,
popup warning by accessing non-SSL content

20 PayPal spoof EN URL ( www.paypal.com@verisign-registered.com )
(URL scheme abuse)

4.2 Design of Experiment

We used a within-subjects design, where every participant saw every website
and judged whether the site was deemed a phishing site or not. In our test, we
asked 10 participants to browse the websites freely. We installed Windows XP on
each participant’s system with Internet Explorer (IE) version 6.0 as the browser.
Other than configuring IE to display IDN, we did not install security softwares
and/or anti-phishing toolbars. We also did not prohibit participants to access
websites that were not listed in Table 1. Therefore, some participants inputted
several terms into search engines and compared the URL of the site with the
URLs of those listed in Google’s search result pages.

The detection results by each participant are shown in Table 2. In addition,
“#” denotes the number of websites in Table 1, P1 - P10 denote the 10 partici-
pants, the letter “F” denotes that a participant failed to judge the website, and
the empty block denotes that a participant succeeded in judging correctly.

4.3 Results of Experiment

At first, we determined the detection accuracy of the AdaBoost-based detection
methods. We employed 8 heuristics, all of which were proposed by Zhang et
al. [11] and outputted a binary variable representing phishing or not.
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Table 2. The detection result by each par-

ticipant

# P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
1 F F
2 F F
3 F
4 F F F
5 F F
6 F F F F
7 F F F F
8
9
10 F
11 F
12 F F
13 F F
14 F
15 F
16 F F F
17 F F F
18
19 F F F F F
20 F

Fig. 2. Error Rate in HumanOnly, Ad-

aBoost and HumanBoost

In this evaluation, we performed 4-fold cross validation to average the result.
However, we considered that the experiment involved a small, homogeneous test
population, and so it would be difficult to generalize the results to typical phish-
ing victims. We will discuss our plan for removing the bias in Section 5. In
addition, we selected 1 as the iteration time, and decided to use the average
error rate as a performance metric. On the basis of this condition, we observed
that the average error rate of the AdaBoost-based detection method was 20.0%.

Next, we also calculated the detection accuracy of our proposed HumanBoost.
We constructed 10 of the PTD database. In other words, we made 10 types of
20× 9 binary vectors. Under the same condition described above, we calculated
the average error rate for each case of the HumanBoost.

The results were shown in Fig. 2, where HumanOnly denotes a detection
accuracy without using AdaBoost and/or HumanBoost. By comparing the case
of HumanBoost with the case of HumanOnly, the error rate was lesser or equal
in the most of the cases. The average error rate in the case of HumanBoost was
9.5%, whereas the average error rate in the case of HumanOnly was 19.0% and
that in the case of AdaBoost was 20.0%. In addition, we performed paired t-test
and observed that there was a statistical difference between the accuracy in the
case of HumanBoost and that in the case of HumanOnly.

In particular, the average error rate of P9 decreased from 85.0% (HumanOnly)
to 80.0%(HumanBoost). We found that some heuristics were assigned higher
weights than P9’s trust decision. In our experiment, P9 had labeled 3 legitimate
sites as phishing sites, whereas the existing heuristics had labeled these 3 sites
correctly. Accordingly, the detection of P9 was overwhelmed by that of existing
heuristics. We assumed that this is the reason for increasing the error rate.
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5 Discussion

Basically, removing bias is important for a participant-based test. Although we
used cross validation and paired t-test to eliminate bias, it still can be assumed
that there was bias due to the number of samples and/or biased samples. We
positioned our laboratory test as a first step, and decided to perform a field
test in a large-scale manner. The one approach toward field test is implement-
ing HumanBoost-capable phishing prevention system. It can be possible by dis-
tributing the work as browser-extension with some data collection and getting
a large population of users to agree to use it.

The weak point of the HumanBoost-capable system is that the system al-
ways works after the user finished making the trust decision. Generally, phishing
prevention systems will work for users to avoid visiting phishing sites. Apart
from these systems, HumanBoost requires users to judge if their secret can be
inputted into the site. To protect the users, the HumanBoost-capable system
should cancel the input or the submission of users’ secret.

Another problem is the difficulty in convincing users to reconsider their trust
decision. When a user attempts to browse a phishing site, usual phishing preven-
tion systems display some alert messages that he/she could be visiting a phishing
site. In HumanBoost, such messages would be shown after making the trust deci-
sion. Otherwise the user recalls his/her trust decision, the HumanBoost-capable
system would not block phishing attacks even if the system alerts correctly.

6 Conclusion

In this paper, we presented an approach called HumanBoost to improve the
detection accuracy of phishing sites. The key idea was utilizing users’ past trust
decisions(PTDs). Since Web users might be required of making trust decisions
whenever they input their personal information into websites, we considered to
record these trust decisions for learning purposes. We simply assumed that the
record can be described by a binary variable, representing phishing or not, and
found that the record was similar to the output of the existing heuristics.

As our pilot study, we invited 10 participants and performed a subject exper-
iment in November 2007. The participants browsed 14 emulated phishing sites
and 6 legitimate sites, and checked whether the site appeared to be a phishing
site or not. By utilizing participants’ trust decision as a new heuristic, we let
AdaBoost incorporate the heuristic into 8 existing heuristics. The results show
that the average error rate in the case of HumanBoost was 9.5%, whereas that
of participants was 19.0% and that in the case of AdaBoost was 20.0%. Our
paired t-test showed that there was a statistical difference. Thus, we concluded
that HumanBoost has a potential to improve the detection accuracy for each
Web user.

We also discussed to perform our tests in lesser biased ways. To facilitate the
field test in a large-scale manner, we mentioned the limitation of HumanBoost
from the aspect of the system design. We found that HumanBoost-capable sys-
tem should have an ability of canceling the input or the submission of users’
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secret, instead of blocking phishing sites. We also found that the HumanBoost-
capable system should have some interfaces that can expedite users re-making
trust decisions.

Apart from its development, we attempt to introduce fuzzy factors for users’
trust decision. Users can suspend their trust decision instead of labeling a site as
phishing or not. Essentially, machine learning techniques can manipulate quan-
titative variables, so that we do not adhere to categorical variables in our future
work.
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Abstract. Over the last decade, unsolicited bulk e-mails, i.e., spams,

have been dramatically increasing and they have been definitely recog-

nized as a serious Internet threat. Especially, recent spams mostly caused

by various malwares (e.g., bots, worms) often contain URLs that navigate

spam receivers to malicious Web servers for the purpose of malware in-

fection. In addition, malwares such as bots operate in cooperation with

each other, and there are close links between malwares and malicious

Web servers. In this paper, considering the need for further studies on

the mitigation of recent spam-based attacks, we propose a methodology

for analyzing their overall flow in order to investigate the active relation-

ship among spams, malwares and malicious Web servers. Furthermore,

we have evaluated our method using double bounce e-mails obtained

from our own SMTP server. The experimental results show that the

proposed method is highly effective to analyze the correlation between

spams’ sources and their eventual destinations.

1 Introduction

Over the last decade, unsolicited bulk e-mails, i.e., spams, have been dramatically
increasing and they have been definitely recognized as a serious Internet threat.
Many researches report that more than 90% of all Internet e-mails today are
considered as spam[1], and they are abused for various purposes. Most spams
assume the form of advertising or promotional materials, for example, those
related to money, debt reduction plans, getting-rich-quick schemes, gambling
opportunities, porn, health and so on[2]. Spams lead to many social problems
in terms of productivity and IT infrastructure, and as reported in [3,4], the
worldwide cost of spams was estimated to be well over US$10 billion in 2005.

On the other hand, recent spams mostly caused by various malwares (e.g.,
bots, worms) often contain URLs which navigate spam receivers to malicious
Web servers for the purpose of malware infection. In addition, many malwares
such as bots operate in cooperation with each other, and there are close links
between malwares and malicious Web servers. For example, a botnet consists of
many distributed bots connected worldwidely and it sends tremendous amount

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 556–564, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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of spams to target e-mail users in large quantities by means of a command from
the C&C server remotely controlled by their herder. Further, botnet herders
possess their own malicious Web servers, from which they are able to propa-
gate their well-crafted malwares to victims. There are a wide range of ongoing
spam sending systems (e.g., unauthorized relay, dedicated MTA, Web mail, and
bots) and diverse purposes of spam (e.g., malware infection, phishing, and e-
mail address harvesting). Therefore, in order to cope with these complicated
and unclear situations, it is strongly expected to investigate spams’ sources and
their destinations, and the correlation between them all together in an integrated
manner.

There are many anti-spam strategies; however, their main goals are limited
only to spam detection, or they take into account spams’ sources and URLs’
destinations separately[1,5,6]. In this paper, we propose a practical methodol-
ogy for analyzing the overall flow of spam-based attacks in order to investigate
the active relationship among spams, malwares and malicious Web servers. To
this end, we construct two analyzers, i.e., source analyzer and destination an-
alyzer, which analyze the characteristics of spams’ sources and their eventual
destinations, respectively. For the correlation analysis between them, we gener-
ate spams’ profiles which contain the analysis results obtained by two analyzers.
Furthermore, we have evaluated our method using double bounce e-mails ob-
tained from our own SMTP server. The experimental results show that spams’
sources and malicious Web servers are closely connected to each other, and the
proposed method is highly effective to analyze the correlation between spams’
sources and their eventual destinations.

The rest of the paper is organized as follows. In section 2, we give a brief
description of the existing researches related to our research. In section 3, we
present our approach, and the experimental results including their analysis are
given in section 4. Finally, we present our concluding remarks.

2 Related Work

In [1], Anderson et al. have focused on the scam infrastructure that is nourished
by spam and have described an opportunistic measurement technique called
spamscatter that mines e-mails in real-time, follows the embedded link structure,
and automatically clusters the destination websites using image shingling to
capture graphical similarity between rendered sites.

In [5], Kreibich et al. have presented an inside look at how campaign orchestra-
tion takes place by analyzing the raw material used to produce spam, including
textual templates employed for generating highly diverse spam instances. Their
analysis shows that today’s spamming business operates at a frightening scale
without requiring sophisticated mechanisms to counter the anti-spam industry’s
efforts.

In [6], Kawakoya et al. have analyzed the characteristics of Web-based passive
attacks which are driven by the URLs included in spams. They have developed
a client-type honeypot to do this. During 15 days observation for a bulk of spam
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Fig. 1. Overall structure of the proposed method

sent to a mail server of Kyoto University, they found 409 malicious Web sites
and 31,618 spam mail messages that had links to malicious websites.

Although these approaches are most closely related to ours, there is a fun-
damental limitation of their approach is that they have focused on the analysis
of either spams’ sources or their eventual destinations, so that it is quite dif-
ficult to analyze not only the overall flow of spams, but also the correlation
between them.

3 Proposed Method

Figure 1 shows the overall structure of the proposed method, which consists of
two analyzers (i.e., source analyzer and destination analyzer) and three repos-
itories (i.e., spam spool, spam profile, and malware storage). In our method,
we first collect spams from the Internet, and they are stored at a spam spool
repository. In order to collect spams, we used double bounce e-mails described
in Section 3.1. The source analyzer aims to identify the types of spam sending
system and spam herder, and its analysis results are stored at a spam profile
repository. The destination analyzer investigates which e-mail has URLs linked
to malicious Web pages, and downloads their HTML contents and malwares if
possible. Its analysis results are stored at two repositories, i.e., spam profile and
malware storage. See Sections 3.2 and 3.3 for more detail.

3.1 Double Bounce E-Mail

During the previous years, many machine learning methods have been proposed
for spam detection. However, these methods cannot accurately distinguish spams
from normal e-mails. Further, the effective lifetime of the existing techniques
is highly short, because spammers frequently change their modus operandi to
compromise spam detection techniques. In other words, in order to maintain
the effectiveness of spam filters, constant upgrades and new developments are
essentially required. Considering the above, we do not capture our analysis data,
i.e., spams, using the previous spam detection methods.
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Double bounce e-mails indicate that they have no valid recipient address and
return-path address. In the case of a normal e-mail, it contains one return-path
address at least in its header field, even if a sender mistyped the recipient ad-
dress to his/her e-mail. In this context, double bounce e-mails can be regarded as
pure spam. This double bounce e-mail is quite similar to the concept of darknet
which is an area of a routed, and allocated IP space where no active services
or servers reside, and thus the incoming packets to it can be treated as abnor-
mal ones. Darknet has been used for analyzing incidents in many researches[7],
because many abnormal activities can be easily observed in the darknet. Simi-
larly, we collect double bounce e-mails from the Internet and use them as our
analysis data.

3.2 Source Analyzer

The source analyzer identifies the types of spam sending system and its herder.
In our method, we classify the types of spam sending system into six categories:
unauthorized relay, bot, Web mail, dedicated MTA, vulnerable application, and
unidentified source. The identification mechanism is as follows.

– unauthorized relay: if an e-mail arrived at an internal SMTP server from
more than two organizations, i.e., two different domain names, it is classified
as unauthorized relay. Since in the case of large organizations, e.g., ISP,
which often relay e-mails on their internal networks, we do not classify them
in this category.

– vulnerable application: if the Received field of the e-mail header contains
“localhost” or “127.0.0.1”, and the X-Mailer field represents an e-mail appli-
cation such as IPB PHP Mailer, operating on the free bulletin board, then
the corresponding e-mail falls in this category.

– bot: if an e-mail satisfies the following two conditions, then it is classified
in this category. (1) There is no regular SMTP server in the Received field
of the e-mail header, and (2) the Return-path field of the e-mail header is
empty. If not, the hostname of the Return-path field is unmatched to the IP
address which is obtained by reverse lookup of the MX record. Because bots
try to directly connect to a target SMTP server, and it tends to inform a
target SMTP server that their hostname is unmatched to the IP address.

– dedicated MTA: Dedicated MTA makes a regular form of the e-mail head-
ers. If there are no suspicious fields in the e-mail header, we classify it as
dedicated MTA.

– Web mail: if the Received field contains an IP address of Web mail servers,
e.g., Hotmail, Yahoo, etc., then the corresponding e-mail is classified as a
Web mail.

– unidentified source: if an e-mail does not belong to the above five types,
and the Received field contains a suspicious value, e.g., a host connected to
several different SMTP servers, then we classify the e-mail as an unidentified
source.
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The other purpose of the source analyzer is to classify the given spams into
several groups based on similarity of the e-mail header. If the headers of two e-
mails have the same pattern, i.e., the order of the header fields, they become the
members of the same group. Considering the situation where RFC 2821[8] does
not contain the comment about the order of the header fields, if the patterns
of two e-mail headers are the same, the patterns can be regarded as being sent
by the same SMTP engine. This also means that they originate from the same
herder because in many cases SMTP engines basically have different operations.

For each e-mail, an entry including the IP addresses of its sender and receiver,
an IP address of a relay SMTP server, a type of spam sending system and a type
of spam herder, is inserted to the spam profile repository.

3.3 Destination Analyzer

As shown in Figure 2, the destination analyzer consists of four main parts : URL
extractor, database, crawler, and evaluator. The Destination Analyzer first ex-
tracts the URLs from each e-mail, and then removes duplicate URLs using the
URL extractor. We input each unique URL into the database, and then the
crawler reads each of them one by one( 1©). The crawler attempts to connect
to a website directly linked to the corresponding URL, and downloads avail-
able data(e.g., HTML contents, malwares) and new URLs, until there are no
more URLs to be analyzed( 2©). The crawling results of 2© are inserted into the
database( 3©). The evaluator reads the data to be evaluated from the database,
and evaluates whether the data are malicious or not( 4©). For this investigation,
we use a dedicated software, i.e., SPIKE[9] which has three analysis modules:

Fig. 2. Process of destination analyzer
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static analysis module, dynamic analysis module and malware analysis module.
The evaluation results of 4© are stored in the database( 5©).

We add these analysis results, e.g., whether an e-mail contains an URL linked
to a malicious Web site or not, and IP addresses related to the URLs to each
entry created in the source analyzer. Further, downloaded malwares are stored
in the malware storage repository.

4 Experimental Results

4.1 Data Captured for Our Analysis

The experimental data we used were double bounce e-mails that arrived at our
own SMTP server. We gathered about four days(April 16, 2009, to April 20,
2009) of double bounce e-mails, and captured 108,839 e-mails. From the origi-
nal 108,839 e-mails, we filtered out some irregular e-mails from our evaluation
data, and consequently we obtained 98,890 regular e-mails. We extracted 159,215
unique URLs from these regular e-mails.

4.2 Results and Analysis

We first evaluated 159,215 unique URLs using the destination analyzer from
July 16, 2009, to July 29, 2009, and observed that 16 URLs were directly linked
to a malicious Web page; however, there were no executable malwares. Further,
among the regular 98,890 e-mails, 137 e-mails contained one of those 16 URLs.
We divided 137 e-mails into 16 groups according to each URL. We denoted each
group as {g0, g1, · · ·, g15}. With respect to these 16 groups, we analyzed them
by using the source analyzer. Table 1 shows the analysis results. From Table 1,
we can observe that the 16 groups were sent by 6 different spam herders(i.e.,
a, b, c, d, e, and f), and 3 different spam sending systems(i.e., bot, vulnerable
application, and unauthorized relay). We can predict that 6 different types of
bots belonged to a single botnet, and they were under a controller (i.e., type

Table 1. Classification result by source analyzer

Type of spam sending system

bot vulnerable unauthorized dedicated Web unidentified

application relay MTA mail source

a g0, g1, g2, - - - - -

g3, g6, g12

b - g5, g10, g13 - - - -

Type of c - g8, g9, g15 - - - -

spam herder d - g7 - - - -

e - - g11 - - -

f - - - - - g4, g14
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Table 2. Correlation between spams’ sources and URLs’ destinations

Group Sender IP URL IP Group Sender IP URL IP

g0 62.h1.h2.206(RU) 216.x1.x2.102(US) g5 78.n1.n2.165(TR) 200.v1.v2.78(BR)

g3 216.i1.i2.102(US) 216.x1.x2.102(US) g7 89.o1.o2.97(RO) 200.v1.v2.78(BR)

g1 189.j1.j2.18(BR) 68.y1.y2.143(US) g8 58.p1.p2.204(PK) 200.v1.v2.78(BR)

g2 78.k1.k2.8(RU) 68.y1.y2.143(US) g9 95.q1.q2.158(RO) 200.v1.v2.78(BR)

g6 201.l1.l2.208(BR) 68.y1.y2.143(US) g10 200.r1.r2.150(BR) 200.v1.v2.78(BR)

g12 80.m1.m2.94(IR) 68.y1.y2.143(US) g13 78.s1.s2.76(LT) 200.v1.v2.78(BR)

- - - g15 89.t1.t2.41(RO) 200.v1.v2.78(BR)

“a” of spam herder); further, 3 different types of e-mail sending applications
operating on a free bulletin board were abused to send spams.

In order to verify this, we investigated the correlation between spams’ sources
and URLs’ destinations as shown in Table 2. It should be noted that the paren-
thesis indicates the country code of IP address. From Table 2, we can see that
6 different types of bots are located in 4 different countries (i.e., RU, US, BR
and IR), and the spams sent by them induced e-mail receivers to two mali-
cious Web servers in the US. Furthermore, in our investigation, we found that
6 URLs shared a common string, i.e., “http://xxxx.com/resp/xxxx,” in which
only “xxxx” changes to a different string in each URL.

On the other hand, in the case of 7 groups (i.e., g5, g7, g8, g9, g10, g13, and
g15), we can observe that 7 machines located in 5 different countries (i.e., TR,
RO, PK, BR, and LT) are compromised by the vulnerability of e-mail sending
application. In fact, we found that 3 different applications, IPB PHP Mailer,
vBulletin Mail via PHP and MyBB, were used for sending spams. Further, it is
easy to see that 7 URLs included in spams are directly linked to a single malicious
Web server located in Brazil. In addition, we observed that they have a quite
similar URL pattern, i.e., “http://yyyy.fantasticzoneonline.at/,” in which only
“yyyy” changes to a different string in each URL. As a result, this means that
these spams were sent by only a single herder, and 7 machines may be under
his/her control.

In the case of two groups(i.e., g4 and g14), we classified them into the type of
unidentified source because we observed that they tried to connect to two dif-
ferent SMTP servers(including our own SMTP server) from a single host, which
is unnatural in a normal case. Finally, it is easy to see that e-mails sent by ded-
icated MTA were not observed in our experimental data. In general, dedicated
MTA sends a large amount of spam to many SMTP servers in a short time, when
administrators of dedicated MTA receive a request from their client. As such,
their activities can be easily identified, and consequently their domain name is
blacklisted. Since a dedicated MTA changes the corresponding domain name to
another one so as to evade being blacklisted, the lifetime of a dedicated MTA is
considered to be very short. This means that we should analyze spam as soon as
possible, so that we can identify which e-mails are sent by the dedicated MTA.
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Table 3. Evaluation result according to links-depth by destination analyzer

Links-depth

2 3 4

# of input URLs 4,629 4,629 4,629

# of accessible URLs 4,701 5,843 325,596

# of malicious URLs 9(0) 6(0) 1,181(12)

The above results were obtained under the condition where the depth of links
to follow Web pages is only 1. In other words, for each given URL, SPIKE con-
nects to only the corresponding Web page, and never jumps to another Web page
linked on that Web page. However, in many cases, Web-based attacks tend to be
carried out through several steps, i.e., several Web pages. Because attackers have
to lure victims, who are browsing on a famous website such as Google or Yahoo,
to their malicious website, in which well-crafted malwares are embedded. Thus,
we reevaluated 4,629 URLs that were accessible to connect, and the experimen-
tal results are shown in Table 3. From Table 3, we can understand that both
the number of accessible URLs and the number of malicious URLs are rapidly
increasing when the links-depth is 4. It is to be noted that the parenthesis indi-
cates the number of URLs where executable malware was downloadable. These
results signify that it is highly important to trace the overall flow of the Web-
based attacks, and our approach provides the basic and expansive methodology
which enables one to do that.

5 Conclusion and Future Work

In this paper, we have proposed a methodology for analyzing the overall flow
of spam-based attacks in order to investigate useful correlations among spams,
malwares and malicious Web servers. To this end, we have constructed spams’
profiles, which enable us to identify not only the overall flow of spams but also
the characteristics of spam sending system and spam herder and to identify
which e-mail is connected to a malicious Web page; further, we have successfully
provided the correlation between spams’ sources and their eventual destinations.

We have evaluated the proposed methodology using double bounce e-mails
obtained from our own SMTP server and have showed its effectiveness to analyze
the correlation between spams’ sources and their eventual destinations. Our key
findings can be summarized as follows: (1) 16 URLs among 159,215 unique URLs
extracted from 98,890 regular e-mails were directly linked to a malicious Web
page, (2) 6 different types of bots belonging to a single botnet were located in 4
different countries, and spams sent by them lured e-mail recipients to only two
malicious Web servers in the US whose URLs were quite similar. (3) 7 machines
located in 5 different countries sent spams by abusing the vulnerability of an e-
mail sending application operating on the free bulletin board, and spams’ URLs
were directly linked to a single malicious Web server located in Brazil, and (4)
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the number of accessible URLs and the number of malicious URLs were rapidly
increasing when the links-depth was 4.

For the future work, we need to analyze further the correlation between URLs,
i.e., Web pages and their sources with respect to the links-depth larger than 1. In
addition, we will evaluate our methodology under a real-time operational envi-
ronment. In order to analyze spam-based attacks more effectively, we have a plan
to visualize their overall flow utilizing the IP address information of the spam
profile repository, and perform correlation analysis between malwares stored
at the malware storage repository and other type of malwares, e.g., malwares
gathered by nicter(Network Incident analysis Center for Tactical Emergency
Response)[7].
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Abstract. Network monitoring systems that detect and analyze ma-

licious activities as well as counter them, are becoming increasingly

important. As malwares, such as worms, viruses, and bots, can inflict sig-

nificant damages on both the infrastructure and the end user, technolo-

gies for identifying such propagating malwares are in great demand. In

the large-scale darknet monitoring operation, we can see that malwares

have various kinds of scan patterns that involves choosing destination

IP addresses. With a focus on such scan patterns, this paper proposes

a novel concept of malware feature extraction and a distinct analysis

method named “SPectrum Analysis for Distinction and Extraction of
malware features (SPADE).”Through several evaluations using real scan

traffic, we show that SPADE has the significant advantage of recognizing

the similarities and dissimilarities between the same and different types

of malwares.

1 Introduction

Malwares are spread all over the Internet and they often lead to serious security
incidents that can cause significant damage to both the infrastructure and end
users. As countermeasures, a number of ongoing network monitoring projects are
already in their operational phase. Many of these projects are concentrating on
the event analysis that provides statistical data, such as rapid increase in access
on certain port numbers, by using network event monitoring. Particularly, it is
becoming popular to monitor a dark address space (darknet), which is a set of
globally announced unused IP addresses [1, 2].

In order to identify the root causes of network events observed on darknets,
we have started the Network Incident analysis Center for Tactical Emergency
Response (nicter) project, with the goal of achieving an integrated analysis of
security incidents on large networks [3, 4]. Our present focus is particularly on
detecting and identifying the propagation of malwares such as worms, viruses,
and bots, which can infect remote hosts through fundamental propagation steps,
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such as scan → exploit code → malware download, by exploiting the vulnerabili-
ties of operating systems or server applications of the targeted hosts. One of the
purposes of nicter is to reveal certain malware species, which infect attacking
hosts, only through their scan patterns. As a first step to realize this purpose,
this paper aims at providing a method to distinguish attacking hosts observed
on darknets.

Through our large-scale darknet monitoring operation, we have learned that
malware uses various kinds of scan patterns, that involves choosing destination
IP addresses [5, 6, 7, 8], such as regular increment or random determination of
destination IP addresses for each packet. Since these scan patterns resemble a
signal waveform, we applied the discrete Fourier Transform (DFT) algorithm to
the feature extraction and distinction method.

In this paper, we propose a malware feature extraction and distinction method
called SPectrum Analysis for Distinction and Extraction of malware features
(SPADE), which analyzes the scan traffic data from a pair of attacking hosts
and derives the correlation coefficient between them.

The rest of this paper is organized as follows: Section 2 introduces the back-
ground of this research and related works. The SPADE algorithm is explained
in Section 3. Several evaluations with actual darknet traffic are presented in
Section 4. Finally, Section 5 presents the conclusions and future work.

2 Background

As a background of this research, we first explain the darknet monitoring and its
advantage. Second, we show that malwares have various scan patterns accord-
ing to our long-term and large-scale darknet monitoring, which can be used to
classify the malwares. Third, we mention some related works.

2.1 Darknet Monitoring

A darknet is a set of globally announced unused IP addresses and using it is
a good way of monitoring network attacks, such as malwares’ scans. A big ad-
vantage of darknet monitoring is that there is no legitimate host using these
addresses; we can thus consider all incoming traffic to be a consequence of some
kind of malicious activity or the result of misconfigurations. As the principal
darknet monitoring method, we deployed black hole sensors, which quietly mon-
itor incoming packets without ever responding to the opposite hosts. By using
these black hole sensors in the darknet IP domains, we could observe emerging
network attacks, including malware-initiated network scan, malware infection
behavior, and DDoS backscatters.

2.2 Scanning Patterns of Malwares

According to our long-term and large-scale darknet monitoring and some previous
researches [5, 6, 7, 8], malwares use various kinds of scan patterns. These patterns
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Fig. 1. Examples of Malware Scanning Patterns

can be important clues to classify malwares. Figure 1 shows the examples of typ-
ical scan patterns that are observed by nicter’s black hole sensors. These graphs
represent scan patterns of five individual attacking hosts A-E that are probably
infected by different types of malwares. In each graph, the X axis represents the
packet arrival sequence and the Y axis represents the value of the destination IP
address of our black hole sensor that monitors a network with /16 subnet mask.

The examples state that there are various scan patterns, such as regular in-
crement pattern (A, C), random determination pattern (D, E), and specific
rule-based pattern that appears to be a random pattern (B). Through these
observations, we found that the scan patterns of malwares have their own in-
dividual characteristics, and also found that many of the patterns appear to
have the natural periodicity, as if they are signal waveforms. Consequently, we
apply a spectrum analysis method to the scan traffic in order to extract their
characteristics and to classify them.

2.3 Related Works

In the context of spectrum analysis, Mitra et al. [9] proposed an anomaly detec-
tion method based on spectrum analysis. They focused on the harmonic structure
of the traffic data spectrum obtained by Fourier transform and wavelets so as to
detect DDoS and bottleneck traffic. Meanwhile, Yu et al. [10] applied a spectrum
analysis method for detecting slow scan worms. The objective of these studies
was to detect the presence of anomalous activities in normal traffic on a live net-
work by means of analyzing the fluctuation of traffic volume. In contrast, since
our basic tactics involves black hole monitoring, where most of the observed
activities are assumed to be anomalous, we aim at establishing a fine-grained
distinction method of attacking hosts based on their scan patterns rather than
merely determining whether the activities are malicious or not.

3 SPADE: Malware Correlation Method Based on
Spectrum Analysis

In this section, the SPADE algorithm is proposed, which is a malware feature
extraction and correlation method based on spectrum analysis. SPADE begins
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with the application of discrete Fourier transform (DFT) to a series of destination
IP addresses and ends at the derivation of a correlation coefficient between two
different series of data.

3.1 Algorithm of SPADE

The main processes of SPADE algorithm are as follows.

1. Hamming Window Function for Series Data
As a preparation of subsequent processes, SPADE applies the Hamming
window function to the original series data of destination IP addresses in
order to emphasize the characteristics of the oscillations. Specifically, where
the original series data X has N elements, the following formula is applied
to each element X(n);

X ′(n) = {0.54− 0.46 cos(
2πn

N
)}X(n) (1)

It should be noted that the parameters (0.54 and 0.46) were defined as the
constant number of Hamming window function [11].

2. Discrete Fourier Transform
SPADE applies DFT to the series data and derives a spectrum, which rep-
resents the characteristics of the original scanning behavior.

3. Removal of High-Frequency Bands
Minor phenomena such as packet losses and disorders in the packet arrival
sequence appear in high-frequency bands. Therefore, in order to avoid these
influences, which are the result of the degradation of network conditions,
SPADE removes frequency bands higher than the vertical threshold A.

4. Extraction of Maximum Value Indices
In this step, SPADE extracts the peaks of frequency components, namely,
those whose magnitudes are higher than neighboring components, since high-
level components in a spectrum are dominant in characterizing the original
scanning behavior. Furthermore, with this process, SPADE reduces the num-
ber of samples for the subsequent calculations.

It is to be noted that in the following steps, SPADE treats a collective set
of indexes I (and not power levels) of the components that are selected in
this step.

5. Removal of Fundamental Frequency
The purpose of this step is to adjust the number of cycles of oscillations
among different attacking hosts. Even if some attacking hosts have the same
scanning behavior, the packet counts from them may differ widely because
of the differences in the conditions of each network sensor. To resolve this,
SPADE removes the fundamental frequency from the spectrum while main-
taining its harmonic structure. The normalized index values (Ni) are derived
by dividing each index value (Ii) by the index value of the fundamental fre-
quency (Ip) that has the highest power level in the spectrum, as shown by
formula (2).
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Ni =
Ii

Ip
(2)

6. Standardization of Harmonic Structure
In this step, SPADE standardizes the weight of each value in the normal-
ized index values N and derives a series of deviation values S. As mentioned
in the previous step, the number of observed packets is dependent on the
environmental conditions of the sensor. To neutralize the differences in en-
vironmental conditions, SPADE computes a series of deviation values (S) of
N . For a series of index values N that has n samples, the standard deviation
SDN is derived by formula (3).

SDN =

√√√√ n∑
i=1

(Ni −M)2

n
(3)

Here, M is the average of the all index values. The deviation value of each
index value (Si) is computed from the standard deviation (SDN ) by for-
mula (4).

Si =
Ni −M

SDN
(4)

7. Synchronization and Alignment of Two Series of Data
As the last step of the preparation process, we must synchronize two inde-
pendent series of data and adjust their lengths. In this step, SPADE aligns
two series based on the index values of their base frequencies. The missing
space resulting from the differences in the series lengths is padded with ze-
ros. Thus, the two series of data are synchronized and aligned, ready to be
compared with each other.

8. Derivation of Correlation Coefficient
Finally, SPADE computes the correlation coefficient between two indepen-
dent series of data. The correlation coefficient Cαβ between series Sα and Sβ

is derived by formula (5).

Cαβ =
1
n

n∑
i=1

Sαi × Sβi (5)

The correlation coefficient ranges from -1 to 1. An absolute value of coeffi-
cient approaches 1 with increasing similarity between the original scan data,
and approaches 0 with decreasing similarity.

A sample result of the SPADE algorithm is shown in Figure 2, where two attack-
ing hosts A1 and A4 are analyzed. As shown in Figure 2-(1) and (2), these hosts
have similar scan patterns that oscillate destination IP addresses based on a
specific rule although it appears to be determined randomly. Figure 2-(3) shows
that the picked up maximum values (indicated by × and +) in each spectrum
overlap on six points. Figure 2-(4) shows that the correlation coefficient between
these hosts is 0.80.
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Fig. 2. Result of Correlation between A1 and A4

4 Evaluation

The purpose of SPADE is to extract the features of scan patterns from indi-
vidual attacking hosts and derive the similarities or dissimilarities among them.
Consequently, this section provides some evaluations using practical traffic data
observed by nicter’s black hole sensors in December 2008. High correlation co-
efficients are expected among hosts infected by the same type of bot, while
low correlation coefficients are derived among hosts infected by different types
of bots.

4.1 Analyses among Same Bots

At first, SPADE analyzed five attacking hosts (A1 - A5) in the same botnet,
which sophisticatedly fluctuated destination IP addresses, and derived the cor-
relation coefficients in all combinations (Table 1). There were six combinations
whose coefficients were over 0.70, among the ten combinations excluding self-
comparison, and the coefficient average of those ten combinations was 0.73.

Table 1. Correlation Results among Hosts in the Same Botnet (1)

A1 A2 A3 A4 A5

A1 1.00 0.74 0.61 0.80 0.59

A2 – 1.00 0.71 0.92 0.60

A3 – – 1.00 0.77 0.94

A4 – – – 1.00 0.65

A5 – – – – 1.00
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As a result, we found that most of the correlation coefficients among hosts in
the same botnet were higher than at least 0.70. This signifies that SPADE can
recognize hosts infected by the same type of bot.

4.2 Analyses among Different Bots

Secondly, five hosts were analyzed, which belonged to different botnets and had
significantly dissimilar scan patterns. As shown in Table 2, there was only one
combination whose correlation coefficient was over 0.70 among the ten combina-
tions excluding self-comparison, and the coefficient average of those ten combi-
nations was 0.41. According to this result, we found that SPADE can distinguish
hosts that were infected by different types of bots.

Table 2. Correlation Results among Hosts in Different Botnets

A1 B1 C1 D1 E1

A1 1.00 0.31 0.33 0.87 0.59

B1 – 1.00 0.28 0.31 -0.01

C1 – – 1.00 0.46 0.41

D1 – – – 1.00 0.57

E1 – – – – 1.00

4.3 Consideration

The evaluation results showed that SPADE derived higher correlation coefficients
between each combination within the same botnets, while lower correlation coef-
ficients were derived within different botnets. This signifies that SPADE almost
successfully extracted malwares’ features and distinguished them. However, in
some cases, the results also showed that the correlation coefficients widely varied
from 0.59 to 0.98 even though the hosts belonged to the same botnet. Therefore,
we need to improve the algorithm in order to extract malwares’ feature more
efficiently.

5 Conclusion and Future Work

In this paper, by focusing on the oscillations of the destination IP addresses of scan
packets, we proposed the concept of malware feature extraction, and implemented
and evaluated a distinct analysis method (SPADE) that applied a spectrum analy-
sis methodology. Our contribution is to realize a fundamental technology to grasp
the general trend of malwares propagation only from their scan traffic data. In
other words, we proposed SPADE algorithm that employed the discrete Fourier
transform (DFT). Through several evaluations, we showed that SPADE almost
successfully extracted malwares’ features and distinguished them.

Although we applied the destination IP addresses of scan packets in our algo-
rithm, we have to further consider other parameterized characteristics such as
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the source/destination port numbers and the interval time of packet arrival. As a
future work, we shall attempt to establish more multifaceted analysis techniques
covering such parameters based on the SPADE algorithm.
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Abstract. This paper presents the application of a neural fuzzy infer-

ence method to the field of control systems using the internal model

control paradigm (IMC). Through a transductive reasoning system, a

neuro-fuzzy inference system enables local models to be created for each

input/output set in the system at issue. These local models are created

for modeling the direct and inverse dynamics of the process. The models

are then applied according to IMC paradigm. In order to demonstrate the

benefits of this technique for control systems, it is applied for networked

cutting force control in a high-performance drilling process. A compar-

ative study between a well-established neuro-fuzzy technique and the

suggested method is performed.

Keywords: Transductive modeling, Neuro-fuzzy inference, Internal

model control, Networked control, High-performance drilling.

1 Introduction

Recent years have been characterized by the development of new paradigms in
the field of Artificial Intelligence (AI). One of the research disciplines that has
spawned the most developments is soft computing, where computing, reasoning
and decision-making make the most out of tolerance for imprecision, uncer-
tainty and approximate reasoning, in order to yield better solutions [1]. The
hybridization of fuzzy logic with neural networks is the most well-established
and best-known method within soft computing.

By the late nineties, several hybrid neuro-fuzzy systems had already been
developed, which may be separated into two major groups: neural networks
endowed with the ability to handle fuzzy information [fuzzy-neural networks
(FNN)] [2], [3], and fuzzy systems combined with neural networks in order to
enhance certain desirable characteristics [neural-fuzzy systems (NFS)] [4], [5]. A
combination of evolutionary computation with a neuro-fuzzy system is proposed
too in several works.

Most of the above-mentioned neuro-fuzzy strategies apply inductive reason-
ing systems. In inductive reasoning the key issues is to find a general model
drawn from the entire set of input/output data representing the whole system.
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In contrast there are transductive reasoning methods which generate a model at
a single point of the workspace. For each new datum that has to be processed,
the closest examples are selected among the known data, with the goal of cre-
ating a new local model that dynamically approximates the process in its new
state as close as possible. The main issue is therefore how to assign more weight
to the specific information related with the datum to be processed than to the
general information provided by the entire training set [6].

Transductive methods have some advantages over inductive methods, because
sometimes creating a valid model for the entire space or region of operation is a
difficult task, yielding insufficient performance in some cases. In addition, these
strategies are capable of functioning correctly with a small training set. Trans-
ductive reasoning methods have been applied to text recognition applications,
time series prediction and medical diagnosis applications. The use of local models
in control tasks first appeared in 1990 for controlling some movements in robotics
[7], [8]. However, on the basis of reviewed literature, applications in the field of
control manufacturing processes as well as to improve machining processes have
not been previously reported.

On the other hand, the design of intelligent controllers necessarily requires
control schemes and methods that guarantee the desired features. The internal
model control (IMC) paradigm has been applied successfully in intelligent con-
trol systems. It is considered a consolidated method for designing fuzzy, neural
and neural-fuzzy controllers for process control and in addition a method that
guarantees a good dynamic response and reliable behavior in the presence of dis-
turbances [9]. Thus, the characteristics discussed above make the internal model
control paradigm and NFI suitable strategies [10], whose synergy can handle
processes that display nonlinear and time-variant behavior and where classic
techniques have not yielded the desired results.

Several works reported in the literature address the design and implementa-
tion of intelligent control systems for machining processes with the objective of
optimizing these processes. Of all the machining operations, the drilling process
is precisely one of the processes that has received less attention with a view to
process improvement through the application of control techniques. This paper
is focused on increasing the material removal rate as well as enhancing useful
tool life through networked control of the cutting force by means of real-time
modification of the tool’s own feed rate.

2 Transductive Neuro-Fuzzy System

The transductive neuro-fuzzy inference system (NFI) involves the creation of
unique local models for each subspace of the problem, using the Euclidean dis-
tance [11]. The system’s inputs can be treated in different kinds of physics units
but the normalization is recommended. In this paper each input data is nor-
malized subtracting the mean and dividing by the standard deviation of the set
of known data or training set. After the normalization, the personalized local
model is then created using data from the training set that are the closest to
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each new input datum. The Euclidean distance is used for selecting this data
subset. The size of this subset (Nq) is an input parameter for the algorithm.

NFI uses a Mamdani-type inference method and fuzzy membership functions
are typically Gaussian-type. This type of membership function that is derivable
enables the use of supervised learning algorithms such as back-propagation al-
gorithms. The evolving clustering method (ECM) is used to create membership
functions and fuzzy rules [11]. It consists in a single-iteration algorithm for the
dynamic on-line clustering of a data set. For all following data, on the basis
of Euclidean distances and the clustering threshold value (Dthr), the algorithm
either adds each datum to an existing set (updating the center and the radius
of the set) or creates a new set. For that purpose, the center of the set is taken
as the center of the Gaussian function, and the radius is taken as the width.

Considering P inputs, one output and M fuzzy rules initially defined by the
clustering algorithm, the lth rule has the form:

Rl: If xl is φl1 and x2 is φl2 and. . .xP is φlP , then y is γl. (Cluster l)

φlj = αlj exp

[
− (xij −mlj)

2

2a2
lj

]
(1)

γl = exp

[
− (y − nl)

2

2δl
2

]
(2)

where m and n are the centers of the Gaussian functions for the inputs and out-
puts, a and δ are the widths, i = 1,2,. . . ,Nq is the index representing the number
of closest neighbors, j = 1,2,. . . ,P represents the number of input variables, and
l = 1,2,. . . ,M represents the number of fuzzy rules.

The centers m and n and the widths a and δ are obtained as the result
of the ECM algorithm, while the parameter αlj is chosen by design (αlj=1)
and represents the weight of each of the input membership functions. These
parameters are adjusted with the back-propagation algorithm.

Using the center of area defuzzification method, the output of the NFI for an
input vector xi = [x1, x2, . . . , xp] is calculated as follows:

O(xi) =

∑M
l=1

nl

δ2
l

∏P
j=1 αlj exp

[
− (xij−mlj)

2

2a2
lj

]
∑M

l=1
1
δ2

l

∏P
j=1 αlj exp

[
− (xij−mlj)

2

2a2
lj

] (3)

The system uses input/output data of the closest training data [xi, ti] and the
goal is to minimize the following target function:

E =
1
2
vi [f(xi) − ti]

2 (4)

where vi=1-(di −min((d))) with i = 1,2,. . . ,Nq and (d)=
[
d1, d2, . . . , dNq

]
as the

vector of distances calculated in the first step. Fig.1 shows the block diagram of
the implemented algorithm.
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Fig. 1. Block diagram of the NFI algorithm [11]

3 The High-Performance Drilling Process

Drilling is one of the most intensely used processes in the manufacture of aero-
nautic and automobile components in addition to the manufacture of moulds
and dies. One of the main targets of manufacturing companies is to reduce pro-
duction times and increase the quality of their products. Lower cycle times in
a drilling process are directly related to increasing the material removal rate
without damaging the cutting tool and without affecting the finish quality. In
the high-performance drilling process the work is performed at very high cutting
speeds at or near the limitations of the material, tool and machine tool.

Drilling force is the most important variable in the drilling process. Higher
feed rates increase the material removal rate along with an increase in drilling
force. However, higher cutting forces and drilling torques yield negative effects
as well, such as rapid drill wear, tool vibration and the risk of catastrophic tool
failure. Thus, it is important not only to maintain a constant drilling force,
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but also to obtain good closed-loop dynamic behavior without oscillations and
overshoots, thus increasing useful tool life.

Traditional control methods still have much room for improvement and thus
far have not yielded the expected improvement of the drilling process on the
basis of linear models. If a linear model is available, designing a PID controller
is a straightforward affair. However, sometimes technical constraints make it
impossible to carry out experimental identification and modeling, or the validity
of the linear model is very limited. The performance of the linear controller
deteriorates as the linear model’s behavior diverges from the actual process’s
behavior.

4 Internal Model Control

Internal model control (IMC) is an intensely used, well-established technique for
designing intelligent controllers. This closed-loop control scheme explicitly uses a
model of the dynamics of the plant to be controlled situated in parallel with the
plant. Furthermore, it also contains another model of the inverse of the plant’s
dynamics situated in series with the process and acting as a controller.

One of the advantages of this control scheme is that dynamic analysis and
robustness properties can be easily checked. However, inverting nonlinear models
is not an easy task, and there may be no analytical solutions. Another associated
problem is that inverting the process model can lead to unstable controllers when
the system is a non-minimum phase system.

In this work, the inverse model G′
M (5) and the direct model GM (6) are

output error (OE) models. The NFI algorithm is used to create the models (both
direct and inverse) on line. With each new input into the control scheme, both
models are calculated. Using this neuro-fuzzy inference technique, the creation
of the inverse model proves to be simpler and always offers a solution.

f(k) = G′
M (F (k), F (k − 1), f(k − 1)) (5)

F (k) = GM (f(k), f(k − 1), F (k − 1)) (6)

where F (k) is the cutting force estimated by the direct model and f(k) is the
feed rate calculated by the inverse model.

Once the models have been obtained, a low-pass filter is included in the control
scheme. The filter is incorporated in the control system to reduce the high-
frequency gain and to enhance the systems’ robustness. It also works to soften
fast, brusque signal changes, thus improving the controllers’ response.

The direct model must be trained to learn the process’s dynamics. A NFI
system is used with a training set made up of input/output data, where the input
is the feed rate, while the cutting force is used as the output variable (Fig.2a). In
order to calculate the inverse model, instead of inverting the direct model found
analytically, another NFI system is used, whose training set contains data with
cutting-force values as the input and feed rate values as the output. This way,
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Fig. 2. a) Direct model and b) inverse model of the high-performance drilling process

yielded by NFI

the system succeeds at learning the inverse dynamics of the high-performance
drilling process (Fig.2b).

The training data for both the direct model and the inverse model were ob-
tained from real drilling operations with test pieces made of A395 material
(ASTM) under actual cutting conditions. Nevertheless, the training data set
does not have to be very extensive, because representative values of each oper-
ating region are enough. The accuracy of the models depends on the choice of
certain parameters of the NFI algorithm, such as the number of closest neigh-
bors, the maximum number of iterations and the learning rate of the back-
propagation algorithm, and the set-clustering threshold value (parameter of the
clustering algorithm used). When choosing these parameters, the goal is to find
a tradeoff between the accuracy and the quality of the dynamic response of the
local models.

5 Experimental Results

In order to validate the networked intelligent control system by means of the
suggested approach, it was decided to introduce the NFI-IMC in a real high-
performance drilling process. Drilling processes are conducted in a machine tool
Kondia HS1000 equipped with an open computer numerical control (CNC) Sinu-
merik 840D. A personal computer (PC1) is connected with the open CNC via
a Profibus network. PC1 has a Windows 2000 operating system and performs
three tasks. The first task is to measure force. The force is directly measured
from PC1 with a Kistler 9257B dynamometer at a sampling frequency of 5kHz.
The second task is communication with a second personal computer, PC2, via
Ethernet with standard CORBA middleware. Filtered force F and other param-
eters and variables (e.g., spindle speed and depth of drill) are passed to PC2 in
this way. The third task is to receive the control signal computed by PC2 with
the data interface and synchronization tasks performed by commercial software
(Labview, NC-DDE application) over Ethernet.
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User interface, data visualization and record, and the IMC neuro-fuzzy sys-
tem are implemented in PC2 (Networked control was done through PC2). Free
distribution software (RTAI-Linux and Qt) is used in this level of the developed
platform. PC2 cannot be connected directly to the CNC due to proprietary CNC
software constraints. NFI-IMC was developed in C++ and the control scheme
was incorporated to PC2. The NFI-IMC system processed the force measure-
ment, calculated the control signal (f) and sent it to PC1, which later modified
the corresponding variable in the open-architecture CNC.

Network-induced delays are usually not known a priori and are difficult to
measure and estimate on line. The maximum delay, including network-induced
delays and process dead time, can be estimated thus:

[τSC + τCA + τP ]MAX = 0.4s (7)

where τSC is the delay from the dynamometric sensor to PC1, τCA is the delay
from PC1 to the CNC and τP is the intrinsic dead time of the drilling process.

It is important to note that the delay due to switched Ethernet is not remark-
able for many real-time applications, thus indicating a very promising alternative
for networked control systems.

τS2 + τA2 = 0.005s (8)

where τS2 is the delay from PC1 to PC2, τA2 is the delay from PC2 to PC1.
Different drilling tests were conducted on A564 precipitation-hardening stain-

less steel test pieces (martensitic steel). This is a material used heavily in the
naval and aerospace industry. The optimum conditions recommended by tool
manufacturers for drilling are: 780 rpm (spindle speed), 2000 N (reference value
of force) and 93 mm/min (feed rate1). The experiments were carried out using
a Sandvik R840-1000-30-A0A 10-mm-diameter tool of solid hard metal with a
TiN/TiAlN coating.

The NFI algorithm parameters chosen are the same for the direct model and
the inverse model (with the exception of the training sets, which represent dif-
ferent dynamics although they contain the same data). The chosen number of
closest neighbors (Nq) is 5, and the number of iterations of the back-propagation
algorithm is 20, with a learning rate of 0.001. The whole number of input and
output membership functions is directly related with the number of closest neigh-
bors (Nq), and therefore the maximum number of membership functions is 5 but
changes dynamically according each new datum and the ECM algorithm. The
threshold value selected for set generation in the ECM algorithm is Dthr=1.
According with these parameters and models (5) and (6), the mean time elapsed
between data input and control signal computation by NFI-IMC was 2.3ms on
the basis of an Intel Core 2 CPU (CPU 6400, 2.13 GHz, 0.98 GB RAM) and
Windows XP operating system.

A comparative study was performed with another very well-known neuro-
fuzzy technique (ANFIS) [4] in an IMC scheme reported in [12]. The summary of
1 Feed rate is set initially in the CNC operating program in order to begin part program

execution, and later it is manipulated by the NFI-IMC control system.
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Table 1. Neuro-fuzzy algorithms in internal model control paradigm

Algorithm ANFIS NFI

System Single-input/Single output Single-input/Single output

Membership functions type Gaussian Gaussian

Number of membership functions 2 Variable each run (maximum 5)

Inference system Takagi-Sugeno Mamdani

Number of rules 2 Variable each run (maximum 5)

Iterations 5 20

Learning rate 0.01 0.0001

Training algorithms Back propagation Back propagation

Training data set 139 samples 139 samples

Validation data set 134 samples 5 samples

Training time 134.4 ms 2.06 ms

Mean computing time 0.01 ms 2.3 ms

Fig. 3. a) Real system response and b) Control signal in operation with A564

the main characteristics of both neuro-fuzzy systems is shown in table 1. In order
to compare both systems, the integral of time weighted absolute error (ITAE),
the integral of the time square error (ITSE) and the integral of the square
time multiplied by square error (IT 2SE) were used as performance indices. The
overshoot (Ovt) was also included in the comparative study due to the influence
of the transient dynamic on the useful tool life. The results of the experimental
tests are shown in Fig.3 and in table 2. The dynamic behavior of ANFIS-IMC
and NFI-IMC seems to be similar at first glance, but the NFI-IMC yields less
overshoot than ANFIS-IMC. Furthermore, the NFI-IMC has better performance
in ITAE, ITSE and IT 2SE criteria than the ANFIS-IMC strategy. In general,
NFI-IMC strategy outperforms the ANFIS-IMC approach.

In addition, there is a significant difference at the beginning and at the end of
the operation. This means that the entry of the drill on the workpiece is much
smoother and that the evacuation of the chip at the end is more correct (impor-
tant factors for the tool wear and surface quality). Fig. 3 shows this situation.
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Table 2. Performance indices for the experiments

Controller ITAE ITSE IT 2SE Ovt(%)

Without Control 3.29 0.45 1.92 17.34

ANFIS-IMC 2.04 0.20 1.00 7.23

NFI-IMC 1.50 0.18 0.55 6.22

Therefore, for all the reason mentioned above, this experimental test serves to
conclude that NFI-IMC strategy outperforms the ANFIS-IMC approach.

6 Conclusions

From the best of authors’ knowledge, the NFI paradigm is applied for the first
time to process control. The transductive NFI system is capable of creating
local models of the high-performance drilling process for each new input into
the control system. With the NFI-IMC system, the material removal rate is
successfully increased. In addition, the good quality of the transient response
and the overshoot free response contribute from the industrial viewpoint to get
more out of the tool’s useful life while increasing the material removal rate.

Thus it has been demonstrated that NFI is a simple, fast, precise, computa-
tionally viable tool for modeling manufacturing processes. The use of transduc-
tive modeling techniques in processes such as drilling proves to be beneficial.
Another advantage of NFI is that it makes acceptable predictions with a very
small number of data (e.g., the ANFIS-IMC system uses twice as many data in
its training set).

The method developed herein is completely valid for control in other con-
ditions. All that needs to be done is to enter in the training set experimental
data under the required working conditions and adjust the parameters of the
algorithms to match the required working conditions. In this paper a viable
application of Ethernet in real-time networked process control is shown and is
profiled as a low-cost solution.

References

1. Mitra, S., Hayashi, Y.: Neuro-fuzzy rule generation: survey in soft computing

framework. IEEE Transactions on Neural Networks 11, 748–768 (2000)

2. Keller, J.M., Hunt, D.J.: Incorporating fuzzy membership functions into the per-

ceptron algorithm. IEEE Transactions on Pattern Analysis and Machine Intelli-

gence PAMI 7, 693–699 (1985)

3. Hunt, K.J., Sbarbaro, D.: Neural networks for nonlinear internal model control.

In: IEE Proceedings D: Control Theory and Applications, vol. 138, pp. 431–438

(1991)

4. Jang, J.-S.R.: ANFIS: adaptive-network-based fuzzy inference system. IEEE Trans-

actions on Systems, Man and Cybernetics 23, 665–685 (1993)



582 A. Gajate, R. Haber, and P. Vega

5. Kim, J., Kasabov, N.: HyFIS: Adaptive neuro-fuzzy inference systems and their

application to nonlinear dynamical systems. Neural Networks 12, 1301–1319 (1999)

6. Vapnik, V.: Statistical Learning Theory. John Wiley & Sons, Inc., New York (1998)

7. Atkeson, C.G.: Using local models to control movement. In: Advances in Neural

Information Processing Systems, vol. 2, pp. 316–323 (1990)

8. Schaal, S., Atkeson, C.G.: Robot juggling: implementation of memory-based learn-

ing. IEEE Control Systems Magazine 14, 57–71 (1994)

9. Li, H.X., Deng, H.: An approximate internal model-based neural control for un-

known nonlinear discrete processes. IEEE Transactions on Neural Networks 17,

659–670 (2006)

10. Atkeson, C.G., Moore, A.W., Schaal, S.: Locally Weighted Learning for Control.

Artificial Intelligence Review 11, 75–113 (1997)

11. Song, Q., Kasabov, N.K.: NFI: A neuro-fuzzy inference method for transductive

reasoning. IEEE Transactions on Fuzzy Systems 13, 799–808 (2005)

12. Gajate, A., Haber, R.E.: Internal Model Control Based on a Neurofuzzy System for

Network Applications. A Case Study on the High-Performance Drilling Process.

IEEE Transactions on Automation Science and Engineering 6, 367–372 (2009)



 

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 583–592, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Sentiment Classification with Support Vector Machines 
and Multiple Kernel Functions 

Tanasanee Phienthrakul1, Boonserm Kijsirikul2, Hiroya Takamura3,  
and Manabu Okumura3 

1 Department of Computer Engineering, Faculty of Engineering, Mahidol University,  
25/25 Phutthamonthon, Salaya, NakornPathom, 73170 Thailand 

2 Department of Computer Engineering, Faculty of Engineering, Chulalongkorn University,  
254 Phyathai Road, Patumwan, Bangkok 10330 Thailand 

3 Precision and Intelligence Laboratory, Advanced Information Processing Division, Tokyo 
Institute of Technology, 2459 Nagatsuta, Midori-ku, Yokohama, 226-8503 Japan 

tanasanee@yahoo.com, boonserm,k@chula.ac.th,  
takamura@pi.titech.ac.jp, oku@pi.titech.ac.jp 

Abstract. Support vector machine (SVM) is a learning technique that performs 
well on sentiment classification.  The performance of SVM depends on the used 
kernel function. Hence, if the suitable kernel is chosen, the efficiency of classi-
fication should be improved.  There are many approaches to define a new  
kernel function.  Non-negative linear combination of multiple kernels is an al-
ternative, and the performance of sentiment classification can be enhanced 
when the suitable kernels are combined.  In this paper, we analyze and compare 
various non-negative linear combination kernels.  These kernels are applied on 
product reviews to determine whether a review is positive or negative.  The re-
sults show that the performance of the combination kernels that outperforms the 
single kernels.  

Keywords: Sentiment Classification, Support Vector Machine, Evolutionary 
Strategy. 

1   Introduction 

Sentiment classification has been a focus of recent research.  It has been applied on 
different domains such as movie reviews, product reviews, and customer feedback 
reviews [1].  The most basic task in sentiment classification is to classify a document 
into positive or negative sentiment.  The difficulty of sentiment classification is the 
context-dependency of the sentiments of linguistic expressions.  For example, nega-
tion words such as “not” or “never” shift the sentiment.  A positive statement be-
comes negative when it is subcategorized by a verb “doubt”.  Although we could use 
n-grams (continuous n words) as features in order to handle such shifts, dependency 
between two words with a long distance cannot be captured by n-grams.  Instead of 
using n-grams, we utilize higher-degree kernel functions, which can automatically 
take into account the conjunctions of features. 

Support vector machine (SVM) is a kernel method that is successful in many dif-
ferent fields.  There are many pieces of research work that applied SVM on sentiment 
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classification problems.  The results show that SVM yields the best result when it is 
compared with other approaches such as in [2] and [3].  SVM classifier can be trained 
using a large number of features [2].  Besides, the learning process of SVM optimizes 
the margin between two classes on feature space by using the kernel techniques.  We 
however confront another difficulty that it is unknown which kernel function is suit-
able for this task.  In spite of our intuition that feature combinations will capture the 
context-dependency of sentiment, some researchers have reported that higher-degree 
kernels only degraded the classification performance [4], [5].  Meanwhile, there is a 
report that higher-degree kernels did improve the classification performance [6].  This 
lead us to the idea of using the non-negative linear combination of multiple kernels 
with adjusted weight parameters. 

In using the combination, we need to determine the weight on each kernel in the 
combination.  In order to obtain the suitable weights, we propose to use an evolutionary 
strategy.  The objective function is an important part in evolutionary algorithms, and 
there are many ways to measure the fitness of the parameters.  Training accuracy or 
training error is the basic function that can be used for evaluating the parameters.  Al-
though this function is very easy to calculate, it may cause the overfit to training data.  
Hence, we propose to estimate the generalization performance of the learning model by 
the bound that can be derived from the stability property.  It is a tight bound, and can be 
a good criterion for evaluating the parameters in the evolutionary process. 

In this paper, we propose the non-negative linear combination kernels and their 
normalization in Section 2.  There parameters are adjusted by the evolutionary strate-
gies that is illustrated in Section 3.  Our approach is tested on sentiment classification 
and the results are reported in Section 4, and the last section is the conclusion. 

2   Non-negative Linear Combination Kernels 

The support vector machine is a classifier which finds the optimal separating hyper-
plane in terms of some generalization criterion [7].  In the simple pattern recognitions, 
SVM uses a linear separating hyperplane to create a classifier with the maximum 
margin [8].  In soft margin SVM, the width of margin can be controlled by a regulari-
zation parameter C  [8].  The constant 0>C  determines the trade-off between mar-
gin maximization and training error minimization [9].  For non-linear problems, there 
is an important technique, called kernel method, which enables these machines to 
produce complex nonlinear boundaries inside the original space.  This is performed 
by mapping the input space into a higher dimensional feature space through a map-
ping function Φ  and separating there [9].  However, in SVM, it is not necessary to 
know the explicit form of Φ .  Only the inner product in the feature space, 

)()(),( yxyxK Φ⋅Φ= called kernel function, must be defined.  

There are many functions that can be used as the kernel in SVM.  These kernels are 
suitable for some problems, and they must be chosen for the tasks under consideration 
by hand or using prior knowledge [8].  In this paper, we take an interest in four kernel 
functions i.e. linear, polynomial, RBF, and sigmoid kernels.  These kernel functions 
are shown in Table 1.  In order to obtain a better result, the non-negative linear com-
bination of kernels is proposed for SVM on sentiment classification.  The analytic 
expression of this kernel is the following: 
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where n  is the number of sub-kernels, 0≥ia  for ni ,...,1=  are the arbitrary non-

negative weighting constants, and ),( yxK i  for ni ,...,1=  are the sub-kernels.   

Table 1. Common Kernel Functions 

Kernel Formula 

Linear yxyxK ⋅=),(  

Polynomial ( )dcyxyxK +⋅=),(  

Gaussian RBF )exp(),(
2

yxyxK −−= γ  

Sigmoid* ( )cyxyxK +⋅= tanh),(  
*This kernel may not be Mercer’s kernel. 

 
The linear, polynomial, and RBF kernels are the well-known Mercer’s kernels.  

Therefore, the non-negative linear combination of these kernels still corresponds to 
the Mercer’s theorem.  Although it is known that the sigmoid function may not be 
Mercer’s kernel, the sigmoid function is quite popular for support vector machines.  
Therefore, the kernel functions that will be combined to create a new kernel function 
are chosen from these four popular kernels.  The examples of non-negative linear 
combination kernels are shown in (2), (3), and (4).  These kernels are more flexible as 
it has more adjustable parameters. 

),(),(),(),(),( 4321 yxKayxKayxKayxKayx SigmoidRBFPolyLinear +++=Κ  (2) 

),(),(),(),( 321 yxKayxKayxKayx RBFPolyLinear ++=Κ  (3) 

),(),(),( 21 yxKayxKayx PolyLinear +=Κ  (4) 

Besides, the non-negative linear combinations of polynomial and RBF kernels are pro-
posed.  With these two kind of kernel functions, there are three possible ways of non-
negative linear combinations in order to combined them, i.e., (1) the non-negative linear 
combination of several polynomial kernels at different degree, (2) the non-negative 
linear combination of several RBF kernels at different scale, and (3) the non-negative 
linear combination of both polynomial and RBF kernels at different parameters. 

Then, normalization is an important pre-processing [10].  Normalization in feature 
space is not applied directly on the input vector, but it can be seen as a kernel interpre-
tation of the preprocessing [11].  This normalization redefines a new kernel function 

),(
~

yxΚ  of SVM.  The non-negative linear combination kernels are normalized by 
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The normalized kernels place the data on a portion of the unit hypersphere in the 

feature space [10].  Obviously, the equation 1),(
~ =Κ xx  holds true. 

3   Weight Adjustment   

In the non-negative linear combination kernels, the weight of each sub-kernel is the 
adjustable parameters.  These parameters can be determined by executing a grid 
search and measuring some goodness criterion at each point (criteria are discussed in 
Section 3.4), but this kind of search consumes a lot of time especially when there are 
multiple adjustable parameters.  The evolutionary strategy (ES, [12]) is a method that 
can efficiently find the optimal parameters; it is based on the principles of adaptive 
selection found in the natural world.  Each generation (iteration) of the ES algorithm 
takes a population of individuals (potential solutions) and modifies the problem pa-
rameters to produce offspring (new solutions) [13].  Only the highest fit individuals 
(better solutions) survive to produce new generations [13].  This algorithm has been 
successfully used to solve various types of optimization problems [14].  Hence, we 
propose to use the evolutionary strategies for choosing the parameters of non-negative 
linear combination kernels and SVM. 

There are several different versions of ES.  Nevertheless, we prefer to use the 
(5+10)-ES where 5 solutions are used to produce 10 new solutions by a recombination 
method.  These new solutions are mutated and evaluated, and only the 5 fittest solu-
tions are selected from 5+10 solutions to be the parents in the next generation.  These 
processes will be repeated until a fixed number of generations have been produced or 
the acceptance criterion is reached. 

3.1   Initialization 

Let v
v

 be the non-negative real-value vector of the parameters.  The vector v
v

 has 
1+n  dimensions and it is represented in the form:  

v
v

= ( C , 1a , 2a , … , na ), (6) 

where C  is the regularization parameter, ia  for ni ,...,1=  are the weights of each 

sub-kernel, and n  is the number of terms of sub-kernel.   
For multiple RBF sub-kernels, the width of RBF will be added into the vector of 

parameters ( v
v

).  They also will be investigated by the evolutionary strategy.  The 
(5+10)-ES algorithm starts with the 0th generation (t=0) that selects 5 solutions 

( 51 ,..., vv
vv

) and standard deviation 1+
+∈ nRσv  using randomization.  These 5 initial 

solutions are evaluated to calculate their fitness.  Our goal is to find v
v

 that optimizes 
the objective function )(vf

v
 that will be carefully designed in Section 3.4.   
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3.2   Recombination 

For each generation, the 5 fittest solutions are assigned the probabilities of selection 
to create new solutions.  These fittest solutions are ordered by their objective func-
tions, i.e. iv

v
 is fitter than 1+iv

v
.  Then, their probabilities are assigned by 
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for i = 1, 2, …, µ , when µ  is the number of fittest solutions.  In this case, µ  is 

equal to 5. 
After that, any 2 solutions are randomly selected from the conventional 5 solutions 

with their probabilities.  Then, the average of this pair of solutions, element by ele-
ment, is a new solution.  This method is called the global intermediary recombination 
method, and it will be used to create 10 new solutions. 

3.3   Mutation 

The iv ′v  for 10,...,1=i  are mutated by adding each of them with z
v

 where 

z
v

= ( 1z , 2z ,…, 1+nz ) (8) 

when iz  is a random value from a normal distribution with zero mean and 2
iσ  varia-

tion.   

mutate )(v
v

 =  ( 1zC + , 21 za + , 32 za + , … , 1++ nn za ) 

),0(~ 2
iii Nz σ  

(9) 

Moreover, in each generation, the standard deviation will be adjusted by (14) when τ  
is an arbitrary constant. 

mutate )(σσ
v

 =  ( 1

1
ze⋅σ , 2

2
ze⋅σ , … , 1

1
+⋅+
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n eσ ) 

),0(~ 2τii Nz  
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3.4   Objective Function 

In general, training error can be used as the objective function in the evolutionary 
processes.  However, this function may cause the overfit to training data.  Sometimes, 
data contain a lot of noise, and thus if the model fits these noisy data, the learned 
concept may be wrong.  Hence, this paper proposed to use the bound of generalization 
error that is derived from the assumption of stability.  The concept of stability was 
proposed by Bousquet and Elisseeff [15].  They defined the notions of stability for 
learning algorithms and showed how to use the notions to derive generalization error 
bounds [15].  In this work, the stability of soft margin SVM classification is applied to 
be the objective function in evolutionary process in order to avoid the overfitting 
problem. 
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Proposition. (Stability of soft margin SVM classification)  Let ,...,),(,),( 2211 yxyx  

),( mm yx be the training data where N
j Rx ∈  is a sample data and }1,1{−∈iy  is its 

label.  Assume )(⋅K  is a bounded kernel, that is 2),( κ≤ji xxK .  The bound with 

probability at least δ−1  over the sample of size m  is     
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where R  is the risk or generalization error, empR  is called the empirical error, and λ  

is the regularization parameter of SVM ( C1=λ ). 

 
The expressions in the right-hand side of (11) are used as the objective function to 

evaluate parameters of SVM and kernel function.  The bound of kernel function ( 2κ ) 
can be estimated when the parameters of the kernel are assigned for each individual 
vector ( v

v
).  We presume that a set of suitable parameters should provide a lower 

bound of risk. 

4   Sentiment Classification 

We used a dataset of product reviews, which was provided by Bing Liu1 [16].  This 
dataset contains sentences used in product reviews collected from the internet and 
assigned with a sentiment tag: positive or negative.   The dataset contains 1,700 sen-
timent sentences: 1,067 positive and 633 negative sentences.  Methods were evaluated 
by 5-fold cross-validation.  The SVM classifiers were trained by using unigrams (sin-
gle words) as features.  The evolutionary strategies were used to find the optimal 
parameters.  The value of τ  in evaluation process of these experiments is 1.0.  The 
weights of combination )( ia , and the regularization parameter )( C  were real num-

bers between 0.0 and 10.0.  These parameters were inspected within 1,000 genera-
tions of ES.  The non-negative linear combination kernels for sentiment classification 
were compared in terms of the average test accuracy.  The single kernel functions, 
i.e., linear kernel, polynomial kernel at different degree, RBF at different scale, and 
sigmoid kernel are the baselines.  The average accuracy values of SVM with single 
kernel functions are shown in Table 2. 

From Table 2, we can see that the linear kernel yielded a good accuracy whereas 
the sigmoid kernel did not.  For polynomial and RBF kernels, the accuracy of senti-
ment classification is decreased when the degree of polynomial or the width of RBF is 
increased.  The graphs of polynomial and RBF kernels when we varied the parameters 
are shown in Fig. 1, respectively.   

From those graphs, we found that the polynomial at degree 2 yields the result that 
is better than the other degree.  Therefore, we will use degree 2 of polynomial kernel 
to combine with other kernel functions in the non-negative linear combination kernel.   
 
                                                           
1 The dataset is available at http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html 
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Table 2. The Average Accuracy of SVM with Single Kernel Functions 

Kernel Average Accuracy Kernel Average Accuracy 

Linear 77.7093 Sigmoid 56.0037 

Polynomial (d = 2) 69.7711 RBF ( γ = 0.0005) 77.8266 

Polynomial (d = 3) 65.0086 RBF ( γ = 0.005) 78.1216 

Polynomial (d = 4) 63.4780 RBF ( γ = 0.05) 75.3579 

Polynomial (d = 5) 62.7721 RBF ( γ = 0.5) 62.6546 

Polynomial (d = 6) 62.7723 RBF ( γ = 5.0) 62.6546 

 
 

 

(a)  

 

(b) 

Fig. 1. The accuracy of sentiment classification at different parameters, (a) on Polynomial 
kernels and (b) on RBF kernels 

 
In the same way, the accuracy of RBF kernel at the width 0.005 is better than those of 
the other parameters.  Hence, the RBF kernel at the width 0.005 will be used for test-
ing on the combined kernels.  The average accuracy of SVM with non-negative linear 
combination kernels is shown in Table. 3. 

We tested the SVM with all possible linear combination of these 4 sub-kernels 
(linear, polynomial, RBF, and sigmoid), and found that the non-negative linear com-
bination of linear and polynomial kernels yields the best result.  Although the linear 
combination of three or four sub-kernels yield more average accuracy on training, the 
average accuracy on test is not good.  This means that the performance of sentiment 
classification will be improved when the suitable kernels are combined.  If we choose  
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Table 3. The Average Accuracy of SVM with Non-Negative Linear Combination Kernels 

Kernel Average  
Training Accuracy 

Average 
Test Accuracy 

Linear + Poly (2) + RBF (0.005) + Sigmoid 99.2218 69.4782 

Linear + Poly(2) + RBF(0.005) 99.7647 70.3580 

Linear + Poly(2) + Sigmoid 99.8236 69.7670 

Linear + RBF(0.005) + Sigmoid 99.8530 70.2391 

Poly(2) + RBF(0.005) + Sigmoid 99.7059 68.1829 

Linear + RBF(0.005) 98.7355 78.7122 

Linear + Poly(2) 98.0881 79.1828 

 
the unsuitable kernel, the accuracy may be decreased or the classification model may 
overfit training data. 

Then, the non-negative linear combination of several polynomial kernels at differ-
ent degree, the non-negative linear combination of several RBF kernels at different 
scale, and the non-negative linear combination of both polynomial and RBF kernels at 
different parameters are validated.  The number of terms of sub-kernel was fixed as 
10.  The degree of polynomial sub-kernels are 1, 2, …, 10 for multiple polynomial 
kernels.  For multiple polynomial and RBF kernels, 5 terms of polynomial sub-
kernels and 5 terms of RBF sub-kernels are used.  The weights of combination )( ia , 

the widths of RBF kernels )( iγ , and the regularization parameter )( C  were real 

numbers between 0.0 and 10.0.  The average accuracy of SVM with non-negative 
linear combination of multiple polynomial and RBF kernels is shown in Table. 4.  
These results are compared with the single kernel functions. 

 

Table 4. The Average Accuracy of SVM with Non-Negative Linear Combination of Multiple 
Polynomial and RBF Kernels 

Kernel Average  
Training Accuracy 

Average 
Test Accuracy 

Linear 88.3533 77.7093 

Poly(2) 85.7943 69.7711 

RBF(0.005) 89.6472 78.1216 

Multiple Polynomial Kernels 98.0881 79.1828 

Multiple RBF Kernels 95.0294 73.1805 

Multiple Polynomial and RBF Kernels 98.7355 78.7122 

 
The sentiment classification was tested by the SVM with all 3 kinds of non-negative 
linear combination on multiple polynomial and RBF kernels.  We found that the aver-
age accuracy on sentiment classification can be enhanced by the combined kernel.  
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The non-negative linear combination of multiple polynomial kernels yielded the best 
result on testing.  Although the linear combination of multiple RBF kernels did not 
yield the best result, its accuracy was better than single RBF kernel.  For the combina-
tion of both polynomial and RBF kernels, it yielded the best training accuracy, but its 
accuracy on testing is lower than the combination of multiple polynomial kernels.  
This means that although we try to avoid the overfitting problem by using the stability 
objective function in evolutionary process, the overfiitng problem still can be oc-
curred by a more flexible kernel. 

5   Conclusion 

The non-negative linear combination kernels for SVM were proposed and applied on 
the sentiment classification problem.  This kernel function was more flexible, and 
there were some adjustable parameters (the weights of combination).  The evolution-
ary strategies were used for adjusting these parameters.  In order to avoid the overfit-
ting problem, the stability of soft margin SVM classification was considered to be the 
objective function in evolutionary process.  

The experimental results showed the ability of the proposed method through the 
average accuracy on 5-fold cross-validation on the sentiment classification problem.  
The non-negative linear combination kernels yielded the classification results that 
were better than the single RBF kernels when the suitable kernels were combined.  If 
many sub-kernels were combined, it maybe occur the overfitting problem.  However, 
there are the other combination methods that maybe improve the efficiency of senti-
ment classification, which we will be investigated in the near future.  
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Abstract. This paper presents an evolutionary artificial neural network (EANN) 
that combines the operations of Fuzzy ARTMAP (FAM) and a Hybrid Evolu-
tionary Programming (HEP) model in a sequential manner.  The proposed 
FAM-HEP network, which harnesses the advantages of FAM and HEP, is able 
to construct its network architecture autonomously, and to perform learning and 
evolutionary search and adaptation.  In order to evaluate the effectiveness of the 
proposed FAM-HEP network, an experimental study using benchmark data sets 
is conducted.  The performance of FAM-HEP is analyzed, and the results are 
compared with those of FAM-EP and FAM.  Overall, FAM-HEP outperforms 
FAM-EP and FAM.  The study also reveals the potential of FAM-HEP as an 
innovative EANN model for undertaking pattern classification problems. 

Keywords: Fuzzy ARTMAP, Hybrid Evolutionary Programming, Pattern  
Classification. 

1   Introduction 

Artificial Neural Networks (ANNs), which are inspired by the biological nervous sys-
tems, consist of many processing elements operating in parallel to perform computa-
tion (DARPA, 1988).  Over the years, many research efforts have been devoted to 
applying Evolutionary Algorithms (EAs) to evolve different aspects of ANNs.  EAs 
are computational models that are inspired by natural evolution and adaptation.  The 
combination between ANNs and EAs results in a special class of ANNs known as 
evolutionary ANNs (EANNs).  Yao (1999) and Buchtala et al. (2005) provide a good 
review on EANNs.  EANNs capitalize evolution as another fundamental form of ad-
aptation in addition to learning (Yao, 1999).  It is these adaptation and learning prop-
erties that enable EANNs to perform well in dynamic environments. 

From the literature, feedforward ANNs (Yao, 1999) and radial basis function net-
works (Buchtala et al., 2005) are among the popular ANNs for combination with EAs.  
However, less attention is paid to devise EANNs by utilizing the Adaptive Resonance 
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Theory (ART) family of networks (Grossberg, 1976, Carpenter and Grossberg, 1987).  
The ART networks have a distinctive feature as compared with most feedforward 
ANNs, i.e., the ability to overcome the stability-plasticity dilemma (Carpenter and 
Grossberg, 1987).  The network is plastic enough to learn new information from new 
data samples, and, at the same time, is stable enough to preserve previously learned 
information from corruption upon acquiring new information.  From the viewpoint of 
classification, this capability means that the network can continue to learn knowledge 
safely in situ while providing useful predictions.  As such, we propose an ART-based 
EANN for tackling pattern classification tasks in this paper.  In particular, the Fuzzy 
ARTMAP (FAM) network, a supervised ART model (Carpenter et al., 1992), is util-
ized to construct an EANN.  A salient feature of FAM is that it combines fuzzy set 
theory and the stability-plasticity of ART into a common framework, and it is also 
able to handle both analog and binary input patterns. 

The performance of FAM can be improved if its dynamics are adapted with a search 
algorithm provided by the EA.  For many researchers, Evolutionary Programming (EP) 
is deemed as a feasible EA for evolving ANNs (Palmes et al., 2005).  A significant 
advantage of EP over other EAs, for instance the Genetic Algorithm (GA), is that EP is 
not affected by the deceptive mapping problem (Goldberg, 1989) or the permutation 
problem (Yao, 1999), which causes inefficiency in the evolution process of ANNs.  
The reason is, EP, which solely uses the mutation operator, allows adaptation in the 
evolutionary process to be conducted without exchanging information among chromo-
somes (networks).  However, while EP is capable of identifying the basins of optima 
during search, it usually is unable to exploit the basins effectively to reach the global 
optimum.  Martínez-Estudillo et al. (2006) argued that the lack of precision of the GA 
search for solutions can be overcome by incorporating the GA with a local search algo-
rithm.  The integration of the GA with a local fine-tuning algorithm is called a Hybrid 
GA.  In this paper, the proposed model that fuses FAM and Hybrid EP (HEP) together 
is also inspired from such idea.  The features of both FAM and HEP cross-fertilize 
each other to form a FAM-HEP network.  The FAM network, which possesses the 
ability to overcome the stability-plasticity dilemma, is able to provide information di-
rectly from data samples for constituting an encoding scheme as required by HEP.  
Meanwhile HEP, which is a kind of evolution incorporating local refinement, is able to 
provide robust search coverage on provision of the information encoded by FAM.  
Hence, the proposed FAM-HEP network can undergo adaptive learning through FAM, 
and the network dynamics can be further enhanced with HEP. 

The organization of this paper is as follows.  The proposed FAM-HEP model is 
explained in details in section 2.  In section 3, the classification ability of FAM-HEP 
is evaluated using benchmark data sets from the UCI Machine Learning Repository 
(Asuncion and Newman, 2007).  The results of FAM-HEP are compared with those 
without a local search algorithm (i.e., FAM-EP) and FAM.  Concluding remarks and 
suggestions for further work are included in section 4. 

2    Fuzzy ARTMAP and Hybrid Evolutionary Programming 

In this section, FAM, EP, and local search algorithm are briefly described.  For de-
tails, readers can refer to Carpenter et al. (1992) (for FAM), Yao (1999) (for EP), and 
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Baskar et al. (2001) (for local search algorithm).  The proposed FAM-HEP is also 
described. 

2.1   Fuzzy ARTMAP (FAM) 

The architecture of FAM comprises two Fuzzy ART modules (i.e., ARTa the input 
module and ARTb the output module) that are linked together through a mapping field 

abF  (Carpenter et al., 1992).  Figure 1 shows a schematic diagram of the FAM archi-

tecture.  Each fuzzy ART module is composed of three layers of nodes: 0F  is the 

input layer that receives an input pattern; 1F  is the layer that is fully connected to 2F  

by a set of connection weights, w ; 2F  is the dynamic layer that encodes the proto-

types of input patterns (represented as the nodes), and new nodes can be added into 
this layer when necessary. 
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Fig. 1. The FAM architecture 

 
The FAM network is able to self-organize and self-stabilize information and net-

work architecture on deployment of a feedforward pass and a feedback pass for pat-
tern matching.  The network grows with time, subject to vigilance tests (Carpenter et 

al., 1992) that are governed by a user-defined vigilance parameter [ ]1,0∈ρ , and a 

mapping field vigilance parameter abρ .  During supervised learning, an input pattern  
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(output class) is presented to ARTa (ARTb), respectively.  The vigilance test is con-
ducted in each fuzzy ART module to evaluate the similarity between the prototypes 
(weights of the network nodes) and the input pattern (output class), and to select a 
winning node.  After obtaining a winning node in each fuzzy ART module, resonance 
is said to occur after all vigilance tests have been satisfied.  In this case, a permanent 
link is established at the mapping field to connect the winning nodes in ARTa and 
ARTb.  However, if none of the existing prototypes from either fuzzy ART module 
can satisfy all vigilance tests, a new node is introduced, and the input pattern is coded 
as its prototype.  Hence, subject to the vigilance criterion, the number of nodes grows 
with time, and this leads to the formation of an autonomous network architecture for 
tackling the problem under scrutiny. 

2.2    Evolutionary Programming (EP) 

EP was proposed by Fogel et al. (1966) to simulate intelligent behaviour by means of 
finite-state machines.  Candidate solutions to a problem are considered as a population 
of finite-state machines, and the whole population undergoes a search and adaptation 
process through a number of evolution generations.  In this regard, new candidate solu-
tions (offspring) are generated from the existing candidate solutions (parents) through 
mutation.  All candidate solutions are evaluated by a fitness function.  In EP, the cross-
over operator is not used.  Instead, only the mutation operator is employed to provide 
variation in the population of candidate solutions.  EP undergoes a search and adapta-
tion process in a number generation of evolution.  In each generation, the whole popula-
tion of chromosomes undergoes a cyclic process of mutation, chromosome fitness 
evaluation and selection.  Such a process is repeated until a terminating criterion, e.g., 
either a fittest chromosome (the chromosome achieves the highest accuracy rate) is 
found from its population, or the maximum number generation of evolution is reached. 

2.3    Direct Search Algorithm 

The Direct Search (DS) algorithm (Baskar et al., 2001) is a local search algorithm that 
is integrated with the real-coded GA for finding an optimized solution to the non-
linear constrained problem.  In their work, the real-coded GA is employed as a base 
level search for the candidate solutions that are located in the basins of global opti-
mum.  DS, which provides a systematic procedure to reduce the size of the search 
space, is then applied to refine the candidate solutions that have been obtained by the 
real-coded GA for finding an exact optimal solution.  In this work, while EP is capa-
ble of identifying the basin of global optima for ANN solutions, it is usually unable to 
exploit the basin effectively to reach the exact global optimum solution for the ANN 
to achieve a better recognition performance.  In this case, it is worthwhile to apply a 
local search algorithm to refine the “coarse” solution that has been found by EP.  In 
this paper, we adopt this idea.  Hence, DS is employed for integration with EP (i.e., 
HEP) to evolve FAM. 

2.4   Fusion between FAM and HEP 

The FAM-HEP model is an EANN that performs adaptation in two modes: the learn-
ing mode of ART-based computation; and, the evolution mode of HEP-based search 
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and optimization of the network weights.  The adaptation process of the FAM-HEP 
model can be summarized as follows. 

(1) FAM training.  The network is trained according to the standard FAM learning 
algorithm.  Upon receiving the supervised training data samples, prototypes of 
the input features and output classes are formed as a set of weights in ARTa (i.e., 

aw ) and ARTb (i.e., bw ), respectively. 

(2) The formation of initial population.  The weights of ARTa (i.e., 

],,,,[ 21 N
a

j
aaaa wwwww LL≡ ) contain prototypes of the input features that can be 

used to improve the network classification performance.  Each weight vector is 
concatenated into a string as a Pittsburgh chromosome (Kitano, 1990; Yao, 1999) 

(i.e., ][ 21 N
a

j
aaa0 wwwwz LL= ).  Based on 0z , a finite number of chromosomes 

are generated to form a population according to (Baskar et al., 2001): 

),1(rand . RMF n0i += zz    (1) 

where iz  is the i-th replicated chromosome of 0z  (or the i-th replicated ARTa 

from its initial setup in FAM); RMF ]1,0[∈  (Range Multiplication Factor) is a 
user-defined scalar; “.” represents scalar multiplication, and rand(1,n) ]1,0[∈  is a 

uniformly distributed random vector, with n  representing the length of 0z . 

(3) Evolving a population of chromosomes using EP.  The whole population of 
chromosomes undergoes a fitness evaluation process, and a global search and ad-
aptation process using a roulette-wheel selection operator and a Gaussian muta-
tion operator (Yao, 1999).  The fitness of each chromosome is measured in terms 
of the network accuracy based on training data.  The roulette-wheel selection 
strategy is adopted so that the chromosomes with higher fitness values are more 
likely to be chosen to form a new population of chromosomes for evolution in 
subsequent generation.  On the other hand, a mutation probability, mp , is intro-

duced to control the mutation operation.  When an arbitrary probability that is 
lower than mp  occurs, Gaussian mutation is activated to change the chromo-

some.  The global search and adaptation process as in step (3) is repeated until a 
terminating criterion is met. 

(4) Evolving a population of chromosomes using the DS algorithm.  The fittest 
chromosome fz  from step (3) is selected.  A population of candidate solutions is 

generated based on fz  in the solution space.  In this case, a systematic procedure 

as in Baskar et. al (2001) is exercised to reduce the size of the search space with 
the intention to refine the candidate solutions from step (3) for improving classi-
fication performance. 

3   Experiments 

To demonstrate the effectiveness of the proposed FAM-HEP model, a series of ex-
periments was conducted using three benchmark data sets, i.e., Pima Indian Diabetes 
(PID), Australian Credit Approval (AUS), and Heart (HEA).  All these data sets are 
available from the UCI Machine Learning Repository (Asuncion and Newman, 2007).  
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The PID, AUS and HEA data sets are binary-class problems with 768, 690, and 270 
samples, and have 8, 14, and 13 input attributes, respectively. 

In each experiment, the data set was divided into two subsets: training and test sets.  
The FAM-HEP model was trained using 50% randomly selected data while the re-
maining data were used for evaluating the network performance.  In order to ascertain 
the stability of the performance, each experiment was repeated eight times with dif-
ferent training data sequences.  Unless otherwise stated, FAM-HEP was trained with 
single epoch and with “default” FAM parameters, i.e., fast learning, 1=β , and ARTa 

baseline vigilance parameter, aρ = 0.0, while the HEP parameters were set as follows: 

the number of replicate chromosomes (i.e., n=10), RMF=0.30, mutation probability 
20.0=mp , and T=LT=10.  In addition to FAM-HEP, the same experiments using 

FAM-EP and FAM were conducted for performance comparison purposes.  Since 
FAM-EP used only the first phase of evolutionary adaptation of FAM-HEP, the pa-
rameters of FAM-EP were the same as those of FAM-HEP, but without LT.  As for 
FAM, the standard FAM algorithm was adopted with the same β  and aρ  values.  

Note that FAM was trained using both the single-epoch and multi-epoch schemes.  
Table 1 summarizes the overall results. 

 
Table 1. Results of FAM-based networks (Acc. - accuracy; Stdev. - standard deviation) 

  PID AUS HEA 

Network Model Acc. (%) Stdev. Acc. (%) Stdev. Acc. (%) Stdev. 

FAM (single epoch) 64.36 3.35 67.61 3.58 62.97 4.46 

FAM (multiple epochs) 66.87 1.23 78.55 1.30 71.67 1.57 

FAM-EP  68.65 2.58 72.41 4.52 69.04 4.51 

FAM-HEP 71.59 1.54 81.62 3.04 73.70 3.01 

 
From Table 1, one can observe that FAM-HEP produces higher accuracy rates than 

its counterpart without local search (i.e., FAM-EP).  To further compare the results 
from the statistical point of view, the bootstrap hypothesis test (Efron, 1979) with a 
significance level of 0.05 was conducted.  One advantage of the bootstrap method is 
that it does not require the data samples to follow a normal distribution.  In the hy-
pothesis test, the null hypothesis states no difference between the test accuracy rate of 
FAM-EP and FAM-HEP whereas the alternative hypothesis claims that the test accu-
racy rate of FAM-EP is lower than that of FAM-HEP.  The p-values of the corre-
sponding tests are listed in Table 2.  All p-values of the test for the accuracy between 
FAM-EP and FAM-HEP are smaller than 0.05.  This indicates that FAM-HEP per-
form statistically better (at the 95% confidence level) than FAM-EP. 

The performances between FAM networks and their counterparts (FAM-EP and 
FAM-HEP) are also compared with the same alternative hypothesis aforementioned.  
From Table 2, we can observe that all p-values of the results of FAM (both single- 
and multi-epoch training) and FAM-HEP are smaller than 0.05.  These indicate that 
both single- and multi-epoch FAM networks are inferior than FAM-HEP.  FAM-HEP, 
which undergoes supervised ART learning in addition to an evolutionary adaptation  
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Table 2. Performance comparison using the bootstrapped hypothesis test.  Each entry is a p-
value, which is computed by the bootstrap method for comparing the test accuracy rates of two 
selected networks (X and Y).  The alternative hypothesis test claims that the average test accu-
racy rate of Y is lower than that of X, whereas the null hypothesis states that the performances 
of both X and Y are equal. 

  p-value 

Y X PID AUS HEA 

FAM (single-epoch)      FAM (multi-epoch) 0.038 0.000 0.002 

FAM (single-epoch) FAM-EP 0.007 0.010 0.008 

FAM (single-epoch) FAM-HEP 0.000 0.000 0.000 

FAM (multi-epoch) FAM-EP 0.044 0.996 0.927 

FAM (multi-epoch) FAM-HEP 0.000 0.009 0.043 

FAM-EP FAM-HEP 0.006 0.000 0.008 

 
process combining both global and local searches for identifying the coarse solution 
in the basin of solution space and thereafter fine-tuning the solution, manages to give 
improved classification performances as compared with those of the FAM networks. 

By comparing the results between FAM-EP and FAM, it can be seen that, on one 
hand, FAM-EP performs better than single-epoch FAM; on the other hand, it is infe-
rior to multi-epoch FAM.  In this case, FAM-EP, which undergoes global search and 
adaptation (but without local search), does not always outperform FAM.  The may be 
owing to the suboptimal solutions in the feasible solution space found by FAM-EP.  
Thus, FAM-HEP, which evolves using both global and local search algorithms, is a 
better EANN solution for undertaking pattern classification tasks. 

4   Summary 

In this paper, a novel EANN which integrates FAM and HEP into a common frame-
work has been proposed.  The applicability of FAM-HEP to pattern classification 
tasks has been evaluated using three benchmark data sets from the UCI Machine 
Learning Repository.  The results have positively indicated that FAM-HEP is able to 
yield better classification performances than those of FAM-EP and FAM.  This is 
owing to the use of both global and local search mechanisms to evolve and adapt the 
prototype weights coded in FAM, which has resulted in improvements in the classifi-
cation performances. 

As part of future work, more experiments with different data sets from real-world 
applications can be conducted to further ascertain the effectiveness of FAM-HEP as a 
usable and useful pattern classification system. New variants of FAM-HEP can also 
be developed by equipping the classifier with different global and/or local search and 
adaptation algorithms. In addition, the HEP model can be applied to other ANN-based 
classifiers. All these research activities aim to devise an autonomous, self-organized 
and self-adaptive intelligent system that is capable of achieving good performances in 
dealing with real-world pattern classification problems. 
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Abstract. This paper presents a method for a short-term stock index predic-
tion. The source data comes from the German Stock Exchange (being the target
market) and two other markets (Tokyo Stock Exchange and New York Stock Ex-
change) together with EUR/USD and USD/JPY exchange rates. Neural networks
supported by a genetic algorithm (GA) are used as the prediction engine. Except
for promising numerical results attained by the system the special focus in the
paper is on the problem of elimination of dead chromosomes, i.e. the ones which
cannot be properly assessed.

1 Introduction

Computational Intelligence (CI) methods are widely used for stock market prediction.
Most of them, however, require specific set up of steering parameters and suitable se-
lection of the input data. Both these issues can be effectively approached with the help
of genetic algorithms (GAs). For example, in [1] the authors propose a system for stock
market prediction relying on neural networks and fundamental analysis, where the se-
lection of variables is performed by the GA. Alternatively the topology of the network
or its internal parameters can be determined by the GA [2]. GAs are also applied to
the task of generation of optimal prediction rules/models [3,4] or transformation of the
knowledge hidden inside neural network’s weights to a self-explanatory set of rules [5].

The prediction system discussed in this paper is a suitable combination of the com-
putational power of neural networks with flexibility and optimization capabilities of
genetic algorithms. The goal is to predict the closing value of German Stock Exchange
(GSE) index DAX for the next day. The approach relies solely on technical analysis
data. Except for the target market the data from two other international markets namely
American New York Stock Exchange (NYSE) with DJIA index and Tokyo Stock Ex-
change (TSE) with NIKKEI 225 (NIKKEI) index is also considered, together with ex-
change rates of EUR/USD and USD/JPY.

The most suitable set of input variables is chosen by the GA and validated by a sim-
plified neural network training and testing procedure. Due to high volatility of mutual
dependencies between input variables the set chosen by the GA is only used for 5 trad-
ing days. After this period a new set of variables is chosen for the next 5 trading days,
and so on.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 601–610, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Proposed solution combines the power of the GA in a wide and parallel search with
the intrinsic ability of neural networks to discover relations within input data. The sys-
tem works without human intervention choosing desired input variables autonomously
from a large number of possibilities. In independent prediction steps variables are se-
lected with noticeable sense. The existence of characteristic, repeatable patterns of vari-
ables within subsequent 5-day windows can be observed.

Whilst the GA was probing different sets of variables several interesting observations
were made. For example, the existence of chromosomes in a population, that coded
neural networks unable to learn was discovered. Such chromosomes were called dead.
They were present especially in early iterations of the GA. With appropriate choice of
mutation conditions the algorithm tended to consequently eliminate dead chromosomes.

The reminder of this paper is organized as follows: in the next section an overview of
the system is presented, section 3 summarizes experimental results published in part in
previous papers and section 4 presents and discusses the problem of dead chromosomes
in the population. Conclusions are placed in the last section.

2 An Overview of the System

The first step of the prediction algorithm is initial data pre-selection. It starts with anal-
ysis of plain values of an index, proceeds with defining averages and oscillators, and
ends with application of pattern extraction techniques. Since the goal is defined as a
one-day prediction, fundamental analysis is not very helpful [6]. Instead, the main fo-
cus is on technical analysis and its indicators. Another possibility would be the use of
portfolio management methods, which also proved to be efficient in short-term predic-
tion [4,7]. The source data is the opening, highest, lowest and closing values of the
index of the selected stock markets in subsequent days. This data serves as the basis for
further transformations, e.g. the percentage change of opening value through the last
5, 10 and 20 days, the last percentage change of closing value or averages of opening
values through the last 5, 10 and 20 days.

The above variables are intuitively useful for prediction. They provide simple presen-
tation of past values in a compressed way. Especially moving averages allow the algo-
rithm to omit sudden local changes when looking for prediction rules. The predefined
periods for averages and changes (5, 10, 20 days) were chosen based on preliminary
simulations and suggestions from the literature [8]. Generally speaking these periods
need to be adjusted to the assumed prediction horizon (which is equal to one day in this
paper). The same time periods are also used in more complex transformations, e.g. in
definitions of the oscillators.

A chart of index values with corresponding changes in the period April 7, 2004
– August 26, 2004 is presented in Fig. 1. Sudden changes in different directions are
noticeable. On the other hand, general rises and falls of trend are also clearly visible.

On the same basis the oscillators, known in technical analysis, are calculated [6]. The
following oscillators are chosen in our experiment: MACD; Williams; Two Averages;
Impet; RSI; ROC; SO and FSO. Except for raw values, the buy/sell signals generated
by the oscillators are also considered.

After the pre-processing step a large number of variables are available for the al-
gorithm’s selection. A method of selecting sub-optimal, in the current situation, set of
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Fig. 1. Closing DAX value and its changes in the period 2004/04/07 to 2004/08/26

variables and a neural network-based predictor which uses them as the input are de-
scribed below. The final selection of the input variables is performed by the GA. Each
chromosome codes a set of input variables to be used by a neural network. A fitness
function is reverse-proportional to the magnitude of an error made by a trained network
on a sample test set. After the GA finishes its work the best fitted chromosome provides
a suitable set of variables to be used in the final training. These variables are considered
to be a sub-optimal selection for the current 5-day window.

Neural networks form the basis of the proposed prediction system. Feed-forward
networks with one hidden layer are chosen based on preliminary experiments. The size
of the hidden layer equals the floor function of the half of the size of an input layer
(e.g. in case of 9 input neurons, the hidden layer is composed of 4 units). One neuron is
used in the output layer. Therefore the architecture of each network used in the system
during the GA phase or for the final prediction is defined completely by the number of
input variables. The weights of such a network are randomly initialized. The method of
back propagation with momentum is used for training.

The neural network training process is efficient if the size of the network is relatively
small. This goal is typically achieved by adaptation of network’s topology [2,9,10,11].

Another possibility of optimization is efficient selection of input variables. In order
to select small, but relevant number of variables for a neural network the GA is ap-
plied. Due to a large number of available input variables and changing dependencies
between them, a selection of a suitable subset of inputs is the main idea of the proposed
system. The quality of prediction strictly depends on the effectiveness of the GA. The
chromosome is defined as the list of variables used by a neural network for training
and prediction. Therefore each chromosome defines a specific network’s architecture,
as described above. For example if a chromosome codes the following set of variables:
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closing value of DAX, average change in 20 days, MACD oscillator value, percentage
change in 20 days, then the network defined by this chromosome has 4 input neurons,
2 neurons in a hidden layer and 1 output neuron. For each input neuron the value of
the respective variable is provided. The fitness function is reverse-proportional to the
error of a network after training. The smaller the error on validation samples, the higher
the fitness of a chromosome. For each chromosome several neural networks with dif-
ferent initial weights, but the same architecture are considered. The fitness function can
be calculated with respect to either the minimum or the average error of all networks
assigned to the chromosome. If the average error is used the algorithm is less sensitive
to accidental increase or decrease of the learning process effectiveness caused by the
initial weights choice.

There are two main operators in the GA. A crossover is responsible for creating
new chromosomes using information coded by both parents. Mutation brings random
changes in chromosomes, which expand their capabilities of searching for the result in
the whole solution space.

Two crossover methods are implemented in the proposed system. The first one is
classical crossover with one cutting point. The cutting point can by selected randomly
or chosen according to the best fitness of the resultant child chromosome (see fig. 2).
The alternative crossover method, a combined crossover, depends on the common part
of two parent chromosomes and random selection of the rest of variables. The scheme of
the combined crossover is presented in fig. 3. This kind of crossover promotes variables
that are repeated in the population.

In any case, two offspring are created as a result. Selection of chromosomes for
crossover is performed by the rank method. The probability of crossover equals 1, how-
ever, a parent is exchanged with assigned child only if the latter is better fitted. Using
the above described crossover does not alter population size. Sizes of individual chro-
mosomes generally change towards the preferred/winning ones.

During mutation variables coded by the chromosome are exchanged with variables
chosen randomly from the remaining subset of all available ones. A single mutation can

Fig. 2. The scheme of the classical crossover operation with one cutting point
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Fig. 3. The scheme of the combined crossover operation with a random selection of variables.
V1, V2, V3, V4 are randomly selected from the remaining pool of variables (i.e. except for X and
Y ) with additional condition that they are pairwise different within each of the chromosomes, i.e.
V2 �= V3, V3 �= V4 and V2 �= V4.

affect only one randomly selected variable. The probability of mutation depends on the
type of the chromosome (dead or alive) - see section 4.

The first step of GA is creation of the initial population. Variables coded by chromo-
somes are randomly selected from the initial pool. Diversity of the population is assured
by creating chromosomes of different sizes (numbers of coded variables). All chromo-
somes’ sizes from a predefined range are represented in the initial population [12].

In each iteration of the GA new chromosomes are created as a result of crossover and
mutation. Gradually the average error of prediction made by neural networks coded by
the chromosomes decreases.

After every iteration the best chromosome is appointed. A chromosome can be con-
sidered the best one only if all neural networks used in the fitness evaluation are able
to learn (is alive for every network). Finally, in the last iteration of the GA the network
with the lowest error for the best chromosome is saved and subsequently used in the
final test.

3 Summary of Results

In order to examine the effectiveness and usefulness of proposed system of prediction
several simple prediction models were implemented for comparison. All of them are
based on generating buy/sell signals to make the maximum profit of transactions on
index value. In the initial state there is a fixed budget for transactions. At the end of
the day the signal for the next day is generated. Transaction is done with the next day
opening value. If the signal is “buy” as many indices as possible with the current budget
are bought. Remaining money (the amount smaller than the cost of one index) becomes
the budget for the next day. If the “sell” signal is provided all possessed indices are sold.
The total budget is available for future transactions. The final result is the total budget
after selling all indices at the last day.

Model 1 - “buy and hold” strategy: the first day’s signal is “buy”, the last day’s one
is “sell”, and there are no other buy/sell signals generated. As a result the profit equals
the change of an index value in a given time period.
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Model 2 - signals are generated assuming that the direction of change of an index value
of the next day will be the same as the last change direction.

Model 3 - signals are calculated using the next day prediction of a neural network - this
model

Model 4 - signals are calculated using the MACD oscillator. Signals are generated at
the crossing of lines of the oscillator [6].

Model 5 - signals are generated using the actual knowledge of the next day’s value.
This, prothetic and omnipotent, model gives the best possible result under defined
conditions.

Models 1 and 2 are constructed using simple heuristics with no particular prediction
system. Model 4 is based on the very popular MACD oscillator. Model 5 defines the
upper limit of a profit that can be achieved assuming that the exact knowledge of future
index values is available beforehand.

A single experiment is divided into steps. Each step consists of neural network train-
ing on 290 samples and 5 validation records. The number of training samples is chosen
to cover a year of observations. On the other hand it is a reasonable number of sam-
ples for training the average-size neural network used in the proposed system. The
neural network selected in the current step is tested on the subsequent 5 records not
used in previous phases. In the next step the process is repeated using samples shifted
by 5 records. Large part of the data is shared between steps since in subsequent ones
the time-window is shifted by 5 days forward (test samples from immediately previ-
ous step become validation ones and validation samples become the last part of the
training days).

Four different experiments (one for each model except for the buy and hold one),
each consisting of 20 steps were performed in order to present usefulness of the above
approach. Consequently, in each experiment the consistent set of 100 (20× 5) samples
was considered as the test data (covering the period from 2004/04/07 to 2004/08/26). In
each step the following sequence of activities was performed: A: creating initial pool
of variables, B: finding the best chromosome by the GA, and C: performing the final
training with neural network and input variables coded by that chromosome.

The basic GA parameters were defined based on some preliminary tests. The pop-
ulation size was equal to 48, the number of generations was equal to chromosomes
500, inial sizes of the chromosomes were between 4 and 11, the number of neural net-
works used in each chromosome for fitness calculation was set to 3 and the number
of iterations during neural network learning for fitness calculation in GA was equal to
200.

Results of experiments performed according to the above described scenarios are
summarized in Table 1. In each experiment the amount of initial money was equal to
100, 000 units. Please recall, that Model 5 assumes the exact knowledge about the fu-
ture. The result of Model 1 (which implements buy and hold strategy) is proportional to
the change of index value in the considered period of time. Furthermore the repeatability
of results was tested by running several experiments in the same time period and under
the same experiment’s settings except for initial neural networks’ weights. The results
are presented in Table 2. Moreover, a detailed analysis of the sets of variables chosen
is subsequent steps of the experiments was performed, proving their “visible sense”.
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Table 1. Return of proposed models attained in different experiments

Model/Experiment Return [%]
Model 1 -5.46
Model 2 -7.54
Model 3 9.31
Model 4 -3.59
Model 5 39.56

Table 2. Return [%] of proposed model attained in six experiments performed with the same
algorithm settings and for the same period of time

#1 #2 #3 #4 #5 #6 avg.
9.31 4.68 3.51 3.41 5.96 7.67 5.44

The results confirm the hypothesis about changing in time dependencies between vari-
ables. The frequency analysis of choosing variables from three different stock markets
to the current input set proved the hypothesis that stock markets are related and that the
influence of NYSE on the GSE (generally, on European stock markets) is prevailing
the one of Japanese TSE. These variables were also more preferable than the exchange
rates. The analysis of the algorithm’s variable selection process is presented in [12]
and [13].

4 Dead and alive Chromosomes

One of the interesting conclusions drawn from the analysis of experimental data was the
existence of specific sets of input variables for which the neural networks were unable
to achieve acceptable level of an error. This usually happened in the initial population
of chromosomes, but sometimes also in further generations, when some sets of the vari-
ables were not suitable for learning. Chromosomes which coded such useless sets were
called dead. The remaining chromosomes were called alive. More precisely, a chro-
mosome was defined as dead if and only if none of the three neural networks defining
chromosome’s fitness was unable to learn, i.e. achieved unsatisfactory test result on
validation records (not used in the training).

Since chromosomes in the initial population are selected randomly (within some pre-
defined ranges) the number of dead individuals at the beginning of the GA process can
be relatively high. Despite the initial number of them, the system tends to successfully
eliminate such useless chromosomes.

Two typical situations are presented in fig. 4, where two populations from two differ-
ent steps of the same experiment are described. Each population consists of 48 individ-
uals. All algorithm’s parameters are the same for both steps, except for different 5-day
time periods covered by each step. In the population A the number of dead chromo-
somes in the initial generation is relatively small and this situation does not drastically
change until the final generation (though some fluctuations in the initial phase can be
observed). The initial situation in population B looks quite differently. Here the num-
ber of dead chromosomes is high (actually only some of them are alive), but the ratio
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Iteration number of the GA
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Fig. 4. The numbers of alive chromosomes in two exemplar populations. See description within
the text

between alive and dead individuals is quite rapidly improving in the initial period of
GA. After 30 generations this ratio becomes relatively high and from the 110th genera-
tion the number of alive chromosomes in the population stabilizes at the level of about
95%.

In order to alleviate the negative influence of dead chromosomes additional con-
straints were imposed on the mutation operator, whose probability depended on the
type of a chromosome. Generally speaking, probability for dead chromosomes was
much higher than for alive ones. This setting forced the undesirable chromosomes
to be changed. Changes in alive chromosomes were rare - just enough to keep the
diversity of the population. In particular, the probability of mutation of a dead chro-
mosome was set to 1 in the whole experiment. The respective probability of alive
chromosomes was higher in the initial phase of the GA (equal to 0.2) and lowered
subsequently to 0.05. Furthermore, the probability of mutation of alive chromosomes
was automatically increased (from 0.05 to 0.2) if the difference between the maximum
fitness in the population and the average fitness was below some predefined thresh-
old. Additionally, mutations of alive chromosomes were only allowed if the number
of such chromosomes exceeded 90% or was less than 50% of the population size.
In the remaining interval ([50%, 90%]) only dead chromosomes were allowed to be
mutated.

The above steering parameters were crucial for proper maintenance of the popula-
tion, especially for keeping the number of alive individuals at a high level. On the other
hand some amount of dead chromosomes was also allowed to exist in the population in
order to keep it divers and having potential for further development.
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5 Conclusions and Future Work

A hybrid neuro-genetic method of prediction with application to financial task, which is
prediction of the closing value of DAX - the German Stock Exchange index, is presented
and examined in the paper. Assuming the flow of information between different stock
markets and their mutual relations the proposed system uses data from five different
sources: three stock markets and two exchange rates.

Due to changing dependencies between variables describing financial markets (in-
dices, oscillators, exchange rates, etc.) and assuming that the usefulness of any variable
is limited in time, the proposed approach relies on applying the GA for frequent in-
put data selection (among the predefined pool of variables from the above mentioned
five sources).

The standard GA procedure is enhanced by adding a new type of crossover operator
and a mechanism that controls the range of chromosomes’ sizes. Furthermore, the chro-
mosomes are categorized as being either alive (i.e. the neural net architectures coded by
them are able to learn) or dead (in the opposite case). Based on the ratio between alive
and dead chromosomes the probabilities of genetic operators are changing accordingly
in order to get rid of useless, non-alive chromosomes.

In future work we plan to apply a systematic procedure for selection system’s in-
ternal parameters (population size, the ranges within which the dead chromosomes
are allowed to be mutated, etc.). In the current version of the algorithm the above
choices are the result of non-exhaustive trial and error procedure. Also more numer-
ical evaluations are planned in order to further validate the efficacy of proposed neuro-
evolutionary method.
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13. Jaruszewicz, M., Mańdziuk, J.: Neuro-genetic system for DAX index prediction. In:
Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., Żurada, J.M. (eds.) ICAISC 2006. LNCS
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Abstract. This paper proposes a novel method for string pattern recognition us-
ing an Evolving Spiking Neural Network (ESNN) with Quantum-inspired Parti-
cle Swarm Optimization (QiPSO). This study reveals an interesting concept of 
QiPSO by representing information as binary structures. The mechanism opti-
mizes the ESNN parameters and relevant features using the wrapper approach 
simultaneously. The N-gram kernel is used to map Reuters string datasets into 
high dimensional feature matrix which acts as an input to the proposed method. 
The results show promising string classification results as well as satisfactory 
QiPSO performance in obtaining the best combination of ESNN parameters and 
in identifying the most relevant features.  

Keywords: String Kernels, Text Classification, Evolving Spiking Neural Net-
work, Particle Swarm, Quantum Computing. 

1   Introduction 

String pattern recognition is an approach for determining which group a string belongs 
to, according to its contents. This task, despite being quite challenging, is very impor-
tant to certain areas such as internet security and virus detection. Strings can be texts, 
musical symbols or others which are not necessarily in numerical formats. Since most 
classifier algorithms can only accept numerical values, transformation from strings to 
numerical values is required. String kernels are a well-known method to transform 
string input values into high dimensional input vectors. There are several well-known 
string kernels such as Bag of Words (BOW) and N-gram Kernels. Output from the 
kernel process which is the kernel matrix is used as an input to the algorithm for classi-
fication, clustering or ranking tasks. This technique is quite simple yet quite effective 
to transform input from string to the numerical value. 
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The third generation neural network simulates how biological neurons send and re-
ceive information based on spikes. This neural simulation increases the level of realism 
where the neuron is only fired when it reaches a specific value of electrical charge. 
Several improvements and variants of the spiking neuron model have been developed. 
According to Kasabov [1], the Evolving Spiking Neural Network (ESNN) as proposed 
by Wysoski et al. [2] states that the output neuron evolves based on weight vector 
similarities. In this study, the ESNN model is selected as the string classifier. Like 
other neural network models, the correct combination of ESNN parameters could in-
fluence the classification performance of the network. Apart from parameter value, the 
more features used, does not necessarily result in better or higher levels of classifica-
tion accuracy. In some cases, having fewer significant features might help the network 
to reduce the processing time and produce good classifications. Therefore, feature 
optimization could be considered as an important pre-processing tool in a classification 
task. Due to this reason, Quantum-inspired Particle Swarm Optimization (QiPSO) is 
proposed in this study as the new optimizer model to investigate its efficiency in opti-
mizing ESNN parameters as well as selecting the most relevant features from the string 
kernel matrix which both have a direct influence to the classification accuracy. 

This paper is organized as followed; Section 2 briefly explains the ESNN model and 
Section 3 discusses the chosen optimizer model; the QiPSO and how it is derived from 
standard PSO. Section 4 deals with the introduction to string kernels. The framework 
of the proposed method is presented in Section 5. This section explains how the fea-
tures are selected from the string matrix and ESNN parameters are optimized using 
QiPSO. Section 6 provides the details of the experiment setup and results, followed by 
conclusion of this study with details on future work in Section 7. 

2   Evolving Spiking Neural Network 

Hopfield [3] presented a model of spiking neurons in 1995. Since then, there have 
been several enhancements and variants of the spiking neuron model. The architecture 
of ESNN in this paper is based on Wysoski’s model [2]. This model consists of the 
encoding method of real value data to spike time, network model and learning 
method. 

There are several information encoding methods in Spiking Neural Network 
(SNN). However, our implementation is based on Population Encoding as proposed in 
[4] where a single input value is encoded to multiple input neurons of M. Each input 
neuron represents a certain spikes of firing time. The firing time of a input neuron i is 
calculated using the intersection of Gaussian function. The centre is calculated using 
Equation 1 and the width is computed using Equation 2 with the variable interval of 
[Imin, Imax]. The parameter β controls the width of each Gaussian receptive field. 
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Thorpe [5] proposed a simplified spiking neuron model referred to as the Fast Integrate 
and Fire Model. The fundamental aspect of this model is that the earliest spikes received 
by a neuron will have a stronger weight compared to the later spikes. Once the neuron 
reaches a certain amount of spikes and the Post-Synaptic Potential (PSP) exceeds the 
threshold value, it will fire and becomes disabled. The neuron in this model can only 
fire once. The computation of PSP of neuron i is presented in Equation 3, 

 

⎩
⎨
⎧

=
∑
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else

if

Modw
u jorder

iji
i )(*

0

  .

 
(3) 

where wji is the weight of pre-synaptic neuron j; Modi is a parameter called modula-
tion factor with interval of [0,1] and order(j) represents the rank of spike emitted by 
the neuron. The order(j) starts with 0 if it spikes first among all pre-synaptic neuron 
and increases according to the firing time. 

In the One-pass Learning algorithm, each training sample creates a new output 
neuron. Trained threshold value and the weight pattern for the particular sample are 
stored in the neuron repository. However, if the weight pattern of the trained neuron is 
considered too similar with the neuron in the repository, the neuron will merge into 
the most similar one. The merging process involves modifying the weight pattern and 
the threshold to the average value. Otherwise, it will be added as a newly trained 
neuron to the repository. The major advantage of ESNN is the ability of the trained 
network to produce new samples without retraining. The detailed ESNN learning 
algorithm as described in [6] is depicted below. More details on ESNN can be found 
in [2], [6] and [7]. 

 
Algorithm 1. ESNN Training Algorithm 

1: Encode input sample into firing time of pre-synaptic neuron j 
2: Initialize neuron repository R ={} 
3: Set ESNN parameters Mod = [0,1], C = [0,1] and Sim = [0,1] 
4: for all input sample i belong to the same output class do 
5: Set weight for all pre-synaptic neuron where: )()( jorder

j Modw =  

6: Calculate ∑= )(
)max( * jorder

ji ModwPSP  

7: Get PSP threshold value CPSP ii *)max(=θ  

8: if the trained weight vector <= Sim of trained weight in R then 
9: Merge weight and threshold value with most similar neuron 

10: 
1

*

+
+=

N

Nww
w new  

11: 
1

*

+
+

=
N

Nnew θθθ  

12: where N is number of merge before 
13: else 
14:  Add new neuron to output neuron repository R 
15: end if 
16: end for (Repeat  to all input samples for other output class) 
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3   Quantum Inspired Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a population based optimization technique 
developed by Eberhart and Kennedy in 1995 [8]. Individuals in PSO work together to 
solve a given problem by responding to their own performance and the performance 
of the other particles in the swarm. Each particle has their own fitness value calcu-
lated during the optimization process and the best fitness value achieved so far is 
stored and normally referred to as personal best or individual best (pbest). The overall 
best fitness value obtained by any particle in the population so far is called global best 
(gbest) which stores the solution. Every particle is accelerated towards a new position 
by calculating the position velocity where the value of pbest and gbest would influ-
ence the direction of the particle in the next iteration. Equation 4 illustrates the veloc-
ity update and Equation 5 is the calculation of the new particle position. 

 

)(*()*)(*()** 211 nbestnbestnn xprandcxgrandcvwv
nnt

−+−+=
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nnn vxx
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+=
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Value of the random number is between 0 and 1. C1 and C2 control the particle accel-
eration towards personal best or global best. 

Han and Kim proposed a Quantum Evolutionary Algorithm (QEA) in 2002 [9] 
which was inspired by the concept of quantum computing. According to the classical 
computing concept, information is represented in bits where each bit must hold either 
0 or 1. However, in quantum computing, information is instead represented by a qubit 
in which a value of a single qubit could be 0, 1, or a superposition of both. Superposi-
tion allows the possible states to represent both 0 and 1 simultaneously based on its 
probability. The quantum state is modeled by the Hilbert functions and is defined as 

〉+〉=〉 1|0|| βαψ  where α and β are complex numbers defining probabilities at which 

the corresponding state is likely to appear (when a qubit collapses, for instance, when 
reading or measuring). Probability fundamentals require that |α|2 + |β|2 = 1, where |α|2 
gives the probability that a qubit is in the OFF (0) state and |β|2 gives the probability 
that a qubit is in the ON (1) state. General notation for an individual with several 
qubits can be defined as
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QiPSO was first discussed in [10] and there are several variants of QiPSO. The 
main idea of QiPSO is to use a standard PSO function to update the particle position 
represented in a qubit. In order for PSO to update the probability of a qubit, the quan-
tum angle, θ, is used.  Quantum angle θ can be represented as

⎥
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⎤
⎢
⎣

⎡
)sin(

)cos(

θ
θ , and it is 

equivalent to
⎥
⎦

⎤
⎢
⎣

⎡
β
α  which satisfies the probability fundamental of |sin(θ)|2 + |cos(θ)|2 = 1. 

Therefore, the qubits value can be replaced by [θ1 | θ2|…..| θm] in QiPSO. The velocity 
update formula in standard PSO is modified to get a new quantum angle which is 
translated to the new probability of the qubit by using Equation 6. 
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Then, based on the new θ velocity, the new probability of α and β is calculated using a 
rotation gate as follows: 
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or simply by replacing the rotation gate with θ = θt-1 +∆θ where θ is the new quantum 
angle of the quantum particle position.  

4   String Kernels 

In order to allow our proposed method to operate on string data, string kernels were 
used to transform the input data to the desired input format. Kernel provides the clas-
sifier algorithm with the capability of mapping the original non-linear separable data 
into a higher-dimensional space which is linearly separable. This method is normally 
referred as the Kernel Trick [11].  

The n-grams approach has been chosen where n-grams are n adjacent characters 
(substring) from the alphabet A [12]. For example, if n=3 for the string “KEDRI”, the 
trigrams output will be {KED, EDR, DRI}. Based on this approach, the similarity 
between strings is calculated and comes out with the kernel matrix. This process is 
illustrated in Fig. 1. 

 
 
 
 
 

Fig. 1. Kernel matrix from three strings. String 1 and 2 are class 1 and String 3 is class 2. Com-
parison between same strings will give the highest similarity value of A, the similarity calcula-
tion between the same classes will give value of B which is slightly lower than A while the 
similarity value between different classes is C which is the lowest. Based on this similarity 
value, the feature pattern between input samples can be produced. 

5   A Proposed ESNN-QiPSO for String Pattern Recognition   

ESNN is chosen as the classifier of the string data in this experiment. String data is 
translated into the input features using n-gram kernel. In order to produce a better 
classification accuracy, all three ESNN parameters namely Modulation Factor (Mod), 
Proportion Factor (C) and Neuron Similarity (Sim) as well as input features are opti-
mized using QiPSO. Optimization of the ESNN using QEA was addressed by 
Schliebs et al. [6] recently. However, this paper introduces QiPSO as a new optimizer 
for ESNN. From the well known wrapper approach, QiPSO interacts with an induc-
tion method, and in this case, ESNN; produces the best set of the ESNN parameters 
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and identifies relevant features. All particles are initialized with a random set of bi-
nary values and from there they interact with each other based on classification accu-
racy. Since there are two components to be optimized, each particle is divided into 
two parts. The first part of each particle holds the feature mask value. This value is 
used for the feature optimization while the other part holds a binary string for parame-
ter optimization. 

For the parameter optimization, a set of qubits represents the parameter values. 
Since information held by a particle is in a binary representation, a conversion into a 
real value is required. For this task, the Gray code method is chosen since it is proven 
to be a simple and effective way to represent real values with a binary representation. 
In feature optimization, value 1 indicates the feature is selected, and value 0, other-
wise. Input features are taken from the kernel matrix. Fig. 2 illustrates the proposed 
design of ESNN-QiPSO for string classification. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

Fig. 2. A proposed ESNN-QiPSO for string classification 

6   Experimental Setup and Results 

We have used the labeled and reformatted Reuters 21578 string dataset from UCI 
Repository [13]. Only relevant information from tags topic, title and body text were 
extracted and some unknown tags such as “&”, “$” were removed. Finally, all charac-
ters were changed to lowercase. The problem consisted of 150 samples with 38 from 
acquisition, 36 from corn, 38 from crude and 38 from earn. Parameters chosen were 
n=4 and λ = 0.5 in n-gram kernels where λ = [0, 1] represents the number of occur-
rences. 3-fold cross validation was used in this experiment. 

Receptive fields were used to produce a weight pattern or weight vector of a particu-
lar sample that can identify the output class. Different numbers of receptive fields for 
each dataset influenced the accuracy of the result. From our preliminary experiment, 
10 receptive fields were chosen.  20 particles have been used to explore the solution. 
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Number of dimension refers to the number of variables to be optimized by QiPSO 
which are three ESNN parameters and 150 features. Since all three parameters ranged 
between 0 and 1, six qubits were sufficient to represent the real value. C1 and C2 were 
set to 0.05 which meant a balanced exploration between gbest and pbest as well as the 
inertia weight w = 1.5. The dataset has been applied to ESNN with feature optimization 
and also ESNN with all features, both algorithms with parameter optimization. Be-
cause of the computation complexity, we run the experiment for six continuous times 
and the average result was computed in 300 iterations for both algorithms. 

 
 
 
 
 
 
 
 

 
 
 
 

 
 

Fig. 3. Average classification result and parameter optimization 

 
Fig. 3 shows the evolution of classification accuracy. The average accuracy for the 

ESNN with feature optimization is above 70% compared to ESNN using all features 
with the average of 55%. The poor accuracy of ESNN with all features is due to sev-
eral input features from the kernel matrix containing information which cannot be 
used to differentiate output classes. These irrelevant features act as a noise which 
leads to a low classification accuracy. However, ESNN with feature optimization is 
able to reduce these irrelevant features; hence higher classification accuracy is ob-
tained. From the total number of 150 input features, QiPSO is capable of reducing the 
features up to 70 features in 300 iterations. We strongly believe that these 70 features 
are the significant features because of its capability to produce higher accuracy. Since 
the 20 particles started the evaluation process by picking random features, we found 
that the average number of initial features selected by the gbest particle is around 80 
features. The gbest particle always keeps best information and the best accuracy. 
Other particles update their position according to gbest as well as pbest until the new 
best particle is met. This procedure is repeated to eliminate irrelevant features for 
better identification of the most relevant features.  

The similar procedure was also used to find the best combination of ESNN pa-
rameters. In this study, QiPSO manages to optimize binary string information which 
represents the ESNN parameter values. These parameters are in pair and are very 
closely related to each other. Overall, all three parameters evolve steadily towards a 
certain optimal value, and with correct combination can lead to better classification 
accuracy. 
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7   Conclusion and Future Work 

This paper presents a novel method for string classification using ESNN-QiPSO. The 
results have shown that ESNN with parameter optimization and with using a small 
number of features produces promising results that is significant for future explora-
tion. We have done some preliminary investigation to feed the string kernel matrix 
into Backpropagation Multi Layer Perceptron. Given the learning rate is set to 0.1, 
momentum rate is 0.9 with 120 hidden neurons, the training classification accuracy is 
around 55% in 300 iterations with testing result is around 50%. Since this experiment 
is in a very early stage and more experiments need to be conducted, we are planning 
to publish the result in the future. For future work, we are also going to apply our 
proposed method to real data from National Institute of Information and Communica-
tions Technology (NiCT), Japan. Other work includes how to find a more effective 
method for choosing the most relevant features and eliminating irrelevant features. 
Recurrent ESNN and integrative Probabilistic Spiking Neural Network as proposed in 
[14] will also be explored for string classification. 
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Fault Condition Recognition Based on PSO and KPCA 
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Abstract. A method of kernel principal component analysis (KPCA) based on 
particle swarm optimization (PSO) is presented, which is applied in fault condi-
tion recognition of gear box. Comprehensively considered within-class scatter 
and between-class scatter of samples feature, the fitness function of kernel func-
tion parameter optimized is constructed, and the particle swarm optimization 
algorithm with adaptive accelerate (CPSO) is applied to optimize it. This 
method is applied to gear box condition recognition, compared with the recog-
nized results based on principal component analysis (PCA). The results show 
that KPCA optimized by CPSO can effectively recognize fault conditions of 
gear box by reducing bind set-up of kernel function parameter, and its results of 
fault recognition outperform those of PCA. The conclusion is that KPCA based 
on PSO has advantage in nonlinear feature extraction of mechanical failure, and 
is helpful for fault conditional recognition of the complicated machine.  

Keywords: particle swarm optimization (PSO), kernel principal component 
analysis (KPCA), fault diagnosis, gearbox. 

1   Introduction 

When faults appear in mechanical equipment, the fault information is weak and is 
usually accompanied by the occurrence of non-linear behavior, and it is difficult to 
differentiate different kinds of fault modes, so it is not helpful for identification and 
diagnosis of the fault condition. Kernel principal component analysis  (KPCA) is a 
non-linear method, which is put forward by Schoelkopf and so on in the study of 
support vector classification algorithm [1]. It achieves some kind of non-linear map-
ping by the help of kernel function and maps the input vector to the high-dimensional 
feature space through non-linear mapping, enabling them to have a better divisibility 
in the high-dimensional feature space. Then analyze the principal element of the map-
ping data of high-dimensional space and obtain the non-linear principal component of 
raw data. KPCA takes full advantage of the idea of nuclear and therefore is more 
suitable to solve nonlinear problems. Currently, Lee Jong-min [2], Liao Guanglan [3], 
He Qingbo [4] and so on have applied KPCA to condition recognition and fault diag-
nosis and have obtained good results. However, for a given data set, the classification 
accuracy of KPCA algorithm is affected by the kernel function parameters, therefore, 
selecting the best kernel function parameter (shortly for kernel parameter) is critical. 
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At present, a large number of tests are mainly made manually or adopt cross-
examination method, not only inefficient and time-consuming and laborious, but also 
the kernel function parameter determined this way is not necessarily optimal. There-
fore, the study of kernel parameter optimization algorithm has a great significance on 
the establishment fault classifier and its performance optimization. 

Particle Swarm Optimization (PSO) method is a population-based global parallel 
optimization method, in recent years, it has been widely used in function optimiza-
tion, automatic control, machine learning, artificial life and so on other fields. This 
paper tries to use a method that combines Fisher discriminant function and particle 
swarm algorithm to solve the optimization problem of kernel parameter. First, estab-
lish the kernel parameter optimization model by using the idea of Fisher discriminant 
function, then use the improved particle swarm optimization algorithm to derive the 
global optimal solution of the parameter optimization model. Apply the optimized 
KPCA method into gear box fault condition recognition and compare it with recogni-
tion result of principal component analysis. 

2   PSO Algorithm with Adaptive Accelerate 

Usually for the population-based optimal method, early in the optimization period 
particles should be encouraged to move throughout the search space rather than gath-
ering around the local maximum. On the other hand, late in the optimization period, 
increasing the convergence rate of the trend optimal solution to efficiently find out the 
optimal solution is very important. Taking these relevant factors into account, on the 
basis of standard particle swarm optimization algorithm, we have proposed the dy-
namic accelerate constant as a new parameter adaptive strategy, the following calls 
particle swarm optimization algorithm of dynamic accelerate constant as particle 
swarm optimization algorithm with adaptive accelerate (CPSO). Improved algorithm 
is aimed at encouraging particles to move throughout the entire search space in the 
early period of optimization and in the late period increasing the convergence rate of 
the trend convergence rate [5]. 

This improvement in the standard PSO algorithm, namely type (1) and (2), has real-

ized accelerate constant 1c  and 2c  to change linearly along with the evolution alge-

bra. The mathematical expressions are shown in type (3) and (4)  

1 1 2 2( 1) ( ) ( ( )) ( ( ))id id id id gd idv t v t c r p x t c r p x tω+ = + − + −  (1) 

)1()()1( ++=+ tvtxtx ididid  (2) 

Of which, 

c1=R1+R2*t/Tmax (3) 

c2=R3+R4*t/Tmax  (4) 
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Of which, 1R , 2R , 3R  and 4R are fixed values set initially, t  and maxT are current 

iteration step and maximum iterative step respectively. 
Test this algorithm in neural network, by simulation experiment and through a 

comprehensive comparison, it can be found that, 
1 20 2R R< + <  should be set so that 

the iterative curve has a characteristic of faster convergence. The two values too large 
is not helpful for the development of particles, of which 1R  should not be too small, 

otherwise its single particle optimization effect can not be reflected in initial speed 
evolution iteration, so that 

3 4 2R R− >  should be set and 3R  should be appropriately 

increased to enhance the space search capability to get the right seeds. Considering 
the range of speed difference 3 4R R−  should not be too large, so that in the early 

period of search particle swarms have a better ability to explore new space, and the 
linear decreases as the iteration goes on, while the local search ability increases line-
arly ,and the optimal values can be obtained by increasing local development ability. 

3   Kernel Parameter Optimization Based on Particle Swarm 
Algorithm 

3.1   Principle of Kernel Principal Component Analysis 

Kernel principal component analysis (KPCA) projects the input space to feature space 
through nonlinear mapping, and then makes principal component analysis on the map-
ping data of feature space to obtain the data projection on non-linear PCA. This nonlinear 
mapping is realized by inner product operation, namely it only needs to compute the 
kernel function which is used for inner product operation in original space, regardless of 
the specific realization form of the non-linear mapping. Thereby, it is called kernel func-
tion principal component analysis. By choosing different forms of kernel function, it can 
handle a large number of nonlinear problems [6]. For kernel methods, the kernel function 
which have obtained the most research are mainly polynomial kernel function, radial 
basis kernel function as well as neural network kernel function and so on. However the 
classification results obtained by choosing different kernel functions are extremely simi-
lar [7], in order to simplify the calculation, here we only choose the radial basis kernel 
function, the specific form of kernel function is as follows, 

2

( , ) e x p ( )
x y

k x y
w

−
= −  (5) 

3.2   Additional Establishment of Kernel Function's Optimization Model 

The main idea of kernel principal component transformation is mapping the training 
sample data to high-dimensional feature space, and then creating the optimal separat-
ing hyperplane in the feature space, so that the distance between the two types of data 
points and the hyperplane is the largest. However, in the traditional pattern recogni-
tion, the idea of Fisher discriminant function is just the opposite. The basic idea of 
Fisher discriminant function is finding an optimal projection direction, and projecting 
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the raw data along the direction to get a straight line, so that projection data can be 
well separated, namely, distance between data of different models should be as large 
as possible and dispersion between data of the same model should be as small as pos-
sible. Therefore, we can draw on the idea of Fisher discriminant function to seek ways 
to optimize the kernel parameter [8]. 

The model establishment of particle swarm optimization kernel parameter based on 
fisher guideline is as follows [9]. 

Set 1 1 1 1 2 1 2 2 1 2 2 2( , , ) , ( , , )i jX x x x X x x xL L are the two types of characteristic 

samples in feature space, of which 11, 2, ,i n= L 21, 2,j n= L 。 
The mean vector of the two types in the feature space is, 
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The square of between-type distance, 
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The square of dispersion within kX is, 
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Establish fitness function of PSO according to Fisher discriminant criteria. 
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(11) 

Seek the minimum value of fitness function to ensure that dissemination between-
class the maximum and inner-class the minimum. Set *w  the minimum value of 
Fisher discriminant function. A large number of experiments show that, for com-
pletely non-linear separable problem, the minimum value *w  exists. For linearly 
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separable or almost linearly separable problem, with w  changes from small to large, 
( )F w  declines dramatically, and then trends to stabilize, now we can choose 

w when ( )F w  trends to stabilize as *w . 

3.3   Steps of Kernel Parameter of PSO 

1) Through equation (8), (9), (10), calculate the square of between-class distance bs  

and the square of inner-class dispersion 
1 2,w ws s . 

2) Through equation (8), Construct Fisher discriminant function ( )F w , and take 

( )F w  as the adapting function of particle swarm optimization. 

3) Set the range of w min max( , )w w , and swarm scale m  of CPSO, iteration number 

m axT , constant learning factors 1 2 3 4, , ,R R R R ,the maximum and minimum inertia 

weight 
m ax m in,ω ω  as well as the maximum limit speed 

maxV . 

4) Generate w  initial group randomly, and calculate individual adapting value 
pF  

and overall adapting value 
gF of the swarm. 

5) Judge whether the iteration number reaches the termination condition. If 
maxt T< , repeat steps (4) and (5), otherwise output the current solution as the 

optimal solution *w  and terminate the algorithm. 
Kernel function parameter optimization based on PSO is shown in Fig. 1. 

4   Gear Box Fault Condition Recognition Based on KPCA 

In mechanical equipment, the gear box is usually used to change the rotational speed 
and transmit power, and it is vulnerable to damage and fault due to bad working con-
ditions and other reasons; As annular gear of gear box、 bearings, shaft and so on  
are affected by complex factors such as the installation location, operating conditions 
and so on, gear box fault diagnosis is a very complex issue, and the relationship be-
tween its fault and sign is not very clear, which is a non-linear mapping relationship 
.Kernel principal component analysis can not only extract non-linear characteristics  
of gear box vibration signals, but also carry on the fault condition recognition, ex-
periments show that this method is very effective for gear box fault detection and 
recognition. 

4.1   Establish of Gearbox Feature Parameters Set 

Take laboratory JZQ250 gear box as study object and conduct fault simulation  
experiment. On the basis of having measured the acceleration speed signal of six 
measurements of different rotational speed, conduct signal processing and extract 27 
feature parameters as raw feature parameter set, of which 21 time-domain feature 
parameters, including mean, mean-square value, root-mean-square value, root ampli-
tude, average, absolute amplitude, skewness, kurtosis, maximum value, minimum 
value, variance, kurtosis index, waveform, peak index, pulse index, margin target, 



 Fault Condition Recognition Based on PSO and KPCA 625 

kurtosis index, skewness index, skewness factor, eight-order moment factor, sixteent-
order moment factor, six-order moment factor. The six frequency-domain feature 
parameters include, gravity indicator of power spectrum, mean-square spectrum, 
frequency-domain variance, relevant factor, harmonic factor, origin moment spec-
trum. Take 27 parameters as the original features in the study. Analyze data of 2 
measurement point which locates at the right bearing seat of intermediate shaft and 5 
measurement point which locates at the intermediate shaft on the left surface of the 
box, and extract 60 groups of samples respectively from the fault such as normal, 
input shaft bent, intermediate shaft float, ring fault inside and outside the bearing, 
tooth wear, tooth collapse and so on. Take 30 samples as the training group and 30 
groups as the test samples, then carry on kernel principal component analysis and 
recognition of fault condition of gearbox. 

 

 

Fig. 1. Flow chart of kernel parameter optimization based on PSO 

4.2   Optimization of Kernel Function Parameter Based on PSO 

In kernel principal component analysis, radial basis kernel function width w  is the 
guarantee for good performance of kernel learning. w  too large, spheres influence 
of samples will be too large, so some training samples that have no relationship will  
 

Table 1. Parameter set table of CPSO 

CPSO m max min, 1R 2R 3R 4R maxT maxV

Parameter 20    1.2   0.4    1    0.5   6    2   50     1
 

Begin 

N

Calculating sw1, sw2, sb 

Establish fitness 

function F(w) 

Initialize swarm  
parameters m, w ,c1, c2, 

Tmax, Vmax 

Randomly  
generate initial 

swarm  

Particle fitness value 

Particle location 

update

Particle velocity 

update 

Meet 
convergence? 

Output 
optimizing result 



626 H. Pan, X. Wei , and X. Xu 

Table 2. KPCA result of samples under different fault condition 

 Kernel function width 
*w  Fitness ( )F w  

Intermediate shaft float and gear tooth collapse 14.52 139.8 

Normal and inner ring of bearing 0.6176 -2652801.9 

Noamal and intermediate shaft float 15.74 115.1989 

Inner ring of bearing and tooth wear 2.3253 -24581918.1 

 
 

  
(a)Normal and intermediate shaft float          (b)Intermediate shaft float and gear tooth  

(w*=14.1523)                                                    collapse (w*=15.14) 
 

 
(c)Normal and inner ring of bearing            (d)Inner ring of bearing and tooth wear 

(w*=0.6176) 

Fig. 2. Evolution process of adapting function based on CPSO 
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(a)  PCA                                                        (b)  KPCA 

  Δ Tooth collpase     + Normal      o Intermediate shaft float  
 

  
(c)  PCA                                                        (d)  KPCA 

  □ Bearing inner ring fault   + Normal     ☆ Tooth wear 

Fig. 3. First and second projection of PCA and KPCA of different faults 

 

interfere with the right judge on new test samples; w  too small, kernel learning will 
only have memory function but cannot judge new samples[10]. As a result, train sam-
ples for the adaptive accelerate of particle swarm optimization (CPSO) to optimize 
the kernel parameters, in which the parameters set as shown in Table 1. The fitness 
value and the width of the kernel parameter optimization with the evolutionary proc-
ess algebra are shown in Fig.2. Through the search you can find a width w* between 
the values of radial basis function of different faults, as shown in Table 2. We can be 
seen from Fig.2, the evolution of the fitness function in the 50 generation. The opti-
mal value can be found. For example, a rocky ledge intermediate shaft and gear-tooth 
fault collapsing, optimal parameter values for 14.1523. Inner bearing on the normal 
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and failure to 0.6176. Normal and intermediate shaft from a rocky ledge, optimal 
parameter values for the 15.74. These optimal value are the basis for parameter set 
when carry on KPCA on the gearbox fault feature set. 

4.3   Feature Extraction Based on KPCA of PSO 

Use the raw feature set of 30 groups data at normal state to train in the study, and test 
with tooth collapse, intermediate shaft float, bearing fault inside and outside the ring, 
tooth wear and so on 30 groups sample feature set. Compare and analyze the results 
of linear principal component analysis (PCA) and kernel principal component 
analysis (KPCA). Fig.3 is the the first and second principal component projection, 
extracted by PCA and KPCA, of which linear principal component of PCA and non-
linear principal component of KPCA are unified dimensionless parameters. It can be 
seen from figure 3(a) and 3(c) that conventional principal component analysis (PCA) 
can reduce the dimension of the characteristics of the feature collection, but on the 
projection of principal component,the principal component feature sample are mixed 
together and the principal component obtained cannot clearly distinguish the 
condition type of fault.However,figure 3(b) and 3(d) show that the result obtained by 
KPCA can clearly distinguish various condition types of fault.Under normal condition 
the principal component characteristics of data cluster,but the principal component 
characteristic of inner bearing fault and tooth wear fault are relatively scattered, 
clearly belonging to different categories.Inner-class spacing of KPCA feature is 
smaller than PCA,whereas between-class spacing is larger. Principal component ex-
tracted from samples after KPCA shows a greater advantage in non-linear 
analysis,which recognizes the fault condition of gearbox exactly. 

5   Conclusion 

In order to improve the performance of KPCA, a method called KPCA based on PSO 
is presented and applied in fault condition recognition of gear box. The particle 
swarm optimization algorithm with adaptive accelerate (CPSO) is applied to optimize 
the kernel function parameter, which reduces the blindness of KPCA parameter set 
and can effectively recognize conditions such as normal, tooth wear, tooth collapse 
and inner ring of bearing. In addition, its fault recognition result is obviously better 
than PCA. The results show that KPCA based on PSO has advantage in nonlinear 
feature extraction of mechanical failure, and is helpful for fault conditional recogni-
tion of the complicated machine. 
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Abstract. Recently, evolutionary neural networks are hot topics in a neural 
network community because of their flexibility and good performance. How-
ever, they suffer from a premature convergence problem caused by the genetic 
drift of evolutionary algorithms. The genetic diversity in a population decreases 
quickly and it loses an exploration capability.  Based on the inspiration of di-
versity in nature, a number of speciation algorithms are proposed to maintain 
diverse solutions from the population. One problem arising from this approach 
is lack of information on the distance measures among neural networks to pe-
nalize or discard similar solutions. In this paper, a comparison is conducted for 
six distance measures (genotypic, phenotypic, and behavioral types) with repre-
sentative speciation algorithms (fitness sharing and deterministic crowding ge-
netic algorithms) on six UCI benchmark datasets. It shows that the choice of 
distance measures is important in the neural network evolution.  

Keywords: Evolutionary Neural Networks, Distance Measures, Fitness Shar-
ing, Deterministic Crowding Genetic Algorithm, UCI Benchmark Datasets. 

1   Introduction 

Recently, there is an increasing demand on the distance measures between two neural 
networks (NN) in evolutionary neural networks (ENN), clustering, and diversity 
analysis. 1) In evolutionary neural networks, it is important to exploit the relation-
ships among individual neural networks of a population because they are evolved 
simultaneously. Their similarity or dissimilarity can be used to accelerate evolution 
for better performance. 2) From a set of neural networks, it is possible to choose rep-
resentative neural networks by selecting the best one from each cluster.  This is help-
ful to form a selective ensemble instead of one of all neural networks. 3) Diversity 
prevents learning algorithms from a premature convergence caused by falling into 
local optimum. The representative applications of distance measures are evolving an 
ensemble of neural networks [1], robotics, games and pattern classifications. 

The distance measures can be categorized into genotypic, phenotypic, and behavioral 
distances. Each neural network has a topology and weight parameters for each link.  
The phenotypic distance is defined on the difference of the architectural property. It is 
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possible to measure distances of two neural networks with their genotypic representa-
tions in evolutionary computation. The behavioral distance is measured based on the 
output of neurons (input, hidden, and output). In this case, there has to be a set of input 
data to get the outputs. If the neural network is associated to a specific task, it is possible 
to use their outcome as a source of measuring. In robotics, each NN is used as a control-
ler of robot and the outcomes are actual trajectories. The distance of the two NNs are 
compared indirectly by comparing two trajectories from different NNs. However, this 
distance measure is applicable only for the specific domain.  

Speciation is a set of techniques to increase the diversity of population in evolu-
tionary algorithms and representatives are fitness sharing and deterministic crowding 
genetic algorithm [2]. It forces to maintain diverse solutions by punishing over-
populated solutions or discarding similar one. The distance measuring is an essential 
part of the algorithms because they use the closeness of solutions to decide whether 
you give a penalty or discard one. They are widely used in many applications to over-
come the shortcomings of simple evolutionary algorithms and outperform other com-
petitors [3][4]. In evolutionary neural networks, the algorithms are widely used to 
generate diverse neural networks beneficial to form an ensemble. However, its appli-
cation in ENN is not limited to the ensemble forming.  

It is necessary to compare a number of different distance measures for neural net-
works because there is no consensus on which one is better than others. The most 
commonly used one is Euclidean distance of weight vectors because it is the simplest 
one. There are many alternatives and it is worth to compare them in a unified frame-
work to show their performance difference. In this paper, we categorized known  
distance measures into three categories (phenotypic, genotypic and behavioral) and 
compare them in an evolutionary neural network framework. In the evolution, the two 
representative speciation algorithms are used together with one of distance measures. 
A good distance measure would lead to increase the diversity of population and avoid 
local optimums. It results in high performance of the evolutionary neural networks 
from the last generation.  

In behavioral distance measures, it is common to use the difference of the outputs 
from output neurons, but in this work we devise a new measure that exploits outputs 
from input/hidden/output neurons. This gives much information on the behavior of 
the neural networks. There are six distance measures: Euclidean distance of genotypic 
representation (EU), hamming distance of topology (HA), Euclidean distance of out-
puts (EU_B), Euclidean of outputs from all neurons (EU_B_ALL), Euclidean dis-
tance of average outputs (AO), and Kullback-Leibler entropy of outputs (KL). The 
proposed methods are tested on six UCI benchmark datasets.  

2   Background 

The simplest way to measure distance is Euclidean distance of genotypic representa-
tion. Usually, the chromosome for neural network is a vector of real values and it is 
easy to use Euclidean distance. It is possible to use more complex representation of 
neural networks with additional information not just weight. In [6], whole genome is 
composed of two parts (node genes, genome genes). The connection genome has in-
node ID, out-node ID, weight, enable/disable, and original historical ancestor of each 
gene. In this case, the distance is calculated with a simple linear combination of the 
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matching and mismatching information. In [8][9], authors use the same representation 
except the historical information. The distance measure is specialized for their repre-
sentations by exploiting enable/disable information. In [7], a new distance measure is 
proposed with the consideration of redundancy in representation. Any permutation of 
the hidden neurons produces the same neural network with a different chromosome 
representation. N! different representations exist for a network with n hidden neurons. 
In their work, they consider all permutations in calculating distances of two neural 
networks. This is computationally expensive because N! combinations are checked.  
    In behavioral distance measures, the difference of outputs from output neurons is 
measured with statistical methods. In [5], they propose average output, Pearson corre-
lation and Kullback-Leibler entropy of the outputs. Like genotypic distance measures, 
Euclidean distance is also used. On the other hands, it is possible to use actual behav-
ior of the neural network to measure the distance. This is dependent on the type of 
applications of neural networks. If they are used for pattern classification and a ro-
botic problem, the behavior is a vector of class labels classified and trajectories of 
robot with the neural controller, respectively. Because this is task-dependent, it is not 
possible to use it for general purpose.  
    The applications of the distance measures are mainly for evolution because it is a 
population-based search and there is much interest on the interaction of multiple solu-
tions. [10][11] are exceptional cases and they are not related to evolution. In evolu-
tion, the fitness sharing is a dominant application for the distance measures. In many 
cases, clustering algorithms are used together with speciation and the same distance 
measures for the speciation are also adopted for the clustering. Interesting applica-
tions are diversity analysis of population, distance-based operators, and normalization 
of solutions.  

3   Speciated Neural Networks with Distance Measures 

A framework for evolving neural networks with speciation is used to compare several 
distance measures. It evolves topology and weights of neural networks simultaneously. 
A distance measure is evaluated based on the performance of the best neural network 
evolved with it. In the speciation, both of the fitness sharing and deterministic crowd-
ing algorithms are adopted because the performance of a distance measure could be 
biased to the choice of a specific speciation method. The best distance measure is de-
cided based on the average performance of the two different speciation methods.  

3.1   Representation 

In this paper, 1-D vector representation is used to represent a neural network. It is a 
feed-forward neural network with hidden layers. Usually, the neural network can be 
represented as a matrix whose entry represents the existence of link and its weight. In 
this representation, only half of the matrix is filled with real-values and another half is 
not used. The 1-D vector is constructed from the half of the matrix. Figure 1 shows an 
example of the 1-D vector representation. The shaded area in the matrix representa-
tion is converted to the entry of the 1-D vector. If there is a link between two nodes, it 
is represented with the weight. Otherwise, it is 0.   
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(a) A neural network          (b) A matrix representation 

 
(c) A 1-D vector representation 

Fig. 1. An example of neural network representation 

3.2   Speciation Algorithms  

Fitness sharing is a method to share its fitness with near neighborhoods. If the popula-
tion density of the near area of the individual is high, the degree of sharing is increas-
ing and the original fitness of the neural network decreases. The parameter of the  
algorithm is a sharing radius that decides the boundary of the neighborhood. If the 
distance between two neural networks is smaller than the radius, they are neighborhood 
and share fitness. Although there is work on systematic testing on the effect of sharing 
radius size [14], this is not main issue of our research. In this paper, we set the sharing 
radius as the half of the average distances of all individuals in an initial population.  

Unlike fitness sharing, there is no additional parameter for deterministic crowding 
genetic algorithm. It is based on the competition between parents and offspring paired 
to maximize the similarity. Among two similar neural networks, one with better fit-
ness survives to the next generation. Figure 4 summarizes a pseudo code for the de-
terministic crowding algorithm. It uses the same crossover and mutation with the 
fitness sharing. 

3.3   Distance Measures 

NI: The number of input neurons  
NH: The maximum number of hidden neurons 
NO: The number of output neurons  
N: The number of total neurons (N=NI+NH+NO) 
Iijk, Hijk, Oijk: jth input, hidden, and output neuron of ith neural network for kth sample 
ϕ (): Output of a neuron  

M: The number of training samples  
Vi: A chromosome of ith neural network (1-D vector) 

L: A length of the chromosome (L= 
2

)( 2 NN −
) 
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3.3.1   Genotypic Distance 
Euclidean distance of genotypic representation (EU): This is a simple Euclidean 
distance of two chromosome vectors.  
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3.3.2   Phenotypic Distance 
Hamming distance of topology (HA): This counts only the similarity and dissimilar-
ity of topologies. If only one of the networks has a link, this is counted.  
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3.3.3   Behavioral Distance 
Euclidean distance of outputs (EU_B): This calculates the Euclidean distance of 
outputs from output neurons.  
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Euclidean distance of outputs from all neurons (EU_B_ALL): Usually, the outputs 
from output neurons are used in the behavioral distance but we propose to use outputs 
from all neurons (input/hidden/output neurons). 
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Euclidean distance of average outputs (AO): This is the Euclidean distance of av-
erage outputs from each output neuron.  
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Kullback-Leibler entropy of outputs (KL): This is proposed in [5]. It is called as 
relative entropy and modified to be used as a distance measure.  
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4   Experimental Results 

The proposed method is evaluated on six UCI benchmark datasets. Table 1 summa-
rizes statistics of the datasets. The number of classes is 2 or 3. The number of attrib-
utes is ranged from 4 to 34. The number of samples is from 351 to 1473. In case of a 
missing entry, it is imputed randomly based on the probability of other entry values. 
The attribute value is normalized to 0~1. The whole data is separated to training 
(2/3) and test (1/3) randomly. Table 2 summarizes parameters used in this experi-
ment. The number of input and output neurons of a neural network is the same with 
the number of attributes and classes of a dataset, respectively. A logistic function is 
used as a transfer function of the neural network. The result is averaged over 10 runs 
(each time, the training/test samples are randomly separated). For each run, a seed 
for random functions is decided based on the current time and the value is used for 
12 combinations of settings (2 speciation algorithms × 6 distance measures). The 12 
variations use the same initial population. The fitness function is classification accu-
racy on the training samples. They are compared in terms of the accuracy on the test 
samples.  

 
Table 1. Summary of dataset statistics 

Name # of  
classes 

# of  
attributes 

# of  
samples 

# of  
training 
samples 

# of 
test  

samples 
Balance 3 4 625 417 208 

Breast Cancer 2 9 699 466 233 
Contraceptive 

Method Choice 3 9 1473 982 491 
Congressional  
Voting Record 2 16 435 290 145 

Ionosphere 2 34 351 234 117 
Tic-Tac-Toe 2 9 958 639 319 

 
 

Table 2. Parameters of experiments 

Name Value 
Population Size 50 

The Maximum Number of Generation 500 
Crossover Rate 0.9 
Mutation Rate 0.1 

The Number of Maximum Hidden Nodes 15 

 
 

    Table 3 summarizes the experimental results of the 6 different distance measures 
with the fitness sharing algorithm and deterministic crowding algorithm. It shows that 
the best one (in terms of average accuracy) is different for each dataset and speciation 
method. Based on the average of 12 cases (2 speciation methods × 6 datasets) 
EU_B_ALL and AO are the best, and HA is the worst.  
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Table 3. Summarization of results 

 EU HA EU_B EU_B_ALL AO KL 
Balance 87.5 ± 3.0 85.5 ± 4.3 84.1 ± 3.3 87.1 ± 2.3 83.3 ± 4.6 82.4 ± 4.7  

Breast Cancer 95.8 ± 1.1 95.9 ± 1.4 95.4 ± 1.8 95.7 ± 0.9 94.7 ± 1.1 94.9 ± 1.4 
Contraceptive 43.8 ± 2.6 45.7 ± 1.8 44.5 ± 2.1 44.4 ± 1.8 45.2 ± 1.9 46.1 ± 2.6 
Congressional 

Voting 
91.0 ± 3.0 91.2 ± 2.2 91.8 ± 3.1 93.0 ± 2.2 92.8 ± 3.6 90.8 ± 3.9 

Ionosphere 80.8 ± 4.7 84.2 ± 3.6 81.0 ± 4.2 81.7 ± 4.8 83.3 ± 5.4 81.7 ± 2.6 
Tic-Tac-Toe 68.2 ± 3.6 68.9 ± 2.6 70.6 ± 3.0 69.6 ± 3.0 70.5 ± 1.5 70.2 ± 3.2 

(a) Fitness sharing 

 EU HA EU_B EU_B_ALL AO KL 
Balance 85.3 ± 2.9 78.8 ± 4.7 87.6 ± 1.2 86.2 ± 2.3 86.6 ± 2.6 87.4 ± 2.4 

Breast Cancer 95.5 ± 0.8 95.4 ± 1.6 95.7 ± 1.3 95.9 ± 1.1 95.6 ± 1.4 95.4 ± 1.0 
Contraceptive 46.2 ± 1.1 43.9 ± 1.8 45.8 ± 1.4 45.8 ± 2.0 46.2 ± 1.6 46.6 ± 1.7 
Congressional 

Voting 
92.8 ± 2.2 90.4 ± 4.0 93.6 ± 2.5 93.5 ± 2.0 93.8 ± 1.6 93.7 ± 2.5 

Ionosphere 85.3 ± 3.7 83.6 ± 3.4 86.2 ± 2.5 85.6 ± 1.9 85.0 ± 4.1  86.2 ± 2.5 
Tic-Tac-Toe 71.0 ± 2.4 69.1 ± 2.2 70.9 ± 1.0 69.7 ± 2.3 70.9 ± 1.5 70.8 ± 1.8 

(b) Deterministic crowding genetic algorithm  

 EU HA EU_B EU_B_ALL AO KL 
Average 78.6 77.7 78.9 79.0 79.0 78.9 

(c) Average results 

5   Conclusion 

In this paper, the distance measures for neural networks are compared in the frame-
work of evolutionary neural networks with speciation. Because the evolutionary sys-
tem is dependent on how good the distance measures are, several candidates can be 
evaluated indirectly based on the performance of the final neural network evolved. 
For more accurate evaluation, two representative speciation algorithms are simultane-
ously used with six UCI benchmark datasets.  

Based on the categorization of distance measures, we compare six distance 
measures from each group (genotypic, phenotypic and behavioral). In the behav-
ioral distance measure, new one called EU_B_ALL is proposed considering outputs 
from all neurons (input/hidden/output). The experimental results show that behav-
ioral distance measures outperformed than genotypic and phenotypic distance 
measures.  
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Abstract. In nature, discrete alternative mating strategies have been

observed in many different species. In this paper, we investigate the emer-

gence of different mating strategies in a small colony of simulated robots,

using our previously proposed framework for performing embodied evo-

lution with a limited number of robots. The virtual agents can reproduce

offspring by mating, i.e., an exchange of genotypes with another robot.

In the experiments, we observed two individual mating strategies: 1)

Roamer strategy, where the agents never wait for potential mating part-

ners; and 2) Stayer strategy, where the agents wait for potential mat-

ing partners depending on their internal energy level, the distance to

the mating partner’s tail-LED, and the distance to the closest battery.

The most interesting finding was that in some simulations the evolution

produced a mixture of mating strategies within the population, typically

with a narrow roamer subpopulation and a broader stayer subpopulation

with distinct differences in genotype, phenotype, behavior, and perfor-

mance between the subpopulations.

1 Introduction

In nature, discrete alternative mating strategies have been observed in many
different species. The alternative reproductive tactics are either correlated with
genotype, phenotype, density, environment, or social context (see e.g., [1,2]).
In this study, we investigate the emergence of different mating strategies in a
small colony of simulated Cyber Rodent robots [3], using our previously pro-
posed framework for performing embodied evolution [4] with a limited number
of robots [5,6]. The framework utilizes time-sharing in subpopulations of vir-
tual agents hosted in each robot. The virtual agents can reproduce offspring by
mating, i.e., an exchange of genotypes with another robot.

In the experiment, we observed two individual mating strategies: 1) Roamer
strategy, where the agents never wait for potential mating partners; and 2) Stayer
strategy, where the agents wait for potential mating partners depending on their
internal energy level, the distance to the mating partner’s tail-LED, and the
distance to the closest battery. Three main types of population mating strate-
gies, i.e., distributions of individual mating strategies in the populations, were
obtained in different simulation runs: 1) Roamers, where all, or almost all, of

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 638–647, 2009.
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the individuals are roamers; 2) Stayers, where there is an unimodal distribu-
tion of waiting thresholds; and 3) Mixture of strategies, typically with a narrow
roamer subpopulation and a broader stayer subpopulation with distinct differ-
ences in genotype, phenotype, behavior, and performance between the subpop-
ulations.

The research is an attempt to use artificial evolution to investigate the mech-
anisms and conditions for the emergence of a real biological phenomena, i.e.,
the emergence of different mating strategies in many species. Earlier research in
the same vein was conducted by Floreano et al. [7]. They used a small colony of
mobile robots to investigate the evolutionary conditions conducive to the emer-
gence of communication. In their work the communication abilities of the robots
were directly dependent on the evolutionary selection regimes, which were prede-
fined by the authors. In contrast, in our work the emergence of different mating
strategies between and within simulations occur under homogenous evolutionary
conditions.

2 Method

Fig. 1 shows an overview of our earlier proposed embodied evolution frame-
work [5,6]. In the framework, the population consists of Nsub robots, each of
which contains a subpopulation of Nva virtual agents. The virtual agents are
evaluated, in random order, by time-sharing, i.e., taking control over the robot
for a limited number of Tts time steps. There is a random selection of poten-
tial offspring, which are produced in proportion to the reproductive ability of
the parental virtual agents. Each subpopulation contains a list, O, of potential
offspring reproduced during the current generation. After all virtual agents in
a subpopulation have survived for a full lifetime or died a premature death,
a new subpopulation is created by randomly selecting Nva potential offspring
from O.

A virtual agent that controls a robot can reproduce potential offspring by
performing a reproductive mating, which consists of a pair-wise exchange of
genotypes with a virtual agent controlling another robot (hereafter called a
mating) and also by satisfying a predefined reproduction condition (hereafter
called a reproductive mating). For example, in our experiments the probability
of reproducing potential offspring is proportional to the virtual agent’s inter-
nal energy at the mating occasion. This means that the reproductive success
of a virtual agent is a combination of the virtual agent’s ability to perform
genotype exchanges and the ability to keep its internal energy level high, by
recharging from external batteries in the environment. A virtual agent that per-
forms a reproductive mating creates two potential offspring that are appended
to the list of potential offspring O in the agent’s subpopulation, by applying
genetic operations to the agent’s genotype and the genotype received from the
mating partner.
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Fig. 1. Overview of the embodied evolution framework. Each robot contains a sub-

population of virtual agents of size Nva, who are evaluated by time-sharing, i.e.,

taking control over the robot for a limited period of time. If a virtual agent per-

forms a reproductive mating, it creates two potential offspring by applying genetic

operations to the virtual agent’s own genotype and the genotype received from the

mating partner. The two potential offspring are then inserted in the list of poten-

tial offspring, O, of the subpopulation containing the virtual agent. When all virtual

agents in a subpopulation have either survived for a full lifetime or died a premature

death, a new subpopulation is created by randomly selecting Nva potential offspring

from O.
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Fig. 2. Overview of the two-layered control architecture used in the experiments. The

top-layer linear feed-forward neural network uses the n-dimensional state space as

input. In each time step, the neural controller selects one of the two reinforcement

learning modules, foraging or mating, The selected module then executes an action

based on its learned behavior.
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The virtual agents are controlled by a two-layered control architecture (see
Fig. 2). In each time step, an evolutionary tuned linear feed-forward neural
network selects one of two reinforcement learning modules, foraging or mating.
The selected module then executes an action based on its learned behavior. It
also updates its learning parameters, based on a global reward function, the
meta-parameters (shared by all modules and genetically determined), and its
shaping reward function (unique for each module and genetically determined).
In the experiments, the global reward for the reinforcement learning modules is
set to +1 for a mating and a battery capture, otherwise the reward is set to 0. The
basic behaviors are learned by the Sarsa reinforcement learning algorithm [8,9]
with tile coding [9] and potential-based shaping rewards [10]. For a detailed
description of our framework and implementation details see [5,6].

3 Experiments

In our earlier work [5,6], we analyzed the overall results of the proposed embodied
evolution framework. In this paper, we focus our analysis on the different mating
strategies that emerged from the embodied evolution process. A mating strategy
is determined by the neural network which in each time step selects if a virtual
agent tries to reproduce offspring by mating with another robot or if it tries to
recharge its internal battery by capturing external batteries.

In the experiments, we used a simulation environment (see the figure used to
represent the survival task in Fig. 1) that was developed to mimic the properties
of the Cyber Rodent robot [3]. In the experiment, we used four robots that can
detect each other by the green tail-LEDs, and by the red faces in the front of the
robots, where the infrared ports for genotype exchanges are located. Inside each
robot there was 20 virtual agents and each virtual agent was evaluated for three
time-sharings of 400 time steps, giving a total lifetime of 1200 time steps. We
performed experiments with 4, 6, 8, 10, 12, 14, and 16 batteries in the environ-
ment and for each battery condition, we performed 10 simulations running for
1000 generations. In the experiments, a virtual agent has a maximum internal
energy level (Emax) of 500 energy units. Each time step, the energy level de-
creases by 1 energy unit and a battery capture increases the energy level by 100
energy units. If a virtual agent’s energy (E) is depleted (E ≤ 0), then the virtual
agent dies and it is removed from its subpopulation. The probability (pmate) that
a virtual agent reproduces potential offspring, i.e., a mating becomes a repro-
ductive mating, is linear dependent on the virtual agent’s internal energy level:
pmate = E/Emax. This creates an interesting trade-off, where the reproductive
success of a virtual agent depends both on the agent’s ability to perform matings
and the ability to maintain a high energy level by capturing batteries to increase
the probability to reproduce potential offspring at the mating occasions. In the
experiments, there is no explicit fitness function. Instead, we consider the fitness
to be equal to the number of reproductive matings, i.e., the number of times a
virtual agent reproduces potential offspring.
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3.1 Obtained Mating Strategies

The output of the linear neural network is equal to
∑

i wixi, where xi is the ith
input with the corresponding genetically determined weight wi. If the output is
greater than zero then agent selects the mating behavior, otherwise the agent
selects the foraging behavior. The input to the neural network consists of a bias
of 1 (x1), the virtual agent’s normalized internal energy (x2), and the normalized
distances to the closest battery (x3), the closet tail-LED (x4), and the closest
face of another robot (x5). If a target was not visible, then the corresponding
input value was set to −1.

The input space can be divided into five state types: 1) S1, when the face
of another robot is visible; 2) S2, when only a battery is visible; 3) S3, when a
battery and a tail-LED are visible; 4) S4, when only a tail-LED is visible; and
5) when no visible information is available. In four of the five state types S1,
S2, S4, and S5 almost all virtual agents in the last 20, out of 1000, generations
of all simulation runs in all battery conditions obtained the same simple policy.
If a face is visible, then the mating behavior is always selected. Otherwise, the
foraging behavior is always selected. The interesting case is the third state type,
S3, i.e., whether the virtual agent tries to capture the battery and look for a
better mating opportunity later, or if the virtual agent waits for the potential
mating partner to turn around and show its face. The neural network selection
policy in S3 can be expressed as energy thresholds of mating, Em for different
normalized distances to the closest battery (x3) and the closest tail-LED (x4):

Em = −(w1(1) + w3x3 + w4x4 + w5(−1))/w2. (1)

Here, a virtual agent selects the mating behavior if the agent’s normalized inter-
nal energy is greater than Em, otherwise the agent selects the foraging behavior.
In the computations of the threshold values, the values were limited to the pos-
sible range of energy levels (normalized to [0, 1]), i.e., if the ”raw” threshold

Roamer

Mating

partner

Stayer

Mating

partner

Fig. 3. Example trajectories of the mating strategies of a roamer (left) and a stayer

(right) in S3. The roamer ignores the tail-LED of the mating partner and selects the

foraging behavior to capture the battery pack. The stayer selects the mating behavior

and adjusts its position according to the trajectory of the mating partner.
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Fig. 4. The obtained distributions of Ēm in all simulations (top figure) and the clas-

sification of different population mating strategies using the median and the standard

deviation of Ēm (bottom figure)

value was larger (smaller) than the maximum (minimum) energy level then the
threshold value was assigned to the maximum (minimum) energy level. To be
able to compare the obtained policies in S3, we estimated the average energy
threshold, Ēm, by computing the average value over 36 sample inputs.

In the simulations, two types of individual mating strategies1 were obtained
(illustrated in Fig. 3): 1) Roamer strategy with the Ēm-value equal to the maxi-
mum threshold (1), which means that, for all state types, roamers always select
mating if a face is visible, otherwise they always select foraging; and 2) Stayer
strategy with the Ēm-value lower than the maximum threshold and where the
decision of whether to select mating or foraging depends on the distance to the
battery, the distance to the tail-LED, and the current energy level.

To illustrate the obtained population mating strategy in the simulations, we
computed the distributions of average mating thresholds in S3, Ēm, for all virtual

1 The terminology roamers and stayers is borrowed from Sandell et al. [11].
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agents in final 20 generations. Fig. 4(a) shows the distributions of the Ēm-values
in all battery conditions in all simulations. In each condition, the simulations are
ranked by average fitness and the fittest simulations are shown in the leftmost
column. The color coding and markers represent the four types of population
mating strategies obtained in the simulation and they are classified according to
the median and standard deviation of Ēm (Fig. 4(b)): 1) Roamers (blue curves
with circles at the distribution peaks, where the median of Ēm > 0.98): for all,
or for a majority of, the virtual agents the average mating threshold is equal
to the maximum energy level; 2) Always staying (black curves with triangles
and the distribution peaks, where the median of Ēm < 0.3): there is a narrow
distribution with a majority of the virtual agents having an average threshold
equal to, or close to, the minimum threshold; 3) Stayers (green curves with
asterisks at the distribution peaks, where the standard deviation of Ēm < 0.19):
there is a unimodal distribution of the average energy thresholds with the peak of
the distribution lower than the maximum threshold; and 4) Mixture of strategies
(red curves where the standard deviation of Ēm > 0.19): there is a multimodal
distribution of average thresholds, typically with a narrow roamer subpopulation
and a broader stayer subpopulation.

Interestingly, the more cooperative and heterogenous population strategies
(i.e., stayers and the mixture of strategies) perform better than the more selfish
and homogenous roamers. For example, in all environments the best performing
simulations either obtained the stayers strategy or the mixture of strategies. Also,
in the best performing half of the simulations in all environments 69% (24 out of
35) obtained the one of two more cooperate strategies. In contrast, in the worst
performing half of the simulations only 31% (10 out of 32) obtained a more
cooperate strategy (excluding the three low-performing simulations obtaining
the always staying strategy).

3.2 Analysis of the Main Population Mating Strategies

To analyze the three main obtained population mating strategies (roamers, stay-
ers, and mixture of strategies), we investigated the relationship between geno-
type, phenotype, behavior, and performance for populations strategies obtained
in the four battery condition (simulations ranked 1, 5, and 6 in the bottom row
of Fig. 4(a)). These relationships are illustrated in Fig. 5, where the data for all
virtual agents that survived (their internal energy levels were positive for the full
1200 time steps lifetime) in the final 20 generations are shown. For the mixture
of strategies, the two clusters in the PCA-space (Fig. 5(a)) were used to identify
two separate genetic traits in the population. The two subpopulation represent-
ing the two traits are color-coded according to their phenotype-distributions
(Fig. 5(b)): red and blue colors for the roamer subpopulation and red and green
colors for the stayer subpopulation.

The figures shows clear differences between the population mating strategies,
where differences in the average energy threshold distributions (directly deter-
mined by the genotype distributions) lead to significant differences in the number
of time steps the virtual agents select the foraging behavior (see Fig. 5(c)), the
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time steps the virtual agents select waiting for a potential mating partner (mat-
ing behavior when no face is visible), and the number of captured batteries (see
Fig. 5(d), where the big asterisks indicate the population averages). For exam-
ples, the roamer subpopulation in the mixture of strategies spends, on average,
77% of its lifetime foraging and only 0.5% waiting. In contrast, the stayer sub-
population spends 53% of its lifetime foraging and 24% waiting. The roamer
subpopulation captures, on average 35.7 batteries, compared with 22.3 batter-
ies for the stayer subpopulation. The results related to mating are remarkably
similar for all strategies, both for the distribution of the number time steps of
mating selection (Fig. 5(c)) and the distribution of the number of performed
matings (Fig. 5(d)).

The mixture of strategies is the most interesting of the obtained popula-
tion strategies, because the differences in behaviors and phenotypes within the
population can be traces back to two distinct genetic traits which are “alive”
in population at the same time. To investigate the stability of the mixture of
the roamer- and stayer subpopulations, we performed an additional experiment
where we measured the average fitness for different proportions of the number
of virtual agents of the two subpopulations. These results are shown in Fig. 6, as
the average fitness of the roamers and stayers as a function of the proportion of
roamers in the population. In the experiment, the roamers and the stayers were
randomly selected from the final 20 generations of the evolutionary experiments
(identified by the neural network weights part of their genotypes, as shown in
Fig. 5(a)). Interestingly, the mixture of the roamers and stayers subpopulations
constitute an evolutionary stable state, as seen by that the average fitness curves
intersect at a proportion of approximately 30% roamers in the population. For
the roamers, the average fitness increases if there are fewer roamers in the pop-
ulation, while the opposite is true for stayers. This gives a dynamic where more
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roamers (compared to the stable proportion) lead to lower average fitness of the
whole population and that the stayers will, on average, produce more offspring
than the roamers, which will pull back the proportion of roamers toward the
stable state. More stayers lead to higher average fitness of the whole population
and that the roamers will produce more offspring, which will again pull the the
proportion of roamers toward the stable state.

4 Conclusions

In this paper we show that different mating strategies can emerge in a small
colony of simulated robots. The most interesting finding was that in some sim-
ulations the evolution produced a mixture of mating strategies, typically with
a roamer subpopulation and a stayer subpopulation with distinct differences in
genotype, phenotype, behavior, and performance between the subpopulations.
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Abstract. We present a model for the multiagent patrolling problem with con-
tinuous-time. An anytime and online algorithm is then described and extended
to asynchronous multiagent decision processes. An online algorithm is also pro-
posed for coordinating the agents. We finally compared our approach empirically
to existing methods.

Keywords: Multiagent, Unmanned Autonomous Vehicle, Online, Patrol.

1 Introduction

Unmanned Aerial Vehicles (UAVs) are a promising technology for many information
gathering applications. As these devices become cheaper, more robust and have in-
creased autonomy, we can expect to see them used in many different new applications
such as surveillance and patrol missions. In such missions, the status of some sites must
be monitored for events. If an UAV must be close from a location to monitor it correctly
and the number of UAV does not allow covering each site simultaneously, a path plan-
ning problem arises: how should the agents visit the locations in order to make sure that
the information about all locations is as accurate as possible?

In the last decade, several patrolling algorithms have been developed. For instance,
Santana et al. [1] proposed a graph patrolling formulation on which agents use re-
inforcement learning on a particular Markov Decision Process (MDP). They defined
this MDP over a countably infinite state space, leading to long and costly computa-
tions. Their approach also assumes that agents communicate by leaving messages on
the nodes of the graph, leading to unrealistic communication models. On the other
hand, reactive algorithms such as the ant-colony approach from [2] have been shown
to perform well in theory as well as empirically. However such approach also rely on
simplistic communication models relying on so-called pheromones.

In the case where all locations are equally important, Chevaleyre [3] proved that the
shortest Hamiltonian circuit is an optimal solution for a single agent and a complete
empirical study [4] shows that multiagent strategies using a unique cycle are the best
whatever the graph is. However, as some locations may be more important than others,
not visiting the less important ones from time to time may be advantageous.

In this paper, we propose a new graphical formulation of the patrolling problem
featuring uncertainty on sensors and on information retrieval located on nodes of the
graph and importance of certain locations over others. Contrary to previous approaches
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that tried to minimize the idleness of the vertices of the graph, our model outlines the
information retrieval aspect of the patrolling problem and the decay of the information
value as the age of the information retrieved increases, forcing the agent to update
its knowledge about nodes as frequently as possible. Our approach has a continuous-
time formulation, allowing real durations and asynchronicity and it is readily usable for
scenarios where durations are uncertain. We also present a planning algorithm that is
suitable for the proposed formulation.

The remainder of this paper is structured as follows: section 2 presents the proposed
model for patrol problems, section 3 presents the multiagent MDP framework and a
mapping of the problem at hand as a continuous-time MDP, an online algorithm for
solving the problem is presented in section 4, and section 5 presents experiments. Fi-
nally sections 6 and 7 discusses results and future work.

2 Problem Formulation

The patrolling problem has a graphical structure. Let us use V for the vertex set of
that graph and E for its edge set. Let L be an |V | × |V | matrix, in which Lij is a real
number that represents the time required to go travel from i to j if [i, j] ∈ E and is
infinite otherwise. Each vertex i has a real non-negative importance weight, noted wi.
We note w the vector of all such weights.

In patrolling literature such as [2], idleness is used as a performance measure. The
idleness of vertex i, noted τi represents the time since the last visit of an agent to that
vertex. The idleness is 0 if and only if an agent is currently at vertex i
and τ t+∆t

i = τ t
i + ∆t if there are no visits to i in the time interval (t, t + ∆t). Because

idleness is an unbounded quantity, a more suitable representation is to use kt
i = bτ t

i ,
with 0 < b < 1. We call this exponential idleness. Since kt

i is always in [0, 1], it can be
seen as the expected value of a Bernoulli random variable which has value 1 if vertex
i is observed correctly and 0 otherwise. Thus, kt

i is the probability that this random
variable is 1 at time t.

The probability evolves as kt+∆t
i = kt

ib
∆t if there are no visits to i during time in-

terval (t, t+∆t). If an agent with noisy observations visits i at time t, idleness becomes
0 with probability b < (1 − a) ≤ 1. If n agents visit vertex i at time t + ∆t and that
there were no visits since time t:

kt+∆t
i = kt

ia
nb∆t + 1 − an. (1)

To sum up, an instance of the patrolling problem is a tuple 〈L,w, a, b〉, consisting re-
spectively of the matrix L of edge lengths, the vector w of importance weights and
parameters a (the probability that the idleness does not become 0 when an agent visits
a vertex) and b (the rate at which ki decays over time).

3 Multiagent Markov Decision Processes (MMDPs)

This section casts the previous problem as a Multiagent MDP (MMDP). We assume that
the problem state is fully observable, i.e. every agent has the same complete informa-
tion to make its decision. Such problems are called MMDPs. In the patrolling problem
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however, the actions of each agent have a concurrent effect on the the environment
and they are of different durations. Concurrency in decision processes is conveniently
modeled with a Generalized Semi-Markov Decision Process (GSMDP), introduced by
Younes et al. [5]. Such decision processes also generalize MMDPs to continuous-time
with asynchronous events. We use a restricted GSMDP and hence do not present that
framework thoroughly.

The state variables for this problem describe the position of each agent and the idle-
ness of each vertex (as per equation (1)). If the total number of agents is N , the state
space is

S = V N × [0, 1]
|V |

.

Given some state s = (v,k) ∈ S , vi is the position of the i-th agent and ki the idleness
of the i-th vertex. We use st = (vt,kt) for the state and its components at time t.

At various time points, called decision epochs, the agents must choose an action.
The actions from which an agent can choose from depend on the structure of the
graph and on its position: if an agent is at vertex v, it can choose its action from
Av = {u : [v, u] ∈ E} . If an agent chooses action u from vertex v at time ti, the
next decision epoch for that agent occurs at time ti+1 = ti + Lvu, and vt = v while
t ∈ [ti, ti+1) and vt = u as soon as t = ti+1.

The problem is concurrent because the decision epochs of all agents can be inter-
leaved arbitrarily. Each component ki of k evolves independently. Equation (1) was
defined in terms of two time epochs (t and t + ∆t) and the number of agents (n). Let
{tj}j be the non-decreasing sequence of decision epochs and write nj

i for the number
of agents arriving at vertex i at time tj . To simplify notation, let ∆tj = tj+1 − tj . We
thus have that

ktj+1

i = ktj

i anj+1
i b∆tj

+ 1 − anj+1
i .

The reward process R is defined in terms of k. Specifically, the rate at which reward is
gained is given by

dR = w�kt dt. (2)

The discounted value function for a GSMDP is defined by Younes et al. [5]. In our
problem, it becomes:

V π(s) =
(a)

E

[ ∫ ∞

0

γtdR

]
=
(b)

E

⎡⎣ ∞∑
j=0

γtj

∫ ∆tj

0

γtw�kt dt

⎤⎦
=
(c)

E

⎡⎣ ∞∑
j=0

γtj

w�ktj (bγ)∆tj − 1

ln(bγ)

⎤⎦ , (3)

where γ ∈ (0, 1] is the discount factor. Equality (a) is the definition of the continuous-
time discounted value function, (b) is obtained by noticing that (2) only exists between
decision epochs and (c) is obtained by evaluating the integral. The expectation is taken
over action durations. In this paper we consider deterministic durations. The sequence
of states and decision epochs encountered depends on the actions chosen by the agents,
which are denoted by π. The problem is to chose actions for all agents and decision
epochs that will maximize this expectation.
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4 Solving the Patrolling Problem

Online planning has the advantage that it solves (3) only for the current state. This
is in contrast with offline algorithms that do so for all states. Online algorithms are
more appealing for systems that need to make a decision for the situation at hand. The
problem described in section 3 is simpler to solve online than offline. We use an anytime
online planning algorithm, which is described in section 4.1. We describe how it can
be applied to the patrol problem in sections 4.2 and 4.3. An algorithm to coordinate
multiple agents while retaining the online and anytime properties in section 4.4. An
algorithm is anytime if firstly it can be stopped at any time and provide a useful result
and secondly running it any longer does not degrade solution quality.

4.1 Anytime Error Minimization Search

Anytime Error Minimization Search (AEMS) is an online algorithm introduced origi-
nally by Ross et al. [6] for Partially Observable Markov Decision Processes (POMDPs).
It performs a heuristic search in the state space. The search proceeds using a typical
branch and bound scheme. Since the exact long term expected value of any state is
not exactly known, it is approximated using upper and lower bounds. AEMS guides the
expansion of the search tree by greedily reducing the error on the estimated value of
the root node. While we are not in a strict POMDP setting, the greedy error reduction is
useful. In our problem, actions have the same interpretation as in a partially observable
setting, whereas observations are the travel durations. Using many such “observations”,
our model is extendable to stochastic durations. Let us recall briefly how AEMS works.

In AEMS, the error is defined using the upper bound and the lower bound on the
value of some state. Let s ∈ S be a state. We have L(s) ≤ V (s) ≤ U(s) where V (s) is
the actual value of s, and L(s) and U(s) are the lower and upper bounds respectively.
Given some search tree T, whose set of leaf nodes is noted F(T), the bounds for the
root node are estimated recursively according to

L(s) =

{
L̂(s) if s ∈ F(T)

L(s, a) = max
a∈A

R(s, a) + γL(τ(s, a)) otherwise.
(4)

and

U(s) =

{
Û(s) if s ∈ F(T)

U(s, a) = max
a∈A

R(s, a) + γU(τ(s, a)) otherwise,
(5)

where τ(s,a) is the next state if action a is taken in state s. In equations (4) and (5),
L̂(s) and Û(s) are problem-dependent heuristics such as those proposed in section 4.2.

An estimation of the error on the value of s is given by ê(s) = U(s)−L(s). Let s0 be
the state at the root of search tree T. We are interested in expanding the state at the fringe
of the search tree whose contribution to the error on s0 is maximal. Since all states are
not reachable with equal probability (depending on the policy), the contribution of any
state s to the error on s0 is approximated by:

Ê(s0, st, T) = γt Pr(ht
0|s0, π̂)ê(st),
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where t is the depth of s in T, and Pr(ht
0|s0, π̂) denotes the probability of having history

ht
0 (the sequence of joint-actions that lead from s0 to st), while following policy π̂.

Note that the above term describes exactly the error whenever π̂ = π∗. The value of
Pr(ht

0|s0, π̂) is what we are now interested in.
If ht

0 = a0, o0, a1, o1, . . . , at, ot, is the joint-action history for some sequence of
states s0, s1, . . . st, then we have

Pr(ht
0|s0, π̂) =

t∏
i=0

Pr(ai = π̂(si)|si) Pr(oi|si, ai).

Since we do not know the optimal policy (this is what we are searching for), a good
approximation is to use:

Pr(a|s) =

{
1 if U(s, a) = maxa′∈A U(s, a′)
0 otherwise.

Given a search tree T, rooted at s0, AEMS tells us that the next state to expand is

s̃(T) = arg max
s∈F(T)

Ê(s, s0, T).

Each time a node s̃ is expanded, it is removed from F(T), its children are added to
F(T) and the bounds of s̃ and its parents are updated. When an agent must choose an
action, the action of maximum lower bound is chosen.

4.2 Bounds for the Patrolling Problem

In order to use AEMS, we must specify the lower (L̂(·)) and upper (Û(·)) bounds for the
value of states. The alternate representation of idleness introduced in section 2 makes
the reward and value functions bounded. It is thus possible to provide upper and lower
bounds for the value function.

A lower bound for the value of any state is the value of following any policy from
that state. A greedy policy is arguably a good “simple” policy. It is defined to always
choose the action with arrival state for which w�k is maximal. Equation (3) defines the
value of such a policy.

An upper bound is usually obtained by relaxing problem constraints. We can thus
upper-bound the value of a policy by assuming that agents are ubiquitous: they can be
in more than one locations at the same time. Whenever an agent reaches a vertex, it
instantaneously multiplies itself and starts heading to adjacent unvisited locations. This
bound estimates the shortest time that a swarm of agents would take to cover the entire
graph and estimates through the discount factor an upper bound on the maximum re-
ward obtainable. This bound implicitly assumes that the optimal policy does not require
having more than one agent at any vertex.

4.3 Extension to Asynchronous Multiagent Setting

Extending AEMS to a asynchronous multiagent is simple: whenever a node is expanded,
there is a branch for every joint action (and observation). Asynchronicity is handled with
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state augmentation. The state is now (s, η), where ηi is the time remaining before the
next decision epoch of agent i. At any time t, the next decision epoch happens at time
t + mini {ηi}. The expand operation adds actions and observations for any agent for
which η = 0. Whenever agent i performs an action of duration ∆t, ηi is assigned ∆t.
Otherwise, ηi is updated according to its depth in the search tree.

4.4 Coordinating Agents

AEMS can be used to perform online planning for any subset of agents. However, it
is unlikely that any agent has the computational capacity to compute a joint policy,
because the complexity is exponential in the number of agents. We thus coordinate
agents locally. We define an partial order amongst agents. (Think of a directed acyclic
graph where agents are vertices and there is an edge between two agents whenever they
are close.) We say that an agent is greater than (resp. less than) another agent if it must
choose its policy before (resp. after).

The agents compute their policy according to that order. Once an agent knows the
policies of all greater agents, it proceeds to compute its policy, and then communicates
it to the lesser agents. Whenever an agent selects its policy, it chooses the best policy
given the policy of greater agents. This approach can be improved by using altruistic
agents. Loosely speaking, such an agent does not consider only the value of its own
policy. Instead it chooses the best sub-policy from a small set of joint policies: i.e. the
joint policies for himself and a small number (i.e. 1) of lesser neighboring agents.

A useful property of this coordination algorithm is that if the agents use an online
anytime planner, then it is also anytime and online. A fallback strategy is to ignore the
presence of the greater agents until their policy has been received. For the remainder of
this paper, we use C-AEMS to refer to this coordinated AEMS.

5 Experiments

Comparisons are made against a reactive algorithm proposed by Machado et al. [4]
since it handles uncertainties and weights on locations. This algorithm is actually equiv-
alent to the lower bound we used. We also compare our algorithm to the optimal policy
value for some specific graphs that have an Hamiltonian cycle.

While our algorithm maximizes expected reward, idleness is often used a perfor-
mance measure for patrol planning algorithms. Idleness is a useful measure because it
is more readily interpretable than the average reward rate. The instantaneous idleness is
the maximum idleness among all vertices at some given time. The maximum idleness is
the maximum instantaneous idleness throughout an episode whereas the mean idleness
is the mean instantaneous idleness. For the idleness measure to be meaningful, we have
chosen w = 1 and a = 0. (It is easier to verify that a patrol route is optimal in that
case.) We have used γ = 0.95 throughout. The choice of b is discussed in section 6. The
initial state is k = 1 for all experiments and the start vertex is shown as filled circles in
Figure 1.

Results presented in Table 1 show the performance of our algorithm, for two agents,
on various graphs instances presented in Figure 1. The small problem instances were
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(a) Wheel

0

(b) Cloverleaf (c) Cuboctahedron

(d) Map-A (e) Map-B

Fig. 1. Patrolling instances. Start vertex is filled, edges have unit length and vertices have unit
weight unless otherwise noted.

Table 1. Results for 2 agents on different graphs

b Max Idleness Mean Idleness Total Reward
Wheel (50 time units)
C-AEMS

0.9
5 3.90 144.512

Greedy 6 4.24 142.957
Clover (50 time units)
C-AEMS

0.9
8 5.76 153.255

Greedy 11 6.19 150.364
Cuboctahedron (50 time units)
C-AEMS

0.9
5 4.29 183.317

Greedy 6 4.33 182.873
Map-A (200 time units)
C-AEMS

0.95
37 26.34 5718.02

Greedy 51 32.58 5567.42
Map-B (200 time units)
C-AEMS

0.99
59 38.62 8708.29

Greedy 67 41.34 8477.87

chosen for their simplicity and also because the optimal policy is somewhat obvious.
The wheel and cuboctahedron instances are interesting because of their symmetry. The
two large instances, Map-A and Map-B, are seen frequently in the literature, for instance
in Santana et al. [1]. The AEMS algorithm was allowed to expand 50 states on the three
small instances and 100 on the larger ones.
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6 Discussion

The parameters of the model, (γ, w, a and b) influence greatly the policy found by our
algorithm. If b is too small, locations that have not been visited for a long time can
remain unvisited without significant value loss. In such cases, the route of maximum
value does not correspond to a low idleness policy. In practice, the representation of k
is also subject to underflow if b is too small. If there is a circuit of length L, a value of
b that would incite agents to visit all vertices is one such that 0.5 ≈ bL. Note that while
the policy generated by the reactive algorithm does not depend on a or b, the rewards
it receives depends on b. Since b represents the rate at which the vertices change, it
is typically not a tunable parameter. Interesting problems about b include finding how
many agents are required to attain a given performance level and what is b given an
actual problem instance. Although we did not explicitly state it in the definition of the
model, b could be different from one vertex to another and a could be different for every
agent-vertex pair.

Results suggest that for given instances, and some values of b, the model allows
finding good solutions with regard to the max-idleness metric. This is not obvious,
because our reward is based on the exponential idleness of section 2. Our approach
slightly outperforms the baseline approach on the instances, whereas the improvement
is more significant on the large ones. We attribute this to non-myopia and to more
efficient coordination between agents. On the three small instances, our algorithm found
the optimal patrol route.

A problem with C-AEMS is that it does not perform well on highly symmetric in-
stances such as the wheel or the cuboctahedron. In such cases, lot of computational
effort is spent in discriminating patrol routes that have exactly the same value which is
not possible. AEMS will then behave like breadth-first search. Such problems happen
especially at the beginning of a simulation, because almost all vertices have never been
visited and have equal value.

Our C-AEMS spends a significant portion of its time computing the value of the
lower bound. The algorithm performs better when the bound is computed accurately.
However, to get a lower error, the value must be evaluated over a longer time span.
Computing the value of the lower bound offline would alleviate this problem.

7 Conclusion

We defined a model for the stochastic multiagent patrolling problem using Markov
models. The proposed model allows specifying time uncertainty and concurrent asyn-
chronous actions by the agents. We propose an online algorithm to solve the problem
for a subset of agents and a method for coordinating many such solvers.

The algorithm can be implemented on physical robots that must perform patrol under
the assumption that they can communicate each other’s policies reliably. The robots
must be provided with a way to estimate the time until they reach the patrol location
they are currently heading to. The proposed framework supports distributions on travel
durations. Future work includes improving the performance of the lower bound with
supervised learning and performing experiments in a setting where the agents evolve in
a simulated world and to eventually allow actual UAVs to patrol a set of locations.
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Hybrid Framework to Image Segmentation
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Abstract. This paper proposes a new hybrid framework to image seg-
mentation which combines edge- and region-based information with spec-
tral techniques through the morphological algorithm of watersheds. The
image is represented by a weighted undirected graph, whose nodes corre-
spond to over-segmented regions (atomic regions), instead of pixels, that
decreases the complexity of the overall algorithm. In addition, the link
weights between the nodes are calculated through the intensity similar-
ities combined with the intervening contours information among atomic
regions. We outline a procedure for algorithm evaluation through the
comparison with some of the most popular segmentation algorithms:
the mean-shift-based algorithm, a multiscale graph based segmentation
method, and JSEG method for multiscale segmentation of colour and
texture. Experiments on the Berkeley segmentation database indicate
that the proposed segmentation framework yields better segmentation
results due to its region-based representation.

1 Introduction

Image segmentation is an important component in many image understanding
algorithms and practical vision systems, and aims at identifying regions that have
a specific meaning within images. Another definition of image segmentation is the
identification of regions that are uniform with respect to some parameter, such as
image intensity or texture. While the latter definition is often used for technical
reasons, the former definition should be preferred from an application point of
view. Although the effort made in the computer vision community there is no
algorithm that is known to be optimum in image segmentation. Much research
is being done to discover new methods building up on previous ideas [1, 5, 7].

The main goal of this paper is to develop an algorithm for efficient segmen-
tation of a grey level image that a) identifies perceptually homogeneous regions
in the images, b) makes minimal assumptions about the scene, and c) avoids
merging of multiple objects into single segments and vice-versa. The definition
of a new structure for region-based graph, the presentation of a new similar-
ity function, and the application of multiclass normalized cuts to group atomic
regions are the main contributions of this paper.

The combination of watershed and spectral methods solves the weaknesses of
each method by using the watershed to provide small prototype regions from
which similarity graph can be obtained. Rather than clustering single feature

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 657–666, 2009.
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points we will cluster micro-regions, confident that the underlying primitive re-
gions are reliable. Our approach actually prefers the objects to be over-segmented
into a number of smaller regions to ensure that a minimal amount of background
is connected to any of the object regions.

The algorithm described in this paper can be well classified into the cate-
gory of hybrid techniques, since it combines the edge-based, region-based and
the morphological techniques together through the spectral-based clustering ap-
proach. Rather than considering our method as another segmentation algorithm,
we propose that it can be considered as an image segmentation framework within
which existing image segmentation algorithms that produce over-segmentation
may be used in the preliminary segmentation step.

This paper is organized as follows: in Section 2 the overview of the multiclass
spectral segmentation algorithm is given. The details of the proposed frame-
work are explained in Section 3. After presenting the experimental results and
evaluation in Section 4, the final section is devoted to the concluding remarks.

2 Overview of Multiclass Normalized Cuts

Spectral approach is a global graph-based segmentation method that uses the
eigenvectors and eigenvalues of a matrix derived from the pairwise similarities
of graph nodes. The problem of image segmentation based on pairwise similar-
ities can be formulated as a graph partitioning problem in the following way:
consider the weighted undirected graph G = (V, E, W ) where each node vi ∈ V
corresponds to a locally extracted image features, e.g. pixels and the links in E
connect pairs of nodes. A weight wi,j ∈ R

+
0 is associated with each link based

on some property of the nodes that it connects (e.g., the difference in intensity,
colour, motion, location or some other local attribute).

Let Γ = {Vi}k
i=1 be a multiclass disjoint partition of V such as V = ∪k

i=1Vi

and Vi ∩ Vj = ∅, i �= j. Image segmentation is reduced to the problem of parti-
tioning the set V into disjoint non-empty sets of nodes (V1, .., Vk), such similarity
among nodes in Vi is high and similarity across Vi and Vj is low. The solution
in measuring the goodness of the image partitioning is the minimization of the
normalized cut as a generalized eigenvalue problem.

Shi and Malik [8] introduced the normalized cut (NCut) criterion for biparti-
tioning segmentation. Let VA, VB be two disjoint sets of the graph VA ∩ VB = ∅.
We define links (VA, VB) to be the total weighted connections from VA to VB :

links (VA, VB) =
∑

i∈VA,j∈VB

wi,j . (1)

The intuition behind the normalized cut criterion is that not only we want a
partition with small link cut but we also want the subgraphs formed between
the matched nodes to be as dense as possible. This latter requirement is par-
tially satisfied by introducing the normalizing denominators in the Eq. (1). The
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normalized cut criterion for a bipartition of the graph is then defined as
follows:

Ncut (A, B) =
links (A, B)

links (A, V )
+

links (A, B)

links (B, V )
. (2)

By minimizing this criterion we simultaneously minimize the similarity across
partitions and maximize the similarity within partitions. This formulation allows
us to decompose the problem into a sum of individual terms and formulates a dy-
namic programming solution finding a partition Γ that minimizes the multiclass
normalized cut (kNCut)

kNCut (Γ ) =
links

(
V1, V1

)
links (V1, V )

+
links

(
V2, V2

)
links (V2, V )

+ ... +
links

(
Vk, Vk

)
links (Vk, V )

, (3)

where Vi represents the complement of Vi.
For a fixed k partitioning of the nodes of G, reorder the rows and columns

of W accordingly so that the rows of W correspond to the nodes in Vi. Let
D = diag (D1, ..., Dk) be the n × n diagonal matrix so that Di is given by the

sum of the weights of all links on node i: Di =
k∑

j=1

Wij . It is easy to verify

that
links

(
Vi, Vi

)
= Di −Wii and links (Vi, V ) = Di . (4)

A multiclass partition of the nodes of G is represented by an n × k indicator
matrix X = [x1, ...,xk] where X (i, l) = 1 if i ∈ Vl and 0 otherwise [9]. Since a
node is assigned to one and only one partition there is an exclusion constraint
between columns of X : XIk = In. It follows that

links
(
Vi, Vi

)
= xi

T (D −W )xi and links (Vi, V ) = xi
T Dxi . (5)

Therefore,

kNCut (Γ ) =
x1

T (D −W )x1

x1
T Dx1

+ ... +
xk

T (D −W )xk

xk
T Dxk

= k −
(

x1
T Wx1

x1
T Dx1

+ ... +
xk

T Wxk

xk
T Dxk

)
,

(6)

subject to XT DX = Ik.
The solution for the generalized Rayleigh quotients that compose Eq. (6) is

the set of eigenvectors X associated with the set of the smallest eigenvalues
Φ = {0 = ν1 ≤ ... ≤ νk} of the system

(D −W )X = ΦDX . (7)

However, this problem is NP-hard [8] and therefore generally intractable. If we
ignore the fact that the elements of xi are either zero or one, and allow them
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to take continuous values, by using the method of Lagrange multipliers, Eq.
(7) can be expressed by the standard eigenvalue problem. Let yi = D1/2xi and
Y = [y1,y2, ...,yk].

W̃Y = Y Λ , (8)

subject to Y T Y = Ik, where W̃ = D−1/2WD−1/2 is the normalized graph
Laplacian matrix1, with Λ = {1 = λ1 ≥ ... ≥ λk} where λi = 1 − νi.

If Y is formed with any k eigenvectors of W̃ then Λ is the k × k diago-
nal matrix formed with the eigenvalues corresponding to the k eigenvectors in
Y . These k eigenvectors must be distinct to satisfy Y T Y = Ik. This means
that

Y T W̃Y = Y T Y Λ = IkΛ = Λ , (9)

and the trace of Y T W̃Y is the sum of the eigenvalues corresponding to the k
eigenvectors in Y . So, Eq. (6) becomes equivalent to

kNCut (Γ ) = k − trace
(
Y T W̃Y

)
= k −

k∑
i=1

λi . (10)

It follows from Fan’s Theorem that the maximum on the right hand side of
Eq. (10) is achieved when Y is taken to by any orthonormal basis for the
subspace spanned by the eigenvectors corresponding to the k largest eigen-
values of W̃ . From this we establish a lower bound l (k) on kNCut (Γ ) as

min
Γ

NCutk (Γ ) ≥ k −
k∑

i=1

λi , (11)

where λ1, ..., λk are the k largest eigenvalues of W̃ .
For k = 2 the bound becomes l (2) = 2 − (1 + λ2) = 1 − λ2 = ν2 that is

the second smallest eigenvalue of the generalized eigensystem of Eq. (7). This is
consistent with the bi-partitioning method proposed by Shi and Malik [8].

3 Proposed Hybrid Framework

The proposed methodology has three major stages (see Fig. 1). First, we re-
duce image noise, as a pre-processing stage, using an anisotropic filter, and
create an over-segmented image based on the watershed transform of the gra-
dient image. In the second stage, the over-segmented image will be the in-
put for the region similarity graph (RSG) construction. Finally, we apply a
spectral approach on the RSG. This framework integrates edges and region-
based segmentation with spectral-based clustering through the morphological
watersheds.

1 Although the Laplacian matrix is usually represented by I − W̃ , replacing W̃ with
I − W̃ only changes the eigenvalues (from λ to 1− λ) and not the eigenvectors.
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(a) Input image (b) Atomic regions (c) Segmentation

Fig. 1. Example of image segmentation. (a) Input image. (b) Atomic regions. Each
atomic region is a node in the graph G. (c) Segmentation (labelling) result.

3.1 Watershed Over-Segmentation

A critical issue in watershed techniques is known to be over-segmentation i.e. the
tendency to produce too many basins [1]. Several methods have been proposed
in the literature to reduce the spurious boundaries created due to noise and
produce a meaningful segmentation.

In this work we provide three methods to overcome this problem. First, bilat-
eral anisotropic filtering can be applied to remove noise from the image. Secondly,
some of the weakest edges are removed by a gradient minima suppression pro-
cess known as pre-flooding. This concept uses a measure of depth of a certain
basin. Prior to the transform, each catchment basin is flooded up to a certain
height above its bottom, i.e. the lowest gradient magnitude and it can be thought
as a flooding of the topographic image at a certain level (flooding level). This
process will create a number of lakes, grouping all the pixels that lie below the
flooding level.

The third one, handles to control over-segmentation eliminating spurious tiny
regions associated with uniform regions through a merging step. This eliminates
tiny regions which have similar adjacent regions, while maintaining the accuracy
of the partition. This stage is required to reduce the computational complexity
in the graph partitioning. Another advantage of these steps is to prevent large
homogeneous (flat) regions from being split in the graph-based segmentation (a
common problem with balanced graph cut methods).

3.2 Region Similarity Graph

Spectral-based methods use the eigenvectors and eigenvalues of a matrix de-
rived from the pairwise similarities of features (pixels or regions). This effect
is achieved by constructing a fully connected graph. Considering all pairwise
pixel relations in an image may be too computational expensive. Unlike other
well known clustering methods [8, 9] which use down-sampling pixel-based to
construct the graph, our method is based on selecting links from a weighted
undirected graph G = (V, E, W ) based on a region similarity graph where each
node corresponds to an atomic region.
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Some characteristics of the RSG model that yield to relevant advantages with
regard to the region adjacency graph model are: i) the RSG allows the existence
of links between pairs of non-adjacent regions. ii) it is defined once and it does
not need any dynamic updating when merging regions.

The proposed RSG structure takes advantage on region-based representation.
The set of nodes V are represented by the centroid of each micro-region. The
sets of links E and link weights W represent, respectively, relationships and
similarity measures between pair of regions.

Pairwise Spatial Similarity. Each region ri represents a small group of pixels
where the centroid xi is utilized as a node of the graph. For each pair of nodes,
node similarity is inversely correlated with the maximum contour energy encoun-
tered along the line connecting the centroids of the regions. If there are strong
contours along a line connecting two centroids, these atomic regions probably
belong to different segments and should be labelled as dissimilar. Let i and j
be two atomic regions and the orientation energy OE∗ between them, then the
intervening contours contribution to the link weight is given by:

wic (i, j) = exp

[
−maxt∈line(i,j) ‖OE∗ (xi, xj)‖2

σ2
ic

]
, (12)

where line (i, j) is the line between centroids xi and xj formed by t pixels.
The mean intensity of each node contributes for the link weight according to

the following function:

wI (i, j) = exp

(
−
(
Ixi − Ixj

)2
σ2

I

)
. (13)

These cues are combined in a final link weight similarity function, with the values
σic and σI selected in order to maximize the dynamic range of W:

W (i, j) = wic (i, j) · wI (i, j) . (14)

In almost all the graph-based approaches proposed in the literature the spa-
tial distance cue is also used to compute the similarity between graph nodes.
However, during our experiments, we note that such cue is responsible for the
partition of homogeneous areas in the image - an issue commonly associated
to normalized cut algorithm. Instead, we use intervening contours which are
equivalent to spatial distance without suffering from the same problems [7].

Implementation Details of the RSG. For a computational consideration
it is important to sort and label all the regions created by the watershed seg-
mentation. In the following some implementation details are given about the
construction of the RSG. For each region ri, spatial location xi is computed as
centroids of their pixels. Two dynamic data structures are used through which it
is very convenient to add or remove regions: 1) A label map in which each pixel
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value corresponds to the label of the segment that this pixel belongs to; 2) An
array of segments where each segment is represented by a linked-list of pixels
which correspond to the pixels that belong to the segment. This list includes the
location and the grey-level of each pixel.

This dual representation of a partitioned image allows for a very efficient
implementation. The label map grants us immediate access to the label of every
pixel in the image. The array of lists gives us immediate access to the set of pixels
that belong to each segment. Using this representation two different segments
can be merged into one by iterating through the corresponding linked-lists and
updating the label map. Even more, we can easily obtain the centroid and the
mean value of each segment.

To compute the similarity matrix the current approach uses only image bright-
ness and magnitude gradient. Additional features such as texture, could be added
to the similarity criterion. This may slow the construction of the RSG but the
rest of the algorithm will proceed with no change.

4 Experiments and Evaluation

In order to evaluate the performance of the proposed method experiments have
been conducted to compare it with some of the most popular algorithms: (i)
mean shift (EDISON) [2], (ii) a multiscale graph based segmentation method
(MNCUT) [3], and (iii) JSEG [4]. To provide a numerical evaluation measure
and thus allow comparisons, the experiments for the evaluation were conducted
on the manual segmentations of the publicly available Berkeley Segmentation
Dataset2 [6]. Due to the large number of images, we choose to apply our frame-
work to images with horses on it. The task is cast as a boundary detection prob-
lem, with results presented in terms of Precision (P) and Recall (R) measures.
The algorithm provides a binary boundary map which is scored against each one
of the hand-segmented results of Berkeley Dataset, producing a (R, P, F ) value.
The final score is given by the average of those comparisons. The quantitative
evaluation of segmentation results (F-measure) is summarized in Table 1.

The proposed approach produces segmentations of high quality and with bet-
ter results than the other methods for all tested images. This new approach over-
comes some limitations usually associated with spectral clustering approaches.
Some segmentation results of the proposed method are shown in Fig. 2. Since the
F-measure is a boundary-based measure the segmentation results are presented
as boundaries over the original images.

4.1 Robustness to Noise

To analyse the behaviour of the algorithm in presence of noise, the images were
corrupted with four levels of Gaussian additive noise with standard deviations
σ = 5, 10, 20, 30. The effect of the pre-processing step in reducing the noise, with
2 http://www.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/segbench/
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Table 1. Results of quantitative evaluation in terms of F-measure for the compari-
son between the proposed method (WNCUT), Mean shift (EDISON), JSEG and the
multiscale segmentation MNCUT

Method 28075 113016 113044 197017 216041 220075 291000 361010

WNCUT 0.66 0.64 0.66 0.72 0.65 0.65 0.69 0.74
EDISON 0.61 0.41 0.47 0.69 0.60 0.36 0.35 0.57

JSEG 0.42 0.55 0.53 0.46 0.40 0.32 0.41 0.49
MNCUT 0.25 0.30 0.35 0.48 0.36 0.37 0.24 0.58

Fig. 2. Segmentation results: First and third rows: original images (first six images of
Table 1). Second and fourth rows: segmentation results with the proposed method.
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0.64 0.63 0.60 0.53

0.72 0.71 0.67 0.64

0.83 0.82 0.81 0.78

0.73 0.72 0.72 0.71

Fig. 3. Performance of the proposed approach on noisy images. Results with added
Gaussian noise with σ, from left to right, equal to 5, 10, 20, 30. The values below the
images are the F-measures.

a reduction on the number of irrelevant regions in the output of the watershed
algorithm, can be observed in Fig. 3.

Our method turned out to be extremely robust to artificially added Gaussian
noise. We may notice that segmentation results are not very affected till σ = 20,
and it produces a good segmentation even for added Gaussian noise with an
amplitude of σ = 30. This amount of noise is greater than would be expected in
a normal real image.

5 Conclusion

This paper proposes an image segmentation approach which combines edge- and
region-based information with spectral techniques through the morphological al-
gorithm of watersheds. Using small atomic regions instead of pixels leads to a
more natural image representation - the pixels are merely the result of the digital
image discretization process and they do not occur in the real world. Besides pro-
ducing smoother segmentations than pixel-based partitioning methods, it also
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reduces the computational cost in several orders of magnitude. The experimen-
tal results demonstrate the effectiveness of the proposed approach to compare
favourably with some of the most popular image segmentation methods.
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Abstract. Present in this paper is a hybrid Fuzzy-Genetic colour clas-

sification system that works under spatially varying illumination intensi-

ties, even for moving source illuminants, in real-time. At the heart of the

system is an algorithm called Fuzzy Colour Contrast Fusion (FCCF) that

compensates for all confounding effects in the environment. We extended

FCCF to become self-calibrating using a Heuristic-Assisted Genetic Al-

gorithm (HAGA), and enhanced it further using a technique called Vari-

able Colour Depth (VCD). We devised an improved fitness function for

finding the best colour contrast rules and compared it with the rule

scoring system used previously by FCCF. Moreover, we tested the inte-

grated algorithms on the FIRA robot soccer platform, but with much

more challenging lighting conditions. Our experiments include real-time

colour object recognition under extreme illumination conditions, such

as, multiple source illuminants, arbitrarily moving source illuminant and

colour classification under environments not seen during training. Our re-

sults attest to the robustness of the proposed hybrid system, with colour

object recognition accuracy ranging from 84% to 100%, measured as

robot recognition per frame.

1 Introduction

Under spatially varying illumination conditions, coloured objects become diffi-

cult to classify algorithmically, as the colours fluctuate throughout the environ-

ment. Even worse, when the source illuminants are permitted to move as well as

the target object, colour object recognition becomes more complex. Addition-

ally, effects created by spectral reflectance of the target object’s colours and the

spectral power distribution of the illuminant and characteristics of the camera

make colour classification, and hence object recognition difficult.

Presented within this paper is a collection of algorithms that operate in

tandem (however not necessarily concurrently) to solve the problem of accu-

rately classifying colours in a real-time environment. Unlike other fuzzy ap-

proaches [1,2], our fuzzy system performs colour corrections and works even in

the presence of moving source illuminants. The raison d’être of the techniques

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 667–674, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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is to foster a more efficient search method for optimal colour classifiers. The ap-

proach described in this paper includes further developments upon earlier tech-

niques [3,4], which have already been proven as accurate colour classification

models, suitable for vision systems that require real-time image segmentation

by colour. Additionally, a system was developed to visualise the effectiveness

of the algorithms by utilising physical robots in a controlled environment. Such

algorithms are crucial to mobile robot applications [5] like Robocup [6] and

FIRA [7].

The algorithms automatically determine the gradient of illumination across

the regions, and together, they compensate for varying light intensity at each

pixel of the target object. Such an object may consist of any number of colours,

but is typically constrained for ease of calibration. In this context, light intensity

is a product of the reflectance and illumination intensity at the same point on

an object, while ignoring the constant factor created by the arrangement of the

optical imaging device [8].

Collectively, the greatest prevalent asset of the techniques is the ability to

allow all possible colour combinations to be classified and stored in a variable

colour-depth look-up table structure for real-time object tracking. The exten-

sions we propose in this paper focus on the self-calibrating Heuristic-Assisted

Genetic Algorithm , the new colour contrast rule scoring function and experi-

ments on extreme lighting conditions.

1.1 Colour Space and the Pie-Slice Decision Region

The colour descriptors were extracted from a modified rg-chromaticity colour

space. The original rg-chromaticity space is already known to remove ambiguities

due to illumination or surface pose [9]. However, it is not suitable for pie-slice

colour classification [10], and so we modified it. rg-Hue corresponds to the angle,

while rg-Saturation corresponds to the radius of a colour pixel.

rg-chromaticities: r = R
R+G+B , g = G

R+G+B

rg-Saturation =
√

(r − 0.333)2 + (g − 0.333)2, rg-Hue = tan−1
(

g−0.333
r−0.333 )

1.2 Fuzzy Colour Contrast Fusion (FCCF)

Colour classification via a pie-slice decision region is hampered by chromatic-

ity distortions due to the confounding effects of spatially varying illumination

conditions. These however, are compensated for via a fusion of colour contrast

operations employed through fuzzy rules. The inputs are the original colour

tristimulus in RGB form, as well as the calculated rg-Hue and rg-Saturation

values. The HAGA derives the set of optimal colour contrast rules and the lev-

els of operations (i.e. 1x, 2x, 3x). This also includes the colour contrast con-

straint angles. Then the appropriate rules can be applied independently on the

colour channels. Consequently, FCCF produces the colour-corrected RGB val-

ues through the aplication of colour contrast operations defined by Eqns. (1)

and (2).
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Example 1. Sample colour contrast rule with VCD
If(pixel depicts LIGHTBLUE according to colour contrast constraint angles)
Then apply colour contrast enhance on the Red channel 2 times, at depth 7,
apply colour contrast degrade on the Green channel at depth 6 and apply colour
contrast enhance on the Blue channel 3 times at depth 8.

Contrast Enhance Operator:

α =

{
2µα

2(y) 0 ≤ µα(y) < 0.5

1 − 2[1− µα(y)]
2

0.5 ≤ µα(y) ≤ 1
(1)

Contrast Degrade Operator:

α =

{
0.5 + 2[µα(y) − 0.5]

2
0 ≤ µα(y) < 0.5

0.5 − 2(1 − [µα(y) + 0.5]
2
) 0.5 ≤ µα(y) ≤ 1

(2)

1.3 Variable Colour Depth

In the RGB colour space, three components are usually represented using equal

magnitudes (i.e. 0..255), and therefore, represented using equal number of bits.

On the other hand, in the Variable Colour Depth representation, [4,11] each

colour component could be represented using a varying number of bits. For

example, a colour depth of 6-bits for red, 8-bits for green, and 8-bits for blue

in the RGB colour space means that the red component has a quarter less

resolution than the green and blue components. In this research, we are not

reducing the colour depth of the image merely for reduced storage purposes, but

we are reducing the colour depth of the image for improved colour classification.

The algorithms that we employ aim at increasing colour discriminability of the

target objects, especially for cases where there are similar colours present in the

scene and they need to be classified accurately. For real-time execution, a special

Variable Colour Depth Look-up Table (VCD LUT) is utilised.

1.4 General Variable Colour Depth - FCCF System Architecture

All possible colour values in a given Variable Colour Depth is tested in the

FCCF component to construct the VCD LUT. Figure 1 shows how the VCD

LUT is used in a real-time environment. The acquired colour pixel in the scene

is converted into a separate Variable Colour Depth representation for each colour

classifier. Next, each colour classifier accesses its own VCD LUT to determine

the pixel’s colour class.

The VCD LUT differs from the standard indexed LUT in that it allows for

varying bit numbers in representing each colour component (e.g. 3-bit for red,

8-bits for green and 8-bits for blue). This requires a separate LUT for each pre-

defined colour class, but even so, the size of each VCD LUT is very small as it

only requires to hold a truth value for referencing a colour value. Altogether, a

collection of VCD LUTs would still be smaller than one standard indexed LUT.
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Fig. 1. Variable Colour Depth Look-Up Table for Real-Time Processing
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Fig. 3. Chromosome Design

2 Fuzzy-Genetic Colour Classifier Extraction

2.1 Motivation

The search space to be explored in finding an optimal colour classifier in FCCF is

vast due to the real number valued-parameters of classification, such as contrast

angles and radii to mention a few. The colour classifier requires a large number of
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parameters to calibrate. This leads to a lot of difficulty in generating an optimal

colour classifier automatically. There are 6 real number-valued parameters (clas-

sification angles, contrast angles and classification radii), 3 sets of classification

operations and 3 sets of Variable Colour Depth subranges which all affect the

result of colour classification independently. The HAGA offers to find a solution

from the search space by performing mutation and crossover operations on the

chromosomes. The algorithm may end up with a non-optimal solution. However,

it is highly likely to return a more accurate set of colour classifier parameters

than the manually calibrated ones.

2.2 Chromosome Design

The chromosome defines the search space of the Genetic Algorithm. As discussed

in the earlier sections, there is a total of 12 different parameters to construct

a colour classifier; thus, there are also 12 different parameters to optimise. We

designed the chromosome with a total size of 108 bits (Fig. 3). The chromosome

design is largely divided into two sections. The front 60 bits correspond to angles

and radii, while the last 48 bits correspond to contrast rules and colour depth

values. We divided it into two because the latter 48 bits could be disabled when

using the guided search strategy.

For the front 60 bits of the chromosome, 4 angles and 2 radii are assigned

each with a 10-bit range sub-chromosome. Each sub-chromosome could represent

210 values, which ranges from 0 to 1 representing the radius. This is about

0.001 incremental steps for the radius. If the angle parameter is using the full

0 to 360 range, the increments are about 0.35 degrees. However, this can be sliced

more narrowly if we limit the search range for the angles. In the experiments, we

limited the search range for the contrast angle up to 180 degrees origin from each

side of classification angle. This allows incremental steps of about 0.176 degree

for contrast angles.

The last 48 bits of the chromosome, divides into a length of 8-bit segments

for representing the integral values of the contrast rules and colour depths. Since

8 bits are somewhat larger than the required 7 states of colour contrast rules and

4 levels of colour depths, it allows for larger variances of crossover and mutation

operations.

2.3 Fitness Function for Colour Classification

A new fitness function is introduced to increase the performance of the Genetic

Algorithm. Compared to the previous fitness function [12], the new fitness func-

tion adopts a logistic function to evaluate a candidate classifier’s performance

more accurately. The fitness function awards 1.0 for perfect colour classifica-

tion, and is totally independent of the structure and/or the number of colour

classifier parameters. This is a very desirable feature for a fitness function. The

new fitness function as shown in Eqn. (3) is designed to adaptively allow false

positive classifications in order to attract more true positive classifications. In

order to avoid getting trapped in local maxima, rewards are minimised in cases
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where false positives and true positives are very low. In contrast, the new fitness

function increases fitness values when the true positive ratio gets higher, whereas

the old fitness function is weighted more on minimising false positives provided

a quarter of each target area is classified correctly.

x =
true positive pixels in target area

total pixels in target area

y =
false positive pixels in outside target area

total pixels outside target area

fitness =
1

2

[
1

e−10(y−0.5)
+

(
1 − 1

1+e−75(x−0.05)

1 + e−10(y−0.4)

)] (3)

3 Real-Time Robot Tracking Experiment

3.1 Experimental Platform

The new fitness function was assessed on the same soccer board test bed used

in [12] for comparison purposes. The calibration setup is non-typical, as it is

plagued with spatially varying illumination intensities. During calibration, five

target colours, represented by 45 colour patches, were deliberately positioned to

be exposed under these varying degrees of illumination intensity. Performance

of real-time colour classification is measured by counting the number of frames

and the number of frames in which the robot was successfully classified.

Some of the constituents of the testing platform are beyond the scope of this

paper. This includes the navigation control systems used to guide the robot

to a target destination, and object recognition algorithms. Relevant calibration

on these systems were not carried out. This resulted in some unintended, sub-

optimal paths being generated.

The experiment is arranged as three tests, each with different illumination

conditions. During each of the three tests, the colour classification parameters

were not amended in any way. The resultant image of classification on static

objects is shown in Fig. 4. A blue circle and a white pixel count indicates an area

that was classified, and together with the 8-connected components algorithm

[13], identified as a cohesive colour segment.

For the experiments we used a single non-incandescent 24W, 1450 lumen,

white light (6500K colour temperature). This light presents a very slight shade

of blue.

4 Results and Analysis

Only ambient flourescent light was present in the first test. The resultant final

image produced is shown in Fig. 5. As the colour classifiers were not calibrated

for this environment, it was expected that the success rate for this test would

not be perfect. Each yellow dot on the picture in Fig. 5 indicates the centre of



On the Robustness of Fuzzy-Genetic Colour Contrast Fusion 673

Fig. 4. Static object recognition

test

Fig. 5. Final resultant image gen-

erated after Test 1

Fig. 6. Final resultant image gen-

erated after Test 2

Fig. 7. Final resultant image gen-

erated after Test 3

the robot at a particular point on the path that it took to the target point. The

test resulted in 85% accuracy for 5 tests on average.

The second test was performed with one fixed light pointing directly towards

the centre of the board. This test yielded a 100% success rate, for 5 tests on

average. The final image generated after this test is shown in Fig. 6.

The third and final test was performed with one moving light at an average

of 3.0 ft from the robot. Such a test has not been previously carried out with

FCCF. Such an issue is an example of an extreme case of lighting conditions

faced by vision systems that were designed with real-time colour segmentation

in mind. The robustness of the classifiers generated by the HAGA and the new

fitness function could be demonstrated very well using this test. Alternating

target points were provided to keep the robot moving while the test was being

carried out. The success rate for this test was 97.2%, for an average of 5 tests.

5 Conclusions and Future Work

In this paper, we have introduced a collection of algorithms that work in real-

time. The algorithms include FCCF, VCD and a HAGA which execute only once

to calibrate a special VCD look-up table that is used for real-time classification.



674 H. Shin, A. Husselmann, and N.H. Reyes

Even with moving source illuminants, inherent varying spatial illumination and

presence of similar colour segments (eg. orange and red) a high degree of accu-

racy is achieved. Movement of coloured target objects further compounds the

burden of precision classification due to the gradient of illumination that needs

to be compensated for by the system. Colour object classification accuracy using

the FIRA robot soccer environment under extreme dynamic, ambient and fixed

illuminance is between 84% and 100%.
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Abstract. A novel automated blemish detection system for ripe and unripe or-
anges is proposed in this paper.  The algorithm is unique in that it does not rely 
on the global variations between pixels depicting the colours of an orange.  By 
utilizing a priori knowledge of the properties of rounded convex objects, we in-
troduce a set of colour classes that effectively ‘peels-off’ the orange skin in  
order of increasing intensity layers.  These layers are then examined independ-
ently, allowing us to scrutinize the skin more accurately for any blemishes  
present locally at the layer’s intensity variation range.  The efficacy of the algo-
rithm is demonstrated using 170 images captured with a commercial fruit sort-
ing machine as the benchmarking test set. Our results show that the system  
correctly classified 96% of good oranges and 97% of blemished oranges. The 
proposed system does not require any training. 

Keywords: Orange Blemish Identification, Fruit Grading, Image Processing. 

1   Introduction 

Orange is an important horticultural produce around the world amounting to millions 
of tons per annum and is projected to grow by as much as 64 million by 2010 [1].   
Their value however is greatly affected by fruit diseases and damages due to transport 
and handling.  Traditional inspection of fruits by human experts is considered to be 
very time-consuming and subjective [2, 3].  On the other hand, there are not many 
robust and accurate grading systems evaluating fruit defects comprehensively.  There-
fore, quick, accurate, consistent and more elaborate automated defect inspection sys-
tems are of paramount importance to the growing market.    

Several machine vision systems were suggested for sorting oranges [4-10]. How-
ever, most of the existing algorithms are not able to explicitly mark the pixels corre-
sponding to the blemishes, but could only provide a final answer (i.e. good or bad 
orange).  Moreover, most of these systems are not easily customizable to meet the 
evolving requirements set by the market because they rely on extensive training with 
thousands of examples [11]. There are some commercially available fruit sorting 
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machines that can be modified quickly to meet changing requirements [12] but those 
generally requires a supervisor monitoring the machine. 

Upon examining the aforementioned algorithms, a novel system for grading or-
anges into different quality bands, according to their surface characteristics, is devised 
and presented in this paper. Both ripe and unripe oranges comprise the benchmarking 
dataset.  It was observed that unripe oranges are more difficult to analyze for defect 
detection due to the colour transition areas.  In addition, global variation between 
pixels from the same orange is deemed not to be sufficient to classify defects cor-
rectly. Most of the existing algorithms disregard this significant issue.  However, the 
novel algorithm takes full advantage of the global intensity variation for blemish 
detection purposes. We provide evidence of the merits of using this global intensity 
variation in our experiments. 

2   The Algorithms 

There is a limit to most existing orange blemish detection algorithms.  Any two pixels 
in an orange image having about the same colour will almost always be classified as 
belonging to the same category (either a blemish or not).  This however presents a big 
problem, as depicted in Figure 1, it is possible to have several pixels depicting more 
or less the same colour channel values, but they should belong to different categories.  
In the figure, pixel A reflects R=134, G=86, B=24 and should be classified as a nor-
mal skin.  On the other hand, Pixel B is described to have colour channel values very 
close to Pixel A, but should be classified as belonging to a blemish. Note that this 
problem stems from the illumination of the fruit and does not change when using a 
different colour space such as HSI. One potential solution is to use an edge detector to 
find the discontinuities in colour and detect blemishes based on the difference be-
tween neighboring pixels. This approach however tend to detect ‘false blemishes’ on 
unripe (green) oranges where a sharp discontinuity may occur between green and 
orange spots on the fruit.  In light of this problem, this research utilizes a priori 
knowledge of the local intensity variation observed on rounded convex objects to 
classify the aforementioned pixels correctly.  

For any rounded convex object, the intensity gradually increases from the edges to 
the center in a two-dimensional image as showed in Fig. 1.  The proposed algorithm  
 

 

 

Fig. 1. Blemish detection based on a specified local image variation range.  Original image of 
an orange (left) and partitioning (right) defects are visible as ‘holes’ in the top partition. With 
pixel values of blemished and good regions and RGB values variations along a line crossing the 
fruit (far right).  
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partitions the given image into eight orange colour classes. This in turn would gener-
ate different layers/classes using average intensities for a given image (illustrated  
in Fig. 1). These layers are then refined further to eliminate extraneous layers.  
Finally, the blemishes are detected by employing a convex hull approach on the top-
most layer. Any discontinuities between successive layers/classes will be detected  
as blemishes. 

2.1   System Architecture 

A block schematic of a typical fruit grading system is shown in Fig. 2. This paper 
expands the blemish detection part of the system. Stem detection, blemish quantifica-
tion and grading are left for other research. 

 

Fig. 2. Block schematic of the novel orange grading algorithm 

The novel blemish detection algorithm simulates how humans make observations 
of the local intensity variations phenomenon.  Humans do not judge the colours of  
the orange skin by using absolute pixel values per se (i.e. RGB) but instead consider 
the neighboring orange surface characteristic.  The stem and navel of the orange will 
be detected as blemishes and a second pass looking at the identified blemishes will be 
needed to exclude these parts from the total defect score for the fruit.         

Quantifying blemishes is a necessary precursor to grading the oranges.  Here, the 
percentage of blemishes over the whole orange is computed as the main grading fea-
ture.  In addition, the different quality bands can be adjusted easily according to the 
requirement set by the market. 

2.2   Blemish Detection 

The heart of the algorithm deals with partitioning with a set of thresholds. On a clean 
orange without blemishes, these thresholds will generate a set of ‘concentric rings’, 
with each ring being of a darker colour as we move away from the centre of the or-
ange.  Blemishes, however, will be seen as pixels belonging to a dark ring inside a 
brighter ring as shown in the right side image of Fig. 1. Section 2.2.1 explains an 
algorithm for generating these thresholds, while Section 2.2.2 explains how the 
‘rings’ are used for blemish detection. 
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2.2.1   Orange Partitioning 

2.2.1.1   Orange Colour Classes. Otsu’s thresholding method [13] is used here 
independently for each of the colour channels to automatically find a threshold that 
will isolate the orange fruit from the background.  Otsu’s thresholding method 
assumes that the image to be thresholded contains two classes of pixels (i.e. 
foreground=1 and background=0). Using the three thresholds, each pixel can be 
classified into one of 8 colour classes using the following formula. 

             
(1)

 

Each of these orange colour classes produces different results in colour and bright-
ness.  For instance, the combination of red and green colour is greater than the combi-
nation of blue and green colour.  For other fruits, the order of the orange colour 
classes has to be changed accordingly to match the incremental sequence.  Due to the 
observed nature of the orange skin colours, the different orange colour class described 
above is ordered incrementally according to their average magnitudes. 

After classifying all the pixels comprising the entire orange image according to the 
8 orange colour classes, the next objective is to merge the classes according to a simi-
larity measure based on the following:  orange class mean per channel, standard de-
viation per channel, squared mean difference (SMD) between colour classes per 
channel and quadratic mean of the combined SMD for all RGB channels, quadratic 
mean of the combined standard deviation for all RGB channels.  The merging of the 
colour classes will eventually lead to the extraction of the topmost layer that will 
serve as the main focus of inspection. 

2.2.1.2   Class Statistics. The mean and standard deviation (SD) of each channel 
inside each class are  
calculated. 

                                                    
(2) 

                                                
(3)

 

Where P is the pixel value from one colour channel and n is the number of pixels.  
Squared mean difference SMD is defined as follows:  

                                           (4) 

where A and B represents any one of the 8 orange colour classes, and A ≠ B. 
SMD is a measure of the squared difference between two class means.  A small-

valued SMD indicates that the two classes are similar to each other.  
The class statistics are all tripled for all 3 channels. These are all converted into a 

single number by taking the quadratic mean (QM) of the value among all 3 channels. 
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(5)

 

2.2.1.3   Closest Neighbor Class. Finding the closest neighbor class requires 
computing for the minimum between the QM-SMD values of one class against the 
rest of the other classes, and its own QM-SD. If QM-SD < QM-SMD, then the class is 
its own closest neighbor. 

2.2.1.4   Class Merging. After determining the closest neighbor for each class, the 
classes are merged together with their closest neighbor and their corresponding class 
mean are recalculated.  There is a possibility however that some classes will not be 
merged with other classes, and some classes might also disappear when their class 
mean is zero. At the end of this stage we will have up to 8 classes.  For each class an 
upper threshold is calculated as the average between this class mean and the next 
class mean. 

                                             
(6)

 
And each pixel is then reclassified using the set of new thresholds. 

2.2.2   Blemish Pixels Identification 

2.2.2.1   Top Layer Slicing. The top layer slicing phase of the algorithm is important 
as this defines the region of inspection.  After class merging and pixel reclassification, 
the newly-derived orange colour classes organize itself automatically in an 
incrementing intensity fashion.  An example of which is shown in Fig. 3 - a grey scale 
image generated after pixel reclassification is depicted in the figure.    

Only the topmost layer is analyzed and the reasons are explained as follow: 

1. The lighting condition is better on the top layer of the orange.  
2. Noise is filtered out, such as background pixels.      
3. The orange is rotated on the conveying system, so unprocessed parts can be 

analyzed in the next image as there are 25 images taken for each orange 
fruit.   

4. Unnecessary computations are reduced for unstable data.  

 

Fig. 3. Topmost layer 

2.2.2.2   Blemish Segmentation. The blemishes are identified by employing a convex 
hull approach [14] on the topmost layer.  The convex hull of the top layer is calcu-
lated and then the original layer is subtracted from the convex hull. The resulting 
pixels are identified as blemishes as seen in Fig. 4. To avoid false positives around the 
edge of the top layer, a filtering step is added before convex hull calculation. 
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Fig. 4. Blemish segmentation on the topmost layer 

3   Results 

Fig. 5 shows some sample blemishes detected using this algorithm for ripe and unripe 
oranges.  A simple grading scheme was implemented grading each image by the per-
centage of pixels that are classified as blemished. If at least 1% of the pixels were 
blemished, then the image is considered to reflect a blemished fruit.  Using this classi-
fication requirement, 100 images of good oranges and 70 blemished ones were tested 
and the results are in table 2 which indicates high classification accuracy. 

Table 1. Summary of classification results using the novel algorithm 

Fruit Image Types No. of Images No. of Correctly  
Classified Images 

No. of Wrongly 
Classified Images 

% of Correct 
Classification 

Good Orange 100 96 4 96% 
Blemished Orange 70 68 2 97% 
     

 

 

 
 

Fig. 5. Blemish identification for ripe and unripe oranges. The first row contains five ripe and 
two unripe blemished oranges. The second row contains manually extracted blemishes by 
vision experts. The third row contains processed images generated by the novel algorithm. The 
fourth row contains the segmented blemishes.    
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4   Conclusion and Future Work  

An automated intelligent blemish detection system for ripe and unripe oranges is 
proposed in this research.  The main impetus that led to the development of the novel 
algorithm is the observation that global variations between pixels depicting the same 
orange fruit are not sufficient for classifying defects.  Most existing fruit grading 
algorithms are not addressing this significant issue and one solution to the problem is 
presented here.  Usual approaches are also plagued with rigorous and lengthy training 
requirements.  On the contrary, the proposed algorithm does not rely on any computa-
tionally expensive training.  Lastly, some existing algorithms are able to grade fruits 
into different quality bands (i.e. histogram-based analysis, etc.).  However, such algo-
rithms cannot locate explicitly where the blemishes are on the fruit.  On the other 
hand, the algorithm presented here is able to locate the blemish and measure its area 
with high level of accuracy. This enables a second stage classifier (not discussed in 
this paper) to process the potential blemishes and classify them in order to eliminate 
normal feature (stem and calyx ends) and to assign each blemish with a severity index 
for further grading of the fruit.    In the current implementation all defect types con-
tribute roughly equally to the final grading decision. However it would be fairly easy 
to add a severity index to types of defects.  The grade is computed as a measure of the 
size of these surface defects over the whole orange.     

For future works, we envisage that the novel algorithm may be suitable for grading 
some other fruits that have the rounded convex surface property.  However, the or-
ange colour class proposed here will have to be modified slightly to be adapted for 
grading other fruits.  Moreover, an extension of the proposed research would be to 
improve the grade calculation by incorporating some measure of severity for the 
blemishes, based on their relative intensities.  In effect, it is generally true that the 
darker the blemishes are, the more severe the damage is.     
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Abstract. The knowledge of image’s geometric history plays an impor-

tant role in image signal compression, image registration, image retrieval

and especially in image forensics. In this paper we focus on scaling and

show that images that have undergone scaling contain hidden cyclosta-

tionary features. This makes possible employing the well–developed the-

ory and efficient methods of cyclostationarity for a blind analyzing of the

history of images in respect to scaling transformation. To verify this, we

also propose a cyclostationarity detection method applied to our problem

and show how the traces of scaling can be detected and the specific pa-

rameters of the transformation estimated. The method is based on the

fact that a cyclostationary signal has a frequency spectrum correlated

with a shifted version of itself. A quantitative measure of the efficiency

of the method is proposed as well.

Keywords: Interpolation; scaling; cyclostationary; authentication; im-

age forensics.

1 Introduction

The knowledge of image’s geometric history plays an important role in image

signal compression, image registration, medical image analysis, image retrieval,

digital publishing, etc. Furthermore, it has a crucial role in image forensics. Here

the detection of traces of geometrical transformations signifies photo tampering

(for example, see [10,6]). Moreover, when applying a statistical–based method

to an image, without knowing the processing history of this image and how

the statistics of the image has been changed, we can expect miscalculations

and unexpected results. The core of the paper is based on the cyclostationarity

theory, which is an attractive and novel one for the computer vision and pattern

recognition community.

The term cyclostationarity refers to a special class of signals which exhibit peri-

odicity in their statistics. In this paper, we focus on scaling and show that images

that have undergone such a transformation contain hidden cyclostationary fea-

tures. This will justify employing the well–developed theory of cyclostationarity

and its efficient methods for analyzing images’ history in respect to geometrical

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 683–690, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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transformations. The cyclostationarity is brought into the signal by the interpo-

lation process (nearest neighbor, linear, cubic, etc.). The interpolation process is

present in almost every image resizing operation. Interpolation has a long history

and probably started being used as early as 2000BC by ancient Babylonian math-

ematicians1. Despite this long history, the massive usage of interpolation and its

importance in digital signal processing, to our knowledge, there exist only a few

published works concerned with the specific changes brought into the signal by this

process [10,7,5]. The knowledge that interpolated/resampled images are defacto

cyclostationary signals makes possible a new point of view to such images and jus-

tifies employing existing efficient cyclostationarity detectors to improve the results

of mentioned methods.

One of the most important properties of a cyclostationary signal is the exis-

tence of specific correlation between its spectral components [3]. Based on this

knowledge, we also propose a cyclostationarity detection method capable of de-

termining whether a given digital image is result of scaling. If so, the method

also can determine the specific parameters of transformation.

Comparing the method described in this paper with [10] shows, that the lat-

ter one is based on a complex and time–consuming EM estimation. Our method

uses a simple and fast method for detecting cyclostationary features and achieves

very similar results. Furthermore, the output of the method in [10] and the con-

vergency of their EM part directly depend on several initialization parameters.

Our method does not need any parameters initialization and work in a complete

blind way.

2 Cyclostationarity

In the last half a century a lot of work has been done in the field of cylco-

stationarity [4]. Much of the initial work introducing and examining the use of

cyclostationary models in the signal analysis was carried out by W. A. Gardner

et al. [2,1,3].

A zero–mean signal f(x) is defined to be second order cyclostationary if its

second order statistics are periodic. The autocorrelation function of f(x) can be

defined as

Rf (x, δ) = E{f(x)f∗(x + δ)}, (1)

because of its periodicity in x, we can represent it in the form of a Fourier series

expansion:

Rf (x, δ) =
∑

α

Rα
f (δ)ej2παx, (2)

where α is the cyclic frequency. The parameter Rα
f is called Cyclic Autocorre-

lation Function (CAF) and it is a fundamental parameter of cyclostationarity.

1 For instance, it had an important role in astronomy which in those days was all about

time–keeping and making predictions concerning astronomical events [8].
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CAF is defined as:

Rα
f (δ) = lim

X→∞
1

X

∫ X/2

−X/2

Rf (x, δ)e−j2παxdx (3)

An appropriate way of analyzing cyclostationary properties is by applying the

Fourier Transform (FT) to Rα
f . The result is called Spectral Correlation Function

(SCF) and is defined as:

Sα
f (u) =

∫ ∞

−∞
Rα

f (δ)e−j2πuδdδ (4)

As we will deal with discrete signals, the discrete version of CAF should also be

defined here:

Rα
f (l) = lim

N→∞
1

N

N−1∑
m=0

f [m]f∗[m + l]e−j2παm∆m, (5)

where N and ∆m denote the number of samples of the signal and sampling

interval, respectively. Equivalently, the discrete SCF can be obtained by:

Sα
f (u) =

∞∑
l=−∞

Rα
f (l)e−j2πul∆l (6)

CAF and SCF are analogous to the autocorrelation function and power spec-

tral density function for stationary signals. When α = 0, the SCF can also be

interpreted as power spectral density of the signal. For other values of α, SCF

is cross–spectral density between the signal and the signal shifted in frequency

by α. So, if the signal being analyzed exhibits cyclostationarity, SCF will be

non–zero for some α �= 0. Otherwise, only for α = 0 we will have non–zero

values.

3 Detecting Cyclostationarity in Scaled Images

We will assume the following simple, linear and stochastic model and assump-

tions:

f(x) = (u ∗ h)(x) + n(x) (7)

where f , u, h, ∗, and n are the measured image, original image, system PSF,

convolution operator, and random variable representing the influence of noise

sources statistically independent from the signal part of the image (E{n(x)} =

0). If we consider the first part of equation (7) to be deterministic, the covari-

ance of equation (7) can be shown to be Rf (x1, x2) = Cov{f(x1), f(x2)} =

E{(f(x1) − f(x1))(f(x2) − f(x2))} = Cov{n(x1), n(x2)} = Rn(x1, x2), where

Rf is the covariance matrix of measured image f(x), and Rn is the covariance

of random process n(x).



686 B. Mahdian and S. Saic

By fk we will denote a discrete signal representing the samples of f(x) at the

locations k∆, fk = f(k∆), where ∆ ∈ R+, is the sampling step and k ∈ N0.

There are two basic steps in scaling transformation. In the first step a spatial

transformation of the physical rearrangement of pixels in the image is done.

Coordinate transformation is described by a transformation function, T , which

maps the coordinates of the x
′
= Tx(x, y), y

′
= Ty(x, y).

The second step is the interpolation step. Here pixels intensity values of the

transformed image are assigned using a constructed low-pass interpolation filter,

w. As the word interpolation signifies2, the interpolation process can be described

using the following convolution:

fw(x) =

∞∑
k=−∞

fkw(
x

∆
− k) (8)

Many interpolation kernels have been investigated and proposed so far [9]. We

will be concerned with following low-order piecewise local polynomials: nearest-

neighbor, linear, cubic and truncated sinc. These polynomials are used exten-

sively because of their simplicity and implementation unassuming properties. As

will be shown, these interpolators bring noticeable periodic artifacts into the

signal.

As was shown in [11,7], when considering the stochastic model and conditions

stated in the beginning of this section, the variance of an interpolated signal

becomes:

var{fw(x)} = var{fw(x + ϑ∆)}, ϑ ∈ Z (9)

In other words, var{fw(x)} is periodic over x with period ∆. Thus, interpolated

signals contain periodically varying properties.

Now, we can employ the theory of cyclostationarity for finding the traces

of scaling. Many efficient methods capable of detecting cyclostationary features

[4,12] have been proposed so far.

Theory of cyclostationarity has shown that a cyclostationary signal has a

frequency spectrum that is correlated with a shifted version of itself [1]. Based

on this, we on focus detecting the traces of cyclostationarity by estimating the

spectral correlation function. To estimate the SCF, we can simply use equation

(6). But, due to its computational complexity, instead of this, we rather use a

more computationally effective SCF estimation method based on Fast Fourier

Transform (FFT). FFT algorithm has computational complexity O(nlog2n).

Let’s say f(x, y) is the image being analyzed and F (n, u) is a matrix containing

FFT of image’s rows (i.e., F (1, u) contains the one–dimensional FFT of the first

row of f(x, y)). The SCF can be estimated in the following way:

Sα
f (u) =

1

N

N−1∑
n=0

Fn,u · F ∗
n,u+α, (10)

2 The word ”interpolation” originates from the Latin word ”inter”, meaning ”be-

tween”, and verb ”polare”, meaning ”to polish” [8].
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Each column shows an example image and a corresponding correlation map

obtained by application of equation (11) to the resized version of this image. The used

scaling rates were (from left to right) 1.32. 1.7 and 1.2. In other words, Figure 1 (e) was

obtained by applying the method to resized version (with scaling rate 1.7) of Figure 1

(b). In all cases the bicubic interpolation has been used. The distinctive peaks signifying

the resizing procedure.

where ∗ denotes complex conjugate and N is the number of image’s rows.

Data obtained can be combined together to create the resulting correlation

map:

ρf (α) =
∑

u

|Sα
f (u)|2 (11)

To demonstrate the method’s output obtained using equation (11) we apply it

to several images resized by various scaling factors, see Figure 1. Here, to get

clear peaks, columns of F (n, u) were scaled to have values between 0 and 1.

As apparent from Figure 1, cyclostationary features resulting from the scaling

procedure are exhibited by distinctive peaks.

3.1 Adaptation of the Proposed Method

The method presented so far works well (produces clear peaks) when the scaling

rate is big enough to introduce strong correlation into the image. When the

image is transformed by a lower scaling rate, the cyclostationary features are

not strong enough to be detectable using the basic method (see Figure 1 (c)).

This drawback can be overcome using a traditional way based on passing the
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(a) (b) (c)

(d) (e) (f)

Fig. 2. A few examples of the method’s output. In (a) the output of the image applied

to the non–resized version of Figure 1 (a) is shown. As apparent, there is no clear peak.

(b) and (c) show the output of the method for resized Figure 1 (a) with scaling rates

1.07 and 4.11 respectively. (d) and (e) show the output of the method for resized Figure

1 (b) with scaling rates 0.92 and 1.03. In (e) the output of the method applied to the

resampled version of Figure 1 (c) with scaling rate 1.2 is shown. In all cases the bicubic

interpolation has been used.

analyzed image through a set of band–pass filters. We use a set of derivative

filters as band-pass filters. If f(x, y) denotes the image being analyzed, dx and

dy are band–passed images containing the horizontal and vertical derivative

approximations:

dx = [−1 1] ∗ f(x, y) dy =

[−1

1

]
∗ f(x, y) (12)

Applying the equations (10) and (11) to dn,

dn = dn
x + dn

y, (13)

where n denotes the order of derivative filter, results in significantly more ac-

curate and robust outcomes. After performing various experiments with resized

images of different structures, brightness and noise characteristics we achieved

good results using only a lower and a higher derivative filter. The proposed

method consists of application of equation (10) to d1 and d5 separately:

ρd1(α) =
∑

u

|Sα
d1(u)|2

ρd5(α) =
∑

u

|Sα
d5(u)|2

(14)
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If the image being analyzed has been scaled, then at least one of the correlation

maps ρd1(α), ρd5(α) will exhibit a detectable peak (see Figure 2). In all examples,

the method has been applied to the green color band.

Detected peaks are directly related with the scaling rate. So, using the position

of the occurred peak, the particular scaling rate can be estimated. For example,

when assuming the upsampling operation and a will denote the position of the

peak in interest obtained by applying the method to f(x, y), then the scaling

rate can be estimated in the following way: s =
y

y−a .

4 Quantitative Experiments

The method has been applied to 1000 images undergone various scaling trans-

formations. The size of the investigated images was 512× 512 pixels. All exper-

iments were carried out in Matlab. In all cases never–compressed images have

been used. Table 1 shows the detection accuracy of the method applied to bicu-

bic resized images. The detection accuracy expresses the success of the method

in expressing the interpolation by a clear and easily detectable peak either in

ρd1(α) or ρd5(α). Note that the detection is nearly perfect for scaling rates

greater than 0.90. Here, the amount of the cyclostationary features is strong

enough to be detectable. When the image is downsampled, the power of cyclo-

stationary features brought into the signal is weakened and a lot of information

is lost (due to downscaling). This makes the detection of downsampling difficult.

Shown statistics for scaling rate 1 (non–resized) correspond to the false posi-

tives rate of the method. Here, if no peaks are found, the image is denoted as

non–resized.

Table 1. Detection accuracy [%]. Each cell corresponds to the average detection ac-

curacy from 1000 images.

scaling rate 0.75 0.80 0.85 0.90 0.95 0.97 1.00 1.03 1.05 1.10

accuracy 24 91 93 98 100 100 95 100 100 100

scaling rate 1.20 1.40 1.50 1.60 1.70 1.80 1.90 2.00 2.10 2.20

accuracy rate 100 100 100 100 100 100 100 100 100 100

5 Conclusions and Further Research

The aim of this paper was to show that images that have undergone a geomet-

ric transforation contain hidden cyclostationary features. This makes possible

employing the existing efficient cyclostationary detectors to find the traces of

such transformations. In order to verify this, we focused on scaling and carried

out several experiments based on a common cyclostationarity detector. Results

obtained are promising and show that employing cyclostationarity methods can

be effective. Further research might explore application and evaluation of various

types of cyclostationary feature detection methods, use of filter banks and ex-

tension to other geometric transformations, such as rotation and arbitrary affine

transformations.
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Abstract. This paper proposes a non-segmented document clustering method 
using self-organizing map (SOM) and frequent max substring mining technique 
to improve the efficiency of information retrieval. The proposed technique ap-
pears to be a promising alternative for clustering non-segmented text docu-
ments.  To illustrate the proposed technique, experiment on clustering the Thai 
text documents is presented in this paper.  The frequent max substring mining 
technique is first applied to discover the patterns of interest called Frequent 
Max substrings or FM from the non-segmented Thai text documents.  These 
discovered patterns are then used as indexing terms, together with their number 
of occurrences, to form a document vector.  SOM is then applied to generate the 
document cluster map by using the document vector.  As a result, the generated 
document cluster map can be used to find the relevant documents according to a 
user’s query more efficiently. 

Keywords: Frequent max substring, Self-organizing map, Document  
clustering. 

1   Introduction 

Due to the rapid increase of the number of electronic documents, document clustering, 
sometimes referred as text clustering, has become an important task in many fields [1].  
Document clustering uses unsupervised learning techniques and may provide fast in-
formation retrieval or filtering [2].  This is because clustering categorizes documents 
into groups based on their similarity in term of their member occurrences.  In informa-
tion retrieval, several thousands documents are often retrieved in response to user’s 
queries.  This may sometimes makes it very difficult for users to identify their docu-
ments of interest. Clustering is one essential method that helps users to find the rele-
vant document from the collection of documents which are similar to each other and 
could be relevant to the user’s queries.  For text clustering in information retrieval, a 
document is normally considered as a bag of words, although a document consists of a 
sequence of sentences and each sentence is composed of sequence of words. Very 
often the positions of words are ignored when performing document clustering.  
Words, also known as indexing terms, and their weights in documents are usually used 
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as an important variable to compute similarity of documents [3].  The documents con-
tain similar indexing terms and their weight will be grouped under the same cluster.  
This process is straightforward for European languages where words are clearly de-
fined by word delimiter such as space or other special symbols.  European texts are 
explicitly segmented into word tokens that can be used as indexing terms. Many algo-
rithms have been developed to calculate the similarity of documents and built clusters 
for fast information retrieval.  In contrast, document clustering can be a challenging 
task for many Asian languages such as Chinese, Japanese, Korean and Thai, because 
these languages are non-segmented languages, i.e. written continuously as a sequence 
of characters without explicit word boundary delimiters.  Due to this characteristic, 
members in the document cannot be directly used to calculate the similarity.  This 
suggests that some preprocessing technique may need to be applied first to discover 
important patterns for Asian documents before clustering can be performed. 

2   Document Clustering 

In document clustering, there are two major clustering approaches: hierarchical and 
partitional algorithms [4], [5], [6].  Hierarchical clustering approach clusters by pro-
ducing a nested sequence of partitions that can be represented in the form of a tree 
structure called a dendrogram.  The root of the tree contains one cluster covering all 
data points, and singleton cluster of individual data point are shown on the leaves of 
the tree.  There are two basic methods when performing hierarchical clustering: ag-
glomerative (bottom up) and divisive (top down) clustering [6].  The advantages of 
hierarchical approach are that it can take any form of similarity function, and also the 
hierarchy of clusters allows users to discover clusters at any level of detail.  However, 
this technique may suffer from the chain effect, and it needs more space requirements 
which are at least quadratic when compare to the k-means algorithm.  A partitional 
algorithm [7] is another major clustering approach that can be divided into several 
techniques e.g., k-means [8], Fuzzy c-means [9], QT (quality threshold) [10] algo-
rithms.  However, k-means algorithm is more widely used among all clustering algo-
rithms because of its efficiency and simplicity.  The basic idea of k-mean algorithm is 
that it separates a given data into k clusters where each cluster has the center point, 
also called centroid that can be used to represent the cluster.  K-data points are ran-
domly selected as the centroids by the algorithm.  All data points are then assigned to 
the closest centroid by computing the distance between every data point and each 
centroid.  Therefore, each centroid and its members can form a cluster.  The algorithm 
also re-computes the centroid of each cluster using the data in the current cluster, and 
this step is repeated until the centroids stabilize.  The main advantages of k-means 
algorithm are its efficiency and simplicity, but it also has several disadvantages.  The 
weaknesses of this technique are that it is only applicable to data sets where the notion 
of the mean is defined, the numbers of cluster can be identified by users, and it is 
sensitive to data points that are very far away from other points called outliers [1].  
Furthermore, Self-organizing map (SOM) [11], [12] can be used as one of the cluster-
ing algorithms in the family of an artificial neural network. As SOM has many suc-
cessful applications, in this paper we will formulate our technique based on SOM.  
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3   Document Clustering Based on SOM and Frequent Max 
Substring Mining Technique 

In this section, we describe our concept that combines Kohonen’s SOM and Frequent 
max substring mining technique to process the non-segmented text documents into 
clusters.  We will first look at the concept of SOM.  SOM is one of the main unsuper-
vised learning methods in the family of artificial neural networks (ANN) that was first 
developed by Teuvo Kohonen in 1984 [13].  The SOM can be visualized as a regular 
two-dimensional array of cells or nodes (neurons).  The SOM algorithm defines a 
mapping from the input vector onto a two-dimensional array of nodes.  When the 
input vector x∈Rn is given, it is connected to all neurons in the SOM array denoted as 
vector mi∈Rn ,which are associated by each neuron and is gradually modified in the 
learning process.  In mapping, the node where vector mi is most similar to the input 
vector x will be activated.  This node is often called a best-matching node or a winner.  
The winner and a number of its neighboring nodes in the SOM array are then tuned 
towards the input vector x according to the learning principle.  
     Frequent max substring mining technique was first introduced by Todsanai et al. 
[14] in 2008. It also has been applied in application for indexing for non-segmented 
languages [15].  In this paper, we use a set of non-segmented documents (Thai docu-
ments) as an input to train a map using SOM.  We will describe the process of cluster-
ing as follows.   
     Firstly, the frequent max substring mining technique [14] was proposed to generate 
frequent max substrings or FMs as a set of indexing terms for a document collection.   
The input documents are then transformed into a m*n matrix of weighted FM occur-
rence where m is the number of FMs, and n is the number of documents from the 
document collection.  In that matrix, each column represents a document vector, while  
each row corresponds to a FM as depicted in figure 1. 

 
        

  
 

 
 

Fig. 1. The document vector 
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Let the set of indexing term FMs = (FM1, FM2, …, FMm) that is extracted as the in-
dexing terms from the set of document dj in the collection where j = 1, 2, 3, …, n, and  
wij is the term frequency of FMi that appear on document dj. 

From figure 1, the vector was used to represent the documents above, and the 
weight of the document vector is more than 1 if FMi occurs in the document dj and 0 
if FMi does not appear in the document dj, i.e., 
 

> 1  if FMi occurs in dj 
         wij =             

0 otherwise. 
 

After the transformation process, the document vectors are presented to the map to 
label the neurons by using SOM.  These documents can be labeled into neurons ac-
cording to their similarity of FM occurrence.  Two documents containing the same or 
mostly overlapping FMs will map to the same neuron.  In contrast, the documents 
may map to distant neurons if they contain different or non-overlapping FMs.  Fur-
thermore, the documents with similar FMs may map to neighbouring neurons.  This 
means that the neurons can form the document clusters by examining mapped neurons 
in the document cluster map.  We depict the organization of the document map that 
clusters similar documents into the same neuron as shown in the boxes.  FMs in the 
boxes represent the content of documents in the collection. 

 

neighboring 
neurons 

distant neuron

neuron 

     The set of FMs  
     d1                 d2

         
            

    
         

              
…         … 

The set of FMs  
         d3

 

…         
 

 
Fig. 2. The document cluster map 

 
     From the trained map, the document clusters are formed by labeling each neuron 
that contains certain documents of similar type.  The documents in the same neuron 
may not contain exactly the same set of FMs, but they usually contain mostly over-
lapping FMs.  As a result, the document cluster map can be used as a prediction 
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model to generate the different groups of similar documents, and each group will be 
then specified the document type by comparing FMs of each group with keywords of 
each area.  In figure 3, we depict clustering the documents into different groups, by 
mapping an input data with neurons in the document cluster map to find the document 
groups of several types.   

 

  
Input

Data x 
Prediction 

model 

Sport

Travel       
     Political 

Education 

Output y 
 

 

Fig. 3. Neuron network architecture 

 
     From figure 3, the following will describe the process of matching an input data x 
with the neurons in the document cluster map by using SOM.  
     Let us consider the input vector x = [x1,  x2, …, xn]

t∈Rn as the input data sets 
where t is the FMs of the input documents.  These input data sets have to be matched 
with all neurons in the map that is denoted as two-dimensional network of cells or the 
model vector mi = [mi1,  mi2, …, min]

t∈Rn depicted in figure 4.  Each neuron i in the 
network contains the model vector mi, which has the same number of indexing terms 
as the input vector x.  

 

                                     … 

 : 

Winner
mi

m1 m2

x 

 
 

Fig. 4. Self-organizing map 

 
     From figure 4, the input vector x is compared with all neurons in the model vector 
mi to find the best matching node called the winner.  The winner unit is the neuron on 
the map where the set of FMs of the input vector x is the same or most similar to the 
set of FMs of the model vector mi by using some matching criterion e.g. the Euclidean 
distances between x and mi.  As a result, this method can be used to cluster documents 
into different groups, and also it is suggested to reduce the time to search the relevant 
document in term of information retrieval. 
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4   Experimental Result 

In this section, we show an experiment to cluster non-segmented documents (Thai 
documents) based on using the proposed SOM and frequent max substring technique.  
50 Thai documents were used as an input dataset to train a map.  All documents can 
be found on the Thai news websites, which consist of 15 sport, 15 travel, 15 political, 
and 5 education documents.  FM was first generated by frequent max substring tech-
nique from the document dataset and 35 FMs, the long and frequently occurring terms 
in sport, travel, political and education documents, were used as the set of indexing 
terms for this document collection. 50 input documents are then transformed to a 
document vector of weighted FM occurrence.  Hence, these 35 indexing terms and 50 
input documents form a 50 * 35 matrix, where a document vector was represented by 
each row and each column corresponds to an indexing term.  We use this 50 * 35 
matrix to train a map using SOM, and the number of neurons was set as 9 in SOM 
program as shown in figure5.  From experimental studies, the group of political, sport, 
and education documents provided good results. Similar documents of each type were 
mapped onto the neuron.  It can be observed that some errors occured within the 
group of travel documents.  The travel documents were mapped onto several neurons 
due to overlapping terms that appeared across different type of documents. 
     The figure 5 showed the map containing 9 neurons and 50 Thai documents.  Each 
neuron contains the group of similar documents. 

 
 
 

 

Fig. 5. SOM contains 9 neurons and the group of similar documents from 50 Thai document 
collection 
 

(1, 1) (1, 2) (1, 3) 

(2, 1) 

(2, 2) 

(2, 3) 

(3, 1) (3, 2) (3, 3) 
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From figure 5, the experimental result showed that SOM can cluster 50 documents 
into 5 neurons on the map, and the similar documents were grouped into the same 
neuron as shown in table 1.  

 
Table 1. Clustering results of using SOM and Frequent Max Substring technique 

 
Neuron ID Row Column Document ID 
Neuron 5 1 2 Political1, Education1, Education2, Education3, 

Education4, Sport1, Sport2, Sport3, Sport4, 
Sport5, Sport6, Sport7, Sport8, Sport9, Sport10, 
Sport11, Sport12, Sport13, Sport14, Sport15, 
Travel10 

Neuron 2 2 1 Political2, Political3, Political4, Political5, Politi-
cal6, Political7, Political8, Political9, Political10, 
Political11, Political12, Political13, Political14, 
Political15, 

Neuron 4 2 2 Travel2, Travel4, Travel5, Travel6, Travel7, 
Travel8, Travel9, Travel13, Travel15,  

Neuron 1 3 1 Travel12  

Neuron 3 3 2 Education5, Travel1, Travel3, Travel11, Travel14 
     

 
     As observed from the results, this technique can be used to cluster non-segmented 
documents into several groups according to their similarity.  The accuracy of this 
technique is up to 80%.  However, from this experiment, we have found that the 
groups of education and sport documents are mapped onto the same neuron (Neu-
ron5) because they both contain mostly overlapping FMs such as ผลการแขงขัน (compe-

tition result), การจัดอันดับ (position ranking), ไดรับรางวัล (getting award), etc.  Further-

more, the contents of documents and generated indexing terms are also the main  
factors that impact the accurate value.  The content of one document may have over-
lapping terms from two different types of documents.  For instance, Education5, 
Travel1, Travel3, Travel11 and Travel14 documents are mapped onto the neuron 3 
because they are presenting information on ecotourism, containing overlapping terms 
from education and travel documents. 

5   Conclusions 

This paper describes a non-segmented document clustering method using self- orga-
nizing map (SOM) and frequent max substring technique to improve the efficiency of 
information retrieval.  We first use the frequent max substring technique to discover 
FM from Thai text documents, and these FM are then used as indexing terms with 
their number of occurrences to form a document vector.  SOM is then applied to gen-
erate the document cluster map by using the document vector.  The experiment on 
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clustering the 50 Thai text documents is presented in this paper.  From the experimen-
tal results, this technique can be used to cluster 50 Thai documents into different clus-
ters with accuracy up to 80%.  As a result, the generated document cluster map can be 
used to find the relevant documents according to a user’s query more efficiency. In 
future work, optimization for the number of clusters and number of neurons in SOM 
will be studied. 
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Abstract. Visualization is helpful for clustering high dimensional data. The 
goals of visualization in data mining are exploration, confirmation and presenta-
tion of the clustering results. However, the most of visual techniques developed 
for cluster analysis are primarily focused on cluster presentation rather than 
cluster exploration. Several techniques have been proposed to explore cluster 
information by visualization, but most of them depend heavily on the individual 
user’s experience. Inevitably, this incurs subjectivity and randomness in the 
clustering process. In this paper, we employ the statistical features of datasets  
as predictions to estimate the number of clusters by a visual technique called 
HOV3. This approach mitigates the problem of the randomness and subjectivity 
of the user during the process of cluster exploration by other visual techniques. 
As a result, our approach provides an effective visual method for cluster  
exploration.  

Keywords: Cluster Exploration, Visualization, Statistics. 

1   Introduction 

Cluster analysis is an important technique of knowledge acquisition in data mining. 
To address the requirements of different applications, a large number of clustering 
algorithms have been developed [9, 3]. However, those algorithms are not very effec-
tive in coping with arbitrarily shaped clusters. In addition, cluster analysis is a highly 
iterative process. However most of existing clustering methods are too automated to 
exploit the domain experts’ knowledge in the intermediate process of clustering. As a 
consequence, they are not always effective to cluster datasets with a large number of 
variables and/or huge-sized datasets in real world applications. In a high dimensional 
space, traditional clustering algorithms tend to break down in terms of efficiency as 
well as accuracy because data does not cluster well anymore [1].  

In order to solve those problems, Shneiderman [19] proposed to present data as a 
visual plot, so that the user could see the interesting features easily. He pointed out 
that, visualization can be very powerful and effective in revealing trends, highlighting 
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outliers, showing clusters, and exposing gaps in high-dimensional data analysis. 
Therefore, the use of visualization to explore and understand high-dimensional data-
sets is becoming an efficient way to combine human intelligence with the immense 
brute force computation power available nowadays [16].  

Clustering is an exploratory activity [9]. It is an iterative process under the guid-
ance of user domain knowledge. In most cases of the preprocessing stage of cluster-
ing, it is hard for the user to estimate the proper cluster number [3]. Visualization is 
very helpful for the user to do that. However, cluster exploration by visualization 
mostly depends on the individual user’s experience. Thus, subjectivity, randomness 
and impreciseness may be introduced into the cluster exploration process. As a result, 
cluster analysis based on imprecise results may be inefficient and ineffective. On the 
other hand, cluster exploration based on the user’s random interaction is arbitrary and 
it may not be easy to interpret from where the grouped results come. 

In this paper, based on the projection of a technique called Hypothesis Oriented 
Verification and Validation by Visualization (HOV3) [22], we introduce the statistical 
features of datasets as the predictions of HOV3 to guide the user on cluster explora-
tion, because the statistical summaries objectively reflect the features of datasets. As a 
result, it provides the user an effective method on determining cluster numbers in the 
preprocessing stage of cluster analysis. 

The rest of this paper is organized as follows. Section 2 briefly introduces cluster 
visualization techniques and gives a short introduction to the HOV3 technique. Sec-
tion 3 presents the algorithm of statistics-guided visual approach for cluster detection 
by HOV3. Section 4 demonstrates the effectiveness of our approach by an experimen-
tal analysis on several datasets1. Finally, Section 5 summarizes the contributions of 
this paper. 

2   Background 

2.1   Visual Cluster Analysis 

Visual cluster analysis is a combination of visualization and cluster analysis. It is 
believed that the combined strength of visualization and data mining would enrich 
both approaches and enable more successful solutions [20]. However, the data to be 
processed by clustering is usually high dimensional. It is not easy to visualize multi-
dimensional data on 2D or 3D space and still give a “genuine” visual interpretation. 
This is because mapping higher dimensional data onto lower dimensional space inevi-
tably introduces ambiguities, overlapping and even bias. Thus, choosing a technique 
to fit visualizing clusters of high dimensional data is the first and most crucial task of 
visual cluster analysis. 

In practice, instead of providing a quantitative guidance on cluster exploration, the 
most of the cluster visualization techniques are typically used as an observational 
mechanism to assist the user in having intuitive comparisons and understanding of 
clustering results better. Several approaches have been proposed to help the user on 
cluster exploration.  

                                                           
1 The datasets used in this paper are available from http://archive.ics.uci.edu/ml/ 
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For example, Multidimensional scaling (MDS) maps multidimensional data as 
points into 2D Euclidean space, where the distances between data points reflect the 
similarity/dissimilarity of them [14]. However, the relative high computational cost of 
MDS, with polynomial time complexity O(N2), limits its usability on very large data-
sets. PCA is a commonly used multivariate analysis technique [10], mainly used for 
reducing the dimensionality of high dimensional data by extracting the representative 
variables. However, PCA is sensitive to deal with the non-linear data structure. It is 
not suitable for the exploration of unknown data. A Grand Tour based visual tech-
nique is proposed to visualize cluster structures [5], but this technique visualizes 3 
clusters only. To deal with more than 3 clusters with a more sophisticated Grand Tour 
technique, more assistance is required.  

OPTICS uses a density-based technique to detect cluster structures and visualizes 
them in “Gaussian bumps” [2]. It is an intuitive method to assist the user to observe 
cluster structures, but its non-linear time complexity makes it neither suitable to deal 
with very large data sets, nor suitable to provide the contrast between clustering  
results. 

Huang et. al [7, 8] proposed several approaches to assist users in identifying and 
verifying the validity of clusters in visual form. Their techniques work well in cluster 
identification, but are unable to evaluate the cluster quality very well. On the other 
hand, these techniques are not well suited to the interactive investigation of data  
distributions of high-dimensional data sets. 

CVAP [21] is a recently proposed prototype with several integrated clustering al-
gorithms and cluster validation methods. It is a convenient toolkit to assist the user on 
the selection of clustering scheme for the application of small-sized datasets. How-
ever, CVAP is only for displaying the clustering and cluster validation results, rather 
than the purpose for directly evolving the user into the cluster exploration process. 

2.2   Star Coordinates 

The projection of Star Coordinates [11] has only linear time complexity, which is 
significant for interactive cluster visualization of very large datasets. VISTA [4] and 
HOV3 [22] extend Star Coordinates by additional features to mitigate the problem of 
overlapping and ambiguities caused by projecting high dimensional data onto 2D 
space. The visual approach reported in this paper has been developed based on the 
projection of HOV3. For the sake of completeness, we briefly introduce the Star Co-
ordinates technique here. 

Star Coordinates plots a 2D plane into n equal sectors with n coordinate axes, 
where each axis represents a dimension and all axes share the initials at the centre of a 
circle surface on the 2D space [11]. Star Coordinates first normalizes data in each 
dimension into a unit interval [0, 1]. Then the values of all axes are mapped to an 
orthogonal X-Y coordinate which shares the centre point with Star Coordinates on the 
2D space. Thus, an n-dimensional data item is represented as a point in the X-Y 2D 
plane by Star Coordinates. Based on this projection, several interaction mechanisms, 
such as axis scaling, axis rotation, data point filtering are provided in Star Coordinates 
to change the data distribution of a dataset in order to detect cluster characteristics and 
render clustering results.  
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However, it is not easy to give an explanation of the grouping results produced by 
the user’s random interactions in Star Coordinates and VISTA, also the grouping 
results are usually not repeatable. On the other hand, in the Star Coordinates space, 
the user’s interactions cannot change the data distribution too much when the dimen-
sionality of the dataset is very high (a hundred or more dimensions, which is very 
common in data mining). This is because the alteration of the data distribution by 
applying interactions to an axis is much less than that of lower dimensional data in the 
Star Coordinates space. As a result, in very high dimensional space, it is not effective 
anymore to separate clusters or explore grouping clues by the interactions of Star 
Coordinates and VISTA.  

As discussed above, the issues of arbitrary exploration and/or complicated visual 
representation of cluster structures make those techniques inefficient and time con-
suming on cluster exploration of large and high dimensional data. As Seo and Shnei-
derman [18] mentioned that “A large number of clustering algorithms have been  
developed, but only a small number of cluster visualization tools are available to 
facilitate researchers’ understanding of the clustering results”. Thus developing an 
effective visualization technique to assist the user during cluster exploration and de-
tection is the main aim of this research. 

2.3   HOV3 

To remedy the randomness and arbitrariness of visualization on cluster analysis, 
Zhang et al. mathematically generalized the Star Coordinates model by the Euler 
formula and proposed their visual approach HOV3 to detect clusters [22]. According 
to the Eular formula: eix = cosx+isinx, where z = x + i.y, and i is the imaginary unit. 
Let z0=e2pi/n; such that z0

1, z0
2, z0

3,…, z0
n-1, z0

n  (with z0
n = 1) divide the unit circle on 

the complex 2D plane into n equal sectors. Then Star Coordinates can be simply writ-
ten as:  

( ) ]z)dmindmax(/)dmind[(zP k

kKkk

n

k kkjkj 010
⋅−−= ∑

=  
(1)

where min dk and max dk represent the minimal and maximal values of the kth coor-
dinate respectively. Equation (1) can be viewed as a mapping from Rn ØC2. 

Conversely, instead of using a random exploration of cluster information by axis 
scaling or axis rotation in Star Coordinates/VISTA, HOV3 quantifies the user’s apriori 
knowledge/estimation of a studied dataset as a measure vector to precisely guide the 
user on the exploration of group information. A measure vector M in HOV3 represents 
the corresponding axes’ weight values. Then given a non-zero measure vector M in 
Rn, and a family of vectors Pj, the projection of Pj against M, according to formula (1), 
the HOV3 model is presented as: 

( ) ]mz)dmindmax(/)dmind[(zP
k

k

kkkk

n

k kkjkj
⋅⋅−−= ∑

= 010  
(2)

where mk is the kth variable of measure M . 
It can be observed that, equation (2) is a standard form of linear transformation of n 

variables, where mk is the coefficient of the kth variable of Pj. 
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3   Cluster Exploration by HOV3   

We propose a statistics-guided cluster exploration approach by HOV3 based on the 
following idea. In analytic geometry, the difference of two vectors A and B can be 
expressed by their inner product A.B, with its geometrical meaning that the data dis-
tribution is plotted by vector A against vector B (and vice versa). The inner product 
between a dataset and a measure vector in HOV3 can be geometrically viewed as a 
data distribution plotted by a set of vectors against the measure vector in the HOV3 
space, as shown in equation (2).  

Predictive knowledge discovery is an important knowledge acquisition method, 
which utilizes the existing knowledge to deduce, infer, reason and establish predic-
tions, and verify the validity of the predictions. As mentioned above, the user can 
quantify his/her priori knowledge of a studied dataset as the guidance on the explora-
tion of group information. Thus the statistical summaries of a dataset can be directly 
employed as the statistical predictions (measure vectors) of the dataset in HOV3, since 
the statistical summaries reflect the nature comparisons of data objectively [19]. Also, 
it is easy to interpret the grouping results of a dataset plotted by statistical predictions 
in HOV3. The detailed description of our approach is presented below.  

3.1   The Algorithm 

We formalized our idea of using statistical predictions to explore clusters by HOV3 
into the algorithm in table 1. The detailed explanation of our algorithm is given next. 

Table 1. The Algorithm of Statistics-guided Cluster Exploration by HOV3 

Algorithm: Statistics-guided Cluster Exploration by HOV3 
Input: D: a dataset;  M: statistical measures of D;  

Output: G: data distribution of D or subsets of D; 

1: cluster exploration ← true; 
2: p ← D; 
3: mi ← a statistical measure of p;  (mi œ M) 
4: m ← mi; 
5: while (cluster exploration) 
6:      G ← Hc(D, mi); 
7:      if (G well grouped?)  
8:             if (stop exploration?) 
9:                   cluster exploration ← false; 
10:                   break; 
11:             endif 
12:       endif 
13:       if (new statistical measure of p?) 
14:            mi ← a statistical measure of p; 
15:          m ← mi; 
16:       endif 
17:       mi ←m·mi ; 
18: endwhile 



704 K.-B. Zhang et al. 

3.2   Supported Features  

There are two significant features of the use of statistical predictions to explore clus-
ters by HOV3: Enhanced separation of data groups and quantitatively guided explo-
ration. The projection of HOV3 is simply written as G ← Hc(D, m) [23], where D is 
the processing dataset, m is a measure vector, and G is the distribution of D projected 
by HOV3. 

 Enhanced Group Separation 

It is proved that if there are several data point groups that can be roughly separated by 
applying a measure vector m in HOV3 to a dataset, then multiple applications of the 
projection in HOV3 with the same measure vector to the dataset would lead to the 
groups being more condensed, i.e., have a good separation of the groups [24]. 

This feature is achieved by step 6 and step17 in the while loop (steps 5-18) of the 
algorithm, as shown in Table 1. The enhanced group feature is significant for cluster 
exploration by HOV3 with statistical predictions, since clearly separated groups can-
not be usually observed by applying a measure vector to a dataset in HOV3 once. 

 Quantitatively Guided Exploration 

The HOV3 technique provides a quantitative mechanism to visually detect cluster clue 
by measure vectors. In fact, the statistical summaries of a dataset are quantitative 
depictions of the dataset. They objectively reflect the natural comparisons of the data-
set. Thus introducing them as the predications in HOV3 avoids the randomness and 
subjectivity which may be introduced by the user during the cluster exploration proc-
ess by visualization. 

To highlight these two features and demonstrate the effectiveness of our approach, 
we provide several experiments in the next section.  

4   The Experiments 

4.1   Parkinson’s Disease Dataset 

Parkinson’s disease dataset has 23 attributes and 195 instances. The original data 
distribution of Parkinson’s disease dataset is shown in Fig. 1, where we cannot recog-
nize any groups in the dataset. Then we choose the standard deviation of the dataset 
pstd=[0.24096, 0.18676, 0.25056, 0.15401, 0.13764, 0.14296, 0.14786, 0.14293, 
0.17215, 0.16013, 0.19555, 0.16314, 0.12977, 0.19553, 0.12865, 0.17987, 0.43188, 
0.24253, 0.22046, 0.13688, 0.18776, 0.17029, 0.18665] as a statistical prediction to 
explore the clusters of the dataset. Its projected data distribution is illustrated in Fig. 
2, where data points are roughly separated, but we still cannot distinguish groups 
clearly (3 or 4 groups?). 

According to the enhanced separation feature of HOV3 [24], we adopt two times in-
ner product of pstd as a statistical prediction and try again. The newly projected result 
is shown in Fig.3, where the data points are separated into two mains groups, based on 
the user’s observation. We have also used three times mean value of Parkinson’s data-
set as the statistical prediction to plot the dataset. Its data distribution is shown in Fig.4. 
It can be observed that, clearly, there are two groups in both Fig.3 and Fig.4. 
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Fig. 1. Projecting data distribution by HOV3 
of Parkinson’s disease dataset without any 
measurement 

Fig. 2. The data distribution projected by 
HOV3 of Parkinson’s disease dataset with 
its standard deviation, pstd as a statistical 
prediction 

  

Fig. 3. The data distribution projected by 
HOV3 of Parkinson’s disease dataset in Fig.1 
with two times of pstd as the prediction 

Fig. 4. The data distribution projected by HOV3

of Parkinson’s disease dataset with three times 
of mean values of the dataset as a prediction 

Based on the above experiments, there are two well-separated clusters in Parkin-
son’s disease dataset. The cluster exploration process can be done iteratively until the 
user is satisfied by the grouping result by HOV3. He/she can terminate the cluster 
exploration process by his/her decision (steps 7-12) in table 1.  

To verify the validation of the above experiments produced by HOV3, we em-
ployed the CVAP system [21] to check the quality of clustering results of Parkinson’s 
disease dataset by K-means [15] and PAM [12] clustering algorithms with a cluster 
number of 2 to 10. Then we checked the quality of those clustering results by the 
cluster validation methods of Silhouette index [17] and Dunn index [6]. The higher 
Silhouette and Dunn indices indicate the better quality of clustering results. The qual-
ity tests of those clustering results are illustrated in Fig.5 and Fig.6. It is clear that 
number 2 is the optimal cluster number of Parkinson’s disease dataset for K-means 
and PAM clustering. This example shows that statistics-guided cluster exploration by 
HOV3 provides an effective visual method to assist the user on the acquisition of the 
cluster number in the preprocessing stage of clustering. 
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Fig. 5. The quality indicated by Silhouette 
index of clustering results of Parkinson’s 
disease dataset produced by K-means and 
PAM clustering algorithms with the cluster 
number ranging from 2 to 10 

Fig. 6. The quality indicated by Dunn index of 
clustering results of Parkinson’s disease data-
set produced by K-means and PAM clustering 
algorithms with the cluster number ranging 
from 2 to 10 

4.2   Wine Dataset 

We have also applied our approach to the wine dataset, which has 13 attributes and 
178 instances. Fig.7 and Fig.8 present the original data distribution of the wine dataset 
and the data distribution projected by HOV3 with three times standard deviation of the 
dataset respectively. Clearly, there are three well-separated groups in Fig.8. Then we 
cluster these three groups (CH). 

SOM (Self-organizing Map) is a neural network based clustering algorithm [13], 
which has been widely applied in machine learning and data mining. We applied the 
SOM to the wine dataset with cluster number 2-10, and employed the Silhouette  
index validation algorithm to verify the clustering results in CVAP. Fig.9 illustrates 
the curve of validation results produced by Silhouette index in CVAP, where we can 
observe that number 3 is the optimal cluster number of the wine dataset.  

 

Fig. 7. The original data distribution of the 
wine dataset by HOV3 

 

Fig. 8. The data distribution projected by 
HOV3 of the wine dataset with its three 
times of stand deviation values 
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Fig. 9. The quality indicated by Silhouette index of clustering results of the wine dataset pro-
duced by SOM clustering algorithms with a cluster number of 2 to 10 

Table 2. The statistical contrast between the clusters (k=3) produced by HOV3 with three times 
standard deviation of the wine dataset and the clusters produced by SOM clustering algorithms 

CH % Radius Variance Weighted 
Variance 

CS % Radius Variance Weighted 
Variance 

1 26.966 102.286 0.125 3.37075 1 33.708 107.980 0.124 4.179792 
2 39.888 97.221 0.182 7.259616 2 38.764 97.449  0.185 7.17134 
3 33.146 108.289 0.124 4.110104 3 27.528 102.008 0.126 3.468528 
    14.74047     14.81966 

 
 
The contrast of the clusters (CH) projected by HOV3 and the clustering result (CS) 

produced by the SOM clustering algorithm is summarized in Table 2. The weighted 
variance of the two clustering results is listed in the last row of the table. We can see 
that the quality of CH is even slightly better than the quality of CS based on the vari-
ance contrast. We believe that a domain expert could give a better and intuitive expla-
nation about this clustering result. This experiment also supports the effectiveness of 
our approach.  

As the examples have demonstrated, visual projection based on the statistical pre-
diction by HOV3 is a more purposeful and effective method for cluster exploration, 
and also it is easier to obtain a geometrical interpretation of the clustering results. 

5   Conclusions 

We have proposed a statistics-guided visual approach to assist the user during cluster 
exploration, and demonstrated its effectiveness by experiments on several datasets. 
This approach adopts the statistical summaries of a high dimensional dataset as  
predictions to project the data so that the user can have an intuitive observation of 
clusters during cluster exploration. The use of statistical features of data mitigates the 
weaknesses of randomness and arbitrary exploration of the existing visual methods 
employed in data mining. As a consequence, with the features of enhanced group 
separation and quantitatively guided exploration of our approach, the user can effec-
tively identify the cluster number in the preprocessing stage of clustering. 
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An Algorithm Based on the Construction of Braun’s 
Cathode Ray Tube as a Novel Technique for Data 

Classification 
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Abstract. In this article we have presented a model used for a classification of 
multidimensional data in a broader sense, called Braun’s cathode machine. The 
internal structure of the machine presented on this paper has been based on the 
architecture of a cathode-ray tube – Braun’s tube. For a machine model de-
scribed this way a machine training algorithm has been proposed as well as re-
sponse computing algorithms. In the final chapter we have presented the results 
of the machine tests for the notions connected with the classification and self-
organization of multidimensional data.  

Keywords: Braun’s machine, Classifier algorithm, Self-organization of data al-
gorithm, Data mining, Computational intelligence. 

1   Introduction 

In recent years, there has been an increase of interest in biology as a source of inspira-
tion to tackle many computational problems in the scope of data processing. This in-
terest has been and is motivated by the willingness to select mechanisms that are used 
by natural systems and the attempt to adjust them to efficient problem solving in the 
aforementioned areas. The attempts to use elementary physical phenomena in data 
processing can be an alternative way of searching for natural computational models in 
relation to biology.  

This article presents a data processing mechanism that uses the phenomena oc-
curring during movements of particles in the electric field. The aforementioned oc-
currences have already been widely used in construction of Braun’s cathode ray 
tube. In the first part of the article physical rights will be presented which have been 
used in data processing by a processing element called Braun’s cathode machine or 
Braun’s machine. In the second part of the article we will discuss the elements of 
the aforementioned processing element and its functioning mechanism will be pre-
sented. In the second part of this article we will also present Braun’s cathode ma-
chine training algorithm and an algorithm which computes a response. The third 
part of this article presents the results of the computations carried out with the use 
of this model. 
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2   Physical Phenomena Used by Braun’s Machine 

In this part of the article we will discuss physical phenomena which will constitute a 
functioning base for Braun’s machine. The reaction of electric fields to charged parti-
cles is used in two aspects. First of all, it is used to accelerate or curb particle move-
ments, and secondly, to change the direction of moving particles. 

2.1   Speeding Up the Particles 

Let us consider its motion in homogenous electrostatic field with E strength. If the 
direction of v0 velocity is in accordance with the direction of electric field lines, this 
field operates on a charged particle with force F=qE which is constant so the move-
ment of the particle is a uniformly variable motion. The charge will then accelerate or 
curb depending on the senses of vectors v0 and E. May a field in A point have a po-
tential VA and in B point - a potential VB, so electrostatic potential energy of charge q 
in point A equals qVA, and in B point, it equals qVB. Appropriate kinetic energies are: 
in point A it is (mv0

2)/2 , in point B (mv2)/2 where the v variable is a searched value. 
Taking advantage of the energy conservation law we obtain [4]: 
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The velocity of the particle is proportional to the element of accelerating voltage. As 
it results from the equation (1), the velocity value of the particle can be increased by 
increasing the field strength E or by increasing the distance d where the acceleration 
occurs. 

2.2   Change of the Particle Trajectory 

Let’s assume that electric field is generated by two plates and the voltage which is led 
to them is U; then E=U/d. May the particle of m mass possess a q charge and initial 
velocity of v0 which is perpendicular to force lines. According to the principles of 
electrostatics, the particle is influenced then by force perpendicular to v0 of F=qE 
value which will cause the curving of this trajectory according to the equation [4]: 
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At the escape of the particle from the x=l field, and velocity in this place is expressed. 
Where vy can be determined based on the equation (1). 

3   The Architecture of Braun’s Machine 

In this paragraph we will present a model of a processing element whose functioning 
uses a physical phenomenon described above. The functioning of Braun’s machine is 
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mainly modelled on the principle of functioning of Braun’s cathode ray tube, so logi-
cal and physical construction of this processing clement is similar to the construction 
of the tube. 

3.1   Elements of Braun’s Machine 

In figure Fig 1. a model of Braun’s machine has been presented. Similarly to the tube, 
the model is equipped with an accelerating grid and a set of deflection plates and a 
visualizing space. In the described model, a particle gun is responsible for generation 
of particles. The gun is an equivalent for a cathode in the tube. 

 
 A ) Deflector grids 

(Inputs) 

L-dimensional 
visualizing 

space 

Output

Accelerating 
grid 

Particle gun 

M-dimentional 
internal machine 

space  

 B ) 

Inputs
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Activation 
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Visualization 
space 

Output

 

Fig. 1. A model of M-dimensional Braun’s machine with L-dimensional visualizing space  
a) physical construction of a machine b) logical construction of a machine 

Accelerating Plates 
Plates are very important elements in the process of data processing. The task of ac-
celerating plates is to accelerate particles which have been released by the gun. The 
value of the initial velocity of a particle is determined by the value of a control signal 
led to this plate. This signal corresponds to the accelerating voltage in Braun’s cath-
ode ray tube. 

Deflection Plates 
A set of deflection plates is the main processing element of the model. The number of 
deflection plates corresponds to the number of inputs the machine has been equipped 
with. The size of the input signal led to the input of the machine corresponds to the 
value of deflecting voltage in a physical equivalent of the machine. The task of de-
flection plates is to change of the trajectory of a particle. The scope of changes in the 
trajectory of particles depends on the value of deflecting voltage led to deflection 
plates (3) which in the model we are describing corresponds to the values of input 
data. 

Visualizing Surface 
The last element of the presented Braun’s machine model is the object which is re-
sponsible for visualization of the final location of a particle. This object is called a 
machine’s visualizing surface. The functions of this element are the same as the func-
tions of a screen in Braun’s cathode ray tube. It can be said that the screen of Braun’s 
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tube provides projecting operations of the location of a particle in the three-
dimensional space on the plane. 

Data Processing Mechanism 
In the model being described in this paper data processing consists in subsequent 
modifications of the trajectory of a particle as a result of electric fields which influ-
ence the particle. The operation of deflection plates is the source of this influence. 
The value of electric field intensity is proportional to the value of input data. The 
higher values of data led to deflection plates we observe, the higher deflection it is. 
The result of data processing by a machine will be the value of final location of a par-
ticle in the space where it moves. Considering the equations (3) it can be stated that 
the higher velocity of the particle, the smaller influence of electric field of deflection 
plates we can observe. Therefore, the influence of the values of input data on the 
processing operation and modification of the trajectory of a practice will be smaller. 
Increasing the velocity of a particle, we have an influence on generalisation of input 
data. 

3.2   A Model of N-Dimensional and M-Input Braun’s Machine 

After presenting a general idea of functioning of Braun’s machine we will draw our 
attention to creation of a generalized model. Generalization of this model refers to a 
number of important aspects. The first aspect refers to the relation between the num-
ber of machine inputs and the number of deflection plates. It is a very important  
notion in case if N-dimensional data are to be processed by a machine. The second 
aspect is connected with the size of the internal machine space in which particles are 
moving. The size of this space decides on the classification qualities of a machine. 

Construction of a Function of Machine Activation 
The description of machine operation presented in the previous paragraph implies that 
the process of data processing consists in repeated performing of three types of opera-
tions on a particle, namely, an operation of acceleration of deflection and visualisa-
tion. Each of the operation mentioned here has an effect on the final location of a  
particle. In such a case a function of machine activation will be a creation of acceler-
ating function, deflecting function and visualising function. Assuming that the accel-
erated particles move in M-dimensional space, then location vector X=(x1,x2,..xM) and 
velocity V=(v1,v2,..vM) of a given particle.  

Accelerating Function 
In order to make the processing take place in a machine, a particle should be acceler-
ated to a particular velocity. As it results from the aforementioned description, the 
value of this velocity decides on the course of the data processing operation per-
formed by machine. The particle acceleration operation is described by means of ac-
celerating function. Definitions of the accelerating function fa were depicted using the 
two equations (4) and (5). The adopted notation of Vi indicates that the argument of a 
given function the i-th component of velocity vector V. 
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The function (4,5) provides changes of i-th coordinate of velocity vector V. As it re-
sults from the presented equation (5), velocity that will be gained by a particle be-
cause of its acceleration depends on two factors. First of all, it depends on velocity 
possessed by a particle before entering the area where the grid influences it. Secondly, 
it depends on the value of accelerating voltage. In the model we are describing, a nu-
merical value is a counterpart of the value of accelerating voltage. In the equation (5) 
in comparison to the equation (2) there are no values of electric charge of a particle 
and mass. The reason for that is the fact that these quantities in the presented model 
have been adopted as constant values and are represented by means of a constant Kd . 

Deflecting Function 
Another operation that is performed on a particle during the process of data process-
ing is an operation which modifies the trajectory of a particle motion depending on 
the value of input data. In a machine, deflation plates carry out this operation. A num-
ber of modifications of the trajectory of a particle motion corresponds to the number 
of deflation plates the machine is equipped with, but the number of plates depends on 
the dimension of input data and corresponds to the number of machine inputs. The 
equations (6, 7) define a function which performs the operation of deflection. A de-
flecting function fd possesses two arguments. 
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(7) 

The first argument is a velocity vector of a particle V which it has upon the moment of 
input in the area of influence of a given deflection plate. The second argument is the 
value of deflecting voltage ud which corresponds to i-th element of the input vector. 
The operation of deflection described by fd function modifies the value of velocity 
vector V. During this operation, only this component of V vector is modified which 
belongs to the same plane as given deflection plates. Velocity for the selected coordi-
nate of V vector is calculated as a quotient of deflecting voltage and total velocity of a 
particle. Similarly to the situation connected with a function which accelerates pa-
rameters which are constant, i.e. the size of electric charge of a particle, a mass of a 
particle and the width of deflection plates in formula (7) were not directly taken into 
account. The value of these parameters is represented by a Kd constant. 

Visualization Function 
The last type of operation that is operated by a machine on a particle is the operation 
of particle visualization. Similarly to two previously discussed operations, this opera-
tion will also be described by means of a function. The operation of particle visualiza-
tion is realized by means of L-dimensional visualizing surface. This surface is the 
counterpart of a screen covered with luminophore in Braun’s cathode ray tube and, 
similarly to the screen, it is responsible for recording final deflections of a particle 
against the initial trajectory. 
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The formula (8) describes the operation realized by visualizing surface of a machine. 
Visualization function fv, playing the role of a screen, maps a set of values of M-
dimensional velocity vector V of a particle on its final location X in a selected L-
dimensional subspace which is the counterpart of L-dimensional screen. 

Activation Function 
The activity of a machine consists in repeated performance of elementary operations 
on a particle in motion. Activation function describes the relation between input data 
and output data. For a Braun’s machine we are describing in this paper, activation 
function is a combination of functions which correspond to elementary operations.  

Algorithm for Computing activation Function 
This algorithm computes the location of a particle in a visualizing surface. The loca-
tion results from the influence of “electric fields” generated by input data of a ma-
chine on the particle. 

 
 

1 Set the input parameters of the algorithm 
− M – dimension of internal machine space; L – dimension of visualizing surface 
− V=(v1,v2,...vM)-particle velocity vector;  
− XEnd=(x1,x2,...xL)- location of a particle in a visualizing surface  
− QueueOfPlates – set of deflection and accelerating plates of a machine  
− Input – a set of input data ; i←0; 

2 Foreach plate∈ QueueOfPlates do 
3 If plate – is an accelerating grid then  
4 ua←Ua[plate]; // collect the value of accelerating voltage for plate 
5 axis←SpaceOfMachine[net];// collect the axis along which the plate operates  
6 V←fa(V, axis , ua); // Perform the operation of particle acceleration  
7 ElseIf plate – is a deflection plate then 
8 i← i+1; // subsequent number of machine input 
9 ud←Input[i];// take the value of data for a given i-th input. 
10 axis←SpaceOfMachine[plate];// take the axis along which the plate operates 
11 V←fd(V, axis , ud); // Perform the deflection operation  
12 End if; End foreach 
13 Xend←fv(V, (i1, i2, ... iL));// Perform the visualization operation where i1, i2, ... iL ∈{1,..M} 

Fig. 2. Algorithm for computing Braun’s machine activation function 

In Fig. 2 we presented algorithm for computing the value of activation function. 
The operation of the algorithm consists in performing elementary operations on a par-
ticle that is moving in the machine space. In order to do this, we check the set of 
plates a machine is equipped with. This set is organized in a form of a queue because 
it is important to remember that subsequent plates are collected in a specific order that 
corresponds to a physical location of accelerating and deflection plates inside the ma-
chine. After collecting a given plate from the queue of plates, the type of plate is 
checked. Depending on the type of the selected plate, specific operations for this type 
are performed. If the plate is an accelerating plate, we collect a value from a given 
machine input. This value is a counterpart of a deflecting voltage and is an argument 
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of the deflecting function. In the next steps other attributes of a given plate are col-
lected and the deflecting function is computed. When we perform all operations that 
were determined by the content of the QueueOfPlates, we perform visualization op-
eration. This type of operation consists in mapping a velocity vector of a particle on 
its final location on the machine’s visualizing surface.  

Braun’s Machine Training Algorithm 
Machine training is a one-phase process. This process consists in computation of ma-
chine activation function for each vector of input data and in recording the location of 
a particle in the visualizing surface corresponding to this vector. In Fig. 3 we have 
presented Braun’s machine training algorithm. This algorithm by the analogy to the 
phenomenon of luminophore burning in the cathode ray tube has been called a 
“burned surface” algorithm. The training set consists of vectors of input data together 
with a class number assigned to each vector. The results of the computation of the 
activation function are the coordinates of a particle on the visualizing surface. A class 
number is assigned to each location of a particle on a surface and its environment 
where a given input vector belongs. 

 
 

1 Set the parameters of training process 
− TrainSet=∪⎨Input x  Class⎬- train set  
− BurnedSurface- visualizing surface with the recorded location of particles  

2 For i=1 to length(TrainSet) do 
3  (yk….yl)← fBM (QueueOfPlates, M, L, TrainSeti→Input);// Compute activation function  
4   BurnedSurface← BurnedSurface∪{(yk….yl) → Class };// Allocate class number to the location  
5 End for 

Fig. 3. Braun’s cathode machine training algorithm 

The algorithm enables generalization of input data in the process of training by means 
of decrease of influence of deflection plates of a machine as a result of increase of 
“accelerating voltage”. 

Response Computing Algorithm 
The algorithm for computing responses was presenteed in Fig. 4. The following ele-
ments belong to its parameters: a set of machine’s plates that describes its physical 
structure and burned surface with class numbers belonging to given points on this 
surface. This algorithm computes activation function for a given data vector. This 
function returns the coordinates of a particle and its environment on the basis of the 
physical structure of a machine and the value of input vector. 

1 (yk….yl)← fBM(QueueOfPlates, M, L, Input);// Compute activation function 
//(yk….yl) includes coordinates for an input vector on burned surface 

2 If  BurnedSurface(yk….yl)≠ NULL  then  
3 Ans←BurnedSurface(yk….y);// return the class numbers belonging to the point and environment l 
4 Else // failed attempt to classify input vector  
5 Ans← NULL; // point (yk….yl) does not belong to any class   
6 End if 

Fig. 4. Algorithm for computing the response of Braun’s cathode machine 



 An Algorithm Based on the Construction of Braun’s Cathode Ray Tube 717 

In the next step the algorithm maps the set of points on the class number which was 
assigned to this coordinates in the process of training. If the aforementioned mapping 
is not possible, algorithm signalizes a failed attempt of classification of input vector. 

4   Testing Braun’s Machine 

In this section we will present the results of the tests conducted on Braun’s machine. 
These tests aimed at comparison of the presented machine model with well-known 
algorithms that are use with several basic notions connected with the classification of 
multidimensional data. The test task was divided into two categories. The first cate-
gory is a classification where Braun’s machine and selected comparative algorithm 
are trained to which class a given input vector should be classified during the process 
of training. During the training phase, algorithms classify data that belong to a testing 
set and undergo distortion process. The second type of classification is self-
organization of data.  

4.1   Classification  

The first collection the Thyroid Disease is associated with medicine and the diagnosis 
of disease associated with thyroid. The other two data sets - the Landsat Satellite data 
and the Letter, they are related to image recognition. These data sets were taken from 
generally accessible data repository UCI Machine Learning Repository [1]. Detailed 
information about these data sets have been included [1],[2],[3].  

Table 1 presents the results of the classification of these data sets using the Braun’s 
machine and other algorithms. The results of other algorithms are derived from the 
work of [2],[3]. The table shows that, the effectiveness of the Braun’s machine can be 
compared to the best algorithms presented in the table. The relatively bad results, the 
Braun’s machine obtained for the Thyroid data set. In this case, it should be noted that 
 

Table 1. The percentage of correct classifications for the data sets. BM–Braun’s machine with 
L–dimensional burned surface.(Ua/Ud –quotient of the value of accelerating voltage Ua and 
deflecting voltage Ud ) 

Thyroid Disease Data Set Landsat Satellite Data set Letter Recognition Data Set  
Algorithm %Test  
CART tree 99.36 
SSV tree 99.33 
MLP+SCG, 4 neurons 99.24 
SVM Minkovsky kernel 99.18 
MLP+SCG, 4 neurons, 45 SV 98.92 
FSM 10 rules 98.90 
MLP+SCG, 12 neurons 98.83 
MLP+backprop 98.5 
SVM Gaussian kernel 98.4 
k-NN, k=1, 8 features 97.3 
BM L=19, Ua/ Ud =16 96.93 
Naive Bayes 96.1 
SVM Gauss, C=1 s=0.1 94.7 
BP+conj. gradient 93.8 
1-NN Manhattan,  93.8 
SVM lin, C=1 93.3  

Algorithm  %Test 
MLP, 36 nodes, +SVNT 91.3 
MLP, 36 nodes,  91.0 
kNN, k=3, Manhattan 90.9 
BM L=33, Ua/Ud =9 90.7 
FSMneurofuzzy,learn0.95 89.7 
kNN, k=1, Euclidean 89.4 
SVM Gaussian kernel  88.4 
RBF, Statlog result 87.9 
BM L=31, Ua/ Ud =10 87.8 
MLP, Statlog result 86.1 
Bayesian Tree 85.3 
C4.5 tree 85.0 
SSV tree 84.3 
Cascade  83.7 
Kohonen 82.1 
Bayes 71.3  

Algorithm  %Test  
BM L=14, Ua/Ud=1 96.06 
BM L=10, Ua/Ud=10 95.18 
ALLOC80 93.60 
K-NN 93.20 
LVQ 92.10 
Quadisc 88.70 
Bayesian Tree 87.60 
NewId 87.20 
IndCART 87.00 
C4.5 86.80 
BM L=8, Ua/ Ud =10 86.56 
DIPOL92 82.40 
RBF 76.60 
Logdisc 76.60 
Kohonen 74.80 
Backprop 67.30  
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the number of correct classification obtained using the machine, it is worse by only two 
percent of the best result. In contrast, the classification of other data sets, Braun’s ma-
chine, was extremely effective in comparison with other algorithms. For the Letter data 
set, the machine has achieved the best result. In this case, the difference between the re-
sult obtained by the machine, and the third result, is more than two percent. The results in 
Table 1 show that the effectiveness of the machine is dependent on dimensional burned 
surface, value of accelerating voltage Ua and deflecting voltage Ud . In the case of the data 
set the letter, an increase of dimensional burned surface, has increased the efficiency of 
the machine by ten percent. The reason for such a phenomenon is the fact that the dimen-
sion of the burned surface increases separation between individual data classes. 

4.2   Self-organization of Data 

In this paragraph we will present the results of the tests of Braun’s machine connected 
with the notion of self-organization of data. The results of the computations con-
ducted will be compare with the results of two selected algorithms. For this type of 
classification, a set of training and test data were synthetic. A training set is a set of 
127-element vectors (9) which belong to forty classes. Testing set consisted of 4000 
elements of a given degree of noise. 
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There was a difference in comparison to previous example which referred to the proc-
ess of training. In this case, for a given input vector first an algorithm computing the 
response of a machine was activated as seen in Fig.5. If this algorithm did not classify 
a given input vector in any already existing classes , then for this input vector a ma-
chine training process was initiated, which we have presented in Fig. 4. Basic criteria 
applied in the evaluation of particular algorithms were the number of correct classifi-
cations during testing and the time of training of a given algorithm. 

Table 2. presents the results of the conducted tests. The results of these tests au-
thorize us to make some conclusions. First of all, presented results indicate that 
Braun’s machine showed the highest effectiveness for a small level of test data noise. 
The percentage of correct responses of this algorithm was proportionally dependent 
on the dimension of the burned surface. The reason for such a phenomenon is the fact 
 

Table 2. The percentage of correct classifications for a test set. k100 – Kohonen network with a 
layer of 100 neurons; k250 – Kohonen network with a layer of 250 neurons; IS(optimal setting) – 
immune system;  BML – Braun’s machine with L-dimensional burned surface.  

     Ua/Ud=6   Ua/Ud=10  
Noise  K100 K250 IS BML=5 BML=10 BML=14 BML=20 BML=10 BML=14 BML=20 
30% 64 70 88 68 97 99 98 92 100 100 
40% 55 60 88 57 94 94 96 90 99 100 
50% 52 58 88 50 93 88 90 87 98 100 
60% 46 54 80 43 77 79 80 81 96 98 
           
NoClass 32 33 39 35 40 40 40 37 40 40 
ttrain 280s 600s 480s 8s 10s 11s 11s 10s 11s 11s 
NoIter 200 200 200 1 1 1 1 1 1 1 
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that the dimension of the burned surface increases separation between individual data 
classes. In case of Braun’s machine, however, the ability to generalize can by im-
proved be the increase of accelerating voltage. The increase of the value of this pa-
rameter results in the increase of correct classifications for the most distorted data, 
which results from the principles of machine operation. The last three verses of the 
table being discussed here containing information which refers to a division of a train-
ing set into classes, time of training of the tested algorithms and the number of itera-
tion in case of each algorithms during the training phase. Table 2. shows that only 
Braun’s machine was able to “discover” all classes belonging to a training set. The 
effectiveness of this division was determined by two factors. First of all, it was con-
nected with the dimension of the burned surface. Secondly, as it can be derived from 
table 1, the effectiveness of this division also depended on Ua parameter which is the 
counterpart of accelerating voltage. It can be noticed that the time of Braun’s machine 
training is at least by one order of magnitude shorter that the time other algorithms 
need for training. Such huge differences in size result from the fact that Braun’s ma-
chine training algorithm is a one-phase algorithm (see Fig. 3) and it is connected with 
a single computation of activation function for a given data vector. In case of other 
algorithms, however, the process of training is an iterative process. 

5   Summary 

In this article we have presented a model used for a classification of multidimensional 
data in a broader sense, called Braun’s machine. Functioning of this machine has been 
based on principles which govern the particles in motion in electric field. The internal 
structure of the machine presented ion this paper has been based on the architecture of 
a cathode-ray tube – Braun’s tube. For a machine model described this way a Braun’s 
machine training algorithm has been proposed as well as response computing algo-
rithms. In the final chapter we have presented the results of the machine tests for the 
notions connected with the classification and self-organization of multidimensional 
data. The results we have turned out to be very interesting, particularly when it terms 
of the notions connected with self-organization. During this type of tests it appeared 
that the responses generated by Braun’s machine were equally good as comparative 
algorithms, or even in some case their quality was better. On the basis of the con-
ducted research it can be said that the machine model is a very interesting computa-
tional model due to its limited computational complexity.  
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Abstract. Decision Tree Induction (DTI), one of the Data Mining classification 
methods, is used in this research for predictive problem solving in analyzing pa-
tient medical track records. In this paper, we extend the concept of DTI dealing 
with meaningful fuzzy labels in order to express human knowledge for mining 
fuzzy association rules. Meaningful fuzzy labels (using fuzzy sets) can be de-
fined for each domain data. For example, fuzzy labels poor disease, moderate 
disease, and severe disease are defined to describe a condition/type of disease. 
We extend and propose a concept of fuzzy information gain to employ the 
highest information gain for splitting a node. In the process of generating fuzzy 
association rules, we propose some fuzzy measures to calculate their support, 
confidence and correlation. The designed application gives a significant contri-
bution to assist decision maker for analyzing and anticipating disease epidemic 
in a certain area.  

Keywords: Data Mining, Classification, Decision Tree Induction, Fuzzy Set, 
Fuzzy Association Rules.  

1   Introduction 

Decision Tree Induction (DTI) has been used in machine learning and in data mining 
as a model for prediction a target value based on a given relational database. There are 
some commercial decision tree applications, such as the application for analyzing a 
return payment of a loan for owning or renting a house [15] and the application of 
software quality classification based on the program modules risk [16]. Both applica-
tions inspire this research to develop an application for analyzing patient medical track 
record. The Application is able to present relation among (single/group) values of 
patient attribute in decision tree diagram. In the developed application, some domains 
of data need to be utilized by meaningful fuzzy labels. For example, fuzzy labels poor 
disease, moderate disease, and severe disease describe a condition/type of disease; 
young, middle aged and old are used as the fuzzy labels of ages. Here, a fuzzy set  
is defined to express a meaningful fuzzy label. In order to utilize the meaningful  
fuzzy labels, we need to extend the concept of (crisp) DTI using fuzzy approach.  
Simply, the extended concept is called Fuzzy Decision Tree (FDT). To generate  
FDT from a normalized database that consists of several tables, there are several  
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Fig. 1. Process of Mining Association Rules  

sequential processes as shown in Fig. 1.  First is the process of joining tables known 
as Denormalization of Database as discussed in [4]. The process of denormalization 
can be provided based on the relation of tables as presented in Entity Relationship 
Diagram (ERD) of a relational database. Result of this process is a general (denormal-
ized) table. Second is the process of constructing FDT generated from the denormal-
ized table.  

In the process of constructing FDT, we propose a method how to calculate fuzzy 
information gain by extending the existed concept of (crisp) information gain to em-
ploy the highest information gain for splitting a node. The last is the process of min-
ing fuzzy association rules. In this process, fuzzy association rules are mined from 
FDT. In the process of mining fuzzy association rules, we propose some fuzzy meas-
ures to calculate their support, confidence and correlation. Minimum support, confi-
dence and correlation can be given to reduce the number of mining fuzzy association 
rules. The designed application gives a significant contribution to assist decision 
maker for analyzing and anticipating disease epidemic in a certain area. 

The structure of the paper is the following. Section 2 as main contribution of this 
paper is devoted to propose the concept and algorithm for generating FDT. Section 3 
proposes some equations of fuzzy measures that play important role in the process of 
mining fuzzy association rules. Section 4 demonstrates the algorithm and in a simple 
illustrative results. Finally a conclusion is given in Section 5. 

2   Fuzzy Decision Tree Induction (FDT) 

Based on type of data, we may classify DTI into two types, namely crisp and fuzzy 
DTI. Both DTI are compared based on Generalization-Capability [14]. The result 
shows that Fuzzy Decision Tree (FDT) is better than Crisp Decision Tree (CDT) in 
providing numeric attribute classification. Fuzzy Decision Tree formed by the FID3, 
combined with Fuzzy Clustering (to form a function member) and validated cluster 
(to decide granularity) is also better than Pruned Decision Tree. Here, Pruned  
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Decision Tree is considered as a Crisp enhancement [13]. Therefore in our research 
work, disease track record analyzer application development, we propose a kind of 
FDT using fuzzy approach. 

An information gain measure [1] is used in this research to select the test attribute 
at each node in the tree. Such a measure is referred to as an attribute selection meas-
ure or a measure of the goodness of split. The attribute with the highest information 
gain (or greatest entropy reduction) is chosen as the test attribute for the current node. 
This attribute minimizes the information needed to classify the samples in the result-
ing partitions and reflects the least randomness or impurity in these partitions.  In 
order to process crisp data, the concept of information gain measure is defined in [1] 
by the following definitions.  

Let S be a set consisting of s data samples. Suppose the class label attribute has m 
distinct values defining m distinct classes, Ci (for i=1,…, m). Let si be the number of 
samples of S in class Ci. The expected information needed to classify a given sample 
is given by 
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where pi is the probability that an arbitrary sample belongs to class Ci and is estimated 
by si/s. 

Let attribute A have v distinct values, {a1, a2, …, av}. Attribute A can be used to 
partition S into v subsets, {S1, S2, …, Sv}, where Sj contains those samples in S that 
have value aj of A. If A was selected as the test attribute then these subsets would 
correspond to the braches grown from the node containing the set S. Let sij be the 
number of samples of class Ci in a subset Sj. The entropy, or expected information 
based on the partitioning into subsets by A, is given by 
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 acts as the weight of the jth subset and is the number of sam-

ples in the subset divided by the total number of samples in S. The smaller the entropy 
value, the greater the purity of the subset partitions.The encoding information that 
would be gained by branching on A is 

Gain(A)=I(s1, s2,…, sm) – E(A) (3)

In other words, Gain(A) is the expected reduction in entropy caused by knowing the 
values of attribute A. 

When using the fuzzy value, the concept of information gain as defined in (1) to 
(3) will be extended to the following concept. Let S be a set consisting of s data sam-
ples. Suppose the class label attribute has m distinct values, vi (for i=1,…, m), defin-
ing m distinct classes, Ci (for i=1,…, m). And also suppose there are n meaningful 
fuzzy labels, Fj (for j=1,…, n) defined on m distinct values, vi. Fj(vi) denotes  
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membership degree of vi in the fuzzy set Fj . Here, Fj (for j=1,…, n) is defined by 
satisfying the following property: 

}{1,...i ,1)( mvF i

n

j
j ∈∀=∑  

Let βj be a weighted sample corresponding to Fj as given by 

)()det( i

m

i
jij vFC∑ ×=β , where det(Ci) is the number of elements in Ci. 

The expected information needed to classify a given weighted sample is given by 

)(log),...,,( 2
1
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n

j
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=

−=βββ
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where pj is estimated by βj/s. 
Let attribute A have u distinct values, {a1, a2, …, au}, defining u distinct classes, Bh 

(for h=1,…, u). Suppose there are r meaningful fuzzy labels, Tk (for k=1,…, r), de-
fined on A. Similarly, Tk is also satisfy the following property. 

},{1,... ,1)( uhaT h

r

k
k ∈∀=∑  

If A was selected as the test attribute then these fuzzy subsets would correspond to the 
braches grown from the node containing the set S. The entropy, or expected informa-
tion based on the partitioning into subsets by A, is given by 

∑
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Where αjk be intersection between Fj  and Tk defined on data sample S as follows. 
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Similar to (4), I(αik,…, αnk) is defined as follows.  
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where pjk is estimated by αjk/s. 
Finally, the encoding information that would be gained by branching on A is 

Gain(A)=I(β1, β2,…, βn) – E(A) (8)

Since fuzzy sets are considered as a generalization of crisp set, it can be proved that 
the equations (4) to (8) are also generalization of equations (1) to (3). 
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3   Mining Fuzzy Association Rules from FDT 

Association rules are kind of patterns representing correlation of attribute-value 
(items) in a given set of data provided by a process of data mining system. Generally, 
association rule is a conditional statement (such kind of if-then rule). Performance or 
interestingness of an association rule is generally determined by three factors, namely 
confidence, support and correlation factors.  Confidence is a measure of certainty to 
assess the validity of the rule. The support of an association rule refers to the percent-
age of relevant data tuples (or transactions) for which the pattern of the rule is true. 
Correlation factor is another kind of measures to evaluate correlation between two 
entities. 

Related to the proposed concept of FDT as discussed in Section 2, the fuzzy asso-
ciation rule, Tk ⇒Fj can be generated from the FDT. The confidence, support and 
correlation of Tk ⇒Fj are given by 
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To provide a more generalized multidimensional fuzzy association rules as proposed 
in [6], it is started from a single table (relation) as a source of data representing rela-
tion among item data. Formally, a relational data table [12] R consists of a set of tu-
ples, where ti represents the i-th tuple and if there are n domain attributes D, then 

).,,,( 21 iniii dddt L=  Here, dij is an atomic value of tuple ti with the restriction to 

the domain Dj, where jij Dd ∈ . A relational data table R is defined as a subset of the 

set of cross product 
nDDD ××× L21
, where  },,,{ 21 nDDDD L= . Tuple t (with re-

spect to R) is an element of R. In general, R can be shown in Table 1. 
Now, we consider χ and ψ as subsets of fuzzy labels. Simply, χ and ψ are called 

fuzzy datasets. A fuzzy dataset is a set of fuzzy data consisting of several distinct 
fuzzy labels, where each fuzzy label is represented by a fuzzy set on a certain domain 
attribute. Formally, χ and ψ are given by }N    ),(|{ njjj jDFF ∈∃Ω∈=χ  and 
 



 Fuzzy Decision Tree Induction Approach for Mining Fuzzy Association Rules 725 

Table 1. A Schema of Relational Data Table 

Tuples
1D  

2D  … nD  

1t  
11d  

12d  … nd1
 

2t  
21d  

22d … nd2

M  M  M  O M  

st  
1sd  

2sd … snd  

}N    ),(|{ njj jDjFF ∈∃Ω∈=ψ , where there are n domain data, and )( jDΩ  is a 

fuzzy power set of Dj. In other words, Fj is a fuzzy set on Dj. The confidence, support 
and correlation of χ ⇒ ψ are given by 
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4   FDT Algorithms and Results 

The research is conducted based on the Software Development Life cycle method. 
The application design conceptual framework is shown in Fig 1. An input for devel-
oped application is a single table that is produced by denormalization process from a 
relational database. The main algorithm for mining association rule process, i.e. Deci-
sion Tree Induction, is shown in Fig 2. Furthermore, the procedure for calculating 
information gain, to implementing equation (4), (5), (6), (7) and (8), is shown in  
Fig 3. Based on the highest information gain the application can develop decision tree 
in which the user can display or print it. The rules can be generated from the gener-
ated decision tree. Equation (9), (10) and (11) are used to calculate the interestingness 
or performance of every rule. The number of rules can be reduced based on their 
degree of support, confidence and correlation compared to the minimum value of 
support, confidence and correlation determined by user. 
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For i=0 to the total level 
  Check whether the level had already split 
  If the level has not yet split Then 
   Check whether the level can still be split 
   If the level can still be split Then 

     Call the procedure to calculate information gain 
    Select a field with the highest information gain 
    Get a distinct value of the selected field 
    Check the total distinct value 
    If the distinct value is equal to one Then 

      Create a node with a label from the value name 
    Else 

      Check the total fields that are potential to become a current test attribute 
      If no field can be a current test attribute Then 
          Create a node with label from the majority value name 
      Else 
          Create a node with label from the selected value name 
      End If 
     End If 
   End If 
  End If 

End for 
Save the input create tree activity into database 

Fig. 2. The Generating Decision Tree Algorithm 

 
Calculate gain for a field as a root 
Count the number of distinct value field 
For i=0 to the number of distinct value field 
  Count the number of distinct value root field 
  For j=0 to the number of distinct value root field 
    Calculate the gain field using equation (4) and (8) 
  End For 
  Calculate entropy field using equation (5) 
End For 
Calculate information gain field 

Fig. 3. The Procedure to Calculate Information Gain 

In this research, we implement two data types as a fuzzy set, namely alphanumeric 
and numeric. An example of alphanumeric data type is disease. We can define some 
meaningful fuzzy labels of disease, such as poor disease, moderate disease, and se-
vere disease. Every fuzzy label is represented by a given fuzzy set. The age of  
patients is an example of numeric data type. Age may have some meaningful fuzzy 
labels such as young and old. Fig 4 shows an example result of FDT applied into three 
domains (attributes) data, namely Death, Age and Disease.  
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Level 1
DEATH

No (87%)
Yes (13%)

Level 1.2
DISEASE=moderate
DEATH

No (86%)
Yes (14%)

Level 1.1
DISEASE=poor
DEATH
   No (98.5%)
   Yes (1.5%)

Level 1.3
DISEASE=severe
DEATH

No (0 %)
Yes (100%)

Level 1.1.1
AGE=young
DEATH
  No (100%)

Yes (0%)

Level 1.1.2
AGE=old
DEATH

No (95.7%)
Yes (4.3%)

Level 1.2.1
AGE=young
DEATH
   No (100%)
   Yes (0%)

Level 1.2.2
AGE=old
DEATH

No (71.4%)
Yes (28.6%)

 

Fig. 4. The Generated Decision Tree 

5   Conclusion  

The paper discussed and proposed a method to extend the concept of Decision Tree 
Induction using fuzzy value. Some generalized formulas to calculate information gain 
ware introduced. In the process of mining fuzzy association rules, some equations 
ware proposed to calculate support, confidence and correlation of a given association 
rules. Finally, an algorithm was briefly given to show the process how to generate 
FDT.  
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Abstract. The Distance Index (D-index) is a recently introduced metric index-
ing structure which has state-of-the-art performance in large scale metric search
applications. Inspired by D-index, we introduce a novel index structure, termed
AdaIndex, for fast similarity search in generic metric spaces. With multiple prin-
ciples from other advanced algorithms, AdaIndex shows a significant improve-
ment in reduction of distance calculations compared with D-index. To treat with
application with different system limitations and diverse nature of data, we intro-
duce a parameter tuning algorithm to build an optimal AdaIndex structure with
minimal overall computational costs. The efficiency of AdaIndex is validated on
a series of simulation experiments.

1 Introduction

Similarity search [1,2] has always been a prominent data preprocessing operation in
fields like data mining, signal processing, multimedia information retrieval, computa-
tional biology, pattern recognition, etc. With the increasing complexity of modern data
types, metric spaces have become a popular paradigm for similarity search in applica-
tions where no information beyond the inter-object distances is available.

Similarity hashing methods known as Distance Index (D-index) [3] and its descen-
dants incorporate multiple principles for advanced search efficiency. D-index organizes
objects into a hierarchical composed of multiple levels, where an individual level is
further hashed into separable buckets by some split function. At query time, the levels
are sequentially accessed. Because objects in difference buckets are search-separable
up to some predefined value ρ and at most one bucket per level needs to be accessed for
queries with search range r ≤ ρ, D-index supports a bounded search cost. According
to the experiments in [3], D-index showed promising results in terms of reduction of
distance calculations compared with other popular metric index methods. Moreover, by
storing the compact clusters of objects in the separable buckets into disk pages, it also
offered an excellent IO management performance. D-index has built a good framework
for metric search especially for queries with comparatively small radii. However, the
pivot selection strategy suggested in [3] does not support a balanced data partition in
the structure and thus deteriorates the search performance and increases the IO cost at
query time. Another problem of D-index is the tuning of parameter ρ: With a large ρ
value, there will be too many objects assigned into the inseparable regions, on the other
hand, a small ρ value always indicates degenerated search separable property for the
separable buckets.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 729–737, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



730 T. Ban et al.

In this paper, we present an adaptive indexing structure termed AdaIndex, which
efficiently addresses the above two problems of D-index. When partitioning the objects
into separable sets, D-index fixes the ρ value and leaves the formulation of the separable
sets to a pivot selection procedure. On the contrary, in AdaIndex, we fix the size of the
separable sets and try to maximize the search-separable property between them. The
alternated strategy will lead to the following benefits. First, the number of pivots no
longer influences the formulation of the separate sets so that we gain degrees of freedom
to tune the number of pivots in the index structure. We can either select more pivots to
improve the search performance or reduce the number to implement the index structure
on a system with limited storage resource. Second, the maximization of the search-
separable property will result in better search performance, substantially reducing the
side computations at query time. Finally, with the objects evenly distributed into search
separable sets, more efficient IO management can be supported by the algorithm.

2 Metric Search by AdaIndex

The proposed AdaIndex is designed for similarity search in generic metric spaces.

2.1 Partitioning the Dataset

In AdaIndex, we use the split functions to hash objects into search-separable clusters. A
bps (ball-partitioning split) function is defined by a tuple (pm, K), where pm is a pivot,
i.e., a selected anchor object, and K the size of the neighboring set to the pivot. Let the
distance from pm to its Kth nearest neighbor be dK . Then a bps uniquely determines
the belongingness of any object xi in the indexed dataset X:

bps1(xi) =

{
1 if d(xi, pm) ≤ dK ,
0 if d(xi, pm) > dK .

(1)

The superscript 1 denotes the order of the split function, i.e., the number of pivots
involved. To partition the dataset into more subsets, we compose higher order ρ-split
functions by combining multiple first order bps functions. Given M bps functions, the
joint M -order split function is denoted as bpsM , and the return value can be seen as a
string b = [b1, b2, · · · , bm, · · · , bM ], bm ∈ {0, 1}. The following 〈·〉 operator returns
an integer value in [0, M ] for any string b:

〈b〉 =

{
m, if ∃m bm = 1,
0, otherwise.

(2)

We call the neighboring subset associated with a pivot the separable set and the objects
which do not belong to any of the separable sets are assigned to an exclusion set. If
the pivots are selected to be far from each other, then we can achieve a better separable
ability for the separable sets. Fig. 1a shows an example where a collection of objects
are divided into three separable sets, S1, S2, S3, and an exclusion set E.

To make sure no object will be assigned to multiple subsets, we impose an ordering
among the pivots – the neighbor of the previously selected pivots are removed before a
subsequent pivot takes effect.
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(a) (b)

Fig. 1. AdaIndex data structure. (a) Single level partition on a 2D dataset, K = 3, M = 3. (b)
The multilevel storage structure of AdaIndex.

2.2 Search Separability

In Fig. 1a, we call the minimal distance between two separable sets a margin, noted as
ρi,j . The feature that two separable sets satisfies

d(x1, x2) > ρi,j , ∀x1 ∈ Si, x2 ∈ Sj . (3)

is called the search separable property. This property indicates that if the search radius
r ≤ ρi,j , then for an arbitrary query object q only one of Si and Sj needs to be ac-
cessed. For example, for query q in Fig. 1a, the query sphere intersects S2, and because
of the search separable property, objects in S1 and S3 can be safely pruned. Of course,
there is some chance that the query sphere falls exclusively into the exclusion set and
thus no separable set needs to be accessed in the level, e.g., query q′ in Fig. 1a. Obvi-
ously, the margins among separable sets give a good measure on the search difficulty in
the level and need to be maximized for better search performance.

2.3 Multilevel Structure

Naturally, the margins of the separable sets diminish as more pivots are added. A simple
but effective approach to obtaining large margins between separable sets is to formulate
a hierarchical structure. The data structure associated with the separable sets defined by
an M -order bps function is called a level. Note that because the objects in the exclusion
set do not satisfy the search separable property so that group pruning is not supported.
Moreover, as the objects in the exclusion set can not be organized into geometrically
compact groups, the random access of the objects will degenerate the IO performance
of the algorithm. Hence when the exclusion set of a level is still too large, we create
an additional level structure with new split functions applied to form more separable
sets. This process is repeated until the exclusion set is empty. Though the last level
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Table 1. Pivot selection and separable set creation on a level

0 Inputs: X , M , K;
1 P ← φ; Sm ← φ,m = 1, · · · , M ;
2 randomly select p1 ∈ X ;
3 for m = 1 to M do
4 P ← P ∪ pm; X ← X \ pm; Sm ← Sm ∪ pm;
5 dK ← d(pm, xK), where xK is the Kth neighbor of pm in X ;
6 for xi ∈ X do
7 if d(xi, pm) ≤ dK then
8 Sm ← Sm ∪ xi; X ←X \ xi; // assign the KNNs to the separable set
9 else
10 di ← minpm∈P d(xi, pm); // update the distance to the pivot set

11 end if
12 end for
13 pm ← xj , where d(xj , P ) = maxxi∈X d(xi, P ); // select next pivot
14 end for
15 return P , Sm;

usually contains a flexible number of separable sets, in the following, we will not make
difference of it from other preceding levels.

2.4 Pivot Selection

Another approach to increasing the margin of the separable sets is to incorporate some
specific strategy in the pivot selection procedure. As well known is the literature, se-
lection of pivots greatly affects the search performance for any search algorithm. We
adopt the so-called farthest point clustering [4] to select the set of M pivots, P . The
pivots can be found following the algorithm specified in Table 1. It starts from the ini-
tialization of the pivot set with a pivot randomly selected from X (line 2); and then
sequentially selects the remaining M − 1 pivots as the objects which are farthest away
from the current pivot set (line 13). When a pivot is selected, a separable set is created
based on the pivot and is assigned with its K nearest neighbors (line 8).

2.5 Storage Architecture

D-index consists of a two dimensional array of so called buckets which deal with IO and
search operations of objects in the separable sets, as shown in Fig. 1b. In the vertical
picture, the bucket lists for all H levels are ordered sequentially. In the horizontal picture
at a given level, a list of separable sets are obtained from the M -order bps function on
the exclusion set of the previous level. Each of these separable sets is organized as a
bucket. Based on the nature of the data, when necessary, a bucket is implemented as
an elastic structure consisting of a necessary number of fixed-size blocks (disk pages),
which is the basic disk access unit of the database system.
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2.6 Search Operation

Given an AdaIndex structure, the search algorithm guides the search procedure. For
brevity, we only discuss the algorithm for range search, which is known as the most
basic type of similarity search. As shown in Table 2, the search algorithm sequentially
traverses the H levels in the AdaIndex structure. When visiting a level, the algorithm
first computes the distances from the query object to the pivots in the level and then
applies the following prune rules to all separable sets [5]. Let the maximal and minimal
distances between a pivot p and the objects in separable set S be δmax and δmin, and
suppose they are prestored in the index structure. Then, we have

Rule 1 (Fig. 2a): S can not contain the answer to the query, if d(q, p) − r > δmax;
Rule 2 (Fig. 2b): S can not contain the answer to the query, if d(q, p) + r < δmin.

If the above two rules fail at a separable set, the set is retrieved from the disk for further
examination. To avoid unnecessary distance computations in the set, we make use of
another two prune rules [6]. Suppose the distances between an object x in the separable
set and a pivot p are prestored in the index structure, then we have

Rule 3 (Fig. 2c): x is not an answer to the query, if d(x, p) + r < d(q, p);
Rule 4 (Fig. 2d): x is not an answer to the query, if d(x, p) − r > d(q, p).

If Rules 3 and 4 fail at an object x, then distance d(x, q) is directly computed. And
when the distance function is invoked, the answer set is updated if x satisfies the query.

Rules 1 and 2 prune multiple objects at a time and thus we call them group-prune
rules. Rules 3 and 4 are called object-prune rules since they prune one object at a
time. Obviously, the object-prune rules are the special cases of group-prune rules when
there is only one object contained in the separable set. If an object can be pruned by the
group-prune rules, then it can be pruned by the object-prune rules as well, given the nec-
essary prestored distances. Thus application of the object-prune rules is the key to the
reduction of invoked distance computations at query time. On the other hand, the group-
prune rules can substantially avoid unnecessary side computations, i.e., application of
the object-prune rules. Moreover, storing δmax and δmin is usually much cheaper than
holding an array of distances in the main memory. Hence the group-prune rules also
contribute to the search performance, especially for applications with computationally
less intensive distance functions and tighter storage limitation.

(a) (b) (c) (d)

Fig. 2. Prune rules. (a) Rule 1. (b) Rule 2. (c) Rule 3. (d) Rule 4.
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Table 2. Range search algorithm for AdaIndex

0 Inputs: X , q, r;
1 A ← ∅; // answer set
2 for h = 1 to H do // sequentially traverses all levels
3 C ← {Sm, m = 1, · · · , M}; // yet not pruned separable sets
4 for m = 1 to M do
5 dm = metric(q, pm); // distance computation
6 if dm ≤ r then A ← A ∪ pm; end if // update answer set
7 for l = 1 to M do // prune separable sets by pm

8 if dm − r > δmax[l, m] or dm + r < δmin[l, m] then // Rule 1, 2
9 C ← C \ Sl; // separable set pruned
10 end if
11 end for
12 end for
13 for all Sm ⊂ C do // explore the remaining separable sets
14 read xl(l = 1, · · · , K) from disk; // IO access
15 for m = 1 to M do // prune individual objects by pm

16 for l = 1 to K do
17 if d[l, m] + r < dm or d[l, m]− r > dm then // Rule 3, 4
18 else
19 d′

l = metric(xl, q); // distance computation
20 if d′

l ≤ r then A ← A ∪ pm; end if // update answer set
21 end if
22 end for
23 end for
24 end for
25 end for
26 return A;

3 Experiments

In this section, the performance of the index structures is measured by three criteria, i.e.,
distance calculations, disk accesses, and side computations. In each of the reported ex-
periments, the indexed set, the validation set, and the query set are independently drawn
from the same uniform distribution in c-dimensional unit hypercubes. The coordinates
of the data points are never directly used and only the inter-object distances are taken
as input to the algorithm. We set the indexed dataset size to 10,000, the validation set
size to 100, and the query set size to 1,000. If not otherwise specified, the search range
is set to retrieve about 5% objects from the database and he results are averaged over
the 1,000 query objects.

3.1 Parameter Selection

There are three parameters in AdaIndex, i.e., the number of pivots in the level, M , the
size of a separable set, K , and the number of levels in the structure, H . Because H is
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Prune rules. (a) Rule 1. (b) Rule 2. (c) Rule 3. (d) Rule 4.

uniquely determined by M and K , hereafter we only discuss how to tune M and K .
To find appropriate values of M and K with better search efficiency, we conduct a grid
search process: Given a list of values for M and a list for K , for each possible pair
of parameters, we build an AdaIndex structure and test its performance on a validation
set. The parameters with the best search performance are employed to build an index
structure for evaluation on the test set.

In the following, we illustrate the above parameter tuning process of a 10-D dataset.
The distance computations, disk accesses, and side computations against M and K av-
eraged over the validation set are shown as contours in Fig. 3a-3c. In Fig. 3a, we can
see that M is the factor which most influences the number of distance computations at
query time. The reason is obvious: M determines the storage cost of the index structure,
and intuitively, more stored information in the data structure will lead to more prevented
distance computations. Fig. 3b shows the number of disk access for difference parame-
ter settings. Here, we assume an ideal situation that a separable set can always be stored
in a disk page. And thus it is obvious that the larger the value of K , the less disk ac-
cesses during the search. However, in a practical application where the object size is not
ignorable to the size of a disk page, the contours may varies a lot. Consider the other ex-
treme case that an object always takes one or more disk pages. Obviously, this time the
number of disk accesses will correlate exactly to the number of distance computations.
From the above analysis on the two extreme cases, we can see that for an application,
whatever the ratio of the object size to the disk-page size, the actual contours of disk
accesses will feature some combined properties in Fig. 3a and Fig. 3b. In fact, the larger
the ratio of the object size to disk-page size, the flatter the slope of the contours. Fig.
3c presents the contour of side computations during the search. Similar as in Fig. 3a,
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the number of pivots is the deterministic factor for side computations. However, at this
time, the effect of adding more pivots is minus – the more pivots employed the more
side computations invoked during the search.

Above we have shown some basic principals for parameter tuning for a given eval-
uation criterion. It is worth noting that in a real application, computational cost of the
search usually involves more than one factor from the above. However, the selection
of parameters based on multiple criteria seems somewhat contradictive. Thus it will be
interesting to explore some strategy on parameter tuning on multiple criteria. We adopt
the weighting technique to solve this problem. For a given application, it is easy to es-
timate a pair of weight coefficients α and β such that the overall computation cost of a
query can be computed as

C = αCdc + βCda + Csc. (4)

Here, Csc is the number of side computations which are taken as reference, Cdc the
number of distance computations, and Cda the number of disk accesses. Base on the
above definition, we can again make use of the grid search method to select a group of
parameters which give optimal computational cost for the application. Fig. 3d shows the
contours of the overall computational cost for α = 1, 000 and β = 0, i.e., the IO costs
are neglected. We can see that for a quite wide range of parameters, i.e., M ∈ [80, 500]

and K ∈ [40, 450], the search performance is near optimal. Fig. 3e shows the result
when the IO costs are considered by setting β = 10, 000. The acceptable range of
parameter shrinks to be around M ∈ [110, 370] and K ∈ [250, 450].

3.2 Performance Evaluation

In this section, we evaluate the search performance of AdaIndex on uniformly dis-
tributed data in c-dimensional Euclidean spaces. Fig. 3f shows the selected parameters
for c = 2, · · · , 10. We set α = 1, 000 and β = 10, 000 all dataset. And for reference,
we also report the results of D-index.

In the first experiment, we show how the search range r influences the search per-
formance of AdaIndex. The evaluation is done on a 5-D dataset. The search range is
gradually increased with the answer set growing from about 0.2% to 20% of the in-
dexed set. As shown in Fig. 4a, the overall cost of AdaIndex increases almost linearly
with the search range, especially when the search range is small. For all the search
ranges, AdaIndex results in much less overall cost than D-index since it avoids more
distance computations during the search.

Then we test the performance of AdaIndex for datasets with varying sample size.
AdaIndex and D-index are built on 5-D datasets up to size 20,000. In the evaluation, we
fix the search range for retrieving about 5% of the data. The curves of the overall cost
against the dataset size are shown in Fig. 4b. It is obvious that the number of distance
calculations for AdaIndex increases linearly as indexed data in the structure increases.
Compared with D-index, the search performance of AdaIndex is more preferable.

The aim of the last experiment is to show the performance of AdaIndex on datasets
with different dimensions. The algorithms are tested against datasets with dimensions
up to 10. It is easy to learn from Fig. 4c that the search difficulty increases gradually
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(a) (b) (c)

Fig. 4. Search performance measured by overall costs. (a) On a 5-D dataset with dynamic search
range. (b) On a 5-D datasets with varying sample size. (c) On multi-dimensional datasets.

as the dimension grows because of the so called curse of dimensionality. In spite of the
increased difficulty, AdaIndex again shows a much better performance than D-index.

Above all, AdaIndex has shown stable performance in a variety of simulated experi-
ments. For all the tested datasets, it always has a perforable performance than D-index.

4 Conclusion

In this paper, we have presented the AdaIndex, a novel index algorithm for efficient
similarity search in generic metric spaces. AdaIndex has incorporated the following
principles to speed up the search. First, it borrows the idea from D-index to create a hi-
erarchical data structure so that the search can be efficiently conducted in parallel mode.
On an individual level, the objects are partitioned into compact clusters and are man-
aged by the bucket structure for effective IO management. With the maximized search
separable property among the buckets and the advanced prune rules, AdaIndex supports
significant reduction in distance computations. Another very important property of the
AdaIndex algorithm is its adaptivity for varying applications. Given a group of cost co-
efficients for different types of computational cost, we can easily apply the introduced
grid search method for an index structure with optimal overall performance.
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Abstract. When using acoustic emission(AE) to locate the rub-impact source of 
rotating machinery, it is difficult to achieve exact source location for the effects 
of strong noise and waveform distortion. A neural network algorithm was pre-
sented to locate the AE source. In general BP wavelet neural network(WNN), it 
is a local search algorithm which falls into local minimum easily, so the prob-
ability of successful search is low. As an improved way, the particle swarm 
optimizer (PSO) algorithm was proposed to train the parameters of the WNN, 
then WNN based on PSO was used to locate the AE source. The localization 
experiment data of rub-impact AE signals was sampled from rotating test stand. 
The results show that the PSO algorithm is effective and the localization is  
accurate with proper structure of the network and the input parameters.  

Keywords: particle swarm optimizer, wavelet neural network, acoustic  
emission. 

1   Introduction 

The Time Difference of Arrival (TDOA) location method is a usual approach to lo-
cate the position of a fault in the application of the acoustic emission technology in 
the fault location. The TDOA location method detects the time differences of arrival 
at different sensors from homologous acoustic emission signals, and then calculates 
the source location in accordance with the relationship of the space array between the 
sensors. 

Use measured signals above the default threshold of the acquisition system to cal-
culate the arrival time. The time is not only accordance with the parameters of acous-
tic emission instrumentations, the position of transducers, frequency dispersion,  
attenuation, noise interference and other factors on the acoustic emission signal when 
it is propagating, but also related by the experience of the engineering staff. In order 
to minimize the impact of man-made factors, it is worthy of designing a smart algo-
rithm for source locating [1][2][3]. 
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In the smart algorithms, the Neural Network is a useful method. The Neural Network 
has its feature of self-organizing, self-adaptive, self-learning, and better robustness. 
With the rational structure of the network, right input samples, and enough training 
samples, the method can get the precise activity of the acoustic emission [4][5][6]. 

This paper brings in the Wavelet Neural Network module, uses the Particle Swarm 
Optimizer algorithm instead of the traditional decreasing gradient algorithm, opti-
mizes the parameters of network, and implements the acoustic emission source loca-
tion method. The experimental results show that the accuracy and efficiency are much 
higher than the traditional positioning methods. 

2   Particle Swarm Optimizer Algorithm 

The Particle Swarm Optimizer algorithm [7][8][9], which is based on the Swarm intel-
ligence methods, originates from the group behavior of fish and birds. The solution of 
optimize problems looks as one point in the d-dimension, the point is designated a 
particle. One particle flies at a specific speed and adjusts the speed dynamically in 
accordance with the experiences of its own and peers. Every particle has its own goal 
function to decide the adaptive value, records particle best of its own and global best of 
all particles. As the iterations increases, the particle can converge gradually to a small 
extent, in accordance with the individual particle best and the groups’ global best, get 
the optimal solution from final position when the iteration ends.       

The algorithm of the elementary particle swarm optimization is as follows: 

In the search space of d-dimension, m particles make up a group. The position of the 
i-th particle is 1 2( , , , )i i i idX x x x= L ; the speed of the particle is a vector 

1 2( , , , )i i i idV v v v= L  , the optimize position of the i-th particle is 

1 2gbest ( , , , )dg g g= L  , we can update the position of a particle by the formula (1) 

and (2): 

1 k k
1 1 i 2 2(pbest ) (gbest )k k k k

id id id idv v c r x c r xω+ = + − + −  (1)

1 1k k k
id id idx x v+ += +  (2)

In the above the formulas, k is the iterations, w is the inertia weight, which makes the 
particles maintain the inertia and have the capacity to search new areas. 1c , 2c  are the 

accelerating factors and non-negative constants. The flight weighting factors enable 
the particles fly to the optimal location ipbest and gbest . If they are small particles 

fly slowly to the target area, if large, the particles fly over the object location quickly; 

1r and 2r are random numbers following [0,1] normal distribution, iV  is the speed of 

flight and is limited by a maximum speed maxV ,If the speed at current dimension idv  

excesses max dv ,which is the maximum speed at the dimension, idv  is restricted to 

max dv , maxV  Decides the accuracy of searching in the solution space, if maxV is too 
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large, particles will fly over the optimal solution. If maxV is too small, the particles are 

trapped into local optimal solution and can not process the global searching. 
After a lot of experiments, we suggest the sum of 1c  and 2c is around 4.0, 

set 1 2 2.05c c≈ = . In general, maxV is equal to maxX ,as max maxV X= . ω  ranges from 0.9 

to 0.4. If ω  decreases linearly as the process of iterative algorithm, the performance 
of algorithm will become more significant, ω  decreases linearly as the formula (3): 

max min
max

maxT
T

ω ωω ω −
= −  (3)

maxω  is the maximum value, minω is the minimum value；T is the current iteration 

number and maxT  is maximum number of iterations, ω  controls the impact of the 

previous speed on the current speed. If the ω  is large, the impact of the previous 
speed is strong, so the ability of global search is strong. If the ω  is small, the impact 
of the previous speed is small, so the ability of local search is strong. A good ω  
makes the solution not the local minimum. 

3   Wavelet Neural Network 

Wavelet neural network (WNN) [10][11], which is raised by Zhang in 1992. The 
main idea is using the wavelet function as a neuronal activation function and relating 
the Wavelet to the BP network. Since Wavelet transform has a good local time-
frequency feature and multiresolution analysis capability, Wavelet neural network 
performs well at identification and approximates to any functions. 

Wavelet transform are defined as follows: 
2( ) ( )t L Rψ ∈ , ( 2 ( )L R is the Square integrable space of real numbers, that is energy 

limited signal space), the Fourier transform of )(tψ  is )(ωΨ . If )(ωΨ  meets a condi-

tion as follows 

∞<
Ψ

= ∫Ψ
R

dC ω
ω
ω)(

 (4)

)(tψ is the Basic Wavelet or Mother Wavelet. After stretching and shifting )(tψ , we 

can get a Wavelet sequence 

1/2

, ( ) , ; 0a b

t b
t a a b R a

a
ψ ψ− −⎛ ⎞= ∈ ≠⎜ ⎟

⎝ ⎠
 (5)

a is the stretching factor, b is the shift factor. If the function 2( ) ( )f t L R∈  , Wavelet 

transform of ( )f t  is defined as followed: 

1/2

,( , ) , ( )f a b

R

t b
W a b f a f t dt

a
ψ ψ− −⎛ ⎞= = ⎜ ⎟

⎝ ⎠∫  (6)
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Inverse transform is defined as followed: 

dadb
a

bt
baW

aC
tf

R

f∫ ⎟
⎠
⎞

⎜
⎝
⎛ −= ψ

ψ
),(

11
)(

2
 (7)

The discretization of ( )f t  is: 

1

( ) ( )
k

i
i

i i

t b
f t

a
ωψ

=

−
=∑  (8)

k is the number of wavelets. 
The diversity and complexity of the Wavelet function construction decide the di-

versity and complexity of the wavelet network structure. At present, the majority of 
scholars at home and abroad have adopted compact structures. In practice, we gener-
ally make the number of hidden layers one, which is a three layer of neural network 
with a single hidden layer. In the equation (8), a signal function ( )f t  can be fitted by 

the wavelet in the form of linear superposition, the network structure as Fig.1. 

 

Fig. 1. The structure of Wavelet network 

ia 、 ib is unsetted, iω  is the weight between the hidden layer and output layer, 

(( ) / )i it b aψ −  is the output value of the input node. The parameters need to be de-

termined are the number of hidden nodes k , scale factor ia , shift factor ib and the 

weight between the hidden layer and output layer iω . 

4   The Application of Particle Swarm Optimization Algorithm in  
Wavelet Neural Network 

In the BP wavelet neural network, the most common learning algorithm is BP algo-
rithm, which is based on gradient information to adjust the connect weights; it may fall 
into local extreme points easily. Particle swarm optimization algorithm has a character-
istic of fast convergence and high robustness, global search capability. If use it to op-
timize the neural network connection weights, we can overcome the local extreme 
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points of BP neural network. In addition, the algorithm improves the convergence rate 
of neural networks, with a pan-neural network capability and learning ability. 

When using particle swarm optimization to train neural network, we define of the 
vector position of particle swarm at the first. As shown in Figure 1 of the wavelet 
neural network, the number of particle swarm initialize to 30, the vector position of 
each particle is: 

1 1 1( ) [ , , , , , ]i ij i ij i ijx i a a b bω ω= L L L  1, 2, 30i = L  (9)

j is the number of hidden layer neurons. Fitness function for the neural network is the 

mean square error indicator, and the formula is as follows: 

2
, ,

1

ˆ( , ) ( ) , 1, 2, ,
n

k
m i m i

m

J k i y y k N
=

= − =∑ L  (10)

( , )J k i is the i  particle fitness value after k  times iterated, n  is the number of train-

ing samples, ,m iy is the ideal output value for the network after the m  sample input of 

the i  particle, ,ˆ k
m iy  is the practical output value for the network after the m  sample 

input of the i  particle, k is the iterate number, N is the max number of iterate. 

5   Experiment Analysis 

The test bed of Rotor system acoustic emission friction is as shown in Fig. 2. The 
input voltage of the motor regulates the rotational speed, the semi-flexible shaft con-
nects the electric motor and the shaft section, the sliding bearing chock supports the 
rotor. A Mobile friction device is installed at the base of the Test-bed. the Mobile 
friction device locates at the space between shaft blocks 1 and 2, a retractable bolt 
Installs on the side of the screw, along the center of radial axis, the acoustic emission 
signals will be excited from the friction between the rotors by adjusting the bolts. 

The Two acoustic emission sensors installs separately on the shaft blocks 1 and 2, 
space coordinates are (x1, y1)= (0, 0) and (x2, y2) = (50, 0).The acoustic emission is 
on the shaft, whose distance from the sensor is 1=20cm. we set the sampling fre-
quency 1MHz, the number of points is 16384. Fig. 3 is acoustic emission signals 
received by the two sensors when the rotors are rubbing. 

 

Fig. 2. Test bed of the Rotor friction Acoustic Emission. 1- electromotor；2-accelerate box；
3- shaft joint；4- bearing；5- bearing base 1；6- rub-impact set；7- base；8- turntable；9- 
axle；10- bearing base 2. 
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Fig. 3. Two-way acoustic emission signals 

We get Two-way signals’ amplitude and energy; use the ratio of the coordinates of 
the sensor and the received signal energy as the input of the neural network. In the 
experiment, we set the rotating shaft as the x axis; the perpendicular to the direction of 
the rotating shaft is the y axis. The direction of acoustic emission signals is the x axis, 

and the neuron output number of the network is 1. 
We rub the rotors twenty times and use the date as the input of the network to train 

the neuronic network. From the Fig. 4, if the Hidden layer neuron number is less than 
10, the network is not stable and the correct rate of the output is volatile. As the Num-
ber of hidden layer neurons increases, both the network and the correct rate of the 
output will be stable. We set the number of hidden layer neurons 10 for the accuracy 
and efficiency of the network. 

 

Fig. 4. The relationship between the correct rate and the hidden layer 

We use the network above to experiment on 5 different locations of rotor friction. 
The results give us the information about the Performance of Particle Swarm Optimi-
zation and Wavelet neural network. Network prediction results and actual results are 
listed in the Table 1. 
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Table 1. Comparison betwwen Network prediction results and actual location 

Actual location 
(away from the sensor 1)/cm 

Network  
prediction results/ 

cm 

Error rate/ 
% 

5 5.09 1.80 
10 9.78 2.20 
20 19.83 0.85 
30 28.61 4.60 
40 40.29 0.73 

Wavelet neural network with the Particle Swarm Optimized makes the correct rate 
high. The error rate is below 4%. The error rates in table 1 are irregular, probably 
because the training samples are not enough. Some parameters of the network not the 
best brings about the high error rates. The lack of de-noising makes the output error 
inevitable.  

6   Conclusions 

In this paper, we take the particle swarm algorithm in place of the traditional gradient 
descent method, which optimizes the parameters of the wavelet neural network. We 
apply the new algorithm in the acoustic emission source location experiment. we use 
the characteristic parameters of acoustic emission, set the ratio of the sensor coordi-
nates to signal energy as a neural network input, the error variance when increase the 
number of hidden layer neurons helps determine the optimal number of hidden layer 
neurons. 

The experimental results show that the network designed above is not only good at 
the prediction of the acoustic emission source location, but also has a satisfied effi-
ciency. It is a new approach for acoustic emission source location. Particle swarm 
optimization algorithm has the local minimum problem, further research is needed to 
reduce the probability of local minimum value. 
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Abstract. A modified GMM with an embedded TDNN is proposed to speaker 
recognition. The model integrates the merits of GMM and TDNN. TDNN is 
used to digest the time information of the feature sequences, and through the 
transformation of the feature vectors the model makes the hypothesis of vari-
able independence which maximum likelihood needed more reasonable. In the 
process of training, GMM and TDNN are trained as a whole and the parameters 
of GMM and TDNN are updated alternately. Experiments show that the pro-
posed model improves accuracy rate against baseline GMM at all SNR with a 
maximum to 22%. 

Keywords: Speaker Identification, Gaussian Mixed Model, Time Delay Neural 
Network, Embedded. 

1   Introduction 

In a large number of speaker recognition methods [1], GMM has been paid more and 
more attention [2][3], it has become the mainstream method of Speaker recognition 
with its advantage of high recognition rate, easy training. SVM and factor analysis 
based on GMM super-vector [4][5][6] represent the latest achievements of GMM 
methods. Because of good ability for data distribution, GMM can approach any dis-
tribution model as long as there are enough Gaussian items and training data. How-
ever, some problems exist when using GMM in practice. First, GMM has never taken 
advantage of time information of speaker speech and the results of training and rec-
ognition are unrelated to order of input vectors. Secondly, it is obviously unreason-
able on the assumption that feature vectors are mutually independent when GMM are 
trained. It should be said that neural networks in speaker recognition has also held an 
important position, Multi-Layer Perceptron (MLP), Radial Basis Function (RBF) [7] 
and auto-associative neural network (AANN) [8] have been successfully applied to 
speaker recognition, especially the time-delay networks (TDNN) is widely used in 
signal processing, speech recognition and speaker recognition [9][10][11] and it takes 
full advantage of time information of the feature sequences. Neural network learns 
and transforms the vectors, so that transformed vectors can approach target vectors in 
some way, and the approximation criteria is usually minimum least square method. 
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This paper takes full account of GMM and TDNN with their respective  advan-
tages, put forward a combined method of GMM and TDNN to identify speaker, that is 
to embed the TDNN into GMM and uses maximum likelihood probability as the 
common criteria for training GMM and TDNN, thus TDNN learns the time informa-
tion of vectors and transmits it to GMM. Also the influences of assumption where 
vectors are independent can be reduced.  

The rest of this paper is organized as follows. The GMM and TDNN in Speaker 
Identification are introduced in Section 2. Section 3 proposes the model of GMM with 
embedded TDNN, together with a training algorithm. In the next Section, experimen-
tal data, results and corresponding discussions are given. Finally, Section 5 gives a 
summary and conclusions. 

2   GMM and TDNN in Speaker Recognition 

GMM can be seen as a HMM of one state. The probability density function of a M-
order GMM is consist of weighted summation of M Gaussian probability density 
functions, which can be expressed as [2][3]: 

∑
=

=
M

i
tiit xbpxp

1

)()( λ  (1)

The tx  here is a D-dimensional random vector; )( ti xb , Mi ,...,2,1= are members 

of density; ip , Mi ,...,2,1= are the mixing weights. Each of the members of density 

is the Gaussian function of both iu  as a mean vector and i∑ as a covariance matrix, 

which can be expressed as: 
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Complete Gaussian mixture density is consist of the parameterized mean vectors, 
covariance matrixes and mixing weights of all members of density. It can be defined 
as follows: 

},...,2,1),,,{( Miup iii =∑=λ  (3)

Considering the small amount of data in the general training and identification, so 
assumption of diagonal covariance matrix of every Gaussian mixture density is rea-
sonable, and EM is usually used to train parameters of GMM. 

Time Delay Neural Network (TDNN) has been widely used in speech recognition 
and speaker recognition, it has the ability to compare and associate the current input 
and previous input.  Therefore, network input must be in accordance with the order of 
time sequence. There are TDNN networks with feedback and without feedback, and  
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this paper mainly uses the network without feedback. Delayed vectors are trans-
formed in non-linear manner, and the transform results are linearly weighted as out-
put. TDNN is a Multi-layer Perceptron network and therefore the method of training 
Multi-layer Perceptron network also applies to training TDNN network. 

3   GMM with the Embedded TDNN 

The proposal of embedding TDNN into GMM is advanced based on the merits of 
GMM and TDNN. It takes advantage of GMM’s ability to express data distribution 
and learning ability of TDNN to data structure. TDNN learns time information of 
vector sequences and balances the requirement of variable independent which is 
needed by maximum likelihood probability. They are trained as a whole, commonly 
use maximum likelihood probability. In order to explain the method detailed, the 
following aspects in training and recognition model, training method and convergence 
proof of TDNN will be deduced and illustrated. 

• Training and Identification Model 
Fig.1 shows the training and identification model with embedded TDNN for speaker 
identification, which is different from baseline GMM model in the training and rec-
ognition. 

In training, delayed vectors of target speaker is sent to the TDNN, the TDNN 
learns the structure of vector set and then extract time information of vector sequence. 
After that, TDNN provides the learning results to GMM by residual error (i.e., the 
error of input of vector and the output of the TDNN), EM is used to train GMM, and  
then using the BP algorithm to update the weight coefficients of TDNN. Training and 
learning guidelines of TDNN and GMM model are maximum likelihood probability. 
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Fig. 1. The training and identification model of GMM with embedded TDNN 
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By this way, residual distribution is likely to go toward enhancing the likelihood 
probability of target speaker. 

In identification, after delayed, vectors come into TDNN network for identifying. 
Because the TDNN has learned the structure and time information of feature vector 
space, the TDNN network would carry out appropriate transform and then made 
available to the GMM model when inputting vector. TDNN transform can enhance 
the likelihood probability of target model, simultaneously, can reduce the likelihood 
probability of non-target model.  

• Training Methods 
A two-stage approach is used to train the model. The process of the TDNN training 
and GMM training are alternating. EM method is used when training GMM. Because 
TDNN network is a kind of multi-layer Perceptron network (MLP), BP method with 
momentum is used when training TDNN. 

Training process described as follows: 

1. Determine the structure of GMM model and TDNN network; 
2. Give convergence conditions and the largest number of iterations; 
3. Select the initial parameters of TDNN network and GMM model randomly; 
4. Fix the TDNN parameters, input feature vectors and get all of the residual vectors 

of the TDNN; 
5. Use EM method to modify the weights, means and variances of Gaussian distribu-

tions; 
6. Fix the GMM parameters, an expression of likelihood probability will be got, then 

the TDNN parameters can be modified by means of BP method with momentum; 
7. If the training conditions or number of iterations are satisfied, stop, or turn to 4. 

• Derivation of the Formula of Modifying TDNN Neural Network Parameters 
Because the two-step iterative method for model parameters is adopted, in the itera-
tion of neural network parameters, the weights, the mean vectors and variances of the 
Gaussian distributions are fixed. The negative logarithm is used and the result is ex-
pressed as follows: 

∑
=

−−=
N

t
ttij oxp

ij 1

* ))|)((ln(minarg λω
ω

 (4)

Here )|)(( λtt oxp −  is explained in (1) and to  is the neural network output. The 

BP method with momentum [12] (shown as follows) can speed up the convergence 
process again and again, and it can deal with local minimum problem better also. 
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ij ωωω −+=+∆ , γ is the momentum coefficient, α is 

the iterative step size, whose value can be selected according to the actual situation, 
m  is the iteration number and k represents the layer number of the neural network. As 
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)|)((ln)( λoxpxF −−= (here a single sample instance is used) shows, the subscript t 

is omitted for convenience.  
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Due to back inversion, the output layer
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Finally, simple proof that the training method proposed in the paper will has a local 
maximum point of the model is given. As we know, the likelihood probability is 
monotone non-drop in each EM training progress. If an appropriate step size and 
momentum coefficient are selected to make sure that the likelihood probability after 
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iteration is monotone and non-drop in TDNN, by an Advanced Mathematics theorem, 
Monotone non-descending sequence must be limitary, we can prove that the training 
process does converge to a local maximum point. 

Certainly, in order to avoid premature convergence to local maxima, we can select 
a bit bigger step size at the beginning, in which there has advantage if there is oscilla-
tion in the process of training, but we must put the iterative step size under control 
late, otherwise the training process will be too long or even divergence. 

Regardless of GMM or TDNN, the above methods are theoretically obtained point 
of local maxima. Therefore, it is necessary for us to train from more initial values and 
step sizes so that better model parameters can achieve. 

4   Experiment 

Speech used in the experiment comes from 1conv4w-1conv4w set of NIST SRE 
2006, 167 target speakers are selected, in which there are 73 men and 94 women. 
About five minutes speech for each person are chosen as training speech, 8-12 sec-
onds speech as testing speech and closed-set tests are used, so there are about 21000 
tests. 

In order to test the improved results in the noisy environment, the noise data is se-
lected from Japan Electronics Association standard noise database of moving cars 
(2000cc Group, roads). This noise must be in accordance with the signal to noise ratio 
(SNR) superposition into 1conv4w-1conv4w speech, and then generate speech with 
the noise.  

The method based on energy and zero-crossing rate is used to carry out silent de-
tection, and spectral subtraction is used in the process of de-noising. After above, a 
pre-emphasis through the filter of 197.01)( −−= ZZf  is utilized to speech data, 

then speech data is divided into separate frames of 20ms length and 10ms window 
shift. Adding the Hamming window to the framed signal, 19-dimensional MFCCs 
are  formed. 

In the experiments, the TDNN that dimension ratio of hidden layer neurons and in-
put layer is 3:2 is utilized, with non-linear activation function using S function. The 
neural network of inertia coefficients is 0.8 when training, and GMM adopts diagonal 
covariance matrix and the least value of 2σ is 0.001. Because the method does not 
affect the follow-up treatment, so we just compared with the baseline GMM. 

Speaker identification, different from the speaker Verification, judges who is the 
target speaker according to the provision of speech, that is to say, speaker identifica-
tion generally adopts correct recognition rate or error recognition rate as the evalua-

tion criteria of identify effect [2], tv NNR /= ,where R  for the correct recognition 

rate, vN  for correctly identifying frequency, tN for the total number of tests. 

The experimental results shown in Table 1, Table 2, Table 3, Table 1 shows the 
improvement results to change the number of mixed items of GMM under the condi-
tion of 1conv4w-1conv4w in noise-free, M is the mixed number. Table 2 shows the 
improvement results to change the number of input vectors of the TDNN network, 
and N is number of input vectors. Table 3 shows the improvement results in different 
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SNR conditions. The number of input vectors in TDNN input layer is four in Table 1, 
Table 3, and the mixed number of GMM is eighty in Table 2, Table 3. 

Table 1. Comparative data in 1conv4w-1conv4w without noise 

M 
Recog- 
nition rate 

 
16 

 
32 

 
48 

 
60 

 
80 

baseline GMM 84.7 90.4 93.3 95.3 96.3 

TDNN-GMM 90.4 93.8 96.7 97.6 98.1 

From the Table 1, we know that after embedded TDNN in GMM, Model identifi-
cation effect has indeed improved and the effectiveness is more obvious when fewer 
numbers of GMM mixed items because learning of neural network becomes better 
when fewer sub-class categories exist.  

Table 2. Comparative data without noise at various inputting numbers of vector 

    N 
Recog- 
nition rate 

 
1 

 
2 

 
3 

 
4 

 
5 

 
6 

TDNN-GMM 90.2 94.3 96.1 98.1 95.2 92.1 

From the Table 2, we can see that the difference of identification effect is some-
what bigger to different number of input features. To small number of input vectors, 
because the smoothing effect is not enough and affect the identification effect, the 
results of identification can not catch up the baseline system; but the identification of 
effects has the same with baseline system as the input number is three; the effect of 
identification has overtake the baseline system when the input number is four; how-
ever, the effect of identification declines when the number of input vectors becomes 
bigger, that’s because the number of input vectors can lead into increasing number of 
parameters so that the model can not receive enough training and results in declining 
the identification effect. 

Table 3. Comparative data within the moving car 

SNR 
Recog- 
nition rate 

 
0 

 
5 

 
10 

 
15 

 
20 

 
25 

 
∞ 

baseline GMM 30.2 44.8 63.1 78.5 88.5 93.4 96.3 

TDNN-GMM 35.1 53.6 76.9 88.2 93.1 96.7 98.1 

From the Table 3, we can see the improvement effect of the proposed method is 
not very good when the noise is so power, that’s maybe because of powerful noise 
affect learning results of neural network, but when the signal to noise ratio at a certain 
range, the improvement effect is good. 
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5   Conclusion 

In this paper, the model embedding a TDNN into GMM is proposed, it is equivalent 
to transform the characteristics domain and model domain of baseline GMM simulta-
neously, which can lead into learning vector’s time information and increasing the 
likelihood probability of target speaker, and balances the requirements of variable 
independence that maximum likelihood probability need. In the noise environment, it 
can better eliminate the effect of noise. A two-stage iterative method is utilized to 
better solve the model of learning method. When the weight coefficients of neural 
network’s output layer are 0, the model degraded to baseline GMM. The experimental 
results show that speaker identification effects of the method, in without noise envi-
ronment and noise environment, become better than the baseline GMM. 
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Abstract. Sentiment analysis has attracted more and more attention

in recent years. Neural network can be trained to calculate the sentiment

orientation value of the text. After getting the value, a turning point is

used to identify the text polarity. The midpoint 0.5 is often used as the

turning point, however, we show in this paper that the midpoint is not

always good for getting the highest classification precision. In the paper,

three methods are proposed to find the appropriate turning point. We

prepare the book review from Amazon.com and experiment our three

methods. Neural Network classifier is employed in experiments and the

results show the better precision compared with midpoint method.

Keywords: sentiment polarity, neural network, turning point.

1 Introduction

Sentiment analysis has attracted a great deal of attention for its potential appli-

cations. For instance, the interest that individual users show in online opinions

about products and services, and the potential influence such opinions wield, is

something to which vendors of these items are paying more and more attention

[1].

Contributions for sentiment analysis focused mostly on interpretation of

metaphor, narrative, point of view, affect, evidence in text, and related areas [1].

And text sentiment classification has been one interesting branch. Most prior

work on the specific problem of categorizing expressly opinionated text has fo-

cused on the methods to get the candidate features from the text corpus [2–4],

select features[5, 6] and train different classifiers [7–9].

In text sentiment classification, we try to find a function, such as

f(i1, i2, · · · , in) = y (1)

to calculate the sentiment orientation value of this text, here i1, i2, · · ·, in are the

values of text features, ij ∈ {0, 1}, j = 1, 2, · · ·, n, if the feature j found in

the text i, then ij = 1, otherwise, ij=0. y is the sentiment orientation value of

the text, y ∈ [0, 1]. There may be a question about how to get this function used

to calculate the sentiment orientation. Neural networks have been used for text

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 754–761, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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categorization [11–13]. And, there has been some work using neural network to

handle the sentiment [14, 15]. In these methods, neural network is employed to

fit the function of f . After getting the value of y, the polarity of the text can

be identified. An appropriate turning point x should be decided to determine

whether the polarity of the text is positive or negative, if y ≥ x then the text

is labeled as a positive evaluation, otherwise, it is labeled as a negative one.

In general, the midpoint 0.5 is set as the value of x . However, our experiment

illustrate that 0.5 is not always the best choice to classify the sentiment text.

In this paper, we present three methods to get the appropriate value of x as

the turning point. Based on the neural network, we apply these methods for

determining the polarity of book review in Amazon.com. We show that the

proposed methods provide good precision compared with midpoint method and

Naive Bayesian classifier.

The rest of this paper is organized as follows: Section 2 presents three algo-

rithms for getting the turning point. Section 3 describes the experiments of these

algorithms and compares the results of these algorithms. Section 4 concludes the

paper.

2 The Algorithms to Get the Turning Points

In sentiment polarity classifier which deals with binary classification, people use

the default value 0.5 as the turning point. If the sentiment orientation value of

the text is greater than or equal to 0.5, we label the positive sentiment to the

text, otherwise, we label the text as a negative one. However, if we obtain the

turning point in this default way, we would neglect important information in

data itself. In this section, we propose three algorithms using the distribution of

data to get the best turning point.

2.1 Adjust the Upper and Lower Bounds (ADJUST)

Preliminaries. This algorithm bases on the hypothesis that most positive text

spread in the span near the upper bound 1, the farther away from 1, the fewer

the number of positive text and the lower the density of the positive text is.

In the negative text set, most negative texts spread in the span near the lower

bound 0, the farther away from 0, the fewer the number of negative text, the

lower the density of the text is.

Description of the algorithm. First, we can get the upper and lower bounds

for positive and negative text polarity values in the training set. Second, we

divide the range into the given sub-intervals and get the density of the values

in every sub-interval. Third, the boundary value N is set, if the density is lower

than N, we can conclude that it’s sparse in the sub-interval. At last, we can

adjust the upper and lower bounds for positive and negative text sets to make

sure that in their span, the density is higher than N in every sub-interval. The

algorithm is described in detail as follows.
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Adjust the upper and lower bounds

Input: the vector of positive text in training set pos_vec, the
vector of negative text in training set neg_vec
Output: the sentiment vector of the text of test set Algorithm
description:
pos_min_max = minmax(pos_vec) %get the interval of positive text
neg_min_max = minmax(neg_vec) %get the interval of negative text
%split the interval into twenty sub-interval
pos_interval = (pos_min_max(2)-pos_min_max(1))/20
pre_length = 0;
for i = 1:20
%calculate the density of the sub-interval
length = length(pos_vec(find(pos_vec>(pos_min_max(2)

-pos_interval*i))))
if(length-pre_ length < N)
pos_min_max(1)=pos_vec(600-length+1)
break;

else
prelength = length;

%we can use the similar method to adjust the upper bounds of
%negative text set, we don’t repeat here
mid_1 = (pos_min_max(1)+neg_min_max(2))/2; %mid_1 is the

%turning point
for i = 1:Num %Num is the number of test set

if a_1(i)>=mid_1 %a_1 is the vector of test set
a_1(i)=1;

else
a_1(i)=0;

2.2 Find the Highest-Accuracy Point of Training Set (ACCURACY)

Preliminaries. This algorithm bases on the hypothesis that the point that

makes the training set produce the highest accuracy should also get the highest

precision for the test set, because the training set and the test set have the same

distribution.

Description of the algorithm. First, we set n points in [0,1]. Then, we cal-

culate the precision for every point in the training set. At last, we set the point

that has the highest precision in training set as the turning point x. The value

of x is calculated as argmax(p(xi)|i = 1, 2, · · ·,M) where p(xi) is the precision

of training set when we use xi as the turning point. The algorithm is described

in detail as follows.
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Find the highest-accuracy point in training set

Input: the vector of positive text in training set pos_vec, the
vector of negative text in training set neg_vec
Output: the sentiment vector of the text of test set Algorithm
description:
interval = 1/n;%split the interval [0.05,0.95] into n sub-interval
pos_dis = 0; neg_dis = 600;
for i=0:n
pos_dis = [pos_dis,length(pos_vec(find(pos_vec>(interval*i))))]
neg_dis = [neg_dis,length(neg_vec(find(neg_vec<(interval*i))))]

end
dis = pos_dis+neg_dis
[value,position] = max(dis) mid_2 = (position-1)*interval;
for i = 1:Num %Num is the number of test set

if a_1(i)>=mid_2 %a_1 is the vector of test set
a_1(i)=1;

else
a_1(i)=0;

2.3 Similar K-Nearest Neighbor (NEIGHBOR)

Preliminaries. The idea of this algorithm is similar to the k-nearest neigh-

bor algorithm. The dissimilarities are dwelled on as follows: First, the distance

measurement is the difference between the polarity values of the texts. Second,

parameter k is the distance away from the test text, rather than the number of

the nearest in the test text.

Description of the algorithm. First, we calculate the training set, and set

the parameter of k. Then we design the value of x, we calculate the number of

positive text and negative text in training set in the interval [x − k, x + k].At

last, we confirm the polarity of the text. In the algorithm, we use the rule that

in the interval, if the number of positive text is more than that of negative text,

the polarity of the test text spread in the interval is positive, else if the number

of positive text is less than that of negative text, the polarity of the test text is

negative, when the number of the positive and negative text is equal, we use the

algorithm ACCURACY to confirm the polarity of the test text. This algorithm

is described in detail as follows.

Similar k nearest neighbor

Input: the vector of positive text in training set pos_vec, the
vector of negative text in training set neg_vec
Output: the sentiment vector of the text of test set Algorithm
description:
k=0.1; %set the value of k
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for i=1:Num
%calculate the number of positive and negative text in training
%set in the interval
number_pos = sum(pos_vec(find(pos_vec>=(a_5(i)-k))<=a_5(i)+k));
number_neg = sum(neg_vec(find(neg_vec>=(a_5(i)-k))<=a_5(i)+k));
if number_pos-number_neg<0

a_5(i)=0;
else if number_pos-number_neg>0

a_5(i)=1;
else if a_5(i)<mid_4

a_5(i)=0;
else if a_5(i)>=mid_4

a_5(i)=1;

From the descriptions of these algorithms, we can conclude that the time com-

plexity is O(n2), that means the algorithms are quick and easy to implement.

3 Experiments

We prepare the book review from Amazon.com and test our algorithms. Mutual

information is firstly calculated for text features selection. A neural network is

used to simulate the function to predict the polarity value of the text.

To select the features using mutual information, we delete those features whose

mutual information not greater than 0 and remain 11928 attributes as features

at last. To construct a vector, we set the values as 1 if the feature presents

in the text, else set values as 0. In experiments, we use a BP neural network,

which has one hide layer with 109 neurons, one input layer with the neurons

corresponding to the features, and one output layer with one neuron. Sigmoid

activation function is employed. We set the output of the training text 0.95 when

the orientation of the text is positive, otherwise, the value of the text is 0.05.

We use Matlab6.0 to construct a BP neural network and train the neural

network by the training set. Then, we examine the three proposed methods and

obtain the turning points.

3.1 Data

The book review in Amazon.com contains 2000 texts. In the corpus, there are

1000 texts labeled the positive sentiment and the others are negative texts. We

select 1200 texts from the data corpus as training set in which half of them are

positive texts and the others are negative one. The remainders are the test data.

3.2 Results of Experiments

We compare the midpoint (0.5) and those turning points obtained by our

algorithms.
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Fig. 1. Distribution of the precision of different algorithm

We have trained 100 neural networks, and each neural network has different

initial weight. For every neural network, we use the point obtained by different

algorithms to determine the polarity of the text separately. The 100 times results

of precision using different turning points are shown in Fig.1.

We also calculate the percents of outperformed times than the midpoints. The

results are shown in table 1. The turning point values and the average precision

for all these algorithms are given in table 2.

We make a compare between the neural network and the Naive Bayesian

classifier. The precision of the neural network classifier is 75.34%, and that of the

Naive Bayesian Classifier is 66.0401%, lower than the neural network classifier’s.

We can see that the neural network classifier is better than Naive Bayesian

classifier.

Table 1. The probability better than mid point

Algorithm The probability better than midpoint

ADJUST 9%

ACCURACY 66%

NEIGHBOR 66%
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Table 2. The precision of different algorithm

Algorithm Turning Point in a neural network Precision

Midpoint 0.5 75.34%

ADJUST 0.7317 72.17%

ACCURACY 0.47 75.59%

NEIGHBOR 0.47 75.59%

From the experiment, we can get some conclusions as follows:

The table 1 shows that, in most time, the turning point got by algorithm AC-

CURACY and NEIGHBOR, is better than the turning point 0.5, however, the

algorithm ADJUST performs worse than the midpoint in the most time.

From the table 2, we can find that, the average precisions of these algorithms

are higher than midpoints except the algorithm ADJUST.

We notice that the algorithm ADJUST is the worst in all these algorithms

proposed above. The reason is that the basic hypothesis doesn’t fit this book

review data set. Only for the data set that obey the distribution as the prelim-

inaries of ADJUST described, algorithm ADJUST can get good performance,

one of our feature work is to modify something to make the algorithm ADJUST

work better.

4 Conclusions

In this paper, we showed that, in sentiment analysis, it is not always the best

to set the turning point between positive sentiment and negative sentiment by

midpoint. Three methods were proposed to get the appropriate value of x as

the turning point and the effectiveness of them was examined in experiments.

We can make full use of the information contained in training set to improve

the precision of the classifier. In the future work, we will modify the methods to

better the performance. In addition, it is important to design the appropriate

neural network for text sentiment analysis.
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Abstract. The natural disaster risk assessment model based on support vector 
machine (SVM) is put forward according to the features of natural disaster risk 
assessment. The indicator system which includes the collapse of houses, the af-
fected areas, the number of casualties, direct economic losses is established by 
China's actual situation of the regional meteorological disaster. A case for as-
sessing the natural disasters risk of Chinese regions is studied using the estab-
lished model. The evaluation results show that the evaluation model established 
is simple and effective. It has good generalization ability in the case of small 
samples. The results of research in this paper have important reference for natu-
ral disaster risk management and decision-making. 

Keywords: Support Vector Machine, Natural Disasters, Risk Assessment. 

1   Introduction 

Natural disasters are major environmental problems in our society. With population 
growth and the development of urbanization, natural disasters will be even more se-
vere. According to the information on the International Red Cross, there are roughly 
200 major natural disasters each year in the world. These natural disasters caused by 
an annual average of 130,000 people were killed and 140 million people normal life 
are affected. Natural disaster risk assessment is the comprehensive reflection of the 
disaster. Determining the disaster reduction objectives and optimizing the defense 
measures, evaluating the benefits of disaster reduction are important basis for deci-
sion-making [1].  

Before 1960, research was mainly limited to natural disasters formation mecha-
nism and disaster prediction, focusing on the investigation and analysis disaster form-
ing conditions and the activities process. The study of various natural disasters has 
been more widespread attention and more and more quantitative research was done 
after 1980. Chang established the model based on the socio-economic body for disas-
ter loss and be applied to the water and electricity sectors in Los Angeles by calculat-
ing the loss of a more extensive evaluation of earthquake damage to lifeline systems 
under the resilience of communities [2-3]. Mitchem used principal component analy-
sis to select the natural vulnerability indicators, social vulnerability indicators and 
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capacity indicators for disaster reduction, through the standardization of these indica-
tors and summing to assessment tornado comprehensive vulnerability risk for the 
venue at the county level in the United State [4]. Disasters assessment has carried out 
in many areas in China. Water conservancy, agriculture, forestry, meteorology, other 
departments and a number of experts carried out disaster risk analysis and forecasting 
evaluation about regional floods, forest disasters and typhoon disasters. The risk map 
was drawn and many disaster assessment or risk assessment methods and techniques 
were put forward. Huang put forward a model system for natural disasters risk as-
sessment [5]. Wang used fuzzy clustering analysis to study natural disasters on re-
gional divisions of Sichuan province in China [6]. Feng established an evaluation 
model to assess the extent of drought based on artificial neural network [7]. Xu and 
Huang used fuzzy cluster analysis method, BP neural network method to assess the 
region flood disaster risk [8-9]. Liu assessed the losses caused by strong winds and 
heavy rain disasters based on grey correlation degree method [10]. Wang established 
the dynamic risk assessment model under the status of disaster-prone species,  
multi-body for disaster by drawing in multi-agent modeling to the field of disaster risk 
assessment and developed new ideas for the field of disaster risk assessment research 
[11]. Dai established the disaster losses risk evaluation model based on the  
matter-element analysis method and be applied to classification of natural disaster 
losses [12]. 

Support vector machine(SVM) is a new method of machine learning proposed by 
Vapnik based on statistical theory in the middle of 1990s. Comparing with the tradi-
tional neural network learning methods, SVM can effectively solve the model selec-
tion and over learning problems, non-linear and dimension disaster, as well as issues 
such as local minima by solving a quadratic optimization problem to be the global 
optimal solution. Now, SVM is widely applied in pattern recognition, regression es-
timation, function approximation, text categorization, time series prediction, financial 
sequence analysis and so on. It has become research focus problem for experts and 
scholars  which are engaged in machine learning, neural networks, artificial intelli-
gence [13-16]. 

According to the SVM’s property, it is very suitable for comprehensive evaluation. 
The risk assessment of natural disasters is a typical non-linear, high-dimensional 
pattern classification problem. The natural disaster risk assessment model based on 
support vector machine is established and be used in evaluating the region natural 
disaster risk in China. 

2   Natural Disaster Risk Management System 

Natural disasters mean that people can not control and manipulate disasters which erupt 
in an instant or short period of time due to the various nature forces outbreak. At pre-
sent, flood, storm, earthquake, drought is the major natural disasters. Fatal natural disas-
ters refers to the catastrophic events of serious harm to the public life and property due 
to earthquakes, hurricanes, floods caused by sudden, indifficult to control and avoid. 
Natural disaster risk management means the whole process of risk management activi-
ties including disaster risk management objectives set, identification of disaster risk 
factors, disaster risk assessment, disaster risk countermeasures, and so on.  
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Disaster risk management is an important duty of all levels governments and an 
important aspect of social construction. Faced with the worsening situation of natural 
disasters, how to strengthen the disaster emergency management system, scientific 
and effective disposal to deal with natural disasters and better protect public life and 
property security, promoting economic and social development is significance. The 
risk assessment of natural disasters is an important aspect of risk management and has 
an important role for the implementation of effective management of natural disasters. 

Through years of practice, the new framework for disaster risk management system 
has preliminarily established in China. Mainly includeing disaster emergency man-
agement organization and command system, emergency management plans for natu-
ral disasters, natural disaster risk management early warning disposal system, natural 
disaster risk management system of material reserves, natural disaster risk manage-
ment technology support system, natural disaster risk management system of post-
disaster reconstruction, and so on. 

3   Natural Disaster Risk Assessment Model Based on SVM 

SVM was first put forward for pattern recognition problem, now SVM has been ex-
tended to nonlinear systems of regression estimation, and demonstrates the excellent 
learning performance. The principle of SVM classification is to find the optimal sepa-
rating hyper-plane to meet the classification requirements. The actual work of SVM is 
looking for the generalized optimal separating surface and thus the samples are classi-
fied. 

3.1   C-Support Vector Classification Algorithm 

For non-linear classification problem, we can adopt C-support vector classification 
algorithm. It can divide the data into two categories, the major steps on the algorithm 
is as follows [17-18]. 

(1) Suppose the training set of known sample set is 

1 2{( , ), ( , ), , ( , )}lT y y y= 1 2 L lx x x . ix
 
is the input data, nR∈ix .

 iy
 
is the 

categories output ， { 1, 1}iy ∈ + − ， 1, ,i l= L . 
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Where, 0C >  
is the upper bound. According to (1) and (2), we can obtained the 

optimal solution *α , * * * *
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lα α α α= L . 
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(3) Calculatiing threshold *b  
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(4) Construction decision-making function 
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At present, several commonly kernel function used are linear kernel function, poly-
nomial function, RBF and sigmoid kernel function, and so on. 

3.2   Support Vector Machine Multi-classification Algorithm 

Natural disaster risk assessment belongs to a multi-classification problem. So, we 
adopt the multi-classification algorithm to evaluation natural disaster risk. There are 
mainly including two kind of multi-classification algorithms, that is, one-against-one 
and one-against-rest. The one-against-one algorithm is superior to the one-against-
rest, so we choose the one-against-one algorithm to evaluation natural disaster risk 
[14,19]. The one-against-one approach in which ( 1) / 2k k −

 
classiers are con-

structed and each one training data from two different classes. For training data from 
the ith and the jth classes, we solve the following two-class classication problem: 
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In classication we use a voting strategy: each binary classication is considered to be a 
voting where votes can be cast for all data points x –in the end point is designated to 
be in a class with maximum number of votes.  

4   Case Study 

China is the one of the countries of the world's natural disasters most frequent and the 
loss most serious. With increasing global climate change and extreme weather events, 
the destructive power of natural disasters and economic losses caused is growing. The 
floods in Huaihe river basin in 2007, the snow storm and the Wenchuan earthquake 
disaster in Sichuan province in 2008, serious drought in the north China in early 2009, 
all this natural disaster has resulted in serious impact on on Chinese economic and 
social developmt. The lives and property of the public are suffered serious losses. 
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Therefore natural disasters risk assessment has great significance to China's social and 
economic sustainable development.  

In this paper, China's natural disasters occurred in the region is evaluated based on 
SVM risk evaluation model. The regional natural disasters mainly include hail, rainstorms, 
ice storms, typhoons and other natural disasters. The data of natural disasters is adopted in 
reference [20], as shown in table 1. There are 45 evaluated samples, we select the 35 sam-
ples as a training set for support vector machine learning and the results of matter element 
assessment as the output value. The remaining 10 samples will be as a test set. 

Table 1. SVM training samples data and training results 

Sample Region Disasters 

Housing 
collapse 
(ten 
thousands 
room) 

Affected 
area 
(ten 
thousands 
mu) 

number 
of casual-
ties(one 
person) 

Direct 
economic 
losses 
(one 
hundred 
million) 

Results of 
matter-
element 
assessment 

SVM 
training 
results 

1 Hunan Wind and 
hailstorms 20.0 50.0 1069 2.0 3 3 

2 Shan 
dong 

Wind and 
hailstorms 1.0 17.3 18 1.6 1 1 

3 Shan 
dong 

Massive 
wind and 
hailstorms 

3.16 7.4 706 1.5 2 2 

4 Hunnan Rainstorm 30.0 2087.0 363 28.2 3 3 

5 Anhui Rainstorm 0.08 63.0 9 2.0 2 2 

6 Shanxi Rainstorm 4.7 180.0 78 8.0 2 2 

7 SIchuan Rainstorm 25.0 55.0 16 3.5 2 2 

8 Gansu Rainstorm 0.094 67.0 21 0.158 1 1 

9 Shanxi Ice storm 2.3 440.0 52 3.0 2 2 

10 Anhui wind and 
hailstorms 0.54 30.0 13 2.98 2 2 

11 Shanxi Ice storm 0.06 72.0 22 1.94 2 2 

12 Guanxi Large rain 
storm 0.2 42.0 6 0.847 1 1 

13 Shanxi Large rain 
storm 2.0 307.0 59 3.5 2 2 

14 Inner 
Mongolia

Large rain 
storm 1.0 271.0 51 0.901 2 2 

15 Hebei 

Extra-
large wind 
and hail-
storms 

1.7 1470.0 33 9.54 3 3 

16 Anhui Large rain 
storm 0.4 96.0 7 1.4 1 1 

17 Hunan Rainstorm 0.9 151.0 17 0.944 1 1 

18 Shan 
dong Rainstorm 0.68 42.0 2 0.075 1 1 

19 Guan 
dong 

Heavy 
rainfall of 
typhoon 

3.4 262.0 71 6.8 2 2 

20 Huanan Typhoon 6.8 1489.0 254 17.2 3 3 

21 Jiangxi Large rain 
storm 15.0 600.0 15 8.0 3 3 
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Table 1. (continued) 

Sample Region Disasters 

Housing 
collapse 
(ten 
thousands 
room) 

Affected 
area 
(ten 
thousands 
mu) 

number of 
casualties 
(one 
person) 

Direct 
eco-
nomic 
losses 
(one 
hundred 
million) 

Results of 
matter-
element 
assessment 

SVM 
training 
results 

22 Shanxi Rainstorm 11 300.0 606 9.0 3 3 

23 Shan 
dong Rainstorm 0.68 421.0 2 0.075 1 1 

24 Fujian Typhoon 4.4 283.0 161 8.99 2 2 

25 Shan 
dong Tornado 9.0 750.0 164 5.0 2 2 

26 Sichuan Large rain 
storm 0.7 59.0 7 1.2 1 1 

27 Zhe 
jiang Typhoon 4.0 665.0 65 18.0 3 3 

28 Jiangsu Typhoon 11.5 2200.0 52 20.0 3 3 

29 Anhui Typhoon 3.0 51.0 2 2.0 2 2 

30 Sichuan Rainstorm 0.1 11.0 2 0.55 1 1 

31 Fujian Typhoon 4.8 450.0 116 10.0 2 2 

32 Hebei Rainstorm 0.22 156.0 11 0.25 2 1 

33 Guanxi Rainstorm 9.0 20.0 207 0.24 2 2 

34 Guan 
dong 

Large rain 
storm 0.19 44.0 10 1.2 1 1 

35 Guan 
dong Rainstorm 4.19 20.0 186 0.24 2 2 

Table 2. SVM test samples and test results 

Sample Region Disasters 

Housing 
collapse 
(ten 
thousands 
room) 

Affected 
area 
(ten 
thousands 
mu) 

number of 
casualties 
(one 
person) 

Direct 
eco-
nomic 
losses 
(one 
hundred 
million) 

Results of 
matter-
element 
assess-
ment 

SVM 
test 
results 

1 Fujian Rainstorm 1.5 216.0 69 4.1 2 2 

2 Hunan Rainstorm 2.2 319.0 37 3.3 2 2 

3 Hebei Ice storm 0.252 384.0 4 1.98 2 2 

4 Hainan Typhoon 0.12 43.0 3 0.197 1 1 

5 Hainan Large rain 
storm 

0.19 39.0 6 0.519 1 1 

6 Hunan Large rain 
storm 

34.0 310.0 1663 28.0 3 3 

7 Guanxi Ice storm 5.0 60.0 352 0.2 1 2 

8 Henan Wind and 
hailstorms 

0.87 260.0 36 0.82 2 2 

9 Heilong 
jiang 

Tornado 0.43 16.0 136 0.17 1 1 

10 shandong
Henan 

Rainstorm 1.8 530.0 800 11.0 3 3 
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Fig. 1. Contour plot of cross validation accuracy 

In this paper, the SVM software Libsvm is used to caculation. The Libsvm soft-
ware has the function including regression calculation and multi-classification pattern 
recognition based on one-against-one algorithm [19]. The RBF kernel function is 
selected. The parameter is estimated by cross-validation algotithm. The parameter C 
equals to 16384.0 and γ  equals to 0.03125. The algorithm is iterated 107 and the 
total number of support vector is 17. The contour plot of cross validation accuracy is 
showed in figure 1. 

The training results show that there are 35 training results in 36 samples consistent 
with matter-element analysis method. The correct rate of training sample output is 
97.22%, as shown in table 2. The correct rate of test samples is 90%, as shown in 
table 3. So, the SVM risk evaluation model in this paper is high-precision and can be 
used the natural disasters evaluation. 

5   Conclusion 

Natural disasters risk assessment is an important aspect of disaster management. In 
this paper, the natural disasters risk assessment model based on support vector ma-
chine is put forward. The core of this method is to consruct ideal classifier and then 
inputs the corresponding index data to ideal classifier to evaluation. The method is 
simple, objective and practical comparing with traditional methods. SVM method can 
avoid man-made factors when determine the subordinate function and weights of 
index which the traditional evaluation methods, such as fuzzy comprehensive evalua-
tion and grey clustering methods must determine. SVM can make full use of function 
of the distribution of training samples and solve the problem of the shortage of small 
sample data to ensure good generalization performance. SVM is applied to natural 
disasters risk assessment in this paper. The case shows that the method is feasible and 
effective. The results of research in this article have important guiding significance 
for the management departments of natural disaster risk management. 
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Abstract. This paper presents a neural network approach to investigating Aus-
tralian smokers’ quit motivations that affect their quit attempts. Based on the 
data from the International Tobacco Control Four Country Survey, Neural net-
work (NN) models are developed to identify smokers’ quitting motivations as 
smokers’ quit motivations are significant factors in predicting smokers’ quit at-
tempts. In order to identify the underlying tobacco control policies from these 
quitting motivations, principle component analysis is used to group individual 
attributes into 4 tobacco control policy drivers: Personal Concerns, Price, Social 
Restrictions and Social Encouragement which are related to specific tobacco 
control policies. To examine the impact of these tobacco control policy drivers 
on smokers’ making a quit attempt, a set of NN models using 4 policy drivers 
are also built. Experimental results indicate that in comparison with cigarette 
price and social restrictions, educating smokers of health benefits from quitting 
and social encouragement for cessation of smoking have more impacts in en-
couraging smokers to make a quit attempt. 

Keywords: neural networks, quitting motivations. 

1   Introduction 

With the increasing concerns regarding the negative effects of tobacco consump-
tion, global effort has been made to investigate the relationship between tobacco 
control policies and smokers’ quitting behaviours [1]. The Framework Convention 
on Tobacco Control (FCTC), which is the first international public health treaty, 
recalls the global-wide co-operations to be involved in the devotion of tobacco 
control [1][2]. Under FCTC, the conduction of the International Tobacco Control 
(ITC) Policy Evaluation Project aims at analyzing the impact of national level of 
tobacco control policies via the survey data of adult smokers from four developed 
countries: the United States, Canada, the United Kingdom and Australia [2]. Recent 
research has shown that smokers’ quitting motivations have been identified as sig-
nificant factors in predicting smokers’ quitting intentions [3][4]. Common smokers’ 
motivations for thinking about quitting include their personal health, cigarette price, 
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family influence and advice from professionals. These factors are highly correlated 
with tobacco control policies, thus investigating smokers’ quitting motivations can 
be regarded as significant guidelines for proposal or modification of relevant to-
bacco control policies. 

Statistics techniques have been applied in recent research studies [5][6]. However, 
these studies have limitations in dealing with complex data. The aim of this study is to 
identify tobacco control policy drivers for investigating Australian smokers’ quitting 
motivations. In this study, we first construct NN models to predict smokers’ quit at-
tempts. We then use principal component analysis to group attributes for policy-
related evaluations and discuss the results of this study. 

2   The International Tobacco Control Survey Data 

The data for this study are from Australian adult smokers who completed all the ques-
tions in the first year (2002) of ITC Four Country Survey (ITC-4C), a cohort study 
which provides evidence base for ITC project (Thompson et al., 2006). The data from 
this survey is called Wave 1 data. Altogether 1,513 respondents from Australia were 
collected, among these 532 (35.16%) smokers made a quit attempt (MQA). In this 
study, we use MQA as the output variable of NN models to predict Australian smok-
ers’ quit attempts, as MQA is an important step leading to quitting cessation behav-
iours [3][8]. We use 12 questions from ITC-4C survey to assess Australian smokers’ 
motivations for thinking about quitting. Table 1 shows the survey questions. 

Table 1. Questions to assess smokers’ motivations for thinking about quitting  

Even though you mentioned that you are not currently planning to quit, in the past 6 
months, have each of the following things led you to think about quitting, not at all,
somewhat, very much? 
 1 – Not at all 
 2 – Somewhat 
 3 – very much 
BQ01 Concern for your personal health? 
BQ02 Concern about the effect of your cigarette smoke on non-smokers? 
BQ03 Society disapproves of smoking? 
BQ04 Price of cigarettes? 
BQ05 Smoking restrictions at work? 
BQ06 Smoking restrictions in public places like [restrictions OR bars/cafes OR pubs]? 
BQ07 Advice from doctor, dentist, or other health professional to quit? 
BQ08 Free or lower cost, stop-smoking medication? 
BQ09 Availability of telephone helpline/Quitline/information line? 
BQ10 Advertisements or information about the health risks of smoking? 
BQ11 Warning labels on cigarette packages? 
BQ12 Setting an example for children? 

 
The data used in this study are the answers to these 12 questions and each answer is 
on a three-point scale: 1 = not at all, 2 = somewhat and 3 = very much. 
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3   Building Neural Network Models Using Motivation Attributes 

Neural network models are widely applied to model complex data and examine  
the relationship between input and output variables [7]. In this study, we use back-
propagation NN models to predict smokers’ quit attempts. All 12 attributes listed in 
Table 1 are used as input variables and MQA is the output variable. In the NN mod-
els, the activation function used is logistic and the number of hidden neurons is the 
sum of the number of input neurons and the number of output neurons. Sample data 
are equally split into a training set and a test set. We first load the training set into 
the NN model, then we test the accuracy of the test set. One advantage of NN is  
that for each particular problem, instead of using default output, we can adjust the 
decision threshold to achieve a desired level of accuracy [9]. Experiments are con-
ducted by varying the decision threshold. We identify that when the decision 
threshold is 0.33, the accuracies of training set and test set achieve the best results, 
which are 72.03% and 70.85%, respectively. In this NN model, both the training  
set and the test set accuracies are close, thus indicating the generalisation of the 
model built. In addition, it implies that smokers’ quitting motivations identified  
in the ITC-4C survey can be regarded as strong predictors in predicting their  
quit attempts. However, individual attributes are difficult to represent the underly-
ing tobacco control policies. To facilitate the research of corresponding policies 
from these individual attributes shown in Table 1, a set of policy drivers needs to be 
identified. 

4   Policy Drivers 

Policy drivers can be described as a group of attributes that can be used to develop a 
policy for increasing the rate of smokers’ MQA. The identification of policy drivers 
can help to examine the effects of tobacco control policies. As such, we try to identify 
the links between tobacco control policies and smokers’ quitting motivations. Princi-
ple component analysis (PCA) is widely used to identify new meaningful underlying 
factors based on given attributes [10]. In this study, we use PCA to group attributes 
into factors. The statistical package SPSS16.0 is used for conducting PCA experi-
ments. We use the default values in parameter settings except selecting ‘varimax’ in 
Rotation method option. We also set the suppress absolute value to less than 0.3. 
Table 2 shows the result of rotated component matrix using PCA when the 12 attrib-
utes in Table 1 are loaded. According to the derived matrix, we examine the common 
theme for each factor and provide a label representing a policy driver. As shown in 
Table 2, three factors have been clearly generated except that BQ04 remains ambigu-
ous as the loading values (0.474 and 0.504) are close. When examining this attribute, 
the question in relation to this attribute is about cigarette price which has no clear 
correlation with other attributes. As a result, we identify this attribute as a new factor 
to represent a policy driver. 
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Table 2. Rotated component matrix using PCA for 12 attributes 

 Factors 

 1 2 3 

BQ01   0.711 

BQ02   0.711 

BQ03  0.632 0.312 

BQ04  0.474 0.501 

BQ05  0.777  

BQ06  0.771  

BQ07 0.464   

BQ08 0.562   

BQ09 0.788   

BQ10 0.691  0.369 

BQ11 0.687   

BQ12 0.310  0.604 

Based on the PCA, 12 attributes are grouped into 4 factors as policy drivers, re-
ferred to as Personal Concerns, Price, Social Restrictions and Social Encouragement 
as shown in Table 3. 

Table 3. Tobacco control policy drivers and corresponding attributes 

Policy Drivers 
Personal  
Concerns 

Price Social  
Restrictions 

Social  
Encouragement 

BQ01 
BQ02 
BQ12 

BQ04 
BQ03 
BQ05 
BQ06 

BQ07 
BQ08 
BQ09 
BQ10 
BQ11 

In this study, for each policy driver we use the average value of its associated at-
tributes. The number of the possible value is dependent on the number of attributes. 
For Personal Concerns and Social Restrictions, there are 7 values for both policy 
drivers: {1, 1.33, 1.67, 2, 2.33, 2.67, 3}; for Price, there are 3 values: {1, 2, 3}; and 
for Social Encouragement, 11 values are derived based on 5 attributes in this policy 
driver: {1, 1.2, 1.4, 1.6, 1.8 2, 2.2, 2.4, 2.6, 2.8 3} 

5   Building Neural Network Models Using Policy Drivers 

In order to evaluate the effects of the policy drivers derived in Table 3, experiments 
are conducted. First, we develop a set of NN models for predicting smokers’ quit 
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attempts. The input variables are four policy drivers from Table 3 and the output vari-
able is smokers’ MQA. The parameter settings in the NN models are the same as the 
ones in our previous experiments. The data set is also equally split into a training set 
and a test set to check the robustness of the model based on the accuracies generated. 
Then by adjusting the decision thresholds, we identify the best accuracies for both the 
training set and the test set which are 68.58% and 67.90%. Table 4 shows the confu-
sion matrix of the accuracy of the test set on the selected model. 

Table 4. Confusion matrix of classification accuracies of the test set 

Class Actual MQA Actual NMQA   
Classified MQA 184 215 399 46.12% 

Classified NMQA 87 270 357 75.13% 
 271 485 756  
 67.90% 55.67%   

Table 5 shows the comparison of accuracies using different input variables in our 
NN models. The accuracies between the two models are fairly close indicating that 
using the 4 policy drivers as inputs to the NN model has similar prediction accuracies 
as using the original 12 attributes. Thus, our finding suggests that the derived 4 policy 
drivers can fully represent the original 12 attributes based on the performance of NN 
models built. 

Table 5. Accuracies using different inputs in the NN models 

Inputs of the NN models Training set Test set 
12 Attributes (Table 1) 72.03% 70.85% 

4 Policy Drivers (Table 3) 68.58% 67.90% 

As smoking behaviour is difficult to change, policy decision makers need to assess 
which factors may significantly influence smokers’ to think as well as actually mak-
ing a quit attempt, and ultimate quitting. Table 6 shows the weight list of four factors 
in the NN model generated. It shows that Personal Concerns has the highest weight, 
thus indicating that Personal Concerns is the most significant factor in the NN predic-
tion model. Social Encouragement ranks second which contributes 29.92% in  
constructing the NN model. Social Restrictions is in the third place and Social  
Encouragement has the least contribution. 

Table 6. Weight percentage of each factor in the NN model using 4 policy drivers as inputs 

Policy Drivers Weight (%) 
Health Benefit 46.91 

Price 9.11 
Social Restrictions 14.07 

Social Encouragement 29.92 
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Findings from this study suggest that Australian smokers are more likely to make a 
quit attempt if they are more concerned about their personal health and quitting ad-
vices from professionals. These findings have important implications for designing or 
strengthening relevant tobacco control policies which include propagandizing the 
knowledge of quitting benefits for both smokers and their family’s health, adding 
more quit lines and information lines, distributing low or free stop-smoking medica-
tions and enlarging health warning on cigarette packs. These findings are consistent 
with our previous research studies [8][11]. Compared to personal concerns about 
health and social encouragement, cigarette price and social restrictions have less im-
pact in encouraging smokers to make a quit attempt. 

6   Conclusion 

In this paper, we have presented a neural network approach to investigating Austra-
lian smokers’ quit motivations as well as providing suggestions in designing relevant 
tobacco control policies. To examine whether smokers’ quitting motivations have a 
strong impact in predicting smokers’ quit attempts, we have built a set of NN models 
and selected the best model by varying the decision thresholds. Then we have applied 
the PCA to group all the quitting motivations into 4 policy drivers which have been 
identified to have high correlations with the tobacco control policies. It has demon-
strated that the derived 4 policy drivers can fully represent the original 12 input at-
tributes according to the prediction accuracies of the NN models. Experimental results 
have shown that personal concerns about health and social encouragement have sig-
nificant impacts in encouraging Australian smokers to make a quit attempt. 
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Abstract. Scientific disciplines such as life sciences as well as security and 
business fields depend on Knowledge Discovery because of the increasing 
amount of data being collected and for the complex analyses that need to be 
performed on them. New techniques, such as parallel, distributed, and grid-
based data mining, are often able to overcome some of the characteristics of 
current data sources such as their large scale, high dimensionality, heterogene-
ity, and distributed nature. In several of these data mining applications, neural 
networks can be successfully applied. Moreover, an approach using neural net-
works seems to be one of the most promising methods for intrusion detection in 
a computer system or network security today. In this paper we describe a grid 
computing data mining approach for an intrusion detection application based on 
neural networks. Detection is carried out through the analyses of internet traffic 
generated by users in a network computer system. 

Keywords: Knowledge Discovery, Data Mining, Neural Networks, Intrusion 
Detection, Grid Computing. 

1   Introduction 

Knowledge discovery is a complex and interdisciplinary field which deals with the 
understanding of unsuspected patterns and rules in data. The discovering of these 
relationships is a highly interactive process where, in order to achieve satisfying re-
sults, the user must be allowed to apply various techniques or given parameters on a 
permanent basis [1]. 

A number of techniques using different approaches have been proposed with the 
aim of developing a reliable Knowledge Discovery Process. Recently, Mining tech-
niques are considered to be the most effective strategy for Knowledge Discovery.  

Data Mining involves finding patterns in data which can be considered interesting, 
according to certain user-defined interestingness measures, and valid, based on user 
defined validation measures. Industry has also become more and more interested in 
this area of research since data mining can be useful in analyzing and understanding  
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large collections of data in different formats, including data warehouses, databases, 
file archives, digital libraries. The increasing trend towards decentralized business 
organizations, user distribution, software and hardware systems combined with the 
characteristics of today’s data sources, such as their large volume, high dimensional-
ity, heterogeneity, and distributed nature has call for more advanced and flexible 
approaches and solutions. Useful data mining techniques in these contexts are: paral-
lel data mining which deals with tightly-coupled systems based on fast networks and 
highly centralized platforms; distributed data mining which deals with loosely-
coupled systems with unpredictable interconnection latencies; grid-based data min-
ing which comprises some characteristics of the above two fields, as well as more 
specific issues and requirements like the management of multi-institutional virtual 
organizations [2,3]. 

Neural networks have been successfully applied in several of these data mining ap-
plications and have become one of the most promising methods for intrusion detec-
tion in a computer system as in network security. 

In security, it is axiomatic that what cannot be prevented, must be detected. The 
goal of Intrusion Detection is to identify security violations in computer systems. 
Intrusion Detection is a passive approach to security as it monitors information sys-
tems and sounds alarms when security violations are detected. Examples of violations 
include the abuse of privileges or the use of attacks to exploit software or protocol 
vulnerabilities [4,5]. Various approaches for recognizing a possible intrusion have 
been presented in the literature. For example, the use of  interval timers and event 
counters to build time-series models have been proposed. This can generate statistical 
models used to compare short-term behaviour with long-term historical norms based 
on temporal regularities in audit data. By forming user profiles, web usage patterns 
analysis from Web log files can also provide a better understanding of user behaviour 
on an individual or group basis. Approaches based on audit data are widely used to 
build intrusion detection models. In these methods, data must be labelled as either 
“normal” or “attack” in order to define suitable behavioural models to represent these 
two different categories [6,7,8,9]. 

This paper presents an architectural approach based on grid data mining which 
used neural networks to carry out intrusion detection. 

2   Knowledge Discovery in Databases 

The field of Knowledge Discovery in Databases (KDD) consists of a new generation 
of techniques and tools to analyze intelligently and automatically large volumes of 
data or ‘mines’ in order to ‘extract’ hidden knowledge. Knowledge Discovery in Da-
tabases is the process of identifying regularity (patterns) and characteristic patterns in 
the data as well as patterns which have a certain degree of general validity and are not 
discounted or otherwise known, but potentially useful and easily understood [1]. KDD 
process consists of the following steps: Selection and Sampling; Pre-processing and 
Cleaning; Transformation and Reduction; Data Mining (Choice of algorithm, Identi-
fication of parameters, Processing, Evaluation of the model); Evaluation and Visuali-
zation of results. 
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Fig. 1. Steps for Knowledge Discovery in Databases 

3    Parallel, Distributed and Grid Data Mining 

Data mining is a massive computing task that deals with memory resident data. Tradi-
tional data mining techniques are often inadequate for the stored data in centralized or 
distributed systems. Hence, the need for parallel and distributed computing becomes 
necessary when handling large-scale data mining [10,11]. 

Parallel Data Mining (PDM) is targeted for tightly-coupled systems, like shared or 
distributed memory machines, communication via high speed buses, shared file sys-
tems, and clusters based on fast or dedicated networks. A PDM algorithm shares the 
entire database and constructs a global model. Distributed Data Mining (DDM) deals 
with loosely-coupled systems: clusters with average-fast or slow networks and geo-
graphically distributed computing nodes. The main differences between PDM and 
DDM are the number of computing nodes involved, the communication costs, and the 
degree of data distribution. The goal of DDM is to perform data mining operations by 
using the peculiarities and the availability of distributed resources [11]. A DDM algo-
rithm partitions the database at several sites and mines a local model for each parti-
tion. Then, it merges these to build a global model. Grid Data Mining (GDM) shares 
many commonalities with PDM and DDM.  

Problems encountered by applications based on the mining methods described so far 
often involve different aspects of the data such as their large volume, high dimension-
ality, heterogeneity, and distributed nature. If these problems are addressed by tradi-
tional machines that sequentially work on an entire collection of homogeneous and 
independent data, any limitations encountered will probably be technological. An eco-
nomic solution has dynamic scaling characteristics that adapt to the size of the data 
collection being analyzed and is offered by systems weakly linked to calculating net-
works. Recently, a computational paradigm is being explored which suggests creating 
computer technology pools. The use of this technology is called Grid Computing.  

Grid technology offers a configurable environment and can potentially provide ap-
plications with an architecture for easy and transparent access to geographically dis-
tributed heterogeneous resources, like data storage, networks, and computational 
resources across different organizations and administrative domains [12,13,14].  
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Fig. 2. An MISD application through  the Grid 

This work presents an MISD application of Grid computing. The prototype was 
developed to simplify the creation and distribution of a MISD grid enabled applica-
tion. In addition, it was designed to integrate and to manage its MISD applications 
within the system using its modular structure. By using the grid application, the user 
should be able to move away from a situation like the one illustrated in Figure 2.A 
and into one as described in Figure 2.B. 

Since learning for bigger networks with large training sets is time consuming, it is 
crucial to look at parallel implementation schemes to reduce the training time re-
quired. Different types of parallelism possible for backpropagation neural networks 
are: Training session parallelism, which starts training sessions with different initial 
training parameters on different processing elements (PE); Training set parallelism, 
which splits the training set across the PEs. Each element has a local copy of the 
complete weight matrix and accumulates weight change values for the given training 
patterns; Pipelining, which pipelines the training patterns between the layers, i.e. 
compute hidden and output layer on different processors. The output layer processor 
can calculate output and error values for the present training pattern while the hidden 
layer processor works on the next training pattern. The forward and backward phase 
may also be parallelized in a pipeline; Node parallelism, which computes the neurons 
within a layer in parallel (named neuron parallelism). In addition, computation within 
each neuron may also run in parallel (named weight or synapse parallelism) [15]. 

A common problem is choosing the best neural network model for a predefined in-
put data set. Grid-based architecture can support this selection since it allows different 
models of neural networks on the grid nodes to be installed. In addition, it can reduce 
the time needed for selecting the best network model through a parallel decision-
making process. The paper attempts to illustrate how to make this choice by compar-
ing the results obtained from many backpropagation network models. The neural 
network models were trained and validated in a Matlab environment using Neural 
Network Toolbox.      

4   Experimental Results 

The architectural model described here was used to produce a system prototype which 
could detect a possible intrusion. Detection was carried out through the analysis of 
internet traffic generated by users in a network computer system. An intruder can be 
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defined as a user able to illegitimately overcome login phase, and then surf the internet 
in an unauthorized manner using access credentials which are not his own. Since a user 
will normally generate web traffic based on his own habits and preferences, a user 
profile was created using data traffic analysis. The presence of an intruder could then 
be detected by comparing the traffic analysis with the user profile previously created.  

The prototype created for this intrusion detection system was based on Knowledge 
Discovery techniques. The system implementation was divided into several phases. In 
the first phase, useful data was collected to create a user model which could then be 
analyzed. In this phase, a log file of the user’s internet browsing habits was created. 
Next, a user profile was produced on the basis of the log file analysis. At this point, the 
user model was ready to be employed for intrusion detection. If, by analyzing the user 
log, an intrusion was detected, a new user model was created from this analysis. If the 
user was legitimate, the more recent model should be similar to the original model. 
Instead, if the model was not similar to the original profile within a specific tolerance, 
an intrusion could be suspected. Figure 3 shows a conceptual scheme of the system.  

 

Fig. 3. Logic of the Intrusion Detection prototype 

Thus, the identification of an intrusion using a backpropagation neural network 
was also explored in this work. The transfer function of hidden neurons can be de-
scribed by the sigmoid function:  

g(x,θ) = (1+ e –β(x- θ))-1 (1)

where θ and β are the neuron threshold and the gain factor, respectively. 
The synaptic matrix W was trained using the backpropagation techniques in the in-

cremental learning mode: the weights were updated after each pattern X was for-
warded to the NN inputs, as follows:  

i,k∆w =  - η  ∂ E[W] / ∂ i,kw  + α( i,k∆w (OLD)) (2)

where E[W] is the distance between net output Y(X) and the known expected answers 
T(X). The momentum term, α∆wi,k

(old) is introduced in such a way that each connection 
value wi,j  tends to change in the average downhill direction, avoiding sudden oscillations.  

The performance evaluation of the best neural network model was approached by 
using a multilayered NN with one hidden layer and Nh = 2Ni hidden neurons [16,17]. 
The input layer consists of Ni = 5 neurons which represented the number of topics on 
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the analyzed web page. The output layer consisted of No = 2 elementary processing 
units which each identified a different class of user. An output value of 1.0 and 0.0 in 
the two output nodes was expected when the analysis indicated normal user whereas a 
value of 0.0 and 1.0 in the two output nodes indicated a possible intrusion. The net-
work parameters used for a suitable implementation of the gradient descent algorithm 
are: learning rate η = 1, momentum α = 0.9 and gain factor β = 1 [18]. The neural 
network began with an analysis of internet traffic and, in particular, it examined the 
occurrence in percentage of a series of topics inside the log files analyzed. It produced 
a detection system which then made the final decision about the user’s activities indi-
cating either ‘normal’ or ‘intrusion’ behavior. For  each input, the network produced 
an output which was then compared to the desired output (target). For each epoch, a 
test data set was input into the network and the  mean square error (mse) was evalu-
ated. The training phase stopped when the overtraining effect [18] was observed and 
the best synaptic matrix was frozen. In this study, the synaptic matrix was frozen at 
the 16th epoch, as can be seen in Figure 4. 

 
 

                     

Fig. 4. Backpropagation neural network and rate of  convergence in the training phase (blue 
line) and test phase (red line) in comparison with the validation curve (green line). The over-
training effect occurs at the 16th epoch. 

Figure 5 shows a graphical representation of a user's profile generated by the  
system.  

 

Fig. 5. Results from the log analysis, illustrating cases of authorized and unauthorized  
navigation 
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The profile is represented with a broken line. This line connects the percentages as-
sociated with the profile topics. The broken line is surrounded by a tolerance band. 
The tolerance level, represented by this band width, was defined by the system admin-
istrator. An intrusion could then be recognized graphically when a profile obtained 
from a subsequent analysis differed more than the fixed tolerance level allowed. In 
the chart, the red line indicating the intruder’s user profile can be seen to exit the area 
of the tolerance band. 

System efficiency was evaluated by considering the execution time estimated on a 
serial computer and then that on a computational grid. Execution time was estimated 
for a grid with a variable nodes number considering an input data set composed of 
1,000 log files. An estimation of a speedup indicator was obtained. The speedup indi-
cator was defined as the ratio between the mining process execution time on a tradi-
tional serial machine and that on a computational grid.  

First, a run-time module of the input data set, which consisted of 1,000 log files, 
was evaluated on a traditional serial machine as follows:  

Tsequential_time = Tinitialization + Tone_log file_execution_time ● Nlog files (3)

Considering a typical ADSL bandwidth and the user program module run-time on the 
one node, the total run-time on the grid was:  

Tgrid_time = Tinitialization + (Tupload_time + Tdownload_time) ● Nlog files + Tupload_code ● 
         ●  Nnodes  +  (Tone_log file_execution_time ● Nlog file) / Nnodes 

(4)

Let:  

S = Tsequential_time / Tgrid_time  (5)

The speedup factor referred to how much  faster a parallel algorithm could be in com-
parison to a corresponding sequential algorithm in using the grid. The factor was 
computed for a node number ranging from 1 to 60 for various size data sets. Figure 6 
shows the trend of the speedup coefficient in correspondence  to the growth of the 
node multiplicity.  

 

 

Fig. 6. Speedup depending on grid node number, considering a data set ranging from 100 to 
1,000 log files 
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5    Conclusion 

This paper has discussed how to develop an Intrusion Detection solution using neural 
networks based on a grid computing Data Mining approach. This solution was based 
on a Knowledge Discovery process using grid-based data mining technologies. A 
prototype able to detect a possible intrusion by the analysis of the internet traffic gen-
erated by users of  a network computer system has been presented. Finally, the results 
of tests conducted on a backpropagation neural network and an evaluation of the 
speedup factor of the grid have been discussed. 

Acknowledgments. The authors acknowledge the financial support provided by the 
Italian Ministry of Education, University and Research and by the Strategic Project 
“Research and Development of a Maintenance Management System of Railway As-
sets (ASSET)”, which have made possible the realization of this work as result of our 
research activities. 

References 

1. Fayyad, U.M., Piatetsky-Shapiro, G., Smyth, P., Uthurusamy, R.: Advances in Knowledge 
Discovery and Data Mining. AAAI/MIT Press, London (1996) 

2. Lee, W., Stolfo, S.J., Mok, K.W.: Data mining approaches for intrusion detection. In: 7th 
USENIX Security Symposium, San Antonio, TX (1998) 

3. HajHmida, M.B., Congiusta, A.: Parallel, Distributed, and Grid-Based Data Mining: Algo-
rithms, Systems, and Applications. In: Cannataro, M. (ed.) Handbook of Research on 
Computational Grid Technologies for Life Sciences, Biomedicine and Healthcare. Medical 
Information Science Reference, pp. 90–119 (2009) 

4. Kemmerer, R.A., Vigna, G.: Intrusion Detection: A Brief History and Overview. Part sup-
plement IEEE Computer 35(4), 27–30 (2002) 

5. Tront, J.G., Marchany, R.C.: Internet security: intrusion detection & prevention. In: Proc. 
of the 37th Annual Hawaii International Conference on System Sciences, vol. 1 (2004) 

6. Lee, W., Stolfo, S.J., Mok, K.W.: Mining Audit Data to Build ID Model. In: 4th Interna-
tional Conference on Knowledge Discovery and Data Mining, pp. 66–72 (1998) 

7. Julisch, K.: Data mining for Intrusion Detection: a Critical Review. In: Barbara, D., Ja-
jodia, S. (eds.) Applications of Data Mining in Computer Security. Kluwer Academic Pub-
lisher, Dordrecht (2002) 

8. Pepyne, D.L., Hu, J., Gong, W.: User Profiling for Computer Security. In: American Con-
ference on Control, Boston, pp. 982–987 (2004) 

9. Esposito, M., Mazzariello, C., Oliviero, F., Romano, S.P., Sansone, C.: Real Time Detec-
tion of Novel Attacks by Means of Data Mining. In: ACM ICEIS Conference (2005) 

10. Freitas, A.A.: A survey of parallel data mining. In: 2nd International Conference on the 
Practical Applications of Knowledge Discovery and Data Mining, pp. 287–300. The Prac-
tical Application Company, London (1998) 

11. Kargupta, H., Chan, P.: Advances in Distributed and Parallel Knowledge Discovery. MIT 
Press, Cambridge (2000) 

12. Reed, D.A., Mendes, C.L., Lu, C., Foster, I., Kesselmann, C.: The Grid 2: Blueprint for a 
New Computing Infrastructure – Application Tuning and Adaptation. Morgan Kaufmann, 
San Francisco (2003) 



 Intrusion Detection Using Neural Networks 785 

 

13. Foster, I., Kesselmann, C.: The Grid: Blueprint for a New Computing Infrastructure. Mor-
gan-Kaufmann edition, San Francisco (1998) 

14. Allcock, B., Bester, J., Bresnahan, J., Chervenak, A.L., Foster, I., Kesselman, C., Meder, 
S., Nefedova, V., Quesnal, D., Tuecke, S.: Data Management and Transfer in High Per-
formance Computational Grid Environments. Parallel Computing Journal 28(5) (2002) 

15. Torresen, J., Landsverk, O.: A Review of Parallel Implementations of Backpropagation 
Neural Networks. In: Sundararajan, N., Saratchandran, P. (eds.) Parallel Architectures for 
Artificial Neural Networks: Paradigms and Implementations, pp. 25–64. Wiley-IEEE 
Computer Society Press, Chichester (1998) 

16. RumelHart, D.E., McClelland, J.L.: Parallel Distributed Processing, vol. 1, p. 318. MIT 
Press, Cambridge (1986) 

17. Kolmogorov, A.N.: Dokl. Akad, Nauk. USSR 114, p. 953 (1957) 
18. Pao, Y.H.: Adaptive Pattern Recognition and Neural Networks. Addison-Wesley, Reading 

(1989) 



Recurrent Neural Networks as Local Models
for Time Series Prediction

Aymen Cherif1, Hubert Cardot1, and Romuald Boné1,2

1 Université François Rabelais Tours
Laboratoire d’informatique

64 avenue Jean Portalis, 37200 Tours, France
2 Ecole Nationale d’Ingénieurs

du Val de Loire
Rue de la Chocolaterie, BP 3410, 41034 Blois cedex, France

Abstract. Local Models for regression have focused a great deal of at-
tention in recent years. They have proved to be more efficient than global
models and especially when dealing with chaotic time series. Many mo-
dels have been proposed to cluster time series and they have been com-
bined with several predictors. In this paper we present an extension for
recurrent neural networks in allowing to apply them to local models and
we discuss the obtained results.

1 Introduction

Time series forecasting is a widely discussed problem which can be found in many
disciplines. Researchers from various disciplines (finance, mathematics, physics,
machine learning, etc.) have addressed this question. With this emphasis, many
models and algorithms have been proposed, starting with statistical methods,
Multi-Layer Perceptron (MLP [1]) and Recurrent Neural Networks (RNN [1]).
In addition to these methods, many researchers have proposed methods and
techniques to push the limits of prediction error. The “local models” [2,3,4] tech-
nique has been well used in the last decade. It consists in dividing the data into
homogeneous clusters using Vector Quantization (VQ [5]) to simplify the predic-
tion task on each cluster and most of the time inspired from the Self-Organizing
Maps algorithm (SOM [6]).

Since RNN have demonstrated in many occasions better results than other
methods and specially for chaotic time series [7], we propose in this paper a
method to use the RNN as a local model. In the second section, a brief descrip-
tion of the previous work on the local approach is presented. In the third section,
we will describe the method used in this paper. Then some tests are presented
and discussed. Eventually, we conclude with some perspectives.

2 Vector Quantization and Forecasting

In global models, the learning process consist in presenting the entire learning
set to the unique predictor. The inputs are formed as a temporal window X(t)
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defined by the equation:

X(t) = (x(t), x(t − γ), ...., x(t − (T − 1) ∗ γ)), (1)

with T ∈ N the temporal window width and γ the time step. In general, global
predictor can be described as a function to estimate f̂ defined as:

x̂(t) = f̂(X(t)), (2)

where x̂(t) is the predicted value at time t. However, the performance of a single
global model can be quickly limited with chaotic or seasonal time series [8,4,9].
On the other hand, the local model operates in two successive phase. During
the first one, the time series is embedded into a M -dimensional space of vectors
similar to equation 1, then clustered into sub learning sets. Dividing the data into
clusters should allow the predictor to estimate a more simple function in each
cluster. The clustering is generally done using Vector Quantization technique.

In practice, the most used algorithm for local modeling is the Self-Organizing
Maps (SOM [6]). It can be directly applied to create different classes of predic-
tors corresponding to each cluster. According to the literature, several choices
can be made. In [2,4] the regressors used were linear, while in [10] non linear
regressors (Radial Basis Function Network) were used. It is possible to modify
the SOM input vectors to include the future value (x(t+1)) [4,3,11]. And finally
it is possible to choose between the result from the predictor of the winning
cluster [12,2], or a combination of predictors [13,14,10].

However, since the original Self-Organizing Maps does not take into account
the temporal sequences processing, many researchers have proposed extensions
to fill in this gap. A first idea is to use a recurrent processing of time signal with
recurrent winner computation. The first modification proposed is the Temporal
Kohonen Maps (TKM [15]), in which an activation value is calculated and ac-
cumulated for each output unit map to determine the winner node. Then the
recurrent SOM (RSOM [12,16] uses the same idea, replacing the scalar activation
value by an accumulated vector. Recursive SOM (RecSOM [17]) uses recursively
the original SOM algorithm. The Sequential Activation, Retention and Delay
Network SARDNET [18] algorithm adds a deactivation mechanism to the pro-
totypes. The Feedback SOM (FSOM [19]) uses a feedback layer for the recurrent
information processing.

A second approach consists in mapping the temporal dependencies to spatial
correlation. In this category we can cite the SOM with Temporal Activity Dif-
fusion (SOMTAD [20]) which propagate the information in its node structure
and the Merge SOM (MSOM [21]) which introduce a contextual information in
the prototype (context vector provided by the previous time step) in addition to
weight vector.

At present, the common point in all previously mentioned works is the use
of predictors for each obtained cluster. In the first proposition, the time series
were supposed to be locally linear [2], that is why linear models such as AR pre-
dictors were used. But when dealing with more complex and chaotic data, these
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models were replaced by non linear ones [12] (i.e. MLP). Since the superiority
of the RNN has been proved in several works [7], we introduce here a simple
modification to this RNN allowing to use them as local models in combination
with a simple SOM algorithm.

3 RNN with Local Approach

In Recurrent Neural Networks, the connections between units form a directed
cycle. Particular configurations of RNNs exist such as the Jordan architecture
[22] and the Elman architecture [23]. Both have feedback connections with the
context layer. More general configurations are also possible, for example the
fully connected neural network and the fully connected hidden layer. The RNN
must be approached differently than feed-forward networks. In fact, in the latter,
the information is propagated linearly from layer to layer. The RNN uses also
information coming from later processing stages (due to cycles). A well-used
algorithm is the Back-Propagation Through Time (BPTT [1]). Its main idea is
to unfold in time the original RNN to obtain an MLP with l layers (l is the
number of steps). When applying BPPT on the learning set between t1 and tl,
we obtain the following expression for the variance of one weight ∆wij(t1, tl−1):

∆wij(t1, tl − 1) =

tl−1∑
t1

∆wij(τ) = −η

tl−1∑
t1

∂E(t1, tl)

∂wij(τ)
(3)

E(t1, tl) being the mean square quadratic error and wij(τ) the copy of wij for
t = τ in the unfolded network BPTT employs. If we note sj(t) the output neuron
j at time t we can write:

∂E(t1, tl)

∂wij(τ)
=

∂E(t1, tl)

∂neti(τ)
sj(τ). (4)

It should be noted that after Vector Quantization the sequential order of pre-
sented vector is no longer assured. This is not a problem for the MLP as local
model which has only to solve a regression problem given X(t) from equation (1)
a vector from a particular cluster and containing T past values. In the case of
RNN, the internal feedback creates an implicit memory that contributes in the
prediction in addition to the network inputs. In this case presenting the data in a
sequential order is obligatory for correct predictions. For this reason we propose
to present on each of our local model the entire learning set to which we added
extra information about the cluster membership, δt,k, defined as:

δt,k =

{
1 if the vector X(t) ∈ Ck

0 otherwise,
(5)

where Ck denotes the cluster number k.
Therefore, the final learning rule (of eq 4) is provided in equations (6) and (7)

of the kth RNN, and are updated in order to take into account only the vectors
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belonging to the cluster Ck. The δt,k is introduced in equations (6) and (7) for
that aim:

- for τ = tl − 1

∂E(t1, tl)

∂neti(τ)
=

{
(si(τ) − di(τ))δt,kf

′
i (neti(τ)) if i ∈ O(τ)

0 otherwise,
(6)

- for t1 ≤ τ ≤ tl − 1

∂E(t1, tl)

∂neti(τ )
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎣(si(τ )− di(τ )) +
∑

j∈succ(i)

∂E(t1, tl)

∂netj(τ + 1)
wij(τ + 1)

⎤⎦ δt,kf
′
i (neti(τ ))

if i ∈ O(τ )∑
j∈succ(i)

∂E(t1, tl)

∂netj(τ + 1)
wij(τ + 1)δi,kf

′
i (neti(τ ))

otherwise,
(7)

where O(τ) is the set of output neurons at time τ and di(τ) the desired output
at time τ .

As a result, the BPTT algorithm will operate normally when X(t) ∈ Ck.
On the contrary, the information is just propagated inside the network with no
gradient calculation, but allowing it to be used in future stage, which is the
principle of the RNN.

4 Experimental Results

In this section we tested the proposed method on well known time series (Mackey-
Glass and FIR-Laser). For comparison purposes we went back to earlier works
[9,4,8,2,12] which have used the same data under similar conditions. In order to
see clearly the contribution of the RNN on the results we used the original SOM
algorithm for the present tests.To evaluate the results we used the Normalized
Mean Square Error (NMSE) criteria.

Experimentation on Mackey-Glass Time Series

The Mackey-Glass (MG) time series can be generated from the MG delay dif-
ferential equation [24]:

ẋ(t) =
αx(t − τ)

1 + xc(t − τ)
− βx(t), (8)

We generated 5000 points using the 4th order Runge-Kutta method. The first
3000 points were used in the learning set, while the remaining 2000 points were
divided between the validation and the testing set.

Figure (1) shows the data repartition between clusters after execution of the
SOM algorithm on the MG17 data and with one dimensional output layer, on
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Fig. 1. Repartition of data between clusters. Left part, 40 units on the SOM map,
Right part, 4 units on the SOM map.

the right part 4 units were used, on the left part 40 units were used. We chose
1-D layer instead of 2-D layer to do the tests because they demonstrated a better
convergence stability in the learning process, they required a less processing time
and we imagine that they are more representative for time series signal.

For the 4 units case, we remark that each time one or two clusters were the
most represented (Figure 1, right part). The risk in this case is to obtain in the
end non homogeneous clusters as wished and then to influence the prediction
error. However, when using a larger number of units, we remark the creation of
regions of activated units in the map (Figure 1, left part) due to the topological
function in the SOM learning phase [6] (a gaussian function in our case). With
these results we can be more confident in the clusters homogeneity, but with a
more important computation time since we use the whole learning set for each
RNN predictor on each cluster.

Table (1) compares the results of our method with those obtained in other
previous works. In [4] a SOM with a 35 × 35 output layer with local MLP
predictors were used. In [8] Dynamic Cell Structure combined with Local Linear
Models were used (DCS-LLM). In [7] a RNN with 7 neurons in the hidden layer
was used (this is the same network used as local model). The results show that
the RNN as local model (SOM+RNN) outperforms the other methods.

In Table (1), we can see that in a single step prediction (γ = 1), our ap-
proach ameliorates the performance of a global RNN (without delay) dividing

Table 1. Results for the MG-17 task, showing (from left to right) the NMSE ×103 for
a single time step (γ = 1), 6 steps ahead (γ = 6)

Method MG-17 NMSE
γ = 1 γ = 6

SOM+MLP (35x35 units) [4] − 4.8
DCS-LLM [8] − 5.5

RNN [7] 0.235 −
SOM+RNN (4 units) 0.0512 2.5
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approximatively the error by 10 when using only 4 clusters in the SOM. We also
remark that with different prediction steps (γ = 6), our approach obtains better
results that other local models (0.0025 instead of 0.0048 for [4]).

The contribution of the local approach can be seen clearly seen by analyzing
the results of each cluster separately. For example in the case of four units
in the SOM Layer, we reach a very small prediction error in certain clusters
(2, 93× 10−5; 1, 04× 10−4; 5, 55× 10−6; 2, 47× 10−6).

Experimentation on Santa Fe Laser Time Series

The laser data is a set from the Santa Fee time series prediction competition [25].
It consists of measurements of the intensity of an infrared laser in a chaotic state.
The training set contains 901 samples, 552 are used for the validation and 201 are
used for testing.

The results listed in Table (2) are compared with the results obtained in the
other related works. In [27] Recurrent SOM was used. In [28] a mixture of pre-
dictions and true values as input (Error Propagation, EP) was used. In [25] a
non linear regression approach was used in a maximum likelihood framework re-
alized with feed-forward NN (12 neurons on the hidden layer). As global model we
present the results of FIR MLP [29] and a RNN [7] as global model with 7 neurons
in the hidden layer and one neuron in the input layer. This same NN is used as lo-
cal model in our approach, combined with a SOM. We present the results with 4
SOM output units and 40 SOM output units.

Our conclusion for the table (2) is that the local model prediction in FIR-Laser
time series is more complicated than MG-17 (described above) mainly due to a
smaller number of samples in the learning set. Although the number of used cluster
ameliorates the results (from 0, 093 to 0, 0205), the best performance still in the
global model [7] (0, 00792).

The analysis of the prediction error in each clusters of the 40 units example,
only 6 clusters in the total of 40 have obtained a prediction error bigger than [25]
which is the best results from the table 2. We suggest as future work that choosing
an adapted clustering algorithm for temporal sequence can be a possible solution
in this case to profit more of local models.

Table 2. Results for the FIR-Laser task, showing the NMSE for a single time step
(γ = 1)

Method FIR-Laser NMSE
FIR MLP [26] 0, 023
RSOM [27] 0.0833
Weigend [25] 0.016
Bakker [28] 0.02159

RNN [7] 0.00792
SOM+RNN (4 units) 0.092
SOM+RNN (40 units) 0.0205
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5 Conclusion

In this paper we have proposed to use a RNN with an adaptation of BPTT as
local model using Vector Quantization techniques (SOM in our case). We com-
pared our results with other local approach methods and we found that these
results are encouraging for further studies. We preferred to use the original SOM
algorithm in order to clearly see the contribution of RNN as local model. How-
ever, we saw that a better clustering could have a positive impact on the final
performances. This is the main reason that leads us to think that it could be
interesting to use other more adapted algorithms for temporal sequences clus-
tering (see section 2). A disadvantage in this method is the important learning
time, which is due to the use of the whole learning set for all predictors. For this
problem we can consider as a possible solution a second clustering of the units,
which can provide a compromise between learning time and performance with,
at the same time, a reduced number of clusters and a reasonable homogeneity
of samples inside a cluster.
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Abstract. Among the popular lifestyle-related diseases are smoking,

overweight and stress. A daily health check is important because there is

no clear objective symptom for these diseases. We developed diagnostic

software which shows the state of the blood vessels using a Basic SOM

model, and compared 1map (Basic SOM) with Torus and a Spherical

SOM (blossom).

Keywords: plethysmogram, SOM, clinical case study.

1 Introduction

To carry oxygen and nutrition all over the body is a blood vessel’s most im-

portant task. When healthy, the blood vessel has the elasticity and flexibility

corresponding to the pressure of the blood. When dangerous factors such as

smoking, overweight, stress and other lifestyle-related diseases influence a blood

vessel, arteriosclerosis gets worse. It causes cerebral infarction and cerebral hem-

orrhages due to a high blood pressure. These accidents can happen suddenly

without clear symptoms, so that a daily check is becoming increasingly impor-

tant for prevention.

From the fingertip, the acceleration plethysmogram is obtained without sub-

jective stress in a short period of time. We developed diagnostic software which

graphically shows the state of the blood vessel by using a Basic SOM model.

Much information is included in the plethysmogram about the blood movement

in the vessel, which goes from the center (heart) to the end (fingertips). The

bloodstream travels through the blood vessels from the heart to the capillary

vessels in a wave-like motion. The plethysmograph is affected by the ictus cordis,

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 794–801, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. The features of the acceleration plethysmogram. The group (a) in the right

hand side show healthier waves than the one (b).

the haemodynamics and the physiological condition caused by the change in the

properties of an arteriole. The effects can be observed as distortions in the wave

profiles. The inside diameter of the blood vessel changes due to a swelling of

the blood vessel. The wave motion that occurs at that time is called the volume

plethysmogram. The volume plethysmogram has the problem that the base line

never becomes stable. Therefore, it is difficult to estimate the inflection point

because the wave becomes sparse when it raises. Hence, techniques to differen-

tiate the waveform have been proposed. The acceleration plethysmogram (2nd

derivative) is one recent example that has considered and evaluated [1]. The

plethysmogram used for the diagnosis at present is the acceleration plethysmo-

gram, and a doctor is evaluating the plethysmogram by watching the location

of the inflection point or by calculating a blood vessel age formula.

The waveforms of the acceleration plethysmogram and the presently used

characteristics (or features) are shown in Fig. 1. Waveforms are typically cate-

gorized into seven classes, as illustrated in Fig. 1. The figure shows the gradual

changes from the waveform of a healthy signal (Group A) to a possibly un-

healthy waveform (Group G), which could be caused by an incomplete blood

circulation [1]. When the labels “a” to “e” are put on the wave extremal points,

“b” is smallest for a healthy subject and “d” smallest when an incomplete circu-

lation is possible (refer to Fig. 1). Doctors and researchers can assess the state

of the blood vessel from the waveforms, but a non-specifically trained person.

The plethysmogram analysis software described below has been developed using

a Self Organizing Maps (SOM) [2,3] so that a non-trained person may interpret
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the waveform. The conventional tool is calculating the vein age by Eq. (1), which

the medical doctor [4] has developed using the peak values of a , b, c, d, e shown

in Fig. 1 (almost all of the commercial tools work this way). It is developed

in such a way that our tool Pulser-SOM [5,6] becomes more easy to use, even

by the general public. Thus, our tool Pulser-SOM is developed for the general

public for easily assessing the condition of their capillary vessels [5,6].

[V ein age] = 43.5× (b− c − d − e)

a
+ 65.9 (1)

2 Synthetic Plethysmogram Diagnosis

Pulser SOM is an application which obtains the state of the blood stream from

the plethysmogram. The waveform of the acceleration plethysmogram, to differ-

entiate the volume plethysmogram, obtained from the fingertip, has the charac-

teristic of predicting the state of the blood stream. This characteristic cannot

be understood by the non-trained individual, only by doctors and researchers.

However, a non-trained person, who doesn’t have the special knowledge, can

Fig. 2. The general pulse wave analysis tool in which the pulse wave analysis and the

clinical example can be seen on the same screen. At present, an acceleration Plethysmo-

gram pulse wave is analyzed, by pushing the button “the pulse wave” of 2©. Then, the

analysis can be moved to the general pulse wave analysis by pushing the button 1© and

using the data of 1 - 4 in the figure. Putting the mark in the button 4©, the Japanese

explanation of each color region on the map of an acceleration Plethysmogram pulse

wave analysis mode appears.
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Fig. 3. Examples of a classification as healthy

predict the state of the blood vessel using Pulser SOM. Pulser SOM uses the

plethysmogram sensor of U-Medica Inc. First, we explain what role each part of

this software has. This software is developed based on the algorithm [5,6].

We show the example of the measurement in Fig. 2.

As shown in Fig. 2, the plethysmograms classify from “Group A” in the upper

right to “Group G” in the lower left. The upper right section in each sub-figure

of Fig. 3 shows an example of a healthy person. Dr. Maniwa, who is one of the

authors, tried to classify the clinical examples of the plethysmogram [7]. Each re-

gion of the map in Fig. 4 shows a clinical example. As shown in Fig. 4, there are 6

clinically explained/relevant regions: “healthy”, “healthy, but pulse frequent ten-

dency”, “metabo recoverable group: acylglycerol and/or blood sugar high level”,

“fatigue, stress, shortage of sleep”, “climacteric disorder”, “arteriosclerosis”. Al-

though the plethysmogram of the examinee in Fig. 2 is in the healthy region of

“2”, its clinical example in Fig. 4 is in the “metabo recoverable group”.

As shown in Fig. 2, the position of the partial wave is shown by a point (The

point can be expanded, so that the partial wave number becomes readable.) on

the map. To the center of gravity of this point group corresponds the colors of

A-G in the “legend”, and a comment which corresponds to its color is shown

in an editbox of “vascularity”. In this research, the A-G colors are converted

into numbers 1-7. The transition of the partial wave shown on the map is tied

with the shortest distance as defined by TSP (Traveling Salesman Problem),
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Fig. 4. “The clinical example” of the examinee is shown by pushing button 3© in Fig. 2

which is the button of “the clinical examples”. This examinee corresponds to the area

of “metabo recoverable group” by the color of “the clinical examples” on the left of the

figure. Also, the black mark surrounded by the line which is linked by five points of

Wave1-Wave5 in the figure is the center of gravity (or the representative point ), where

Wave6 is hidden among Wave1- Wave5. Putting the mark in the button 4© which is

already shown in Fig. 2, the Japanese explanation of each color region on the map of

“the clinical example” analysis mode of the examinee appears.

and its distance is shown by “looseness”. Next “pulse” and “pulse stability”

are also described by numbers. Using four items, and pushing the button 1© of

“Synthetic plethysmogram diagnosis” in Fig. 2, a new map is created (Details

are omitted.). Figures 2, 3 and 4 are obtained from the Basic SOM model. For

the Basic SOM model, the number of input data points is 1500, the number of

neurons 60 80, the number of iterations 10,000, the learning coefficient 0.4, and

the neighborhood radius 60, gaussian.

3 The Map Comparison among 1Map (Basic SOM),
Torus and a Spherical SOM (Blossom)

When the map patterns of the pulse-waves are analyzed in BSOM, they are often

collected to the upper part and the left edge on the map. Since the topological
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relation is kept more faithfully in Torus SOM and SSOM than in BSOM, the

analyzed map positions are compared among them. As for Fig. 5, there are not

so much differences among three SOMs. The Fig. 6 is the example where the

map position is in the left edge of G area in BSOM. However, the map positions

in Torus and SSOM are all in the F area. As a result of the detailed inspection,

the above situations often occur in the upper left edge in the G area of BSOM.

Fig. 5. The example which the distribution resembles well in BSOM, Torus, and SSOM

Here, we summarize the map comparison among 1map (Basic SOM), Torus, and

a spherical SOM (blossom) [8].

1. For BSOM, the analysis result tends to gather to the upper part and the left

edge.

2. The right edge of D in 1map connects with C from Torus/SSOM.

3. The left edge of G in 1map connects with F from Torus/SSOM.

4. Both Torus SOM and SSOM show the topologically similar distribution.

5. However, the shape of Torus SOM is complicated at present.

6. When putting best wave on the North Pole in SSOM, the worst wave is

situated on the South Pole.

7. In this case, the wave type of A-C, and the part of D in Fig. 2 are situated on

the Northern hemisphere and the part of D and E-G in Fig. 2 are positioned

on the Southern Hemisphere.

Therefore, in the case of 1map, we cannot check the change of the acceleration

plethysmogram with the lapse of time, because the analysis result gather to the

upper part and the left edge. In the case of SSOM, we should rotate the map to

check the whole map. As a result, Torus SOM is the best of all in this synthetic

plethysmogram diagnosis.
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Fig. 6. In BSOM, when the analyzed positions are in the left end in the G area in

Fig. 2, they are however, in the F area in Torus and SSOM. We should be careful

because it often happens in the upper part in the left end in the G area.

4 Conclusion

We developed the diagnosis help software which shows the state of the blood

vessel (vascularity) graphically using the Basic SOM model. In addition, we

developed the classification of the clinical examples using the waveform of the

plethysmogram. As a result, the examinee can assess the present health state

quantitatively because the health state is given by a numerical value. We found

that the clinical example classification provide suggestive evidence to medical

doctors, researchers and non-experts. Moreover, we compared 1map (Basic SOM)

with Torus and a Spherical SOM (blossom). We are convinced that Torus SOM

is the best of all in this synthetic plethysmogram diagnosis.
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Abstract. In this paper, we propose two methods for determining class borders. 
One approximates the borders on a Self-Organizing Map (SOM) from the near-
est neighbor datasets of different classes. The other especially approximates the 
borders on a spherical SOM using the coordinate system of a polygon surface. 
Both methods decide the border on the SOM using the characteristics of the 
SOM which can map a high dimensional dataset onto a low dimensional map 
which is usually 2 or 3 dimensional. Using the iris dataset and the wine dataset, 
it is shown that both proposed methods allow the class borders to be success-
fully visualized in a comprehensible manner. The verification of the decision 
border, computed with one of the proposed methods, was performed with the 
spherical SOM and the dendrogram. The advantages of visualization and the 
improvement of the accuracy of a cluster analysis were successfully demon-
strated using two benchmark databases. 

1   Introduction 

The Self-Organizing Map (SOM) is a powerful tool for exploring huge amounts of 
multi-dimensional data. The SOM by Kohonen [1] is a kind of neural network algo-
rithm that projects high dimensional data onto a low dimensional space. In the tradi-
tional SOM algorithm, however, the “border effect” problem have been pointed out, 
and several spherical SOMs based on a geodesicdome [2] or a toroidal SOM have 
been proposed as a remedy. To show its potential effectiveness, the spherical SOM 
has been applied to clustering. For instance, Tokutaka et al. [3] proposed a highly 
accurate cluster analysis using the spherical SOM.  

On the other hand, for the interpretation of information on the map, there is a new 
proposal [4], however the U-matrix [5] has been mainly used in the traditional SOM 
and the spherical SOM. In the U-matrix, the Euclidean distance between nodes is 
expressed by a gray level. Therefore, it is difficult to decipher the information of  
the class distribution or the border when the shading due to the U-matrix changes  
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continuously. Tokutaka et al. [3] converted the shade of the U-matrix to the distance 
and obtained a dendrogram to perform a classification based on distances. They rec-
ommended discussing interactively the dendrogram and the graphical object on the 
polygon surface to eliminate misclassifications. In the discussion of their cluster 
analysis, they used boundaries that were artificially drawn. When discussing the den-
drogram, however, it is crucial that the class boundary is decided accurately because 
the precision of the computed class boundaries controls the accuracy of the cluster 
analysis. Generally, it is difficult to depict the class borders of multi-dimensional data, 
however the projection capability of the SOM of multi-dimensional data will allow 
the class borders to be successfully visualized. Therefore, there exists a necessity for a 
method accurately drawing the decision borders on the SOM.  

In this paper, to achieve the above goal, we propose new methods for determining 
the class decision borders. We especially present a new method using the coordinate 
system of the polygon to draw the decision border on the spherical SOM. We refer to 
here not only how to select candidates for determining the border but also how to 
examine the validness of the decision border. Then the proposed methods are applied 
to two benchmark datasets and the proposed ones are shown to be effective for visual-
izing of the decision borders of the classification analysis. 

2   Methods and Procedures for Decision Borders of SOM Using 
Dataset of Boundary Neighborhood 

2.1   Method for Decision Border Based on Input Dataset 

Now, assume that there are two data points on the SOM. One of them is located at the 
center part of the class distribution, and the other is located near the class boundary. 
The latter will have an overwhelmingly larger influence than the former on the deci-
sion of the class border. Therefore, it is reasonable to approximate the class borders 
from the input data close to the boundary on the SOM. 

Let us select a pair of feature vectors X and Y on the SOM as shown in Fig.1. They 
are of a different class (class A and class B) and are placed at the nearest boundary. 
Symbols of open triangle stand for class A and those of open square stand for class B, 
and symbols of open circle are candidate points as on the border. The feature vectors 
are assumed to be in m-dimensional and vector X = (x1, x2, x3,…, xm) belongs to class 
A and vector  Y = (y1, y2, y3, …, ym)belongs to class B. 

Let us consider the case of determining point D = (d1, d2, d3, …, dm)                                         
of an arbitrary feature vector on the boundary from the feature vectors X and Y.  

Assume that the two class distributions are almost equal, the point D on the bound-
ary should be decided to satisfy the condition that the summation S of k  and l  is the 

minimal value, with k  is the square value of the distance between D and X, and l is 
the square one of the distance between D and Y. 
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In order for S to be a minimal value, it is necessary to satisfy the simultaneous equa-
tions obtained by differentiating equation (1) with respect to d1, d2, d3, …, dm. There-
fore, we get equation (2): 

),1(0)(2)(2 midydx iiii ==−+−                                  (2)  

Finally, each components of point D is calculated by equation (3): 
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Fig. 1. Decision border and Feature vectors X and Y on the spherical SOM ( Open triangle 
nodes are class A and  open square nodes are Class B. Open circle nodes are the calculated 
border and  A close circle node is the point D. the dotted line is a part of the borderline). 

2.2   The Procedure for Determining Decision Border Based on Input Dataset 

When a probabilistic relation between the feature vector and the class distribution 
is uncertain, it is difficult to obtain the decision borders. Then it is necessary to 
make that the map contains the information of the distribution of the feature vec-
tor. The SOM is the easiest method to obtain such a map. After obtaining the 
SOM as shown in Fig.1, the following three steps are repeated for determining the 
decision borders. 
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Step 1 
A number of candidates on the SOM (the traditional SOM or the spherical SOM) 
are selected from the data sets near the boundary. 

Step 2 
The distances between candidates are calculated and a pair of data points with the 
minimum distance is determined. 

Step 3 
Point D on the boundary is decided from the pair by equation (3). 

 

After some points on the boundary are calculated by repeating step 1 through 3, a 
borderline is drawn. In Step 1, candidates in the class A and Class B are selected 
according to equation (4) among the datasets.  

.)/)(exp(,)/)(exp( 22 εε pp RR yx µyµx −−−−                          (4) 

where xµ and yµ stand for vectorial reference points of each class, and R stands for a 
parameter  (The value within the range from 0.01 to 0.1 is usually used as a value of R 
for the retrieval.). The vectorial reference points are chosen from the node located at 
the center part of the classes. ε is threshold value. After some points on the boundary 
are calculated by repeating step 1 through 3, a borderline is drawn. In Step 1, candi-
dates for the decision borders are usually selected among the boundary dataset. If 
necessary, nodes of SOM or other dataset can be chosen. They are selected on the 
basis of the distance between candidates.  

2.3   Method for Decision Border Using the Coordinates on the Polygon Surface 

Let us select a pair of nodes 
kP  and 

kQ on the spherical surface are chosen in the 

boundaries neighborhood, as shown Fig.2. The nodes have 3-dimensional coordinate 
and node ),,( 111 zyxPk =  belongs to class A and node ),,( 222 zyxQk =  belongs to class 

B. Assume that node ),,( 0200 zyxGk =  between 
kP  and 

kQ is located at the node along 

the border on the polygon surface. Let us determine node
kG  from the coordinate sys-

tem of the nodes 
kP  and

kQ .  

Firstly, a vector a  is defined as a distance and direction between node 
kP  and the 

center of the spherical object. Similarly, another vector b  is defined between node 

kQ and the center of the spherical object. The following expressions (5) are derived 

from the mathematical and geometrical relations. 
Where h  is the ratio of the magnitude of a vector a  to one of a vector b  from the 

center of spherical object at Glyph Analysis Setting of 1.0.  The parameter of Glyph 
Analysis Setting stands for the transformation level on the sphere when blossom [6] is 
adapted to obtain the spherical SOM. Finally, each components of node kG  is calcu-

lated by equation (6). 
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Fig. 2. Coordinate system of the polygon 

2.4   The Procedure for Determining the Decision Border Based on the 
Coordinates 

After selecting a pair of 
kP and 

kQ as candidates, the following three steps are repeated 

for determining the decision borders. 
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Step 1 Check and find out the coordinates of 
kP  and 

kQ  on the polygon surface. 

Step 2 Obtain the coordinates of 
kP  and 

kQ on the polygon surface using the Glyph 

Analysis Setting of 1.0.  
Step 3   Measure two distances between the center of the sphere and 

kP  and 
kQ , 

and estimate coordinate of
kG  in accordance with the ratio of two distances using 

equation (6) through equation (7). 

2.5   Verification of Decision Border  

The verification of the decision border determined with equation (3) is performed 
with the dendrogram of the input dataset. The process of verification is as follows.  
 

1) The nodes with different distribution ratios are calculated in the route of a pair of 
candidates.  

2) The nodes calculated by step 1), the node D on the boundary and original datasets 
are learned using spherical SOM.  

3) The dendrogram is constructed and is examined. 

 

 
 

Fig. 3. Selection of candidates (R = 0.01, xµ  = (0.4820, 0.3311, 0.6063, 0.5829), ε = 0.0092) 
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3   Database for Analysis and Results  

3.1   Dataset for Analysis 

The two kinds of benchmark dataset for analysis are described: the iris dataset of 
Fisher [7] is a well known benchmark data and consists of three classes (setosa (50), 
virginica (50), vergicolor (50) ). The data is in 4-dimensional and the attributes are 
sepal length and its width, and are petal length and its width. The other benchmark 
dataset used the wine dataset [7]. The data consists of three class wines (wine 1 (59), 
wine 2 (71), wine 3 (48)).  

3.2   Result Based on Feature Vectors 

For the iris data, the points from b0 to b4 on the spherical SOM were calculated by 
repeating steps 1 through 3 for the combination of the versicolor datasets and the 
virginica datasets. The calculated points form the borderline near the four data sets, 
versicolor19, 23, 24 and virginica20, were misclassified in the cluster analysis using 
the spherical SOM [3]. Fig.3 shows the candidates were selected based on the equa-
tion (4) when node b0 on the boundary was determined.  

 

 
 

Fig. 4. A borderline pictured in the vicinity of gnc_20 
 



 Decision of Class Borders on Spherical SOM and Its Visualization 809 

 

We adopted the candidates among the nodes that were contained within the left 
side region from the point CR. In this figure the slope of the value calculated by equa-
tion (4) significantly changed at this point CR. Fig.4 shows the results of the projec-
tion of the calculated values onto the spherical SOM. In this figure, gnc_20 was mis-
classified as a vergicolor class by the cluster analysis using the spherical SOM. We 
can see from this figure that the borderline can be successfully expressed in the am-
biguous shade region of the U-matrix. 

3.3   Result for the Decision Border Based on the Coordinate System 

Fig.5 shows the decision borders determined with the coordinate system on the poly-
gon surface. The dotted decision border with nodes from b0T to b4T was determined 
with equation (6-7) and the solid decision border with the nodes from b0 to b4 was 
also determined with equation (3). When comparing the decision borders determined 
with two methods, the values of three of the five nodes, b0T, b3T and b4T, on the 
decision border are a very good match with the corresponding values of b0, b3 and b4 
but the other ones of the nodes, b1T and b2T, do not match with the correspond  
values of b1 and b2.  

 
 

Fig. 5. The decision borders were obtained with two proposed methods 
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Fig. 6. Spherical SOM (right) and its dendrogram (center). They were made up from five bor-
der nodes (b0, b1, b2, b3, b4), twenty quantile-nodes and seven candidates. 

3.4   Verification of the Decision Border by Dendrogram 

The verification of the decision border was performed with b0 to b4 of the iris data-
base using the dendrogram. Now, assume that a node divides internally the distance 
between a pair of candidates in the ratio of p to q. If nodes with the ratio of p>q be-
long to one branch of the dendrogram, nodes with the ratio p<q should belong to 
another branch because a dividing node with the ratio p = q define as a border node by 
equation (3). Then the nodes with four kinds of dividing ratios (4:6, 3:7, 6:4, and 7:3) 
were determined on the route between a pair of candidates(ver34,gnc27), and the 
dendrogram was obtained under the condition of the multivariate analysis of the 
Group Average at the Glyph Analysis Setting of 1.0. 

Fig.6 shows the result of the verification of the decision border determined using 
the proposed method with the dendrogram. A red circle (b0) and a red box (b0) indi-
cate the border and two blue circles (ver34, gnc27) and two blue boxes (ver34, gnc27) 
indicate candidates in the figure. Label b0_p_q in the figure describes a node with the 
internally dividing ratio p:q. We can confirm that b0 is the decision border between 
gnc27 and ver34 from this dendrograms. 

3.5   Results of Application to Cluster Analysis 

The application to cluster analysis of the proposed method was performed for the iris 
and wine database. When the cluster analysis for the iris dataset was performed by 
using the spherical SOM, the maximum result was given 97% in accuracy: Five data-
sets, gnc_7 in the virginica class, ver_19, 23, 34, 38 in the vergicolor class, were  
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misclassified by analyzing only the dendrogram. When the cluster analysis is, how-
ever, performed by the decision borders using the proposed methods, the four data-
sets, ver_19, 23, 34, 38, were accurately classified as shown in Fig.4, and gnc_7 was 
also accurately classified. Consequently only gnc_20 was misclassified and yielded 
99% accuracy. The analysis for the wine database was also performed with the pro-
posed method and the perfect classification was attained.  

4   Conclusions 

We have proposed two methods which approximates the decision borders on a SOM 
from the nearest neighbor datasets of the different classes. The advantages and capa-
bilities of the both proposed methods were successfully demonstrated using two 
benchmark datasets. Using the iris dataset of Fisher and the wine dataset, it was 
shown that both proposed methods allow the class borders to be successfully visual-
ized and to be comprehensible. The verification of the decision border determined 
using one of the proposed methods was performed with the spherical SOM and the 
dendrogram. Moreover, when the proposed methods were applied to the cluster analy-
sis using the spherical SOM, it was also shown that the accuracy of the cluster analy-
sis is further improved: the accuracy was up 99% from 97% for the iris database and 
the cluster analysis for the wine database attained a perfect classification.  
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Abstract. Spatialization methods create visualizations that allow users

to analyze high-dimensional data in an intuitive manner and facilitates

the extraction of meaningful information. Just as geographic maps are

simplified representations of geographic spaces, these visualizations are

essentially maps of abstract data spaces that are created through dimen-

sionality reduction.

Recently, we proposed to use the spherical Geodesic SOM for creating

an information landscape that represents an abstract data space and can

capture a manifold’s global structure. Path finding was then applied to

approximate the geodesic path in the feature space and some promising

preliminary results were obtained. Based on these results, we propose a

novel approach for measuring the preservation of geodesics by analyzing

the paths on the information landscapes. The effectiveness of the measure

is then evaluated through various data sets.

1 Introduction

Information visualization has been broadly defined as “a computer-aided pro-

cess that aims to reveal insights into an abstract phenomenon by transforming

abstract data into visual-spatial forms” [1]. Tory et al. categorize spatializations

into two groups [2] based on the representation of the data:

– Points: where the data is represented by a set points

– Information landscapes: where a surface attempts to fit the data set

They highlight the lack of empirical evidence to the benefits of information

landscapes that are often stated in literature, such as how they call upon our in-

nate abilities of pattern recognition and spatial reasoning [3]. Nevertheless, users

expect that distances between points on spatializations to correspond to high-

dimensional similarities [4] and abundant in literature are a variety of techniques

for measuring the correlation between the two. However, according to our knowl-

edge, all of these measures are for point spatializations and no measure exists

for information landscapes.

In this paper, we present a new technique that fills this gap in the literature

and is applicable to information landscapes generated by the Self-Organizing

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 812–819, 2009.
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Map algorithm. The rest of the paper will be structured as follows: in the next

section, we review the work related to that presented in this paper, including

the Self-Organizing Map algorithm and a number of popular topology preser-

vation measures. Afterwards, the main contribution of our paper is presented.

Namely, a technique for measuring how well an information landscape preserves

geodesics. We then present the results of experimenting with various data sets to

evaluate the performance of our technique, and then provide some conclusions

and discussions on future avenues of research.

2 Related Work

2.1 Self-Organizing Map

The SOM is a popular artificial neural network that can be used to visualize

data. This comes from SOM’s following characteristics: (1) being able to preserve

topology in the data, (2) the capability to generalize data (since the weight

vectors tend to approximate the probability function of the input vectors), (3)

performing multidimensional scaling and (4) unsupervised clustering.

The conventional SOM consists of a two-dimensional grid of N neurons ar-

ranged in a rectangular or hexagonal manner. Each neuron is associated with a

weight vector wj of the dimensionality as the input vectors xi. They are typically

initialized to random values before training the SOM with the data set. Dur-

ing the training process, an input vector is presented to the SOM and its best

matching unit (BMU) is computed. The BMU c is the neuron with the weight

vector closest to the input vector according to a distance function. The input

vector is then mapped to the neuron’s sublist of points. The values of the weight

vectors belonging to the BMU c and the neurons within its neighbourhood are

then adjusted to be closer to the input vector’s values. Typical implementations

use a Gaussian neighbourhood that decreases over time.

This process is applied to the all input vectors and the SOM is usually trained

over a large number of epochs until convergence is reached. Additional visualiza-

tion techniques can then be applied to further aid the user in understanding the

structure of the high-dimensional data through visual inspection. The U-Matrix

[5] is the most commonly used technique, which visualizes the local distances

(U-heights) in high-dimensional space in the form of a landscape or colour.

2.2 Topology Preservation Measures

SOMs produce topology preserving mappings of high-dimensional spaces. While

this capability enables it to produce a visual representation of a high-dimensional

space, it would be scientifically comforting to have a measure that indicates how

accurate or truthful the visual appearance is to the original data space. In order

to evaluate the quality of the mappings, several measures have been proposed

to quantify the degree of topology preservation.
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Topographic Product. The topographic product [6] is one of the oldest and

widely used topology preservation measures. It is used to measure the differences

between the dimensionality of the network (output space) and the dimension-

ality of the manifold (input space). This involves comparing the relationship

between each pair of neurons in both spaces. Villmann et al. [7] have shown that

the topographic product only works for nearly linear data sets. For the topo-

graphic product to provide accurate results for nonlinear spaces, Revuelta et al.

[8] proposed to use geodesic distance on the manifold in the computation of the

topographic product. This can be approximated by calculating shortest path on

the induced Delaunay triangulation graph, which will be described later on.

Topographic Error. The topographic error is a simple measure that quantifies

the continuity of the mapping. Given a data sample x from the data set X , find

the nearest weight vector wi and second nearest weight vector wj . If the corre-

sponding neurons i and j are adjacent on the neural lattice, then the mapping is

locally continuous, otherwise there is a local topographic error. The topographic

error εt is obtained by taking the average of the local topographic errors for all

data samples x. However, the results for smaller maps can be unreliable as the

first and second BMU are more likely to be adjacent.

Topographic Function. Villman et. al [7] introduced a topology preservation

measure called the topographic function based on the induced Delaunay trian-

gulation graph G of the weight vectors. They define weight vectors wi and wj as

being adjacent on the manifold V if their receptive fields are adjacent. The ad-

jacency of the receptive fields can be determined by computing the connectivity

matrix C of the induced Delaunay triangulation graph G:

1. Given a data sample x, find its first BMU i and second BMU j
2. Create a synaptic link between neurons i and j, i.e. set Cij = 1

3. Go back to step 1 and repeat for all data samples

If the number of neurons/weight vectors is “dense” enough on the manifold V ,

then the graph G represents a perfect topology preserving mapping of V that also

preserves the paths on V . The topographic function can be used on non-linear

spaces since the induced Delaunay triangulation graph contains information on

the shape of the input space. It is capable of measuring the neighbourhood

preservation from the input space V to the output space A and vice versa.

Furthermore, it can indicate the range of the largest fold if the dim(V ) > dim(A)

or the range of the topology preservation violations if dim(V ) < dim(A).

Topological Correlation. The topological correlation method [9] is another

measure that relies on the induced Delaunay triangulation graph. It measures

the linear correlation between the topological distances (minimum path length)

in the network graph and induced Delaunay triangulation graph. Using the in-

dex allows users to identify a perfect mapping by quantifying how well the net-

work graph matches the induced Delaunay triangulation graph. Furthermore,

the maximum number of neurons to use can be identified.
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3 A Path Preservation Measure for the SOM

3.1 Approximating Geodesic Paths Using Information Landscapes

A survey on topology preservation measures reveals a large number of techniques

that have successfully been used for quantifying the relationship between dis-

tances between points on spatializations and the distance in the original feature

space. The results of these measures would allow users to determine whether

or not the visualization faithfully captures the topological relationship before

performing any exploratory data analysis. However, all of these techniques have

thus far been applied to point spatializations.

Earlier work on using the SOM for geospatial analysis [10] demonstrated that

distances in the original feature space could be perceived as geodesic distances

on the synthetic U-Matrix landscape. This provided the motivation in our recent

work where a path finding algorithm was applied on the U-Matrix for trajectory

analysis [11]. Our preliminary results showed some promising signs that indicated

that geodesic paths could be approximated through this approach. Therefore,

information landscapes could potentially better capture the topological relation-

ships within the data.

(a) (b)

Fig. 1. An example of finding the geodesic path between two points on a torus by (a)

calculating the shortest path on the Geodesic SOM and (b) incorporating U-heights to

find the shortest path

Figure 1 demonstrates an example. Here, a Geodesic SOM has been trained

with points sampled from the surface of a torus. The figure depicts the re-

constructed surface based on the induced Delaunay triangulation graph. If one

were to calculate the shortest path in the feature space between two neurons

by calculating the shortest path between the two neurons on the neural lat-

tice, then it is possible for the path to ignore the topology of the data space

(Figure 1 (a)). On the other hand, using the U-heights as the cost function to

calculate the shortest path [11] generates a path that better respects the topology

(Figure 1 (b)).



816 M. Bui and M. Takatsuka

3.2 Landscape Distance Correlation Measure

With this in mind, it would be of interest to derive a quantitative measure

that can evaluate the approximated paths using information landscapes. Our

approach to calculating this, called the landscape distance correlation measure,

relies on computing the induced Delaunay triangulation graph G of the weight

vectors after training the SOM. Then for a neuron i, we attempt to measure the

local correlation measure between it, and every other neuron j. If no path exists

between neuron i and neuron j (j �= i) on graph G, then the local correlation

measure has a value of 0. However, if the path exists, then we calculate the

geodesic path from i to j on G and sum the distances in the feature space between

consecutive neurons. This distance dG represents the real geodesic distance on

the manifold. We then approximate the geodesic path between i and j using

the U-Matrix landscape similar to the approach in [11]. However, floodplain

analysis isn’t used as we are interested in seeing if the paths do cross cluster

boundaries. The SOM is thus treated as a weighted graph where the cost to go

from neuron a to b is the latter’s U-height uh(b). Given a goal neuron i, the

distance transformation algorithm, which is similar to Dijkstra’s algorithm, is

applied to compute a distance map. A path from j to i can then be traced by

following the steepest descent from j on the distance map. Our approximated

geodesic distance dL is computed by summing the distances in the feature space

between consecutive neurons on the path. The local correlation value is
dL(i,j)
dG(i,j)

.

This is done for all neurons and the equation for our measure is:

LC =
1

(N − 1)!

N∑
i=1

N∑
j=i+1

dL(i, j)

dG(i, j)
(1)

where LC = 0 indicates no correlation, LC = 1 indicates perfect correlation and

LC > 1 means the dL is on average LC times larger than dG.

4 Experiments

In order to evaluate the results of our measure, we experimented with various 3D

data sets. This allows us to visually inspect the results (estimated paths). Four

of these data sets consists of 2000 points that were randomly sampled on the

S-curve, swiss roll, torus and Klein bottle manifold with a uniform distribution.

The last data set consists of 7 well separated clusters (called the 7 balls data

set for reference), each of which contain 500 uniformly distributed points. The

standard deviation in each dimension is 1 and the centre of the clusters are (0,

0, 0), (10, 0, 0), (0, 10, 0), (0, 0, 10), (-10, 0, 0), (0,-10, 0) and (0, 0, - 10). This

data set has previously been used to illustrate how the Geodesic SOM can reveal

more information about how the data is related to each other. The four data sets

are shown Figures 2 (a), (b), (c) and (d) respectively. We also experimented with

n-dimensional data (the ionosphere data set) obtained from the UCI machine

learning repository [12].
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(a) The S-curve (b) The swiss roll

(c) The torus (d) The Klein bottle (e) The 7 balls synthetic

data set and how some of

the points are arranged.

Fig. 2. Manifolds and sampled points used for training the Geodesic SOM

For all data sets, a three-frequency geodesic dome is used (91 neurons), the

initial update radius is 9, initial learning rate is 1 and 1000 epochs are used for

training using the batch update method. The initial values of the weight vectors

were initialized using PCA.

Table 1 contains the results of our experiments. The LC measure indicates

that the geodesic distance dL calculated using the U-Matrix landscape can be

quite close to the geodesic distance dG calculated using the induced Delaunay

triangulation graph. This occurs as the approximated paths tend to follow the

induced Delaunay triangulation graph (refer to Figure 1 above). For compar-

ison, we have calculated another distance correlation value DC that uses the

Table 1. The computed landscape topological correlation values for each data set.

DC is a distance correlation value that uses the shortest paths calculated using the

positions of the neurons on the lattice.

Data set LC DC

S-curve 0.910351 1.330177

Swiss roll 1.072374 1.562333

Torus 1.134007 1.636815

Klein 1.162603 1.707200

7 balls 0.142587 0.320250

Ionosphere 0.778884 1.334701
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same equation above. In this case though, the value of dG(i, j) is calculated by

finding the shortest path between i and j on the network graph and taking its

corresponding distance in the feature space as the value. The results indicate

that using the U-Matrix landscape will generally provide better approximations

than using the network graph method.

The LC measure for the 7 balls data set returns a very low correlation value.

This occurs as based on the lattice connectivity, paths exist between the 7 well-

separated clusters even though the induced Delaunay triangulation graph can

consists of 6 subgraphs that approximates the number of clusters in the data

space. In these situations, it may be of interest to measure the correlation of

the intra-cluster distances. In other words the local correlation for a pair of

neurons will only be measured if they belong to the same cluster according to

the graph G. Using this method returned a value of 1.139066, which indicates a

good correlation. The DC value on the other hand is much worse compared to

before (2.55833).

5 Conclusions and Future Work

It has previously been demonstrated that path finding techniques can be used

with the SOM to approximate geodesics on a manifold. This can be achieved

by path finding techniques on the U-Matrix landscape. In order to evaluate the

accuracy of these paths, a proper measure is required.

In this paper, we have proposed a new measure that quantifies the correlation

between the approximated geodesic distance after performing path finding on

an information landscape generated by the SOM and the geodesic distance on

the induced Delaunay triangulation. The latter acts as a sort of ground truth,

which may not be readily be available for evaluation in many applications. Our

experiments confirm the effectiveness of this measure.

One of the disadvantages of this approach is that calculating induced Delaunay

triangulation requires a suitable amount of neurons with respect to the number

of data samples and this value is difficult to determine. Although more accurate

Fig. 3. An example of a path approximated using the landscape method depicted on

the induced Delaunary triangulation graph of the torus that ignores the topology of

the data
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approximated geodesic distances can be obtained with larger SOMs, applying

this measure would not be feasible as the induced Delaunay triangulation graph

would consist of many dead neurons and disconnected subgraphs.

Another disadvantage is that our technique only compares the distances and

not the paths themselves to see if it follows the structure of the manifold

(Figure 3). A possible avenue for further research would be determining a more

complex measure that solves the latter problem.
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Abstract. In this paper, we present the improving capability of accu-

racy and the parallel efficiency of self-organizing neural groves (SONGs)

for classification on a MIMD parallel computer. Self-generating neural

networks (SGNNs) are originally proposed on adopting to classification

or clustering by automatically constructing self-generating neural tree

(SGNT) from given training data. The SONG is composed of plural

SGNTs each of which is independently generated by shuffling the order

of the given training data, and the output of the SONG is voted all out-

puts of the SGNTs. We allocate each of SGNTs to each of processors in

the MIMD parallel computer. Experimental results show that the more

the number of processors increases, the more the classification accuracy

increases for all problems.

1 Introduction

Neural networks have been widely used in the field of intelligent information

processing such as classification, clustering, prediction, and recognition. Gener-

ally, these neural networks have to be decided the network structure and some

parameters by human experts. It is quite tricky to choose the right network

structure suitable for a particular application at hand. Concerning the design

of the network structure, the following must be decided, (i) the number of the

network layers, (ii) the number of the neurons of each layer, (iii) the weights on

connection between consequent layers. During learning iterations, the weights on

connections of the given networks are updated so as to converge to target value

conserving the initially decided static network structure. Consequently, obtain-

ing the right structure of each network is the most important factor in learning

and also the most difficult problem in the design of neural networks.

In order to avoid these tricky and difficult situations, Self-generating neural

networks (SGNNs) are focused an attention because of their simplicity on net-

works design [1]. SGNNs are some kinds of extension of the self-organizing maps

(SOMs) of Kohonen [2] and utilize the competitive learning algorithm which is

implemented as self-generating neural tree (SGNT).

The SGNT algorithm is proposed in [3] to generate a neural tree automatically

from training data directly. In our previous study concerning the performance

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 820–827, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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analysis of the SGNT algorithm [4], we showed that the main characteristic of

this SGNT algorithm was its high speed convergence in computation time but it

was always not best algorithm in its accuracy comparing with the existing other

feed-forward neural networks such as the back-propagation (BP).

In order to improve the generalization capability of SGNNs, we proposed en-

semble self-generating neural networks (ESGNNs) for classification [5]. ESGNNs

apply ensemble averaging [6] to SGNNs and fully utilize the high speed conver-

gence characteristics of the SGNT algorithm. Although ESGNNs are improved

the accuracy by using various SGNTs, the computation time and the memory

capacity are increased in proportion to increase the number of SGNTs. There-

fore, we proposed a novel pruning method for the structure of the ESGNNs to

reduce the computation time and the memory capacity and we called this model

as self-organizing neural grove (SONG) [7].

Ensemble learning has been studied many AI and neural network researchers.

Breiman proposed bagging predictors to improve the accuracy of CART [8] and

investigated bagging performance on CART and other methods for classification

and regression problems in [9]. Since ensemble learning is a variance-reduction

technique, it is well known that ensemble learning tends to work well for methods

with high variance such as neural networks and tree-based methods.

In this paper, we present the improving capability of accuracy and the parallel

efficiency of the SONG for classification on a MIMD parallel computer. We apply

to three problems in the UCI repository [10] which are given as benchmark.

2 Self-Organizing Neural Grove

In this section, we describe how to prune redundant leaves in the SONG. First,

we mention the on-line pruning method in learning of SGNT. Second, we show

the optimization method in constructing the SONG.

2.1 On-Line Pruning of Self-Generating Neural Tree

SGNT is based on SOM and implemented as a competitive learning. The SGNT

can be constructed directly from the given training data without any intervening

human effort. The SGNT algorithm is defined as a tree construction problem of

how to construct a tree structure from the given data that consist of multiple

attributes under the condition that the final leaves correspond to the given data.

Before we describe the SGNT algorithm, we denote some notations.

– input data vector: ei ∈ IR
m

.

– root, leaf, and node in the SGNT: nj.

– weight vector of nj : wj ∈ IRm.

– the number of the leaves in nj : cj .

– distance measure: d(ei, wj).

– winner leaf for ei in the SGNT: nwin.
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Input:

A set of training examples E = {e_i},

i = 1, ... , N.

A distance measure d(e_i,w_j).

Program Code:

copy(n_1,e_1);

for (i = 2, j = 2; i <= N; i++) {

n_win = choose(e_i, n_1);

if (leaf(n_win)) {

copy(n_j, w_win);

connect(n_j, n_win);

j++;

}

copy(n_j, e_i);

connect(n_j, n_win);

j++;

prune(n_win);

}

Output:

Constructed SGNT by E.

Fig. 1. SGNT algorithm

The SGNT algorithm is a hierarchical clustering algorithm. The pseudo C code

of the SGNT algorithm is given in Fig. 1. In Fig. 1, several sub procedures

are used. Table 1 shows the sub procedures of the SGNT algorithm and their

specifications.

In order to decide the winner leaf nwin in the sub procedure choose(e i,n 1),
the competitive learning is used. If an nj includes the nwin as its descendant in

the SGNT, the weight wjk (k = 1, 2, . . . , m) of the nj is updated as follows:

wjk ← wjk +
1

cj
· (eik − wjk), 1 ≤ k ≤ m. (1)

After all training data are inserted into the SGNT as the leaves, the leaves have

each class label as the outputs and the weights of each node are the averages

Table 1. Sub procedures of the SGNT algorithm

Sub procedure Specification

copy(nj , ei/wwin) Create nj , copy ei/wwin as wj in nj .

choose(ei, n1) Decide nwin for ei.

leaf(nwin) Check nwin whether nwin is a leaf or not.

connect(nj , nwin) Connect nj as a child leaf of nwin.

prune(nwin) Prune leaves if the leaves have the same class.
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of the corresponding weights of all its leaves. The whole network of the SGNT

reflects the given feature space by its topology. For more details concerning how

to construct and perform the SGNT, see [3]. Note, to optimize the structure

of the SGNT effectively, we remove the threshold value of the original SGNT

algorithm in [3] to control the number of leaves based on the distance because

of the trade-off between the memory capacity and the classification accuracy. In

order to avoid the above problem, we introduce a new pruning method in the

sub procedure prune(n win). We use the class label to prune leaves. For leaves

connected to the nwin, if those leaves have the same class label, then the parent

node of those leaves is given the class label and those leaves are pruned.

In the next sub-section, we describe how to optimize the structure of the

SGNT in the SONG to improve the classification accuracy.

2.2 Optimization of the SONG

The SGNT has the capability of high speed processing. However, the accuracy of

the SGNT is inferior to the conventional approaches, such as nearest neighbor,

because the SGNT has no guarantee to reach the nearest leaf for unknown data.

Hence, we construct an MCS by taking the majority of plural SGNT’s outputs

to improve the accuracy.

Although the accuracy of the SONG is comparable to the accuracy of conven-

tional approaches, the computational cost increases in proportion to increase in

the number of SGNTs in the SONG. In particular, the huge memory requirement

prevents the use of the SONG for large datasets even with latest computers. In

order to improve the classification accuracy, we propose an optimization method

of the SONG for classification. This method has two parts, the merge phase

and the evaluation phase. The merge phase is performed as a pruning algorithm

to reduce dense leaves (Figure 2). This phase uses the class information and a

threshold value α to decide which subtree’s leaves to prune or not. For leaves

that have the same parent node, if the proportion of the most common class

is greater than or equal to the threshold value α, then these leaves are pruned

and the parent node is given the most common class. The optimum threshold

values α of the given problems are different from each other. The evaluation

1 begin initialize j = the height of the SGNT

2 do for each subtree’s leaves in the height j
3 if the ratio of the most class ≥ α,

4 then merge all leaves to parent node

5 if all subtrees are traversed in the height j,
6 then j ← j − 1

7 until j = 0

8 end.

Fig. 2. The merge phase
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1 begin initialize α = 0.5
2 do for each α
3 evaluate the merge phase with 10-fold CV

4 if the best classification accuracy is obtained,

5 then record the α as the optimal value

6 α← α + 0.05
7 until α = 1

8 end.

Fig. 3. The evaluation phase

phase is performed to choose the best threshold value by introducing 10-fold

cross validation (Figure 3).

3 Parallel and Distributed Processing

Because each SGNT of the SONG can train and test independently, the SONG

has a possibility of the parallel computation at the training process and the

testing process. Hence, we allocate each of SGNTs to each of processors on the

MIMD computer. The procedure of the parallelization of the SONG is presented

as follows:

Step1: In a master processor, read the training set D and the test set T in the

disk.

Step2: In the master processor, broadcast D and T for all K−1 slave processors.

Step3: In all processors, generate the SGNT from D, then test the SGNT using

T , and compute the ok independently.

Step4: In all processors, each output ok for T is collected in the master proces-

sor by all to one communication.

Step5: In the master processor, compute o by voting and write to the disk.

Because the number of the communications between the master processor and

each slave processor is only two times (Step2 and Step4), the parallel efficiency

is approximately expected the linear speedup. In our case, all computations

are performed on the Intel Paragon (Paragon XP/S15). This is a distributed

memory multicomputer, and the architecture is multiple instruction multiple

data (MIMD). The Paragon we use has 296 processors. Each processor is Intel

i860XP (50MHz). The network topology of the Paragon is adopted the two-

dimensional mesh.

4 Experimental Results

We allocate each of SGNTs to each of processors on the Paragon, and compute

100 trials for each single/ensemble model. The number of processors (SGNTs) K
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for the ensemble averaging is changed from 1 to 201 (1,3,5,7,9,15,25,51,101,151

and 201), and the threshold value α is 1 for each SONG. In order to reduce the

redundant execution, we repeated 100 trials from Step3 to Step5 in prior section

continuously.

In order to investigate the parallel performance of the SONG, we select three

typical classification problems, which are given as benchmark problems in UCI

repository [10]. Next, we describe the brief explanation of these problems.

breast-cancer-wisconsin: This problem is a binary classification task for clas-

sify a tumor as either benign or malignant based on cell descriptions gathered

by a microscopic examination. Input attributes are:

– the clump thickness,

– the uniformity of cell size,

– cell shape,

– the amount of magical adhesion,

– the frequency of bare nuclei, etc.

This problem has 9 attributes, 699 examples. Each attribute consists of con-

tinuous real value.

ionosphere: This problem is a binary classification task for a radar as either

good or bad based on the complex electromagnetic signals. The targets were

free electrons in the ionosphere. “Good” radar returns are those showing

evidence of some type of structure in the ionosphere. “Bad” returns are

those that do not; their signals pass through the ionosphere. This problem

has 34 attributes, 351 examples. Each attribute consists of continuous real

value.

letter-recognition: The objective is to identify each of a large number of black-

and-white rectangular pixel displays as one of the 26 capital letters in the

English alphabet. The character images were based on 20 different fonts

and each letter within these 20 fonts was randomly distorted to produce a

file of 20,000 unique stimuli. Each stimulus was converted into 16 primitive

numerical attributes (statistical moments and edge counts), which were then

scaled to fit into a range of integer values from 0 through 15.

In this paper, we use below defined classification accuracy.

classification accuracy =
number of correct

number of test data
. (2)

We evaluate the classification accuracy using 10-fold cross-validation [11] for

above problems.

Figure 4(a), (b), and (c) show the influence of the number of processors on clas-

sification accuracy for breast-cancer-wisconsin, ionosphere and letter-recognition

problems respectively. Classification accuracies are improved by computing the

ensemble averaging of various SGNTs for all problems. Here, each classification

accuracies shows the average of 100 trials and its error-bar. It is shown that

the classification accuracies are improved by computing the ensemble averag-

ing of various SGNTs for all problems. Especially, the minimum classification
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Fig. 4. Influence of the number of processors on classification accuracy for (a) breast-

cancer-wisconsin, (b) ionosphere, and (c) letter-recognition

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 1.7

 1.8

 0  50  100  150  200

C
om

pu
ta

tio
n 

tim
e 

(s
ec

.)

# of processors

Total time
Training time + Testing time

Training time

(a)

 1.6

 1.7

 1.8

 1.9

 2

 2.1

 2.2

 2.3

 2.4

 0  50  100  150  200

C
om

pu
ta

tio
n 

tim
e 

(s
ec

.)

# of processors

Total time
Training time + Testing time

Training time

(b)

 185

 190

 195

 200

 205

 210

 215

 220

 225

 230

 0  50  100  150  200
C

om
pu

ta
tio

n 
tim

e 
(s

ec
.)

# of processors

Total time
Training time + Testing time

Training time

(c)

Fig. 5. Relation between the number of processors and execution time (seconds) for

(a) breast-cancer-wisconsin, (b) ionosphere, and (c) letter-recognition

accuracies are largely improved for all problems. The improvement ability is ob-

tained from small K most effectively. The classification accuracy of larger than

51 SGNTs is convergence for all problems.

Figure 5(a),(b), and (c) show the relation between the number of proces-

sors and the execution times for breast-cancer-wisconsin, ionosphere, and letter-

recognition problems respectively. The execution times are gradually saturated

as the number of processors increase. As the scale of the dataset grows, the pro-

portion of the communication time, i.e. the difference of the total time and the

training time + the testing time, for the total time is decrease. This means that

this method have an approximately linear speedup for large-scale datasets.

Consequently, a parallel distributed computing using SONG can obtain more

higher classification accuracy than the single SGNT by allocating each of SGNTs

to each of processors, go on maintaining the high speed processing property of

the single SGNT.

5 Conclusions

In this paper, we presented the parallel distributed computing with SONG to

obtain more effective implementation for classification on the MIMD parallel

computer. From the experimental results the following conclusions can be drawn:
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– Parallel distributed computing with SONG can improve the classification

accuracy using various SGNTs which are allocated processors on the MIMD

computer.

– Parallel distributed computing with SONG can perform a task with the high

parallel efficiency by allocating each of SGNTs to each of processors on the

MIMD computer.

In the future work, we will study an incremental learning of SONG for large-scale

data mining.
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Abstract. The finding of an evident relation in the same category is trivial. But 
the finding of an unexpected relation between different categories is interesting. 
It is called “Weak-ties” of the network analysis with the unexpected relation be-
tween different categories. 

In this research, we apply Spherical Self-Organizing Map (SOM) and Asso-
ciation Rules to find "Weak-ties".  Spherical SOM is applied to explain macro 
structure, and Association Rules are applied to find micro short-cuts.  By apply-
ing those two methods, we are able to find relations that are distant on macro 
structure but strong in micro relevance.  

We applied this method to the cognition data of comic books (Manga) and 
found "Weak-ties" of two and three of comic artists that are different in genre, 
generation and sex. 

Keywords: Data Mining, Self-Organizing Maps, Association Rules, Small 
World. 

1   Introduction 

In the digitalizing society, the technology that determines findings from the data or 
data mining technology is in demand with digital data being easily available in large 
quantity. 

However, there are some problems in the methods of data mining.  For instance, 
"Association Rules"[1] is not capable to express a macro structure still it outputs a 
large amount of objectively explainable micro fact, and, on the contrary, "Self-
Organizing Maps"[2] tells a macro structure as it does not show micro facts.  This 
phenomenon leads us to the vision that the gap between structure and relevance is the 
key to findings.   

It is trivial when there is no gap between the structure and the relevance.  "Diapers 
and Beer" is a widely known phenomenon on "Association Rules" and it was once 
taken as a surprising finding because they were linked in spite of their completely 
different categories.  As in this case, items that are linked in a same category or not 
linked in different categories are not Findings.  Findings must be unexpected and 
unpredictable. 
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It is inappropriate to tell that something is a finding without the definition and the 
understanding of "findings".  "Weak-ties"[3], the technical term of network analysis, 
indicates a short-cut connection between different categories.  Applying "Weak-ties" 
is one of directions to search a finding. 

2   Methodology 

2.1   Small World and Spherical SOM (Self-Organizing Maps) 

Watts's "Small world" model [4] was precedent in the field of Complex Networks 
study. 

"Small world" means the situation that the distance between each node is small 
with a few edges and the clusterization of a large quantity of nodes. 

Through the study, Watts and Strogatz discovered WS model that explains "Small 
World" in a very simple way.  WS model is that circularly arranged nodes with edges 
on the circle turned into "Small World" by randomly switching edges. (Fig.1)  
The Intermediate condition between regular graph and random graph is "Small 
World". Within a "Small World", edges that connect distant nodes are "Weak-ties". 

 

Fig. 1. Watts and Strogatz model (WS model) 

Now, it is the question about how it is possible to construct the circle of WS model 
with an actual data set. 

One of answers is to apply the self-organizing, or self-organized sequence.  The 
circle is a collective of overlapping clusters and it is synonymous to the aspect of the 
topological geometry of SOM. 

However, an ordinary SOM plotted on a frat-screen is not capable to describe the 
circle of WS model.  In the first place, it is not circular, and a SOM plotted on a flat-
screen has the aspect that the map is distorted on its margin and sometimes its oppo-
site margins are approximate.  A data-set figured a circle with chain like sequence is 
difficult to plot on a flat-screen. 

To avoid distorted mapping at the margin of a flat-screen, spherical SOM [5] is ef-
ficient.  By SOM plotted with spherical shape, the distortion is avoidable because of 
the absence of map margins on a spherical map. In addition, Spherical description of 



830 T. Ito and T. Onoda 

WS model is the extension of the circle of WS model.   WS model is described as a 
circle due to its convenience for describing on the flat-screen, and spherical map is 
not structurally different to it. 

This idea leads us to the conclusion that "Weak-Ties" led from WS model is also 
able to be found through the examination of the relevance between nodes on the 
spherical SOM. 

Above discussion is about generating spherical SOM from WS model.  At the 
same time, it leads the discussion of plotting the data-set with small world structure 
on a spherical surface. 

Therefore, unlike a regular network, the result of spherical SOM indicates the fact 
that not only approximate nodes but also distant nodes are associated.  Besides, with 
clustering induced by self-organizing, spherical SOM is different from random net-
work but it is rather the middle between regular and random, or "Small World" in 
terms of WS model. 

2.2   Combining Spherical SOM and Association Rules 

The followings are our suggestion in this paper. The finding of weak-ties is done by 
applying the combination of spherical self-organizing and association rules, in the 
same way as the occurrence of "Weak-ties" in WS model. 

Taking the distance on the spherical SOM and the strength of relevance in asso-
ciation map as each axes of a Cartesian coordinate, we obtain the next four quadrants 
(Fig.2). The phenomenon plotted in the 4th quadrant, suggesting approximate distant 
in the self-organizing map and strong co-occurrence relevance, is trivial. It is also 
same in the 2nd quadrant as it suggests remote distance in the self-organizing map 
and thin co-occurrence relevance. 

 

Fig. 2. Combination of “Sphere SOM” and “Association Rules” 

The phenomenon plotted in the 1st quadrant suggests distant relevance in the self-
organizing map and strong co-occurrence, and it is very "Weak-ties".  In other words, 
it is the finding of the gap between macro structure of SOM and micro association 
relevance in association rules. 
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Here, we apply Euclidean distance to measure macro distance on the SOM. 
The radius of the spherical SOM is 1.0, then the maximum distance between certain 
two nodes is 2.0 that is the diameter of the sphere.  In the case of micro co-occurrent 
relevance, "Jaccard" is applied.  Given class A and B, Jaccard is represented by (1). 

|A∩B|/(|A|+|B|-|A∩B|)               ∴|A∩B|/|A∪B| (1) 

When it comes to the co-occurence relevance of three, the displacement of distance to 
area(S) by using Heron’s (2) is applied.  In terms of co-occurrence probability, the use 
of co-occurrence product is efficient. 

 
(2) 

2.3   Explanation of Weak-Ties 

The definition of "Weak-ties" is a short cut that connects distant nodes.  For the ex-
planation of it, let related items be explaining variables.  Assume that the "Weak-tie" 
is found between item A and item B, then the difference between items approximate 
to A and items approximate to B are illustrated to clarify that item A and item B are in 
different categories. 

Here, the term "approximate" implies the 4th quadrant that indicates approximate 
distance on the map and strong co-occurrence relevance. 

Therefore, the distance on the map and the strength of co-occurrence relevance 
must be compared.  Consequently, the Evaluation of the fraction of distances between 
the certain item C and item A, and item C and item B must be done.  The result of it is 
the index of distance ratio. (3)(4) 

 distance ratio = Dist (A,C) / { Dist (A,C) + Dist (B,C) }   (3) 

distance ratio = Dist (B,C) / { Dist (A,C) + Dist (B,C) } (4) 

In terms of co-occurrence probability, let the comparative indicator be "co-occurrence 
ratio".  When Jac is the function to evaluate co-occurrence probability, co-occurrence 
ratio is able to be illustrated by (5). 

co-occurrence ratio = Jac (A,C) / Jac (B,C)  (5) 

If the value of it is greater than 1, then C has relatively stronger co-occurrence rele-
vance with A, in reverse, C is more strongly connected with B compared to A when 
the value is less than 1. 

By using "distance ratio" and "co-occurrence ratio", the extraction of approximate 
associations to item A and item B in the 4th quadrant is done.  Through understanding 
of found approximate associations, the aspects of each category are explainable. 

The next step is the extraction of items that are common to A and B.  For the ex-
traction of appropriate items, the co-occurrence product that multiplies each co-
occurrence is applied.  Co-occurrence product is capable to describe greater value 
when the co-occurrences on item A and item B are both have high frequency.  With 
applying this method, it is figured that C has aspects of both A and B.  
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3   Case Examples 

3.1   Applied Data Set 

The data set used in this research is the response data to the questionnaire of 
iMap.gr.jp regarding comics ("manga").[6]  iMap.gr.jp is the web site which made 
the  large-scale survey on cultural recognition in 2000. 

The questionnaire was done by checking and choosing appropriate items that re-
spondents remembered or had the impression on. 

After data cleaning, the data includes responses on the recognition to 420 comic 
artists by 3164 respondents.  As a preprocessing, the frequency of response was loga-
rithmically-transformed and equally divided into five before clustering them.  This 
preprocessing reduced the difference of sizes of nodes plotted on the SOM by reduc-
ing the effect of frequency in the process of clustering. 

The spherical SOM without this clustering process did not draw effectual ar-
rangement of nodes but nodes were arranged according to their frequency. 
We identified responses that indicate at least one of comic artists who are involved in 
the cluster as 1, and other responses that do not fulfill the condition as 0. 

On the basis of that, we regarded responses of whole respondents as feature vec-
tors (3164 dimensions) and drew the spherical SOM. 
Figure 3 shows the result. 

 

Fig. 3. The result of the spherical SOM 

3.2   Weak-Ties between Two 

The list of couples of nodes which have distant interval and strong co-occurrence 
relevance among the nodes on the map is as follows. 
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Table 1. The result between two 

1 .9 5 7 0 .3 0 0

1 .6 7 2 0 .3 0 7

1 .5 1 7 0 .3 0 0
 

 
Now by the consideration of relevance of distance ratio and co-occurrence ratio 

between "Shiriagari Kotobuki" and "Tsuge Yoshiharu" who are plotted completely 
opposite each other on the SOM, we found following insights. (Fig.4.) 

 

Fig. 4. Geometry on Spherical SOM of “ShiriagariKotobuki” and” Yoshiharu Tsuge” 

Shiriagari Kotobuki’s masterpiece is "Yaji & Kita in midnight" and he is plotted 
close to comic artists whose works were popular with matured women, mainly with 
working women born around in 1970. 

By contrast, Tsuge Yoshiharu, whose masterpiece is "Neji-shiki", is popular 
amongst Baby-boomers, who were born between late 1940s and early 1950s. 

Here, Shiriagari’s fans and Tsuge’s fans are completely different in terms of gen-
eration and sex, still both comic artists are connected by the method we took in this 
research. 

Looking at comic artists who have strong relevance common to them with using 
co-occurrence product relevance, we found that their common denominators are 
commercial comic "Garo", surrealistic atmosphere on their works, and the fact that 
they have been often cited by same comic critic. 
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3.3   Weak-Ties among Three 

Table 2 shows the top 8 list of the extraction of the combinations that have areas of 
over 1.0 and co-occurrence product of over 0.15. 

Here, we made the brief discussion on the relevance among "Urasawa Naoki", 
"Sasaki Tomoko" and "Aihara Koji" that has the highest renown index in total.  These 
three comic artists construct a huge triangle on the sphere.   

Table 2. The result among three 

Manga-Artist A Manga-Artist B Manga-Artist C Support Relation A - B B - C C - A Index Value

Distance 1.478 1.663 1.473 Area 1.014

co-occurrence 0.293 0.211 0.275  Product 0.017

Distance 1.342 1.517 1.898 Area 1.010

co-occurrence 0.309 0.300 0.236  Product 0.022

Distance 1.672 1.362 1.639 Area 1.027

co-occurrence 0.307 0.280 0.246  Product 0.021

Distance 1.898 1.672 1.406 Area 1.138

co-occurrence 0.236 0.307 0.232  Product 0.017

Distance 1.317 1.850 1.816 Area 1.126

co-occurrence 0.259 0.283 0.226  Product 0.017

Distance 1.731 1.321 1.885 Area 1.104

co-occurrence 0.201 0.279 0.291  Product 0.016

Distance 1.894 1.274 1.850 Area 1.121

co-occurrence 0.206 0.291 0.283  Product 0.017

Distance 1.317 1.730 1.849 Area 1.091

co-occurrence 0.268 0.250 0.255  Product 0.017
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Fig. 5. Geometry on Spherical SOM of "Urasawa Naoki", "Sasaki Tomoko" and "Aihara Koji" 



 The Finding of Weak-Ties by Applying Spherical SOM and Association Rules 835 

Urasawa’s masterpiece is "Yawara", the story of genius judo heroine.  Urasawa 
excels at story comic for young male people.  Inoue Takehiko, the author of "SLAM 
DUNK" is close to him on the SOM. 

Sasaki, whose masterpiece is "Veterinarian school story", is surrounded by the art-
ists of girl’s comic whose works take importance on story and less on love romance. 

Aihara excels at gag strip for rather matured people, and his masterpiece is "How 
to draw comics easily". 

The "Weak-tie" found among these artists, is the fact that their works appeared se-
rially on “Big Comic Spirits”, the profitable magazine published by Shogaku-
kan.  Main readers of this magazine are the young male business people and college 
students.  Noriko Sasaki was strategically headhunted by the editorial department. 

4   Summary 

In our research, we have observed the weak-ties among three or two artists. 
As a summary, by applying this approach, it is able to find weak-ties among artists, 
even if they belong to different genres, generations and seemingly unrelated when 
observed from the macro structure. 

Factors of the occurrence of "Weak-ties" are the brand of the magazine, criticism 
and marketing strategy. 

As an overall summary, "Weak-ties" over genres in general is discovered by this 
approach. 

In addition, the approach of finding ‘Weak-ties’ can be applied not only comics 
but many other fields. 
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Abstract. We have proposed Supervised Pareto learning Self Organiz-

ing Maps (SP-SOM) which based on the concept of Pareto optimality

for the integration of multiple vectors and applied SP-SOM to biomet-

ric authentication system which used multiple behavior characteristics

as feature vectors. As a variant of SP-SOM, we have also proposed Su-

pervised Full Pareto learning SOM (SFP-SOM) which processed each

input attribute independently on SP-SOM. In this paper, we examine

the robustness of SP-SOM and SFP-SOM to the variance of input vec-

tors with the general classification problem using iris and abalone data

set and biometric authentication problem using key typing features.

1 Introduction

In many problems, we need to handle multi-modal vectors which are composed

of multi-kinds of vectors or attributes. For example, the keystroke timing vector

and key typing intensity vector are composed as the multi-modal vector in the

authentication problem using key typing features. In face image classification

problem, the image vector, age, gender and other features can be composed as

the feature vector. In the animal classification problem which is common for

SOM researches, the binary attributes which represent the size, weight, running

speed and other features are integrated in a vector. In these problems, each

vector or attribute is described in a different unit and scale. Additionally, the

variance of each vector or attribute may be different and it affects the accuracy

of classification.

For the learning of multi-modal vectors using conventional Self Organizing

Map (SOM)s, the just concatenated vectors are often used. However, the result-

ing maps are dominated by the largely scaled vectors and are easily affected by

inaccurate vectors. The effect of each vector can be adjusted by concatenating

the vectors with weight values. However, the resulting maps heavily depend on

the setting of weight values and it is difficult to determine optimal weight value

for each vector.
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For this problem, we proposed Pareto learning Self Organizing Map (P-SOM)s.

P-SOM organizes the input data composed of the multiple independent vectors

based on the Pareto optimal concept[1]. Additionally, we proposed Supervised

Pareto learning SOM (SP-SOM)s to improve the accuracy of classification by

adding the supervised learning of category vector as feature vectors[2]. We ap-

plied P-SOM and SP-SOM to the authentication problem using multi-modal

behavior vectors such as key typing features and pen drawing features on touch

screen[2]. We proposed Full Pareto learning SOM (FP-SOM) and Supervised

Full Pareto learning SOM (SFP-SOM) which handle all attributes in input vec-

tor independently[3]. FP-SOM and SFP-SOM will be effective for the problems

which handle the input vectors composed of the attributes of unknown features.

Additionally, we reported the performance in classification problems of iris data

and authentication problem using behavior characteristics, and examined the

effectiveness of incremental learning of test data for both of the problems[3].

In this paper, the robustness of the Pareto learning SOMs including SP-SOM

and FSP-SOM to the variances of the input vectors is reported. As the variances

of input vectors, the input vectors with missing values and input vector with

artificial noises are examined. P-SOMs are the multi-winner SOMs which handle

the members of Pareto Set as winners. Thus, if the Pareto winner set is not

so much changed by the variances of input vectors, the learning process and

recalling process will not be affected so much. Especially for FP-SOMs, the

input vector with missing values can be processed in the same style of standard

input vectors and they will be more robust than conventional SOM and P-

SOMs. Additionally, the algorithm of FP-SOMs is improved with adjusting the

size of Pareto winner set adaptively. We made experiments using iris data and

abalone data which are registered in UML machine learning repository and made

experiments of multi-modal biometric authentication.

2 Pareto Learning Self Organizing Maps

2.1 Pareto Learning SOM

Conventional SOM can be used for integrating the multi-modal vectors. The

multi-modal vectors x1, x2, . . . , xn are simply composed in a vector as follows.

x = (x1, x2, . . . , xn) (1)

In this case, all vectors are learned in the same weight. Considering the feature

of each vector, multi-modal vectors should be composed in a vector x using the

weight value for each vector as follows.

x = (w1x1, w2x2, . . . , wnxn) (2)

where wi is the weight value for vector xi. Because the map is organized using

the error function based on the weighted vectors, the resulting map is heavily

depending on the weight values wi. These weight values should be adjusted based
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on the scales and variances of the vectors. The normalized vectors are integrated

as input vectors for adjusting the scales. In [4], each feature vector is rescaled by

the standard deviation of learning data and it may help for adjusting scales and

variances. However, the prior knowledge of input vectors is required for these

rescaling methods.

Pareto learning SOM (P-SOM) is the SOM which is based on the concept of

Pareto optimality for integrating multi-modal vectors. The Pareto set P which

is composed of the vectors x that are not inferior to others. For Pareto learning

SOM, the input vector is given as the composition of distinct vectors as follows.

x = ({x1}, {x2}, . . . , {xn}) (3)

The objective functions of multi-objective optimization problems are given as

follows.

fn(x, U ij) =
∣∣xn −mij

n

∣∣ (4)

where mij = {mij
1 , mij

2 , . . . , mij
m} is the multi-modal vector which is associated

to the unit U ij on the map. At each presentation of input vectors, the units

which are in the Pareto winner set that is defined by the following equation are

searched for as the winner units.

P (x) = {U ij |U ij is Pareto optimal for the set of objective functions fn(x, U ij)}
(5)

Generally, the Pareto set is composed of multiple members, so P-SOM is multi-

winner SOM. All winner units in P (x) and their neighbors are updated si-

multaneously at cooperative phase. The difference between SOM and P-SOM

algorithm is shown in Fig.1. The overlapped regions of neighbors are updated

more strongly, and it will help the integration of multi-modal vectors on the map.

P-SOM can integrate any form of vectors which use different distance metrics.

Thus, the category vector can be simply integrated. P-SOM with the supervised

category vectors is called as Supervised Pareto Learning SOM (SP-SOM). Af-

ter learning, category of a test vector is determined by the sum of the category

vectors in Pareto set of units.

Fig. 1. Difference of the algorithm between SOM and P-SOM
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2.2 Full Pareto Learnig SOM (FP-SOM)

Full Pareto SOM (FP-SOM) is the P-SOM which processes each attribute in

the input vector independently. For input vector (x1, x2, . . . , xm), the objective

function is given as fn(x, U ij) =
∣∣xn −mij

n

∣∣ which is the quantization error of

each attribute. FP-SOM is relevant to the problem for that proper combination

of input attributes is not known. Furthermore, the attributes which are described

in different scales and units are processed evenly using FP-SOM. Thus, scale of

each attribute does not affect to organize the map. However, the size of Pareto

set becomes too large or all units on the map using FP-SOM if the number of

attributes is large.

For this problem, we changed the concept of Pareto optimality to M/N Pareto

optimality. A vector can be in Pareto optimal set if at least one objective function

is superior to others and this condition is considered to be too weak. The M/N

Pareto optimal set P is composed of the vectors which have at least M superior

objective functions to those of others in P where N is the number of objective

functions. However, we have another problem, which value of M is optimal?

For this problem, we propose adaptive learning method of FP-SOM. During

the learning process, M of M/N Pareto optimal set is adaptively adjusted for

each input vector x based on the preferred size of Pareto size for given iteration

steps. The size of Pareto optimal set should be relatively large at the beginning

of learning and should become smaller at the termination of learning and the

value M is adaptively adjusted for the given size of Pareto optimal set in each

iteration step. FP-SOM can be supervised with adding category vector and we

call that as Supervised Full Pareto learning SOM (SFP-SOM). The algorithm

of FP-SOM with adaptive control of Pareto size is as follows.

FP-SOM Algorithm

1. Initialization of the map and parameters

Initialize the vector mij which are assigned to unit U ij on the map using

the 1st and 2nd principal components as base vectors of 2-dimensional map.

Initialize the size of neighbors Sn, learning rate eta and size of Pareto set

Sp.

2. Batch learning phase

(1) Clear all learning buffer of units U ij .

(2)For each input vector xi = ({xi
1}, {xi

2}, . . . , {xi
n}), execute the following

steps.

(2-1) Set M = 1

(2-2) Search for the M/N pareto optimal set of the units P = {Uab
p }. Uab

p is

an element of pareto optimal set P, if for all units Ukl ∈ P −Uab
p , existing h

such that eab
h ≤ ekl

h where

ekl
h =

∣∣xi
h −mkl

h

∣∣ (6)

(2-3) if |P | ≤ Sp goto (3), else M=M+1 and goto (2-1)

(3) Add xi to the learning buffer of all units Uab
p ∈ P .
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3. Batch update phase

For each unit U ij update the associated vector mij using the weighted av-

erage of the vectors recorded in the buffer of U ij and its neighboring units

as follows.

(1)For all vectors x recorded in the buffer of U ij and its neighboring units

in distance d ≤ Sn, calculate weighted sum S of the updates and the sum of

weight values W.

S = S + ηfn(d)(x−mi′j′) (7)

W = W + fn(d) (8)

where U i′j′s are neighbors of U ij including U ij itself, η is learning rate,

fn(d) is the neighborhood function which becomes 1 for d=0 and decrease

with increment of d.

(2) Set the vector mij = mij + S/W .

Repeat 2. and 3. with decreasing Sn, η and Sp for pre-defined iterations.

3 Experimental Results of Robustness to Variances of
Input Vectors

3.1 Iris Classification Problem

In this section, the experimental results of robustness to variances of input vec-

tors using Supervised Pareto learning SOMs are mentioned. As the classification

problem, the iris data set obtained from UCI machine learning database are

used. The iris data set contains 3 classes of 50 instances of each, where each

class is refers to a type of iris plant. each datum contains 4 attributes, which

are sepal length(sl), sepal width(sw), petal length(pl) and petal width(pw) in

cm. We reported that the accuracy of the classification depended on the combi-

nations of the attributes to multi-modal vectors[3]. In this paper, we show the

results of experiments in 2 cases.

– Case 1: x = (sl, sw, pl, pw) All attributes are composed in a vector.

– Case 2: x = ({sl, pl}, {sw, pw} 2 vectors which represents the features of

length and width respectively are integrated.

Case 1 is almost identical to conventional SOM using the category vector for

supervised learning, so we use this classification result as that of conventional

SOM. For each case, 50 iterations of experiments are made with changing the

number and combination of learning data and test data. ?

3.2 Experimental Results for Input Vector with Missing Values

In this section, we made experiments using input vector with missing values.

As the missing values, we used input vector with omitting one of the attributes



Analysis of Robustness of Pareto Learning SOM 841

Fig. 2. The results input vectors with miss-

ing values in case 1 of iris

Fig. 3. The results for input vector with

missing values in case 2 of iris

from 4 attributes. SFP-SOM can handle missing values without changing algo-

rithm. However, the modification of the algorithm is needed for these cases. We

applied the method reported in [5] to handle missing values. Fig.2 and Fig.3

show the result for case 1 and case 2 respectively. In these figures, none, test

and learn denote that none of the vector is omitted (all attributes are used),

missing values in test vector and missing values in learning vector, respectively

and X-axis denotes the number of learning data. In case 1, missing values in

learning vectors do not affect the accuracy, however, missing values in test vec-

tors degrade the performance. Inversely, in case 2, missing values in test vectors

do not affect the accuracy, however, missing values in learning vectors degrade

the performance. It is considered that SP-SOMs are robust to the missing values

in test vectors because the changes of the Pareto set are in the acceptable range,

however, variation of the Pareto set with missing values in learning vectors can-

not be interpolated. Inversely, conventional SOM can interpolate missing values

in learning vectors, however, the differences of quantization errors using test

vectors with missing values are not acceptable.

3.3 Experimental Results for the Input Vector with Noise

In this section, we made experiments using the input vector with artificial noises.

As the input vector with noise, we add maximum ±50% amplitude of random

noise to one of 4 attributes. Fig.4 and Fig.5 show results for case 1 and case

2 respectively. For all cases, the results are more affected for the case with the

input vector with noise in the test than for the case with the input vector with

noise in learning. Among these cases, case 2 is less degraded. From these results,

SP-SOMs are considered to be more robust to the noises in input vectors and

they are rather more robust to the noises in learning vectors.

On the other hand, SP-SOM shows less decreasing rate in response to the

decreasing of the number of learning data for all cases of missing data and noises.

SP-SOM is considered to be also more robust to the variation of the number of

learning data.
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Fig. 4. The results for input vectors with

noise in case 1 of iris

Fig. 5. The results for input vectors with

noise in case 2 of iris

3.4 Experimental Results for Abalone Data

The number of attributes of iris data is considered to be too small for testing

Full Pareto learning SOMs. In this section, the experimental results for abalone

data which are also registered in UCI machine learning database are shown. The

abalone data contain 4177 data, and each datum contains 9 attributes. One of

the attributes denotes the number of rings of the abalone, and it is classified

in 3 classes, less than 9, 9 or 10, and 11 on in benchmark. In the document

attached to the data, 3133 data are used for learning and 1044 remainders are

used for test. As the combination of multi-modal vectors, we made experiments

in 2 cases. In case 1, all attributes are composed in a vector (conventional SOM)

and in case 2, all attributes are composed as independent vectors (SFP-SOM).

As the variances of input vectors, the input vectors with noises are used. Fig.6

and Fig.7 show the results. In case 1, the accuracy increases with decreasing the

number of learning data. In case 2, the accuracy is the best with the number of

learning data 2577 and overall accuracy is superior to those of case 1. As for the

noises, the noises in the test vectors affect more than that in learning vectors

for both cases. We made other experiments with changing the combinations of

multi-modal vectors using SP-SOM and SFP-SOM marked the best accuracy of

classification.

Fig. 6. The results for input vectors with

noise in case 1 of abalone data

Fig. 7. The results for input vectors with

noise in case 2 of abalone data
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3.5 Experimental Results for Multi-modal Biometric Authentication

We reported the application of SP-SOM to authentication problem using the

keystroke timing and key typing sound as the multi-modal behavior biomet-

rics[3]. The keystroke timing data are the vectors composed of the intervals of

the pushing and releasing the keys. The key typing sound data are the vectors

composed of the maximum amplitudes of the sounds in each key typing. From

each of 10 examinees, 10 data typing the same phrase “kirakira” are sampled.

In this paper, the authentication experiments are made with adding the artifi-

cial noises to the test vectors used for authentication. The map is learned using

one registration vector from 10 samples and authentication experiment is made

using 9 remainder samples. As the combination of multi-modal vectors, 2 cases

are examined. In case 1, the multi-modal vector is composed from the vector

of keystroke timings and the vector of key typing sounds and processed using

SP-SOM. In case 2, all attributes of keystroke timings and key typing sounds

are independently processed as vectors using SFP-SOM. The noises are added

to the input vector in authentication test with probability P=0.25 or P=0.5 for

each attribute and the amplitude of the noise is ±50% random. Fig.8,9,10 shows

the results. The horizontal axis of these graphs denotes TAR(True Acceptance

Rate) which is the rate for successful authentication of true user. Comparing

case 1 and case 2, TARs are better and variances among the users are smaller

Fig. 8. The results of authentications for

input vectors with noise in case 1
Fig. 9. The results of authentications for

input vectors with noise in case 2

Fig. 10. Comparison of case 1 and case 2
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in case 2 using SFP-SOM. As for noises, the authentication results are slightly

affected considering that probability and amplitude of the noises are high. In

these cases, SFP-SOM marks better performance than that of SP-SOM, how-

ever in other cases changing the number of registration data, SP-SOM marks the

better result because the number of attributes(23 in this problem) is too large

for processing much number of learning data using SFP-SOM. The algorithm of

SFP-SOM should be improved to solve this problem.

4 Conclusion

In this paper, we reported the robustness of the Pareto learning SOMs to the

variances of input vectors. Pareto learning SOMs are robust to the variance of

test input vectors for missing values in test vectors and noise in learning vector.

Full Pareto learning SOM shows superior performance for classification problem

without prior knowledge of the combination of multi-modal vectors.

As the future works, the algorithm of P-SOMs, especially FP-SOMs, should

be improved. In many cases, the integration of multi-modal vector using con-

ventional SOM whose weight value for each element vector is tuned carefully

with iteration of experiments shows better performance than that of SP-SOM.

We should improve SP-SOM and FSP-SOM algorithm to be superior or same

performance without tuning of parameters. Furthermore, anything which has its

own metrics can be the element of multi-modal input vector for P-SOM and SP-

SOM. Structured data and vectors can be integrated as input data. For example,

using the sequence data and its features of DNA sequences as input vector, the

units can be represented using Hidden Markov Model for sequence data and

independent vectors for each feature. We should examine the performance of

P-SOM and SP-SOM in a variety of applications.
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Interactive Hierarchical SOM for Image

Retrieval Visualization

Yi Liu and Masahiro Takatsuka
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Abstract. This paper presents an interactive hierarchical visualization

system for an image retrieval application. This visualization system needs

to present the similarities of images. Furthermore, it is required to

provide an easy way to explore and navigate images’ feature space at

different levels of detail. Our system utilizes a Multi-layer Geodesic Self-

Organizing Map (GeodesicSOM) and Learning Vector Quantization

(LVQ) to increase the accuracy in data representation at different levels

of detail. The Multi-layer GeodesicSOM provides fast access/navigation

to a large amount of image data while the LVQ rectifies the inconsistency

in topological data representation between different layers.

Keywords: Content-based Image Retrieval, Information Visualization,

Hierarchical Self-organizing Map, Learning Vector Quantization.

1 Introduction

Information retrieval is the process of gathering information such as files, web

pages and images using keywords and attributes. It now plays an integral role

in the daily lives of the world’s workforce. Having used traditional text based

retrieval for a long time, people have realized the limitations of search-by-

keywords and demanded more advanced approaches to search for images and

videos. Content-based Image Retrieval(CBIR) methods have been developed to

retrieve images by their visual attributes such as colors and shapes.

Providing of a good visualization of search results also helps people find de-

sired information more efficiently. However, visualization of the results of CBIR

is still a new area of research. The challenge for the visualization of Image Re-

trieval is to preserve images’ similarity relationships as much as possible, while

providing an easy-to-use user interface to rapidly explore and navigate the high-

dimensional feature space.

Self-Organizing Map (SOM) is one of very popular algorithms for generat-

ing pictorial representations of complex (typically highly nonlinear and high-

dimensional) data spaces. It has been used to fulfill the visualization task in

information retrieval applications[1,2].

Datasets typically targeted in information retrieval are usually very large.

Some of them also have inherently hierarchical data structures (such as newspa-

per articles, DNA databases and images/videos with context-based categories).

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 845–854, 2009.
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In order to cope with the large and hierarchical nature of data, many hierarchical

SOMs have been developed [3,4,5,6,7].

These hierarchical SOMs, however, present a problem when they are used for

navigating large datasets between different levels of detail. They fail to preserve

the hierarchical topological relations (parent-child relations) between layers as

explained in Section 3. This would cause the loss of the search/tracking path

when a user explores certain images through different layers. In order to address

this issue, our system provides geodesic multi-resolution hierarchical structured

neural maps. It carries out two tasks: unsupervised topological mapping based on

SOM, and supervised learning vector quantization to rectify the inconsistencies

of hierarchical topological relationships.

The remainder of this paper is organized as follows. Section 2 presents an

overview of closely related techniques, followed by Section 3, which states the

problem to be addressed. Section 4 introduces the proposed hierarchical SOM

with a novel training procedure. Experimental results are given in section 5,

followed by the conclusion in Section 6.

2 Related Works

2.1 Hierarchical Feature Maps

The key idea of hierarchical feature maps as proposed in [4] is to use multiple

layers of SOMs, which are different in sizes for representing data with different

levels of details. The highest level is a single SOM with rather small number

of units. The training process starts at the root layer. When the root layer is

stabilized, the training proceeds to the next layer. This structure allows signifi-

cant computational reduction when a user drills down the hierarchy to find the

information.

According to the hierarchical structure employed in this, all the subcatego-

rizations in submaps fully depend on the categorization in the preceding layer.

Each map in the lower hierarchy forms subcategorizations that only map the

differences within the category defined in the previous layer.

2.2 Tree-Structured Self-Organizing Map (TS-SOM)

Tree-Structured SOM was introduced by Koikkalainen and Oja in 1990[5]. It con-

sists of a number of SOMs organized in a quadtree structure. The neurons are

the nodes of the tree, and each layer forms a SOM. Unlike the Hierarchical Fea-

ture Maps, TS-SOM has one SOM for each layer. The training procedure starts

from the root, and carries out the lateral search at each layer to find the local

Best Matching Unit (BMU) and proceeds to the lower layer. The tree-structured

search algorithm reduces time complexity of the search from O(N) to O(log N).

Additionally, it introduces tolerance to upper layers’ clustering capability. Be-

cause TS-SOM’s quadtree structure pre-determines the mappings between the

parent node and its child nodes, it is prone to have data representation incon-

sistency between different layers.
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2.3 Multilayer Self-Organizing Feature Map (MLSOFM)

MLSOM was introduced by Kon et al.[6] to solve a Range Image Segmentation

problem in 1995. Similar to TS-SOM, it consists of multiple competitive lay-

ers, and each competitive layer is comprised of a SOM. The number of neurons

decreases at successive levels from bottom to top, resulting in a pyramidal struc-

ture. Unlike other hierarchical SOM algorithms, the training procedure starts at

the bottom layer. The trained weights of the bottom layer neurons are fed to

the upper layer as new input vectors. This process repeats until the top layer is

reached.

Since the MLSOFM trains itself in a bottom-up order, and the upper level

clustering is based on the categorization of input data in the lower layer, the

parent-child nodes are intrinsically connected. Thus, this parent-child connection

adapts better to the topology of the input, thereby gaining a smaller chance of

losing track of the hierarchical path during the exploratory visualization.

3 The Problem of Inconsistent Data Representation

The primary purpose of hierarchical SOMs was to reduce computational com-

plexity and cost[3,4,5]. They have been successfully used in various applications

(e.g.,[2,8]). The basic differences among them are their hierarchical structures

and training mechanisms. However, they all seem to present the following prob-

lem of inconsistency in data representation between layers.

Fig. 1. Data representation of inconsistency in a hierarchical SOM. (a) An input data

X will be lost when tracking from node I in layer i down to its child nodes in layer

i+1, and so will it happen with tracking from neuron 3 up to its parent neuron II. (b)

illustrates how would this issue happen in 2D space.
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Figure 1(a) demonstrates how this problem surfaces in hierarchical SOMs,

and Figure 1(b) illustrates the inconsistency of class boundaries, that causes

this problem. Figure 1(a) shows two successive layers in a hierarchy. In this

figure, the hierarchical connections between nodes are: the nodes I and II are

the parents of child nodes 1, 2 and 3, 4 respectively. X represents an input datum

that is represented by the neuron I in layer i, but is represented by neuron 3

in layer i + 1, which is not a child of the neuron I. Therefore, when tracking X
from layer i down to layer i +1 in I’s child nodes, you would lose it. In a similar

manner, when zooming out from layer i + 1 up to layer i, data X will be missed

at the higher layer.

Figure 1(b) illustrates how this inconsistency occurs around the class bound-

aries. Points a, b, .., f including X represent the positions of the input vectors.

Neurons in layer i and layer i + 1 are represented respectively by circles I, II

and circles 1, 2, 3, 4. As shown in the figure, data X is located closer to neuron

I than II in the upper layer. However, it is closer to the neuron 3 in the lower

layer than any of neuron I’s child neurons 1 and 2. This problem will exist as

long as Voronoi boundaries do not match between different layers.

4 Interactive Hierarchical Geodesic SOM

4.1 Overview of the Image Retrieval System

Our ImageRetrievalVisualization systemuses theproposedHierarchicalGeodesic-

SOM to mediate the search process as shown in Figure 2. The SOM is trained using

the two stage training method described in this section. The trained SOM gener-

ates the visualization of images which are relevant to user’s interests. A user can

interactively specify an image and retrieve its relevant images through the Hierar-

chical GeodesicSOM by navigating through different levels of the hierarchy.

Image
Database

Hierarchical
Geodesic SOM

Interactive
Feedback

Proposed
Training Procedure
(MLSOFM+LVQ)

Image Search
User Interface

Fig. 2. Overview of the image retrieval system

4.2 Hierarchical GeodesicSOM

The proposed hierarchical GeodesicSOM consists of multiple Geodesic SOMs[9]

and employs a training process similar to that of MLSOFM. The training pro-

cedure starts at the bottom layer. The input data are first fed into the bottom
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layer. Let W1 = w1, w2, ..., wN be the set of weight vectors at layer 1, where N
is the number of neurons in this layer. On completion of training, W1 represents

the probability density function of the input data. Unlike MLSOFM1, all weights

in W1 will then be converted to the input vectors for training in layer 2, and the

neurons in layer 2 are initialized with the weights of their geometrical child nodes

based on the hierarchical geodesic grid structure. This procedure repeats itself

until the top layer (layer m) is reached. The external input data has only been

used to train the bottom layer, the layers above are trained based on neurons in

their immediate lower layer.

4.3 Hierarchical Weight Adjustment for Maintaining the
Parent-Child Connection

As described in Section 3, the use of hierarchical SOMs could cause inconsis-

tent data representation between layers. In order to address problem, this work

proposes the second training stage to rectify this inconsistency. Our proposed

weight adjusting algorithm is based on the Learning Vector Quantization (LVQ)

algorithm. Since the LVQ is a supervised learning algorithm, it requires teach-

ing signals. Because the purpose of this process is to rectify data representation

inconsistency between parent and child neurons, we adjust weights of neurons

based on their parent-child relationships.

The process starts from the second top layer (layer m − 1), and ends at the

bottom layer (layer 1). This time, we feed the real data to each layer for learning.

For each input x, wi represents the weight vector of the BMU in layer (i) and

wi−1 represents the weight vector of the BMU in the layer above (layer i − 1).

At each time step t, the map is updated in the following manner:

wi(t + 1) = wi(t) + α(t) · λ · [x − wi(t)],

λ =

{
+1 : if wi(t) ∈ C(wi−1(t)),
−1 : if wi(t) /∈ C(wi−1(t)),

(1)

where C(wi−1(t)) denotes the set of children of wi−1(t); α(t) (0 < α < 1) is the

learning rate at time t, and it is made to decrease monotonically with time.

This is the basic version of our LVQ weight adjusting algorithm, which con-

siders only data influence (Single Force cases in Figure 3(b)). For simplicity, we

refer to a case, where an input x is represented by the two BMU weights (wi(t)
at the layer i and wi−1(t) at the layer i− 1) in the parent-child relationship, as

a “CORRECT” case. We will call a case, where an input x is represented by the

two non parent-child BMU weights, as a “WRONG” case. In single force cases,

neurons that are in the “CORRECT” case receive further encouragement to up-

date weight vectors towards assigned data, while neurons are in the “WRONG”

case receive the weights update to move them away from its assigned data.

As also could be observed from the Voronoi Diagram of neurons, the wider

the child nodes scatterd, the higher probability that “WRONG” cases could

1 The MLSOFM only converts the neurons that have data assigned into inputs.
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(a) Two forces used for LVQ algo-

rithm. F = Fd + Fp
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(b) Combinations of updating forces

Fig. 3. Combinations of the number of forces and their directions used in the LVQ

process. SW: a single force on a wrong case, SC: a single force on a correct case, DW:

double forces on a wrong case, DC: double forces on a correct case.

occur. Therefore, we also proposed an advanced version of this function, which

considers not only data influence but also parent influence (Double Force Cases

in Figure 3(b)).

wi(t + 1) = wi(t) + α(t) · λ · ed[x − wi(t)] + α(t) · δ · ep[wi−1(t) − wi(t)],

δ =

{
1 : if the parent influence is considered

0 : if the parent influence is not considered
(2)

δ is a flag factor that determines if the parent neuron influence will be added

or not, which will be covered later in this section; ed and ep are the weighting

factors on the two type of forces, which will be further discussed in section 5.

The weight update is governed by two types of forces, data-influence force

(Fd) and parent-influence force (Fp), as shown in Figure 3(a). Data-influence

force, Fd represents the updating force from the BMU (wi(t)) to the input x(t).
Parent-influence force Fp indicates the updating force from the BMU (wi(t)) to

the parent BMU2 (wi−1(t)). As a result, neurons that are in the “CORRECT”

case receive further encouragement to update weight vectors. On the other hand,

if neurons are in the “WRONG” case (misrepresenting data between the parent

and child), they receive the weights update to move them away from its assigned

data, and move towards its parent BMU.

Depends on whether to add the force from the parent neuron influence, we

have four combinations of (λ, δ) (as shown in Figure 3(b))for experiments, and

the results are presented in Section 5.

5 Experimental Results and Discussion

We evaluated the performance of the proposed method with respect to the hi-

erarchical path inconsistency in the interactive image retrieval application with

2 Parent BMU refers to the winner of x(t) in the previous layer (layer i− 1).
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two different image data sets. The first data set used in this experiment contains

400 images that were found using the Yahoo API. It consists of 10 categories,

(for example, flowers, bays, etc.) and each has 40 images.

The second data set is from the WANG data set that can be obtained from

the web site [10]. It is a subset of the Corel image collection and contains 1000

images. This data set consists of 10 categories, such as images of Africa, buildings,

elephants, etc. A 25 dimensional CompactCCM feature, which is one of the image

color features has been extracted from all image data sets for testing.

A three layer hierarchical GeodesicSOM was used for the experiment. The first

layer uses a 1st-frequency geodesic dome. Consequently the second layer uses a

2nd-frequency geodesic dome and the third layer uses a 4th-frequency geodesic

dome. The number of neurons numU in f th-frequency geodesic dome at layer i
can be calculated as: numU = 2f−1 ∗ 10 + 2 Hence, the numbers of neurons in

the three layers of the hierarchical GeodesicSOM are 12, 42 and 162, from top

to bottom. During the Hierarchical SOM training, each map has gone through

800 iterations, and the same number during the LVQ adjustment process. The

initial learning rate for Hierarchical SOM training was set to 0.8, and 0.5 for the

LVQ adjustment.

We also performed the TS-SOM algorithm and MLSOFM algorithm with the

same training parameters on the same data set for comparison. After the training

process had been completed, we calculated the error rate, indicating the number

of images whose winners in adjacent layers are not in a correct parent-child

relation. The values given in the results figure are the percentage of the amount

of these images with inconsistent parent-child relationships. Moreover, there are

four distinct cases in the combination of updating forces during the LVQ process

as shown in Figure 3(b). In the results shown below, the notation of SW, SC,

DW and DC were used to identify which updating force combinations were used.

Results based on the Yahoo data set are shown in Figure 4, and results based

on the WANG data set are shown in Figure 5. Comparison error rates results

between different hierarchical SOM algorithms and different forces combinations

Fig. 4. Hierarchical consistency error rates of Yahoo Dataset
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Fig. 5. Hierarchical consistency error rates of WANG Dataset

of proposed methods are given in Figure 4(a) and Figure 5(a). As shown in

Figure 4(a), the error rates for TS-SOM and MLSOFM were 29.00% and 26.25%

respectively and scored the worst and 2nd worst results. On the other hand, the

proposed method yield very low error rates (7.00% for SWSC, 6.50% for DWDC,

8.88% for DWSC and 5.88% for SWDC).

Although our approach produced much lower error rates, there seem to be

differences in the combinations of updating forces used during the LVQ pro-

cess. We have tested the different combinations of updating forces with different

weighting factors on each force. We varied the weighting factors of the updating

forces between 0.2, 0.5, and 0.8 in order to check the effect of forces from the

parent neuron and the input datum. The results of this comparative analysis are

(a) without boundary rectification (b) with boundary rectification

Fig. 6. Screenshots of a user interface visualizing clustering of images produced by the

hierarchical SOM. The red circles in the image indicate the inconsistent data represen-

tations between different layers in the hierarchy.
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shown in Figure 4(b) and 5(b). The results shown in Figure 4(b) indicated that

the use of two forces (Fd and Fp) for the correct case with ed = 0.2 and ep = 0.8
effectively removed the inconsistency.

In order to demonstrate how this hierarchically inconsistent path affects the

visualization interface of the image retrieval system, screenshots of the visualiza-

tion are shown in Figure 6. The visualization system places images according to

their similarities computed by the hierarchical SOM. Different colored borders

were used to indicate which images share the same parent neuron in the higher

layer. Images which do not share the same parent neuron with nearby images

are circled in red. Figure 6(a) is the result without hierarchical inconsistency

being rectified by the LVQ process. It is clear that the number of miss-paring is

significantly reduced by rectifying the hierarchical inconsistency using the LVQ.

6 Conclusion

In this paper, we proposed a new hierarchical SOM-based visualization system

for image retrieval application. We first described the issue of inconsistent data

representation between different layers in typical hierarchical SOM solutions.

Based on the hierarchical structure and the bottom-up training process in the

MLSOFM, a Multi-layer GeodesicSOM was constructed. In order to rectify the

inconsistent data representation between layers, the LVQ algorithm was em-

ployed to adjust the position of neurons. Experimental results showed that the

introduction of the new system led to a significant reduction of the error in data

representation between layers.
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Abstract. The purpose of this research is to establish the model of quantita-
tively capturing the changes in time series of a domestic public opinion toward 
the Japanese representative in international sports events for the top athlete 
management. Beijing Olympics, held in August 2008, was thought to be one of 
the best cases to carry out this approach. As a result, extracting six evaluation 
patterns by comparing the social involvement levels between opening and clos-
ing of the Olympic games has been succeeded by use of Self-Organizing Maps. 

Keywords: Self-Organizing Maps, Athlete Management, The 2008 Beijing 
Olympic Games, Expectation-Confirmation/Disconfirmation Model, The Long 
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1   Introduction 

The purpose of this research is to establish the model of capturing the changes in time 
series of a public opinion toward athletes. This paper is based on the 2008 Beijing 
Olympic Games, which was held from August 8th to 24th and it focuses the domestic 
public opinion toward the Japanese representative athletes. 

The most important framework this research refers, is Expectation-Confirmation/ 
Disconfirmation Model [1][2]. This model is usually applied to figure out the mecha-
nism of the consumer satisfaction process based on the involvement gap between 
“expectation” before purchase and “satisfaction” after that. The reason why the im-
portance of this model is emphasized is because it can be considered to be the similar 
framework if we transpose “consumer” to “spectator” and “product” to “athlete”. 

However, this research has the novelty about the application of the model. While 
the original model deals with consumers as individuals, this new model deals with 
spectators as holistic Japanese society. Therefore public opinion survey was carried 
out. In addition, there is another uniqueness on this research. It is referring the Long 
Tail [3] in the marketing field. If we depend on the new idea for the product manage-
ment, we should survey not only famous “Head” athletes but also unknown athletes as 
the “Tail”. Therefore this research launched every 339 representative athletes into the 
survey sheet.   
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2   Method 

Soft-Structuring Model (SSM) [4] is applied to this research. It is the model which 
achieved satisfactory results in some other fields. This model has five processes and 
Self-Organizing Maps (SOM) [5] is included in the 4th process. Concrete explana-
tions of each processes are the following. 

2.1   Internet Survey 

As mentioned above, every representative athlete of Japan is mounted on surveys. 
The list of these athletes can be all collected by referring to the official website of the 
Japanese Olympic Committee (JOC) [6].   

However, it had two problems. One was the time of final certification. It was 24th 
of July when mere two weeks remained for the opening of the Beijing Olympics. The 
other problem was the huge number of athletes. It was too difficult to apply conven-
tional way of survey, such as interview or mail survey. Therefore in this case, the 
internet survey was thought to be the best survey method because huge amount of 
items could be launched in a short time and respondent could answer easily by click-
ing of mouse BIOS. 

The internet survey performed twice for each 1000 samples of 10 sex and age 
demographics which are shown in Table.1. 
 

Table 1. Survey Term and Composition of the Respondent 

 

2.2   Data Correction 

As discussed previously, this research approach has the same framework as Expecta-
tion- Confirmation/Disconfirmation Model. At the same time, the Long Tail is em-
phasized as well. In such a case, we have to pay attention to the respondent because it 
is unrealistic for them to answer both “expectation” and “satisfaction” on all 339 
athletes, even though by mouse click. It is necessary to fix the “acknowledgement” 
question before asking “expectation” to narrow down the number of the athletes. At 
the same time, we have to fix the “spectator” question before asking “satisfaction”. 

Therefore four input variables, (A)Acknowledgement, (B)Expectation, 
(C)Spectator, and (D)Satisfaction, are use to analyze. The survey to acquire four vari-
ables was conducted twice. One is the survey before the Olympics for (A) and (B), the 



 Visualization  of Social Expectation and Satisfaction by Use of Self-Organizing Maps 857 

other is the survey after that for (C) and (D). However four variables are divided into 
two types from the perspective of the data characteristic. (A) and (C) are 1/0 flag data, 
so we can treat the summary of them as percentages. On the other hand, (B) and (D) 
are ordinal scale data as Table.2, so we will provide the score, fitting each choice, and 
the figure of the summaries are the total.  

Normalization of the scale is necessary to analyze two different types of summary 
data in one frame. Although there are several kinds of normalization method, the 
Cumulative Probability of sampling Normal Distribution of each attribute is adopted 
in this research. It is not better to exit negative values in the next process of SSM. One 
of the reasons of this adaptation is because this probability ranges from 0 to 1.  
 

Table 2. Correspondence between Choices and Scores on (B)Expectation and (D)Satisfaction 
 

Score Choices of (B)Expectation Choices of (D)Satisfaction

5 I will definitely check the broadcasting
time not to miss the game.

Exceed Expectation

3 I will watch the game curiously
if the game is on television.

As Expected

1 If the athlete is doing well in the game,
I will not change the program.

Acceptable

0 I have no reason to watch the game. Disappointed
 

2.3   Creating Layers 

Fig.1 as the Long Tail is the descending order graph of the summation of normalized 
values of (A), (B), (C) and (D). This graph shows two problems for the next analysis. 
The first problem is that extreme “Tail” is included. The data of these athletes are too 
unstable to analyze. The second problem is the huge absolute differential exits be-
tween “Head” and “Tail”. To solve these problems, layers are needed to be created. 

The Cumulative Probability of sampling Normal Distribution from the summation 
data is calculated as well as each attribute. And then threshold levels are found by 
referring the probability on the baseline of Table.3.  

As a result, quantitative layer divisions are carried out. 130 athletes in Layer4 are 
unset for the analysis and 209 athletes above the line are settled for that. Furthermore, 
above the line, we can find the difference like Layer1 (22 athletes) as obvious “Head”, 
Layer2 (59 athletes) as “nearly Head” and Layer3 (128 athletes) as “nearly Tail”.  

2.4   Clustering within Each Layer 

After Creating Layers, we could divide all athletes into four layers based on quantita-
tive social involvement. In the next process, qualitative classification is required  
in each layer above Layer3. The qualitative aspect of this data is deference of  
four social involvements. Therefore input attributes are the normalized values of 
(A)Acknowledgement, (B)Expectation, (C)Spectator, and (D)Satisfaction.  

The algorithm of clustering applied for this data was SOM. According to the opti-
mized index of Viscovery SOMine 3.0J, one of SOM software, we achieved the  
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Fig. 1. Descending order of the summation of normalized four values of all athletes. The name 
of athletes at every nine interval in the horizontal axis. 

Table 3. Threshold Levels of Layer Division and the Number of Athletes in each Layer 

Layer Threshold Levels of Cumulative Probability Number of Athletes

1

2

3

4

 
 
 

clustering. The result is that 12 clusters made of 22 athletes in Layer1, 23 clusters 
made of 59 athletes in Layer2, and 38 clusters made of 128 athletes in Layer3.  

Following four figures (Fig.2, Fig.3, Fig.4 and Fig.5) are the correspondence be-
tween cluster and four input attributes in Layer1. In each figure, the warm color 
shows relatively high involvement; in contraries the cool color shows relatively low 
involvement in the layer. Omitting inserting figures, there are similar SOMs in Layer2 
and Layer3 originally. 

2.5   Layer Integration 

Although Creating Layers was done by necessity owing the Long Tail behavior of the 
data, the goal of this analysis is to capture the general architecture of athlete evalua-
tion. It is indispensable to integrate all layers. Concrete procedures to achieve that 
integration are the following.  

First, each normalized involvement values ((A), (B), (C), and (D)) are averaged per 
cluster. Second, constituent ratios of four attributes in the sum total of normalized 
them as 100% are calculated within cluster. Third, the Similarity Index of clusters is  
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Fig. 2. Component Map of (A)Acknowledgement Attribute 

 

 
 

Fig. 3. Component Map of (B)Expectation Attribute 
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Fig. 4. Component Map of (C)Spectator Attribute 

 

 
 

Fig. 5. Component Map of (D)Satisfaction Attribute 
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required between other layer’s clusters by Formula(1)1. Forth, according to the Simi-
larity Index, clusters indicating the highest value nearby layers are integrated.  

After above procedures, Tree Diagrams appear. Though the correct number of Tree 
Diagrams is twelve, referring to the Similarity Index within Layer1, finally six 
evaluation patterns are extracted.  

 

Similarity Index =  ( 1.00 -                              ) * 100 (1) 

3   Result 

Final result is Table.4 and Table.5. Features of these tables are the following. Display 
sequence of athletes in a Layer is going along with descending order of summation of 
normalized values of four attributes. In the column of Sex, M means “male” and F 
means “female”. Digits in the column of Rank indicate the best rank of the athlete in 
the 2008 Beijing Olympics2. If the value is “-“, it means “did not play” or lost during 
the elimination. In addition, the inner figures inserting upper side of these figures are 
simplified images of the composition of four attributes. 

To begin with overviewing the table, in the point of involvement disproportion  
between Before Olympics ((A) and (B)) and After Olympics ((C) and (D)), the 
evaluation pattern, which has equivalent involvements, is just only Pattern4. Other 
five patterns are lopsided one side. Table.4 shows the result of the types of (A) and 
(B) are high but (C) and (D) are low in comparison. Table.5 excepting Pattern4 is the 
result of the opposite types or approximately-same ratio type between four attributes. 

In the next place, in the point of head-count, the minimum size pattern is Pat-
tern.4. It has no more than 8 athletes in Layer1. In the other patterns, the more go-
ing to left side of Table.4 and right side of Table.5, the more number of the athletes 
belong. It does not make much difference between biased Before Olympics (Pat-
tern1, Pattern2 and Pattern3) and After Olympics (Pattern5 and Pattern6) in total. 
However, the composition of belonging layers is definitely different. Especially 
Pattern1 has abundant Layer2 (33 athletes), on the other hand, Pattern6 has abun-
dant Layer3 (68 athletes). 

The following findings were obtained from considerations of the results. The ath-
letes with high performance, their expectation are high (Pattern1). A sport without 
highly expected players, might face industrial reduction in future (Pattern2). There are 
peculiar evaluation aspects toward female athletes (Pattern3). The scarcity of athletes 
who are both high expectation and good result (Pattern4). The difficulty of  continu-
ing social involvement for athletes (Pattern5). The possibility of expanding social 
involvement rapidly, and the problems of concentrating social concern towards par-
ticular players (Pattern6), and so on. 

 

                                                           
1 f1i is a constituent ratio of attribute i of a cluster and f2i  is a constituent ratio of same attribute i 

of another cluster. k  indicates the number of attribute (4 in this case).  
2 Ranks are in the point of time of Ending Beijing Olympics. It is thought the case of changing 

ranks. One of the examples is a disqualification of doping of the medalists. 



862 T. Onoda 

Table 4. Three Evaluation Patterns of Japanese Representative Athletes whose social involve-
ment are biased Before the 2008 Beijing Olympics 
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Table 5. Three Evaluation Patterns of Japanese Representative Athletes whose social involve-
ment are balanced or biased After the 2008 Beijing Olympics 
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4   Conclusion and Future Work 

Three implications are extracted from above. First is scarcity of proportion between 
“Expectation” and “Satisfaction”. It means the severity of Olympic games for every-
one including proven athletes. Second, the more brilliant career they have, the more 
disappointment risks they take. And finally, Olympics are an extraordinary chance for 
unknown athletes to upgrade their social values.  

For separating out six evaluation patterns, it goes without saying that SOM per-
formed a critical role. We could treat uncertain data of public opinion survey because 
of the flexibility of SOM represents undefined solution [7]. Furthermore, the evalua-
tion patterns could be deciphered concretely because of the clever point of SOM, or 
visualization like Fig.2 to Fig.5. Therefore SOM is the indispensable method for this 
model.  

We can say that this research established the model of capturing the changes of 
public opinion toward athletes in time series at least in the 2008 Beijing Olympic 
games. Additionally these evaluation patterns assumedly suit for various kind of 
sports events. In general, this method would apply to some other evaluation of media 
communication between performers and audience, such as actresses/actors on movies 
or drama programs, comedians on comedy-shows, or singers on music-programs. 

However, this accomplishment is limited to the 2008 Beijing Olympics. So it is 
necessary to accumulate case examples for generalization. These cases are not only 
Summer Olympics but also Winter ones, not only Olympics but also other interna-
tional athletic meeting. Both possibility and limitation of this model should be found, 
and adding improvements on them is the future work.  
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Abstract. An Elman-type feedback SOM (EFSOM) is a revised version

of the standard SOM for dealing with time-variant information. In order

to estimate its performance, an on-line character recognition task is tried

with a large-scale training data set in this paper. At the same time, an

idea for increasing the number of firing neurons in the competitive layer

is examined to improve its trainability by means of enriching the state

information. After the EFSOM is trained successfully, some validation

tests for spatial displacement and temporal elasticity are also investi-

gated. As a result of computer simulations, it is found that the EFSOM

shows good performance and has good temporal signal processing ability.

Keywords: Feedback SOM, Temporal signal processing, On-line char-

acter recognition, Spatial displacement, Temporal elasticity.

1 Introduction

A self-organizing map (SOM) [1] is a neural network model for the visual in-

formation processing system in the biological brain. In spite of such origin, it is

used widely in various kinds of fields as a good tool for signal converter these

days. Its major reason is a topology-preserved projection from the input layer

to the competitive layer developed through training. But one of its drawbacks is

that there are no abilities to deal with time-variant information. Then, in order

to overcome the defect, several nice ideas are introduced by a lot of researchers

[2,3,4,5]. Among them, an Elman-type feedback SOM (EFSOM) is adopted in

this study, and its temporal signal processing ability is investigated with an

on-line character recognition task.

In the following part of this paper, the EFSOM is explained in Section 2.

Secondly, some computer simulations are performed in Section 3. Thirdly, dis-

cussion from the viewpoints of the further considerations is made in Section 4.

Finally, conclusions from this study are summarized in Section 5.

2 Elman-Type Feedback SOM

An Elman-type feedback SOM (EFSOM) is a revised version for temporal signal

processing. As shown in Fig.1, it is a standard SOM with a feedback pathway

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 865–873, 2009.
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Fig. 1. Elman-type feedback SOM

around the competitive layer, and also has an extra output layer to identify sev-

eral candidates suitable for the applied pattern. Because its structure is similar

to one of the famous recurrent neural networks, i.e., the Elman’s model [6], it is

called an Elman-type feedback SOM.

According to Fig.1, the EFSOM consists of four layers, i.e., an input layer

x, a hidden layer y, a state layer h, and an output layer z. The numbers of

neurons in each layer are represented by (L + M), M , M , N , respectively. Also,

weights from all neurons in the input layer to the j-th neuron in the competitive

layer are denoted in the vector form as w
[1]
j , and weights from all neurons in

the competitive layer to the k-th neuron in the output layer are denoted as w
[2]
k

similarly. Then, signal transmission equations are defined as follows:

dj(t) =

√√√√ L∑
i=1

{
xi(t) − w

[1]
ji

}2

+

M∑
i=1

{
βhi(t) − w

[1]
j,L+i

}2

, (1)

j∗ = arg min
1<
=j<

=M
dj(t) , (2)

yj(t) =

{
1.0 , j = j∗ ,
0 , j �= j∗ ,

(3)

hj(t) = (1 − γ)yj(t) + γhj(t − 1) , (4)

zk(t) =

M∑
j=1

w
[2]
kj yj(t) , (5)

where j∗ is an index number of the winner neuron, β is a coefficient for referring

the past history, and γ is a coefficient for preserving the past history.
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In the training mode, weight adaptation is divided into two major parts: One

is for the weights w
[1]
j , and the other is for the weights w

[2]
k . The former part

is the same as the standard SOM, i.e., just a repetition of the competitive and

cooperative phases, while the latter part is the Hebbian learning between the

winner neuron accompanied with neighboring neurons and the output neurons

applied the teacher signal dk(t). Therefore, if the training mode is completed

successfully, it is expected that the corresponding neuron for the applied pattern

responds bigger than the other neurons in the output layer.

3 Computer Simulations

3.1 Summary of Preceding Studies

In general, previous studies on the EFSOM are carried out mainly with a small

number of training samples. For example, as the first step, four city names in

Japan represented by Braille1 are recognized successfully [5]. Then, from the

viewpoint aiming at the future development, a large-scale training data set is

introduced as an upcoming problem.

According to the preceding study, it is clear that increasing the number of

training samples makes training difficult. This is why the initial state of the

EFSOM is the same as a start point for all training data, and it is a distinct

nature for temporal signal processing. It means that weight updates are carried

out for many times around the winner neuron corresponding to the initial state.

This effect is naturally accumulated in proportion to the number of training

samples. Then, depressing the training rate at the beginning of the training

mode is important, and its effectiveness is confirmed through some computer

simulations [7].

3.2 Overview of the Task, and Experimental Methods

Based on the prior knowledge mentioned above, a set consisting of 18 characters

as shown in Fig.2 is adopted in this study. It is one of the Japanese native char-

acters called “katakana”. Because each of them consists of semi-straight lines

containing similar partial components, it must be a tough problem to discrimi-

nate them correctly. But it is true that the stroke order of characters might be

a clue to identify, even though its appearance is similar.

By the way, the proposed EFSOM can deal with time-variant information

appropriately with the help of the feedback pathway. It means ideally that,

for example, the EFSOM has the ability to discriminate arbitrary two patterns

whose present inputs are the same but their past histories are different. There-

fore, an on-line character recognition task2 is tried in this paper to evaluate the

1 Braille is a character system designed for visually impaired people. Each character

is represented by a combination of up to 6 points on 3x2 grid.
2 Only instant positional information of the penpoint is considered. Others including

any traces for written characters are not taken into account.
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/i/ /o/ /ka/ /ki/ /ke/ /sa/

/shi/ /se/ /na/ /ha/ /he/ /ma/

/mi/ /mu/ /me/ /yu/ /ri/ /ru/

Fig. 2. A set of 18 characters “katakana” prepared for training

t = 0 (null input) t = 1 t = 2 t = 3 t = 16 t = 17 (null input)

Fig. 3. An example of presenting a pattern /shi/ to the EFSOM. A black area (2x2

dots) is applied at every instant t except the start and end points.

EFSOM’s performance. An example of presenting a pattern /shi/ is explained

in Fig.3. As can be seen in it, the size of each character is 20x20 dots wide.

Among them, only a black area (2x2 dots) showing the penpoint information

makes the corresponding input neurons active (1) at every instant t, while a

white area makes them non-active (0). A gray area is a shape of the character

for easy to identify.

Based on the task adopted in this study, the EFSOM is designed as,

L = 20× 20 = 400 , M = 30 × 30 = 900 , N = 18 ,

β = 4.0 , γ = 0.5 .

From the viewpoint of the automaton-like system, each neuron in the competi-

tive layer can represent different state information, so increasing the number of

neurons M must be a good strategy to improve the score. But another idea to

utilize a combination of plural winner neurons, not a conventional single winner,

is proposed. Then, (2) and (3) are replaced by the following equations:

j∗1 = arg min
1<
=j<

=M
dj(t) , (6)

j∗2 = arg min
1<
=j<

=M ;j �=j∗1
dj(t) , (7)
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j∗3 = arg min
1<
=j<

=M ;j �=j∗1 ,j∗2
dj(t) , (8)

yj(t) =

⎧⎪⎪⎨⎪⎪⎩
1.0 , j = j∗1 ,
0.8 , j = j∗2 ,
0.6 , j = j∗3 ,
0 , others .

(9)

Under the above-mentioned condition, each training procedure is repeated for

1000 epochs.

3.3 Experimental Results

Validation Test for Training. At first, all patterns shown in Fig.2 are applied

to the trained EFSOM independently, and it is confirmed that they all are rec-

ognized successfully. One of the examples is shown in Fig.4. The left side version

is a schematic image of a presenting pattern. In short, it is the penpoint spatial

information changing with time3. On the other hand, the right side version is

responses of the 18 neurons in the output layer. Among them, one thick line with

the symbol ( ) is behavior of the correct neuron, i.e., the corresponding neuron

for the pattern applied to the EFSOM. The other 17 narrow lines are behavior of

the remaining neurons. According to this figure, the correct neuron (/shi/) re-

sponds bigger and bigger with time t, and finally it becomes a dominant neuron

in the output layer.

In order to make clear the mechanism of temporal signal processing, the tra-

jectories of the three winner neurons j∗1 , j∗2 , and j∗3 in the competitive layer are

investigated. Figure 5 is the case for the pattern (/shi/), which is the same as

Fig.4, and the three trajectories are marked by the different symbols ( , , ).

In this figure, each number in the symbols shows the time t when the winner

neuron is emerged. At first glance, it is found that any winner neurons at the

same instant often appear the close positions each other, and move together

in the competitive layer. Taking into consideration of the topology-preserved

projection, one of the major features the SOM possesses, this fact is easy to

understand. Also, it is found that combining the winner neuron’s order is effec-

tive and it makes the EFSOM enrich the state information, because some cases

adopted the conventional single-winner neuron style are ended in failure.

Validation Test for Spatial Displacement. Figure 6 is the case for present-

ing the pattern (/shi/) displaced rightward only one dot. Roughly speaking, all

lines in the training patterns are two dots wide, so half of them are still over-

lapped with the original training patterns as shown in Fig.6(a). The gray area in

it is identical to the training pattern shown in Fig.4(a). According to Fig.6(b),

the correct neuron (/shi/) responds relatively smaller than the normal case at

the beginning, and later responds bigger gradually. In spite of such distortional

behavior, it can be said generally that an overview of responses seems to be sim-

ilar to that observed in Fig.4(b). An exceptional point is behavior of the neuron

3 The role of Fig.4(a) is obvious when we compare it with upcoming Figs.6-7(a).
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(a) a scheme of presentation (b) responses of the EFSOM

Fig. 4. Results of computer simulations [I] — Responses for the training pattern /shi/

Fig. 5. Trajectories of the winner neurons j∗1 ( ), j∗2 ( ), and j∗3 ( ) in the com-

petitive layer. Each number in the symbols shows the time when the winner neuron is

emerged.

(/ru/) at t = 13. It responds extremely bigger than the other neurons, and this

fact reminds us that the other pattern sharing the similar penpoint positional

information might attract to its corresponding state temporally.

By the way, all the patterns displaced four directions are also investigated

as summarized in Table 1. Each check mark (
√

) represents that the EFSOM

can recognize the corresponding one-dot-displaced pattern correctly. Also, the

total evaluation is carried out based on the criterion that any of them is com-

pleted successfully. It is true that the total evaluation sometimes contains not

so small deviation: Some of them (/shi/, /ru/) are succeeded in most direc-

tions, while others (/ki/, /ma/, /yu/, /ri/) are succeeded in only one direction.
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… …

……

Fig. 6. Results of computer simulations [II] — Responses for the spatial displaced

pattern /shi/. (An example of presenting only one dot rightward. )

Table 1. Results of computer simulations for spatial displacement

displacement /i/ /o/ /ka/ /ki/ /ke/ /sa/ /shi/ /se/ /na/

rightward . . . . . .
√

. .

leftward . . . . . .
√

.
√

upward .
√

.
√

. .
√

.
√

downward .
√

. . . .
√

. .

total evaluation .
√

.
√

. .
√

.
√

displacement /ha/ /he/ /ma/ /mi/ /mu/ /me/ /yu/ /ri/ /ru/

rightward . . . . .
√

. . .

leftward . . . . . .
√ √ √

upward . .
√

. . . . .
√

downward . . . . .
√

. .
√

total evaluation . .
√

. .
√ √ √ √

Nevertheless, it is judged here that nine patterns out of 18 training ones are

robust for spatial displacement.

Validation Test for Temporal Elasticity. As a next step, robustness for

temporal elasticity is examined. The case for presenting the pattern (/shi/)
at half the training speed is shown in Fig.7. All penpoint information (2x2) is

divided into two pieces (2x1 + 2x1), and each of them is applied to the trained

EFSOM one by one serially as shown in Fig.7(a). According to Fig.7(b), the

correct neuron (/shi/) responds bigger and bigger with time t, and finally it

becomes a dominant neuron in the output layer. This temporal development is

quite similar to the case for the training pattern observed in Fig.4(b).
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… …

……

Fig. 7. Results of computer simulations [III] — Responses for the temporal elastic

pattern /shi/. (An example of presenting at half the training speed. )

Strictly speaking, a validation test for temporal elasticity is defined as follows:

1. An applied pattern to the trained EFSOM at every instant is the same with

the training one,

2. Only the difference between the training and the validation test is just a

presenting period.

In this computer simulation, however, applied patterns are different from the

training ones as mentioned above. Therefore, the validation test for temporal

elasticity, which we have tried here, is not the one literally, but it is close to

the validation test for spatial displacement. As if supporting this hypothesis, all

nine patterns checked in the row “total evaluation” of Table 1, which are judged

robust for spatial displacement, are also robust for temporal elasticity.
By the way, the other case for presenting the pattern (/shi/) at double the

training speed is also investigated. Two successive penpoint information (2x2 +

2x2) are combined together (2x4), and it is applied to the trained EFSOM at

a single instant. According to the result, not shown here for brevity, the same

tendency as the case at half the speed is observed.

4 Discussion

In this paper, an idea to utilize a combination of plural winner neurons, not a

conventional single winner, in the competitive layer is introduced. Its prime ob-

jective is to improve the trainability by means of increasing the number of firing

neurons. But weight adaptation around the first winner neuron j∗1 only is carried

out during the training period, as the same as the conventional method. Pay-

ing attention to the advantages of multi-winner neuron style, weight adaptation

around the second winner neuron j∗2 and the third winner neuron j∗3 must be

worth thinking to improve the EFSOM’s performance. But it is noticeable here
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that there seems to be some disadvantages of multi-winner neuron style, which

are not expected in this paper, so careful considerations are required before its

practical application.

5 Conclusions

In this paper, the Elman-type feedback SOM (EFSOM) is investigated to make

clear its temporal signal processing ability. As a result of some computer sim-

ulations, it is found that the EFSOM shows good performance and has good

temporal signal processing ability.
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Abstract. In this paper, we propose a clustering method by SOM and

information criteria. In this method, initial cluster-candidates are derived

by SOM, and then these candidates are merged appropriately based on

information criterion such as BIC or AIC (Akaike Information Criterion).

Through the clustering experiments for the artificial datasets and UCI

Machine Learning Repository’s datasets, we confirm that our proposed

method can extract clusters more accurately and stably than the SOM-

only method.

1 Introduction

Clustering by Self-Organizing Map (SOM[1]) can extract clusters of arbitrary dis-

tribution shapes based on the distance between the code-vectors (representative

points of the input data)[2]. In recent, there are several improvemental methods

which alter the basic SOM algorithm [3][4]. Hence, this is one of the “distance-

based” clustering approaches. On the other hand, there are “distribution-based”

clustering approaches that consider the distribution of input data when extract-

ing clusters appropriately. For example, x-means method [5] adopts Bayesian

Information Criterion (BIC) into k-means method.

Information criteria are also easily introduced into the clustering method by

SOM. In this paper, we propose a clustering method by SOM and information

criteria. In the proposing method, initial cluster-candidates are derived by SOM,

and then these candidates are merged appropriately based on the information

criterion such as BIC or AIC (Akaike Information Criterion).

Through the clustering experiments for the artificial datasets and UCI Ma-

chine Learning Repository’s datasets, we confirm that our proposed method can

extract clusters more accurately and stably than the SOM-only method. Fur-

thermore, we show that AIC is suitable for the proposed method compared to

BIC.

C.S. Leung, M. Lee, and J.H. Chan (Eds.): ICONIP 2009, Part II, LNCS 5864, pp. 874–881, 2009.
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2 Clustering by SOM

2.1 Basic SOM Algorithm

SOM, proposed by Kohonen, is configured as shown in Fig.1. In the basic SOM

learning algorithm [1], the code vectors are updated by using the following

equations

wi(t + 1) = wi(t) + α(t) Φ(pi) (x−wi(t)) (1)

Φ(pi) = exp

(
− pi

2

σ2(t)

)
(2)

Here α(t) is the learning coefficient after t learning steps. The coefficient starts

from its initial value αini, and then decreases monotonically as t increases, thus

reaching its minimum at the pre-set maximum number of learning steps T . In

addition, Φ(pi) is a neighborhood function with the center at winner cell c, and

pi is the distance from cell i to the winner cell c in the competitive layer. In

Eq.2, σ(t) is a time-varying parameter that defines the neighborhood size in

the competitive layer. Like α(t) in Eq.1, this parameter decreases monotonically

from σini as learning proceeds.

As a result of learning, the similarity between learning data is expressed by

the closeness on the grid in the competitive layer. In addition, the data density in

the input data space is reflected in the distribution of code vectors after learning.

2.2 Cluster Extraction from SOM

In the maps built by SOM learning, the code vectors between adjacent cells in

the grid of competitive layer are similar, and the data density in the input layer

is reflected in distribution of code vectors after learning. Using these features,

as pointed out by Terashima et al. [2], allows clustering by the detection of

cluster boundaries as portions where the code vectors between adjacent cells are

substantially different. The specific clustering procedure is presented below. In

addition, one-dimensional SOM is used for simplicity of analysis; m cells in the

competitive layer are arranged in one-dimensional array.

1. Map building

The input data are subjected to SOM learning to obtain a set of code vectors.
2. Map analysis

(a) For every cell i(i = 1, 2, ..., m− 1), the code vector density dWi is found

from following equations as the Euclidean distance between code vectors

for cells i and i + 1:

dWi =‖ wi −wi+1 ‖ (3)

(b) The code vector density dWi for every cell i(i = 1, 2, ..., m − 1) is nor-

malized to its maximum and minimum in the range 0–1, thus obtaining

the normalized density dW ′
i :

dW ′
i =

dWi − dWi min

dWi max − dWi min

(4)
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...

.....

...

Neuron cell i
Code vector : Wi

Competitive
layer

Input vector : xInput layer

Fig. 1. Basic SOM structureione-dimensional SOMj

(c) The histogram of dW ′
i is derived. A cluster boundary is recognized be-

tween cell i corresponding to the histogram peak and its neighbor cell

i + 1.

3. Labeling

The competitive layer is divided according to the dW ′
i histogram, and every

group of cells is labeled appropriately.

3 Proposed Method

3.1 Basic Idea

There are many upward-peaks in the density histogram of code-vector. Each

of these may indicate a boundary of clusters obviously or not, so that many

cluster-candidates can be extracted from the density histogram. Basic idea of

the proposing method is appropriate mergence of these cluster-candidates by

using of information criteria under following procedures.

A. Make code-vector density(dW ′
i ) histogram after learning process of one-

dimensional SOM.

B. Extract cluster-candidates from the density histogram and assign continuous

number to each candidate. These numbers are ordered correspondingly to

that of neuron cells in the competitive-layer of SOM.

C. Decide which cluster-candidates should be merged from arbitrary pair of

candidates whose numbers are adjoining each other.

Fig.2 shows a practical sequence of the proposed method. Through the procedure

A, we obtain Fig.2(a) and 2(b). And Fig.2(c) is obtained after the procedure B.

Then, cluster-candidates are gradually merged by applying the procedure C over

and over until the number of clusters is agree with original one. (See Fig.2(d)-

2(f)).

3.2 BIC and AIC

When a distribution of data x is observed, a family of alternative model which

generate the distribution can be considered. Information criterion is one of the
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Fig. 2. Clustering process by using proposed method

useful guideline to determine which model is the most suitable. Bayesian Infor-

mation Criterion (BIC) and Akaike Information Criterion (AIC) are typical one,

calculated by the following equation respectively.

BIC = −2 logL(θ̂;x) + q log n (5)

AIC = −2 logL(θ̂;x) + 2q (6)

Where, q is dimension of the parameter vector θ̂ and n is the number of samples of

empirical distribution. And L(·) =
∏

f(·) , where f(·) is p-dimensional Gaussian-

distribution:

f(θ̂;x) =(2π)−
p
2 |V|− 1

2 exp

{
−1

2
(x− µ)TV−1

(x− µ)

}
(7)

In Eq.(5) and Eq.(6), first term is logarithmic likelihood when a model described

by parameter θ̂ is applied to the empirical distribution of x and second term

indicates complexity of the model which is called “penalty term”.
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3.3 Cluster Mergence by Using Information Criterion

The procedure for selective cluster mergence (see Sec.3.1 procedure C) is divided

into the following processes in practice. Here, it is assumed that the procedure

A and B in Sec.3.1 have already finished.

C1. Merge a pair of adjoining cluster-candidates temporally, and calculate the

two values what we call ICsingle and ICtwin by using either Eq.(5) or Eq.(6).

Where, ICsingle and ICtwin means the value of either BIC or AIC when an

applied distribution model for the unified clusters is single-distribution or

twin-distribution respectively.

C2. Calculate ∆IC which means a difference between ICsingle and ICtwin by the

following equation.

∆IC = ICsingle − ICtwin (8)

C3. After calculation of ∆IC for all pairs of adjoining cluster candidates, find the

pair which has minimum ∆IC and merge two cluster candidates included in

the pair conclusively. Then, consecutive numbers for the cluster candidates

including the new cluster are refreshed.

C4. Repeat the procedure C1 to C3 until the number of clusters reaches a

specified value.

ICsingle < ICtwin when fitting the single-distribution to the unified clusters is more

suitable than the case of twin-distribution. Therefore, ∆IC can measure a degree

of propriety to merge two adjoining clusters.

4 Clustering Experiments

4.1 Experimental Method

We use four kinds of data distribution as experimental dataset. Two datasets

are generated artificially to consist of two or three clusters whose density or

distribution shape is different. Each of another two datasets is UCI Iris and

BCW dataset from UCI ML repository[6] as examples of practical data.

Performance evaluation is carried out by using a degree of the classification

error. Classification error is calculated by comparing the indices of the original

dataset with which is obtained from the clustering result.

When applying SOM learning algorithm in proposed method, we set the iter-

ation of learning is 200 times of the number of the input data and the number of

cells of the competitive layer is set to 15,20,25,30 or 35. We make 100 trials for

each setting of SOM learning and apply cluster mergence procedure with either

BIC or AIC for each SOM learning result so that 500 kinds of clustering result

(100 trials × 5 patterns of the size of competitive layer) for each dataset.
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Fig. 3. Artificial and practical dataset for the clustering experiments

4.2 Experimental Result

Fig.4 shows the result of performance evaluation of clustering for each dataset.

We calculate the average value of classification error through 100 trials for each

the five pattern of SOM’s competitive layer size. So that in the legend of each

figure, “Worst”,“Average” and “Best” indicate maximum, average and minimum

value of the average classification error respectively among the five patterns of

SOM settings.

“SOM+BIC” and “SOM+AIC” correspond to proposed method and “SOM

only” is conventional method which extracts clusters from histogram of code-

vector density such as shown in Fig.2(b) with appropriate threshold setting.

In the case of artificial dataset1 and UCI BCW dataset, “SOM only” method

shows very high classification error. These dataset are including clusters whose

density is quite different each other and it is hard to estimate the boundary

of clusters correctly only by using code-vector density histogram. On the other

hand, proposed method can extract each cluster in the dataset more accurately

than another methods except k-means method in the case of BCW dataset.

BCW dataset contains comparatively high-dimensional data (each data has 10

attributes), therefore “distribution-based” approaches such as “SOM+BIC” and
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Fig. 4. Comparison of clustering performance

“SOM+AIC” may not be able to estimate parameters such as µ and V in the

Eq.(7) correctly of the distribution model.

Looking at the classification error of “SOM+BIC” and “SOM+AIC”, both

these methods show almost same clustering performance excepting the case of

UCI Iris dataset. In Eq.(5), the penalty term includes variable of the number

of samples n. And ∆IC becomes small if the value of n is large. Hence in the

case of SOM+BIC method, one cluster candidate which has a large number of

samples tends to take adjoining candidates one after another.

5 Conclusion

In this paper, we tried to combine SOM clustering methodology with appropriate

cluster mergence approach by using information criteria such as BIC and AIC.

Since it can pay attention to a naturalness for each data distribution as a cluster,

proposed method can extract clusters more correctly than conventional methods

especially when the dataset consists of clusters whose density is different each

other.
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From the results of clustering experiments using several kind of artificial and

practical dataset, proposed method shows less classification error than other con-

ventional method such as k-means and SOM-based simple clustering method.

Furthermore, we confirmed that AIC is suitable for the proposed method com-

pared to BIC.

It is necessary to use more kind of practical dataset for examination of effec-

tiveness of the proposed method as a future work.
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