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Abstract. The issue of how to provide appropriate privacy protection for cloud 
computing is important, and as yet unresolved. In this paper we propose an ap-
proach in which procedural and technical solutions are co-designed to demon-
strate accountability as a path forward to resolving jurisdictional privacy and 
security risks within the cloud.  
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1   Introduction 

Cloud computing is a means by which highly scalable, technology-enabled services 
can be easily consumed over the Internet on an as-needed basis [1]. The convenience 
and efficiency of this approach, however, comes with privacy and security risks [2]. A 
significant barrier to the adoption of cloud services is thus user fear of confidential 
data leakage and loss of privacy in the cloud. Furthermore, the cross-jurisdictional 
nature of clouds presents a new challenge in maintaining the data protection required 
by current legislation including restrictions on cross-border data transfer.  

At the broadest level, privacy is a fundamental human right that encompasses the 
right to be left alone, although an analysis of the term is complex [3]. In the commer-
cial, consumer context, privacy entails the protection and appropriate use of the per-
sonal information of customers, and the meeting of expectations of customers about 
its use. For organisations, privacy entails the application of laws, policies, standards 
and processes by which Personally Identifiable Information (PII) of individuals is 
managed.  

We focus in this paper on: privacy in the sense of data protection, as defined by Di-
rective 95/46/EC [4] (rather than the narrower US sense of data security); data that is 
PII (information that can be traced to a particular individual, such as a phone number 
or social security number); the corporate entity seeking to contract for services in the 
cloud, either for its own use, or to offer to its customers, as this entity is most likely to 
have resources to use our proposed path of technical and procedural solutions. How-
ever, our solution is not EU-specific, and is compatible with privacy principles under-
lying American and Asia-Pacific regulation and legislation, as well as a self-
regulatory approach. 
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This paper proposes the incorporation of complementary regulatory, procedural 
and technical provisions that demonstrate accountability into a flexible operational 
framework to address privacy issues in this cloud computing scenario. The structure 
of the paper is as follows: consideration of open issues that relate to cloud computing 
and privacy; an explanation of accountability and how this might apply in cloud com-
puting; proposal of legal mechanisms, procedures and technical measures that tie in 
with this approach; an assessment of this approach and conclusions. 

2   Privacy Issues for Cloud Computing 

Privacy is a key business risk and compliance issue, as it sits at the intersection of 
social norms, human rights and legal mandates [5]. Conforming to legal privacy re-
quirements, and meeting client privacy expectations with regard to PII, require corpo-
rations to demonstrate a context-appropriate level of control over such data at all 
stages of its processing, from collection to destruction. The advantages of cloud com-
puting – its ability to scale rapidly (through subcontractors), store data remotely (in 
unknown places), and share services in a dynamic environment – can thus become 
disadvantages in maintaining a level of privacy assurance sufficient to sustain confi-
dence in potential customers.  For example: 

- Outsourcing. Outsourcing of data processing invariably raises governance and 
accountability questions. Which party is responsible (statutorily or contractually) 
for ensuring legal requirements for PII are observed, or appropriate data handling 
standards are set and followed [6]? Can they effectively audit third-party compli-
ance with such laws and standards?  To what extent can processing be further 
sub-contracted, and how are the identities, and bona fides, of sub-contractors to 
be confirmed?  What rights in the data will be acquired by data processors and 
their sub-contractors, and are these transferable to other third parties upon bank-
ruptcy, takeover, or merger [7]? ‘On-demand’ and ‘pay-as-you-go’ models may 
be based on weak trust relationships, involve third parties with lax data security 
practices, expose data widely, and make deletion hard to verify. 

- Offshoring. Offshoring of data processing increases risk factors and legal com-
plexity [8]. Issues of jurisdiction (whose courts can/will hear a case?), choice of 
law (whose law applies?) and enforcement (can a legal remedy be effectively ap-
plied?) need to be considered [9]. A cloud computing service which combines 
outsourcing and offshoring may raise very complex issues [10]. 

- Virtualization. There are security risks in sharing machines, e.g. loss of control 
over data location, and who has access to it.  Transactional data is a byproduct 
with unclear ownership, and it can be hard to anticipate which data to protect.  
Even innocuous-seeming data can turn out to be commercially sensitive [11]. 

- Autonomic technology. If technological processes are granted a degree of 
autonomy in decision making, e.g. automatically adapting services to meet 
changing needs of customers and service providers, this challenges enterprises’ 
abilities to maintain consistent security standards, and to provide appropriate 
business continuity and back-up, not least as it may not be possible to determine 
with any specificity where data processing will take place within the cloud [12]. 
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As cloud computing exhibits all the aspects above, privacy solutions need to address a 
combination of issues, and this may require new and even unique mechanisms rather 
than just a combination of known techniques for addressing selected aspects. For 
example, privacy problems when transferring PII across borders within a group of 
companies can be addressed via Binding Corporate Rules, and yet this approach 
would not be available to a corporation seeking to adopt a cloud computing solution 
where PII will be handled by third party cloud service providers.  

Overall, the speed and flexibility of adjustment to vendor offerings, which benefits 
business and motivates cloud computing uptake, brings a higher risk to data privacy 
and security. This is a key user concern, particularly for financial and health data. 

2.1   Mapping Legal and Regulatory Approaches 

Effective corporate governance is vital to compliance with the type of regional block 
regulatory governance models which underpin Binding Corporate Rules in Europe 
and Cross Border Privacy Rules in Asia-Pacific Economic Cooperation (APEC) coun-
tries.  Organizations that process PII must safeguard it (including limiting its use and 
disclosure) or face legal, financial and reputational penalties. Where there are inade-
quate information governance capabilities in the cloud, this will severely restrict the 
outsourcing of key business processes using cloud-based service marketplaces. 

Companies and governmental organisations are increasingly aware of the need to 
integrate privacy into the technology design process [13, 14]. However, tools and 
technical controls alone cannot fully address privacy issues in cloud computing, due 
to diverse privacy obligations upon, and privacy practices within, organisations [15]. 
Cloud service providers (SPs) and marketplace providers need to design their proc-
esses to ensure those obligations and practices can be mapped against a combination 
of technical and procedural measures, which together provide broad assurance that 
appropriate contextual safeguards apply to PII processing in the cloud.  Context is key 
to requirements. Identical information collected in different contexts by different 
entities might involve totally divergent data protection criteria [16, 17]. 

Such a mapping exercise requires an understanding of the rationales for, and the 
objectives of, the protection of PII, and how these translate to the cloud computing 
environment. If cloud computing is to reach its full potential, where customers are 
willing to entrust PII to such a service marketplace, these criteria need to be met: 

1. a determination of risks and requirements involved in a given interaction situa-
tion e.g. consideration of the underlying legal, policy and social context. 

2. a determination of what protective measures (procedural and/or technological) 
are appropriate, based on this information.   

3. effective ways of providing assurance and auditing that potential partners protect 
PII, in accordance with contextually appropriate protective measures.  

4. a degree of transparency, in the sense of visibility into the data protection obliga-
tions and processes of potential suppliers. 

Requirements arising from applying privacy legislation to the cloud are considered in 
[2]. A key issue is the need to respect cross-border transfer obligations. As this is 
particularly difficult to ensure within cloud computing, it is suggested that legislation 
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will need to evolve to allow compliance in dynamic, global environments. The notion 
of accountability is likely to provide a way forward, as discussed in this paper. 

3   Accountability: A Way Forward 

In this section we examine what accountability is and how we believe accountability 
and corporate responsibility with regard to the use of PII might be applicable in cloud 
computing. In doing so, we present how accountability can help fill the gaps identi-
fied above. Finally, we explain what procedural measures are needed, and the basis of 
a technological approach to provide accountability. 

3.1   What Is Accountability? 

It is important to clearly define what is meant by ‘accountability’ as the term is sus-
ceptible to a variety of different meanings within and across disciplines. For example, 
the term has been used for a number of years in computer science to refer to an im-
precise requirement that is met by reporting and auditing mechanisms (see for exam-
ple, [18]). In this paper the context of its use is corporate data governance (the man-
agement of the availability, usability, integrity and security of the data used, stored, or 
processed within an organization), and it refers to the process by which a particular 
goal – the prevention of disproportionate (in the circumstances) harm to the subjects 
of PII – can be obtained via a combination of public law (legislation, regulation), 
private law (contract), self-regulation and the use of privacy technologies (system 
architectures, access controls, machine readable policies). 

To date, national and international privacy protection approaches have been heav-
ily influenced by public law, and premised upon ‘command and control’ regulatory 
strategies. However, such legislative and regulatory mechanisms have declined in 
effectiveness as technological developments render the underlying regulatory tech-
niques obsolete.  Effective privacy protection for PII in some business environments 
is thus heavily compromised, and the ability of organizations to meaningfully quan-
tify, control, and offset, their business risk is significantly impeded. 

It enjoins upon ‘data controllers’ a set of largely procedural requirements for their 
processing activities, and therefore conveys the impression that formal  
compliance will be enough to legitimise their activities. It encourages a box-
ticking mentality, rather than a more systemic, and systematic, approach to  
fulfilling its values. [19] 

The EU data protection regime, in particular, lacks effective regulatory responses for 
key developing technologies, such as mobile e-commerce and cloud computing [20]. 
Equally, self-regulation, in isolation, has failed to gain traction as a plausible alterna-
tive for effective privacy protection, with weak risk assessment and limited compli-
ance checking [21]. 

Accountability in our sense will be achieved via a combination of private and pub-
lic accountability. Public accountability is derived from an active interaction between: 
subjects of PII; regulatory bodies, such as Information Commissioners; data control-
lers. It is premised upon highly transparent processes. Private accountability, in con-
trast, is derived from the interaction between data controllers and data processors, and 
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is premised on contract law, technological processes, and practical internal compli-
ance requirements.  The objective of such accountability is not to meet ‘a set of 
largely procedural requirements for … processing activities’ but rather to reduce the 
risk of disproportionate (in context) harm to the subjects of PII, and thus reduce or 
permit the amelioration of negative consequences for the data controller.  It reflects an 
acceptance that absolute reduction of harm to the subjects of PII is an impossible goal 
in a disaggregated environment, such as a cloud service, and that the ability to re-
spond flexibly and efficiently (or systemically and systematically) to harms arising 
will provide a more efficient form of privacy protection than enforcing blunt and/or 
static ‘tick-box’ compliance criteria. 

Weitzner et al have previously used the term “information accountability” to refer 
to checking ‘whether the policies that govern data manipulations and inferences were 
in fact adhered to’ [22]. Our usage of the term ‘accountability’ differs from this to the 
extent that adherence to policy becomes less critical than achieving a proportionate 
and responsive process for reacting to context-dependent privacy risks.  

Crompton et al note that in contrast to the EU’s ‘adequacy’ regime, ‘accountabil-
ity’ is increasingly popular in jurisdictions such as Australia, Canada and the US [23]. 
As discussed below, accountability in this context means placing a legal responsibility 
upon an organization that uses PII to ensure that contracted partners to whom it sup-
plies the PII are compliant, wherever in the world they may be. Our accountability 
model reflects the basic premise of this approach, but expands upon it in suggesting 
ways in which organizations might take the ‘accountability’ approach further in order 
to develop a reflexive privacy process.  

3.2   How Accountability Might Provide a Way Forward for Privacy Protection 
within Cloud Computing 

Solutions to privacy risks in the cloud involve reintroducing an element of control.  
For the corporate user, privacy risk in cloud computing can be reduced if organisa-
tions involved in cloud provision use a combination of privacy policies and contrac-
tual terms to create accountability in the form of transparent, enforceable commit-
ments to responsible data handling [2, 19]. Specifically, accountable organisations 
will ensure that obligations to protect data (corresponding to user, legal and company 
policy requirements) are observed by all processors of the data, irrespective of where 
that processing occurs. 

Through contractual agreements, all organizations involved in the cloud provision 
would be accountable. While the corporate user, as the first corporate entity in the 
cloud provision, would be held legally accountable, the corporate user would then 
hold the initial service provider (SP1) accountable through contractual agreements, 
requiring in turn that SP1 hold its SPs accountable contractually as well. This is 
analogous to some existing cases in outsourcing environments, where the transferor is 
held accountable by regulators even when it is the transferee that does not act in ac-
cordance with individuals’ wishes [23]. 

The following elements are key to provision of accountability within the cloud: 

- Transparency. Individuals should be adequately informed about how their data 
is handled within the cloud and the responsibilities of people and organisations in 
relation to the processing of PII should be clearly identified.  As with other  
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disaggregated data environments, transparency in cloud computing is important 
not only for legal and regulatory reasons, but also to avoid violation of social 
norms [24]. In the context of this paper, transparency means a level of openness 
about an entity’s handling of PII that permits meaningful accountability.  

- Assurance. The corporate user provides assurance and transparency to the cus-
tomer/client through its privacy policy, while requiring similar assurances from 
the SP through contractual measures and audits. 

- User trust. Accountability helps foster user trust.  When it is not clear to indi-
viduals why their personal information is requested, or how and by whom it will 
be processed, this lack of control will lead to suspicion and ultimately distrust 
[25]. There are also security-related concerns about whether data in the cloud will 
be adequately protected [6]. 

- Responsibility. Most data protection regimes require a clear allocation of re-
sponsibility for the processing of PII, as existing regulatory mechanisms rely 
heavily upon user and regulator intervention with responsible parties.  Disaggre-
gated data environments, e.g. mobile e-commerce and cloud computing, can hin-
der determination of that responsibility. Predetermining responsibility, via con-
tract, as information is shared and processed within the cloud, pre-empts percep-
tions of regulatory failure, which may erode user trust. It also permits companies 
to assess their trading risks in terms of potential financial losses and data privacy 
breaches. This knowledge can be used to establish organisational and group pri-
vacy and security standards, and to implement due diligence/compliance meas-
ures which conform to regulatory parameters, but which are otherwise negotiable 
between contracting organisations, based on relevant operational criteria [20]. 

- Policy compliance. Accountability helps ensure that the cloud service complies 
with laws, and also the mechanisms proposed in this paper help compliance with 
cloud provider organisational policies and user preferences, and with auditing. 

With a legal and regulatory approach, location is paramount to enforcement. With 
accountability, location either becomes less relevant to the customer/client because of 
assurances that data will be treated as described regardless of jurisdiction or becomes 
transparent through contracts specifying where data processing will take place. In the 
accountability model, the corporate user works with legal and regulatory bodies to 
move data between jurisdictions through mechanisms such as Binding Corporate 
Rules and intra-company agreements. For the corporate user, the flexibility to move 
customer/client data between jurisdictions has a big impact on cost. 

With accountability, regulators enforce the law on the ‘first in the chain’ in regard 
to the misdeeds of anybody in the chain, including those further along. However, 
whether any regulatory framework will be effective depends upon a number of char-
acteristics including the background of the regulator (country, resources available to 
prosecute, etc.). This approach is more effective if action can be taken against an 
organization that has a presence in the regulator’s home jurisdiction. 

Accountability is included in various privacy frameworks, including Canada and 
USA and the APEC privacy framework. In the EU it applies in the restricted sense 
that data controllers (DCs) are directly responsible for the actions of their data proces-
sors (DPs) (and thus for clouds of DPs and sub-DPs). The difference in approaches 
becomes more obvious where there are multiple DCs; if these are responsible sepa-
rately (DCs in common, but not joint DCs) it is hard to police via the EU model, as 
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the data subject (DS) may be unable to identify and enforce rights against a specific 
DC in a cloud computing environment with a mix of DCs and DPs. 

The key issue in responsibility (and accountability) terms under EU law is who is 
making the decision about the particular processing purpose, and not who is carrying 
out the processing. A central problem in the mobile e-commerce and cloud computing 
environments is that it is unclear to the DS if, and if so, where, a breach is taking 
place, so that they can enforce rights against the relevant DC. The contractual ap-
proach provides a mechanism for avoiding that accountability-negating uncertainty, in 
a manner which permits the DC to demonstrate compliance with the substantive law 
(and boost user trust), without undue reliance upon the flawed mechanism in the leg-
islation.  The accountability process is expanded outwards by the initial DC to DPs 
and other DCs by contract, then information that the initial DC derives from the ac-
countability processes can be passed upwards to the regulator and downwards to the 
DS, so that both can perform the functions envisaged by the legislation. 

In conclusion, accountability can play a role in ensuring that laws that apply to 
cloud computing are enforced. There is a role for regulators in the form of criminal 
penalties for misuse. Also, there is a role for technology, as considered below. 

3.3   Procedural Approach 

Procedural is used here in the sense of governance, business practices (e.g. strong 
privacy policies) and contractual agreements. Privacy policies can be defined at a 
number of levels and be reflected within internal and external corporate policy state-
ments, contracts, Service Level Agreements (SLAs), security policies, etc. Policies 
are passed on when sharing information with third parties and organisational policies 
are used to help ensure legal compliance. In general, they should be based upon estab-
lished privacy principles, such as the OECD privacy principles [26] and regulatory 
requirements specific to the region(s) in which the company is operating.  

For our approach, cloud computing providers should move away from terms and 
conditions of service towards contracts between the client and the initial service pro-
vider (SP), and between that SP and other cloud providers. This approach is consistent 
with industry self-regulation (for example, Truste certification [27]). At issue in cloud 
computing is that most policies have a clause that frees the company to change its 
policy at any time, often, but not always, with some form of notice. These clauses 
may need to be re-examined in the cloud environment, where data is perhaps not as 
easily destroyed or returned to its original owner.   

The corporate user has options that the consumer does not in using contracts as a 
governance measure for control within the cloud environment. Contractual obliga-
tions are those imposed on an entity by incorporation in a contract of similar legally 
binding agreement between that entity and other party. The corporate user has experi-
ence in using contracts to control offshoring and outsourcing relationships.  These 
experiences can be leveraged in the cloud.   

SLAs for the cloud are still being developed and there are still a number of open is-
sues [28]. SLAs can be informal or formal with the former being more in the nature of 
a promise than a contract and the latter being ancillary to a contract between parties, 
with breach of an SLA term not being in general as severe as a breach of contract. 
Moreover, third parties (i.e  users) would not easily be able to rely on the terms of an 
SLA between a cloud computing company and a corporation selling such services 



138 S. Pearson and A. Charlesworth 

 

onwards (i.e. the customer), as there are processes for varying the terms, without the 
need to renegotiate the whole SLA with customers. 

Nevertheless, specific contractual agreements can be used between the cloud provider 
and the corporate user, just as contracts are used today with traditional SPs. SPs can pass 
on obligations to subcontractors via contracts – they would require written permission to 
subcontract with agreements that must be no less restrictive than the agreement the cor-
porate user has with the SP, and reserve the right to enter at will into additional confiden-
tiality agreements directly with the subcontractors. Such contracts have to be plausibly 
capable of supporting meaningful enforcement processes, and capable of at least some 
degree of meaningful oversight/audit. The contracts can be used to:  

1. address the issue of location – by requiring prior written consent for transfers to 
any third country 

2. restrict use of data 
3. prevent copying or reproducing of data without express written permission, ex-

cept as technically necessary to fulfil the agreement (e.g. backup protection) 
4. restrict employee access to the associated data (e.g. on a need to know basis), 

require that the SP provide employee privacy training, and require employees to 
sign confidentiality agreements 

5. specify security levels – at least the same level of care applied to the SP’s own 
similar data, but not less than a reasonable level of care, implementation of any 
security measures required by applicable laws 

6. require immediate notification by specified means (e.g., via telephone with writ-
ten follow-up), for any suspected data breach, and cooperation in resolving 

7. reserve the right to audit 
8. require upon request or at termination, that PII be delivered back to the data con-

troller or data subject, and all copies be destroyed. 

3.4   Co-design Involving Technological Approach 

We now explain our technological approach and how it ties in with the procedural 
approach. 

The direction in which we are carrying out research is to underpin the procedural 
approach above with a technological approach that helps provide accountability. In 
this, natural language policies in the contract are associated with lower-level policies 
that are machine-readable and that can be acted upon automatically within the cloud 
without the need for human intervention. These policies define the usage contraints of 
the associated PII. In this approach, as with Weitzner’s approach [22], the data is 
accessible, but its usage is constrained. The main problem in the cloud is how this can 
be enforced: one option is a Creative Commons-type approach [29], where holders are 
made aware of their obligations and their behaviour can be audited with regard to this. 
If more enforcement is required, obligation management and identity management 
[30] could be used to manipulate data and aid data minimisation, deletion and man-
agement of notifications to individuals, but it is difficult to envisage how such a tech-
nical solution could work within non-constrained cloud environments.  

Although we do not in general hide the data within the cloud, there is still the pos-
sibility to obscure it in some contexts:  for example, sensitive data can in some cases 
be obfuscated in the cloud [31] and multi-party security (zero knowledge) techniques 
can be used [32]. 
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In our approach, the machine-readable policies would include preferences or condi-
tions about how PII should be treated (for example, that it is only to be used for par-
ticular purposes, by certain people or that the user must be contacted before it is 
used). When PII is processed, this is done in such a way as to adhere to these con-
straints. Existing policy specification, modelling and verification tools that can be 
used as a basis for this representation include EPAL [33], OASIS XACML [34], W3C 
P3P [35] and Ponder [36]. Policies can be associated with data with various degrees 
of binding and enforcement. Trusted computing and cryptography can be used to stick 
policies to data and ensure that that receivers act according to associated policies and 
constraints, by interacting with trusted third parties [37, 38]. Strong enforcement 
mechanisms include Digital Rights Management (DRM) techniques [39] and enforce-
able ‘sticky’ electronic privacy policies [37, 40]. 

Accountability and good privacy design go together, in that privacy protecting con-
trols should be build into different aspects of the business process. This should be a 
reflexive process in that it is underpinned by a non-static compliance mechanism that is 
an ongoing process of privacy review throughout the contractual chain. There will be 
developmental, contractual and technical processes in play that encourage an organisa-
tion’s cloud contractors to review and improve their privacy standards on an ongoing 
basis – this discourages ‘cheating’ by contractors, rewards effective privacy protec-
tions, and prioritises the prevention of disproportionate (in context) privacy harms over 
inconsequential, (in context) privacy harms. This contrasts with the application of 
privacy protection in a ‘box-ticking fashion’, where checking ‘our  contractor is ‘ade-
quate’ according to this set of static criteria’ is likely to either waste resources on low 
risk privacy harms or fail to identify developing high risk privacy harms. Audit infor-
mation can be produced, e.g. by logging, usage of third parties and tracking [41]. In 
particular, sticky policy techniques can be used to ensure an audit trail of notification 
and disclosure of data to third parties [37]. Third party certifiers or auditors can peri-
odically verify data protection controls, and also underpin a range of new accountabil-
ity-related services that offer a cloud computing infrastructure assurances as to the 
degree of privacy offered (e.g. analogous to privacy seal provision for web services 
[42] and mechanisms for privacy assurance on the service provider side [43]). 

It is necessary to utilize security techniques within the cloud to protect PII from 
unauthorised access or modification, and to protect backup, protect and manage mul-
tiple data copies and delete PII. To limit who has access to personal information 
within an organisation, privacy-aware access control [44] deployed within that or-
ganization can make decisions and enforce access control policies, intercepting que-
ries to data repositories and returning sanitized views (if any) on requested data.  

Policy enforcement within the cloud is a difficult issue – and a combined technical 
and procedural approach to this is preferable. The strongest binding between these 
would be if the wording in the contracts can be translated into machine-readable poli-
cies that are bound to data, and then enforced within the cloud. However, this binding 
cannot be an exact one from laws to human-readable policies to machine-readable 
policies, due to interpretation of the law, and furthermore only a restricted part of this 
translation process can be easily automated. Translation of legislation/regulation to 
machine readable policies has proven very difficult, although there are several exam-
ples of how translations of principles into machine readable/actionable policies can be 
done, e.g. Privacy Incorporated Software Agent (PISA) project [45] (deriving and 
modelling privacy principles from [27]); Sparcle project [46], (transforming natural 
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based policies into XML code that can be utilized by enforcement engines); REALM 
project [47] (translating high level policy and compliance constraints into machine 
readable formats); Breaux and Antón [48] (extracting privacy rules and regulations 
from natural language text); OASIS LegalXML [49] (creating and managing contract 
documents and terms). 

Our approach is to add a technical descriptor at the bottom of a contract that de-
scribes what a cloud SP should do. For example, there could be a policy text in words 
that forms part of the contract, then a legal XML expression corresponding to this also 
within the contract [46]. Also, there could be a mapping from legal XML expression 
to a policy associated with data covered by the contract, and this policy might be 
expressed in a language like XACML [34]. However, there are currently gaps be-
tween these layers, so further work is needed to allow and provide an automatic trans-
lation. In addition, the mapping needs to be agreed, perhaps involving a third party to 
pre-define clauses and their meanings. A similar approach could be taken to that pro-
posed for assurance control policies [43], to avoid having to use a fine-grained onto-
logical approach. In general, there is a tension between flexibility of expression and 
ease of understanding of such policies. There is a role for standardization as these 
technical policies need to be understood by multiple parties so that they can be dealt 
with and enforced by policy decision points and policy enforcement points within the 
cloud infrastructure. Current technical policies of this type are access control policies, 
obligations and security policies. More work needs to be done in defining these, and 
we are working on this within the Encore project [50]. 

As an extension of this approach, there can be a role for infomediaries, e.g. as a 
Trust Authority [37], to check policies apply before allowing the decryption of data, 
and to play a role in auditing at this point. They could help check the situation before 
authorising access to personal information, e.g. via IBE [37], or else using secret 
sharing techniques where the decryption key is broken down and shared between 
multiple parties, a certain number of whom need to agree in order to be able to build 
up the decryption key, in a process that exploits Shamir’s key sharing algorithm 
(analogous to the approach used in [51]). Potentially, privacy infomediaries [52] 
could be used in other ways that help provide accountability, e.g. by acting as insur-
ance brokers and paying claims in case of privacy breaches. Who plays the role of 
privacy infomediary could vary according to the context; it could be a trusted identity 
provider for a federated set of services, a web proxy at an enterprise boundary, or a 
consumer organisation.  

Mechanisms for checking compliance will be a mixture of procedural and techni-
cal, involving both auditing and regulatory aspects. There is also a role for risk and 
trust assessment (including reputation management) [53] before issuing contracts, to 
help satisfy regulators that best practice is being carried out, and in measuring metrics 
specified within SLAs. Decision support tools might be useful for lawyers represent-
ing the cloud providers, and to determine appropriate actions that should be allowed 
and to assess risk before PII is passed on (this could be part of a Privacy Impact As-
sessment [54]). In addition automated access control decision-making could incorpo-
rate privacy policy checking.   

If trusted infrastructure [38,,55] were available within the cloud, it could help: en-
sure that the infrastructural building blocks of the cloud are secure, trustworthy and 
compliant with security best practice; determine and provide assurance regarding  
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location [56]; provide a basis for enhanced auditing of platforms [38, 55]. Furthermore, 
trusted virtual machines [57] can support strong enforcement of integrity and security 
policy controls over a virtual entity; for different groups of cloud services, there could 
be different personae and virtualized environments on each end user device.  

4   Analysis of Our Approach 

We believe accountability is a useful basis for enhancing privacy in many cloud com-
puting scenarios. Corporate management can quickly comprehend its links with the 
recognized concept of, and mechanisms for achieving, corporate responsibility. An 
effective approach will require a combination of procedural and technical measures to 
be used and co-designed. In essence, this would use measures to link organisational 
obligations to machine readable policies, and mechanisms to ensure that these policies 
are adhered to by the parties that use, store or share that data, irrespective of the juris-
diction in which the information is processed (ideally, with a technical basis for en-
forcement backing up contractual assurances that incorporate privacy). Companies 
providing cloud computing services would give a suitable level of contractual assur-
ances, to the organisation that wishes to be accountable, that they are can meet the 
policies (i.e. obligations) that it has set, particularly PII protection requirements. Tech-
nology can provide a stronger level of evidence of compliance, and audit capabilities. 

While our approach can provide a practical way forward, it has limitations. First, 
while contracts provide a solution for an initial SP to enforce its policies along the 
chain, risks that cannot be addressed contractually will remain. For example, data 
generally has to be unencrypted at the point of processing, creating a security risk and 
vulnerability due to the cloud’s attractiveness to cybercriminals. Secondly, only large 
corporate users are likely to have the legal resources to replace generic SLAs with 
customized contracts.  Finally, adding requirements to the vendor chain will increase 
the cost of the service. Use of contracts will be most effective for more sensitive or 
more highly regulated data that merits additional and more costly protection. We 
believe that this approach should be scalable. 

Accountability is not a substitute for data protection laws, nor would our approach 
render other approaches for privacy enhancement unnecessary; rather, it is a practical 
mechanism for helping reduce end user privacy risk and enhance end user control.  

5   Conclusions 

The current regulatory structure places too much emphasis on recovering if things  
go wrong, and not enough on trying to get organizations to ‘do the right thing’ for 
privacy in the first place. Provision of a hybrid accountability mechanism via a  
combination of legal, regulatory and technical means leveraging both public and pri-
vate forms of accountability could be a practical way of addressing this problem; it is 
a particularly appropriate mechanism for dealing with some of the privacy issues that 
arise and are combined within cloud computing. Specifically, we advocate a co-
regulation strategy based on a corporate responsibility model that is underpinned 
primarily by contract, and which thus places the onus upon the data controller to take 
a more proactive approach to ensuring compliance, but at the same time works to 
encourage cloud service vendors and their subcontractors to compete in the service 
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provision arena, at least in part, on the basis of at least maintaining good, and ideally 
evolving better, privacy enhancing mechanisms and processes. Further work needs to 
be done to effectively realize this approach, and we are continuing research in this 
area within the Encore project [50]. 
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