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To the memory of Professor Ashley Morris 



Foreword 

We are facing an immense growth of digital data and information resources, both 
in terms of size, complexity, modalities and intrusiveness.  Almost every aspect of 
our existence is being digitally captured.  This is exemplified by the omnipresent 
existence of all kinds of data storage, far beyond those stored in traditional 
relational databases.  The spectrum of data being digitally stored runs from 
multimedia data repositories to your purchases in most stores.  Every tweet that 
you broadcast is captured for posterity.  Needless to say this situation posses new 
research opportunities, challenges and problems in the ways we store, manipulate, 
search, and - in general - make use of such data and information. 

Attempts to cope with these problems have been emerging all over the world 
with thousands of people devoted to developing tools and techniques to deal with 
this new area of research.  One of the prominent scholars and researchers in this 
field was the late Professor Ashley Morris who died suddenly and tragically at a 
young age.  Ashley's career begun in industry, where he specialized in databases.  
He then joined the internationally recognized team at Tulane University in New 
Orleans working on databases.  He was a doctoral student of Professor Fred Petry, 
one of the leading researchers in the field.  As a student, Ashley began an active 
research program.  He soon established himself as a well-known specialist in the 
areas of uncertainty in databases and GIS systems.  He was especially interested in 
aspects of decision analysis.  He received his Ph.D. in Computer Science from 
Tulane University and then joined the Department of Computer Sciences first at 
the University of Idaho in Moscow, Idaho, and then at DePaul University in 
Chicago, Illinois.  

It is somewhat uncomfortable to have to commemorate a person taken from us 
in the prime of his life.  In addition to being an excellent researcher and scholar, 
Ashley was also a warm and friendly human being.  On the occasions when I met 
him at various conferences, I always enjoyed speaking with him.  He was a large 
and happy presence.  His enthusiasm and hard work amplified in recent years as 
he published more and more significant papers.  He began attending conferences 
around the world.  Among his friends and colleagues, Ashley will certainly be 
remembered for many years to come, not only for his scientific accomplishments 
but also for his extraordinary human qualities.  He will also be remembered by 
people who did not directly know him via his publications and other professional 
accomplishments. 



VIII Foreword

The international database community should be grateful to Professors 
Kacprzyk, Petry and Yazici for their initiative in publishing this commemorative 
volume dedicated to the memory of Professor Ashley Morris.  The editors have 
succeeded in gathering many interesting papers by top people in the field.  These 
authors have paid a final tribute to Ashley in the best way they could, by writing a 
papers on a topic related to what Ashley enjoyed so much. 

New York, City, NY  
July 2009 Ronald R. Yager



Preface

This volume is dedicated to the memory of Professor Ashley Morris who passed 
away some two years ago. Ashley was a close friend of all of us, the editors of this 
volume, and was also a Ph.D. student of one of us. We all had a chance to not only 
fully appreciate, and be inspired by his contributions, which have had a 
considerable impact on the entire research community. Due to our personal 
relations with Ashley, we also had an opportunity to get familiar with his deep 
thinking about the areas of his expertise and interests. Ashley has been involved 
since the very beginning of his professional career in database research and 
practice. Notably, he introduced first some novel solution in database management 
systems that could handle imprecise and uncertain data, and flexible queries based 
on imprecisely specified user interests. He proposed to use for that purpose fuzzy 
logic as an effective and efficient tool. Later the interests of Ashley moved to 
ways of how to represent and manipulate more complicated databases involving 
spatial or temporal objects. In this research he discovered and pursued the power 
of Geographic Information Systems (GISs).  

These two main lines of Ashley’s research interests and contributions are 
reflected in the composition of this volume. Basically, we collected some 
significant papers by well known researchers and scholars on the above mentioned 
topics. The particular contributions will now be briefly summarized to help the 
reader get a view of the topics covered and the contents of the particular 
contributions. 

Part I, “Decision Support, OLAP, Data Fusion and GIS”, contains contributions 
that are related to the areas that are the main subject of this volume, and in which 
various representations and ways of processing of uncertain, imprecise, 
incomplete, and imperfect information and knowledge play and considerable role. 

Ashley Morris, Piotr Jankowski, Brian S. Bourgeois and Frederick E. Petry 
(“Decision Support Classification of Geospatial and Regular Objects Using Rough 
and Fuzzy Sets”) explore how to use some tools and techniques based on fuzzy 
sets and rough sets to better classify and categorize both regular and geospatial 
objects which are characterized by uncertain, fuzzy, or indeterminate boundaries. 



X  Preface

Guy De Tré, Jozo Dujmovi  and Nico Van de Weghe (“Supporting spatial 
decision making by means of suitability maps”) show how the method of Logic 
Scoring of Preference (LSP) helps overcome the inadequacies of the traditional 
Boolean logic based methods used in Spatial Decision Support Systems (SDSS) 
that are to be used for supporting the solution of semi-structured spatial decision 
making problems. The authors propose the use of  LSP to produce so-called 
dynamic, geographic suitability maps (S-maps) which provide specialised 
information on the suitability degree of selected geographic regions for a specific 
purpose. The approach is based on soft computing and many-valued logics. 

Vincent B. Robinson (“Exploring the Sensitivity of Fuzzy Decision Models to 
Landscape Information Inputs in a Spatially Explicit Individual-Based Ecological 
Model”) deals with how to incorporate fuzzy logic into spatially explicit, 
individual-based ecological models of dispersal, extending previous works by the 
author. A prototypical model of small mammal dispersal behavior is used to 
demonstrate how the fuzzy control of dispersal agents could be implemented, and 
how the Extensible Component Objects for Constructing Observable Simulation 
Models (ECO-COSM) system could be loosely coupled with geographic 
information system (GIS) database for spatially explicit ecological simulation 
modeling of individual behavior. From a geocomputational management 
perspective, an animal agent must be able to query the state of relevant GIS layers 
within its local perceptual range and use that information to make decisions 
regarding its movement behavior. This is handled by the Probe mechanism. By 
obtaining Probes from relevant Probeable landscape layers, an agent can acquire a 
perceptual inventory of its world. A fuzzy formulation of the dispersal model is 
used to implement four different fuzzy decision models, and a preliminary 
analysis of the sensitivity of results to variations in selected parameters of the 
fuzzy model is given. 

Anne Laurent (“Fuzzy Multidimensional Databases”) proposes to enhance the 
multidimensional data model to handle fuzziness by extending her original 
conceptual approach, notably applied in the context of data mining. The novel 
model proposed provides the way to apply OLAP (On-Line Analytical 
Processing) methods on fuzzy multidimensional databases, leading to Fuzzy-
OLAP Mining. 

Panagiotis Chountas, Ermir Rogova and Krassimir T. Atanassov (“Expressing 
Hierarchical Preferences in OLAP Queries”) propose how to introduce the concept 
of hierarchical preferences into the  OLAP query answering requirements for a 
knowledge based treatment of user requests. The authors introduce an automatic 
analysis of queries according to concepts defined as part of knowledge based 
hierarchy to guide the query answering as part of a data-warehouse environment. 
As a formal tool, hierarchical intuitionistic fuzzy sets, H-IFS, are used and an ad-
hoc utility build on top of current OLAP tools like Oracle10g is proposed that 
allows to enhance the query capabilities of by providing better and knowledgeable 
answers to user’s requests.  

Gloria Bordogna, Marco Pagani and Gabriella Pasi (“Imperfect Multisource 
Spatial data Fusion based on a Local Consensual Dynamics”) consider strategies 
for multisource spatial data fusion which have generally to cope with distinct 
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kinds of uncertainty, related to both the trust of the information source, the 
imperfection of spatial data, and the vagueness of the fusion strategy itself. The 
authors propose a parametric fusion method modeling consensual dynamics. 
Several fusion strategies are discussed ranging from a risk-taking to a risk-adverse 
attitude. The fusion is quantifier driven, reflecting the concept of a fuzzy majority, 
and is implemented via a novel generalized OWA operator with importance. The 
obtained fused map is determined in each location by a distinct majority of the 
sources that are locally in agreement. 

Part II, “Database Querying, Spatial and Temporal Databases”, is concerned with 
various approaches to the extensions of traditional databases, notably to spatial 
and temporal ones, and to new developments in more human consistent, and 
effective and efficient flexible querying tools and techniques, in particular based 
on fuzzy logic. 

Aziz Sözer, Adnan Yazıcı, Halit Oguztüzün and Fred E. Petry (“Querying 
Fuzzy Spatiotemporal Databases: Implementation Issues”) discuss  the modeling 
and querying of spatiotemporal data, in particular fuzzy and complex spatial 
objects representing geographic entities and relations. These are very important 
topics that are crucial for many applications in geographic information systems. 
As a follow up to their recent article, the authors focus on the issues that arise 
from implementing this approach. To be more specific, a case study of the 
implementation of a meteorological database is considered that combines an 
object-oriented database with a knowledge base. 

Sławomir Zadro ny and Janusz Kacprzyk (”Bipolar queries: a way to deal with 
mandatory and optional conditions in database querying”) discuss an approach to 
bipolar queries starting with the original idea of Lacroix and Lavency. The authors 
point out two main lines of research: the one focusing on a formal representation 
within some well established theories and the analysis of a meaningful 
combinations of multiple conditions, and the one concerned mainly with the study 
of how to aggregate mandatory (negative, or required) and optional (positive, or 
desired) conditions. Emphasis is on the second line of reasoning and some 
relations with other approaches are shown, notably with Chomicki’s queries with 
preferences, and Yager’s works in multicriteria decision making. The authors 
propose a fuzzy counterpart of a new relational algebra operator winnow and show 
how a bipolar query can be represented via the select and winnow operators. 

Patrick Bosc and Olivier Pivert (“On Some Uses of a Stratified Divisor in an 
Ordinal Framework”) discuss how to take into account preferences in division like 
database queries. Ordinal preferences are employed which are not too demanding 
for a casual user. Moreover, the type of query considered is inspired by the 
division operator and some of its variations where preferences apply only to the 
divisor. The division aims at retrieving the elements associated with a specified set 
of values and in a similar spirit, while the anti-division looks for elements which 
are associated with none of the values of a given set. Queries mixing those two 
aspects are discussed. Some formal properties are analyzed. The implementation 
of such queries using a regular database management system is considered. 



XII  Preface

Gregory Vert and S.S. Iyengar (“Integration of Fuzzy ERD Modeling to the 
Management of Global Contextual Data”) discuss the idiosyncrasies of managing 
the new paradigm of global contextual data, sets of context data and super sets of 
context data, and introduce some of the basic ideas behind contexts, extending 
their previous works. The authors then develop a model for the management of 
aggregated sets of contextual data and propose methods for dealing with the 
selection and retrieval of context data that is inherently ambiguous about what to 
retrieve for a given query.  Because contexts are characterized by four dimensions: 
time, space, impact and similarity, they are inherently complicated to deal with. 
An original model for spatial-temporal management is presented and then 
analyzed.  

Mohamed Ali Ben Hassine, José Galindo and Habib Ounelli (“Repercussions 
of Fuzzy Databases Migration on Programs”) consider the problem of a smooth 
migration towards the fuzzy database technology that makes it possible to deal 
with uncertain or incomplete information showing also the efficiency of 
processing fuzzy queries, focusing on the impact on programs. Clearly, the 
integration of the fuzzy databases advantages (flexible querying, handling 
imprecise data, fuzzy data mining, ..) should minimize the transformation costs. 
However, the migration of applications or databases in corporate applications 
arises from changes in business demands or technology challenges, and should 
improve operational efficiency or manage risk, data migration outage, and 
performance. 

We wish to thank all the contributors for their excellent works that are both related 
to Ashley’s research interests and his main original contributions to the field. We 
also wish to thank Professor Ronald R. Yager, who has known Ashley for years 
and has a deep knowledge on the areas covered, for having written the foreword to 
this volume. We think that a volume like this, containing great contributions by 
well known people, will be the best tribute to Ashley, a person so much devoted to 
study and research. We hope that this piece of work can also be a token of 
appreciation of the entire research community for his long time work and 
devotion. 

August 2009 Janusz Kacprzyk  
Frederick E. Petry 

Adnan Yazici  
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Decision Support Classification of Geospatial and 
Regular Objects Using Rough and Fuzzy Sets 

Ashley Morris, Piotr Jankowski, Brian S. Bourgeois, and Frederick E. Petry 

1Abstract. In Geospatial Databases, there is often the need to store and manipulate 
objects with uncertain, fuzzy, or indeterminate boundaries. Both fuzzy sets and 
rough sets have been used with success in this undertaking. In this paper we ex-
plore how we can use both of these techniques to better classify and categorize 
both regular objects and geospatial objects. 

Keywords: fuzzy sets, rough sets, spatial databases, geospatial databases, uncer-
tainty, OWA. 

Introduction 

Fuzzy set theory has been used frequently in helping geospatial analysts classify 
objects [1].  These analysts and decision makers often encounter remotely sensed 
data from satellites, aerial photography, or hyperspectral sensors. With this data, 
they typically must classify the ground cover into one of several pre-defined cate-
gories. Many times, there is no clear demarcation line where one category would 
begin and another would end. 

For example, the classic question asked about uncertain boundaries in spatial 
databases is “where does a forest begin?”  Exactly what is the tree density where 
something can be considered forest?  80 trees per acre are definitely a forest, but 
what about 20?  Also, what if the 20 trees are old growth forest, so it is likely they 
are much larger in diameter than typical trees? 

Frequently, traditional Geospatial Information System (GIS) software forces 
the GIS analyst to make a crisp boundary between categories like grassland and 
forest. Fuzzy set theory has allowed advanced GIS to create a gradient ecotone be-
tween these crisp categorizations. 

Rough set theory is often generalized as the “egg yolk” approach, where the 
core (yolk) has complete membership in the target set, and the “white” symbolizes 
all areas of partial membership. [2] 
                                                           
Ashley Morris 
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By using the best attributes of both of these techniques, we believe that we can 
better categorize geospatial areas than is typically done today. 

Similarity-Based Fuzzy Relational Databases 

The similarity-based fuzzy model of a relational database, proposed first in [3], is 
actually a formal generalization of the ordinary relational database model. The 
model, based on the max-min composition of a similarity relation utilized as the 
extension of the classical identity relation coming from the theory of crisp sets [4].  

The most distinctive qualities of the fuzzy relational database are: (1) allowing 
non-atomic domain values, when characterizing particular attributes of a single 
entity and (2) generation of equivalence classes (affecting such basic properties of 
relational database as the removal of redundant tuples) with the support of similar-
ity relation [5] applied in the place of traditional identity relation. 

An attribute value is allowed to be a subset of the whole base set of attribute 
values describing a particular domain. Any member of the power set of accepted 
domain values can be inserted as an attribute descriptor except the null set. For an 

attribute Dj when |Dj|=n, then the power set has n2 values and we will denote this 

as jD2 for each domain. 
A fuzzy database relation, R is a subset of the cross product of all power sets of 

its constituent attributes 1 2 mD D D2 ×2 ×…×2  
1 2 mD D DR 2 ×2 ×…×2⊆  

An arbitrary fuzzy tuple ti is any member of R and has the form 

i i1 i2 imt =(d ,d ,…,d ) where 
ij jd D⊆ . 

The identity relation, defining the notion of redundancy in the ordinary data-
base, is substituted in the fuzzy relational database with an explicitly declared 
similarity relation of which the identity relation is actually a special case. 

A similarity relation, S(x, y), denoted also as xSy, for given domain Dj is a 
mapping of every pair of values in the particular domain onto the unit interval [0, 
1], which reflects the level of similarity between them. A similarity relation is re-
flexive and symmetric as a traditional identity relation. However, a special form of 
transitivity is used: 

jx,y,z D∀ ∈  S(x, z) ≥ Max{Min [S(x, y), S(y, z)]} 

Each of the attributes in the fuzzy database has its own similarity table, which 
includes the levels of similarity between all values appropriate for the particular 
attribute. 

Rough Sets Background 

Rough Set (RS) theory was introduced by Pawlak [6,7] as a mathematical tool for 
the analysis of inconsistent or ambiguous description of objects. The rough set phi-
losophy is based on the assumption that every object in the universe U is associated 
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with certain amount of information (data, knowledge). This information can be ex-
pressed by means of attributes describing the object. Objects, which have the same 
description are said to be indiscernible with respect to the available attributes. 

The indiscernibility relation constitutes the mathematical basis of rough set the-
ory. It induces a partition of the object domain into blocks of indiscernible objects, 
called elementary sets, which can be used to build knowledge about real or abstract 
worlds. Any subset X of the universe U may be expressed in terms of blocks either 
precisely or approximately. In the latter case, the subset X may be characterized by 
two ordinary sets, called the lower and upper approximations. A rough set is defined 
by means of these two approximations, which coincide in the case of an ordinary set.  

The lower approximation of X is composed of all the elementary sets whose 
elements certainly belong to X, while the upper approximation of X consists of all 
the elementary sets whose elements may belong to X. The difference between the 
upper and lower approximation constitutes the boundary region of the rough set, 
whose elements cannot be characterized with certainty as belonging or not to X us-
ing the available information. The information about objects from the boundary 
region is, therefore, inconsistent or ambiguous. 

In the domain of spatial data handling Schneider [8] and Worboys [9] used the 
RS theory to account for imprecision resulting from spatial or semantic data reso-
lution. The work by Ahlqvist et al. [10] presented RS theory-based measures of 
uncertainty for spatial data classification.  

In this paper we adopt the rough set theory for a problem of multiple criteria 
classification where class membership is induced by both the spatial relationship 
of containment and attribute relationship of indiscernibility.  

Fuzzy Categorization 

Assume we have a database of information about a specific  application for which 
we are interested in developing a decision support system.  Because of the nature 
of the data represented we utilize a fuzzy database approach based on the use of 
similarity relationship for the data domains of the N database attributes: A1, A2, 
A3, … AN which we will denote as a, b, c, …, p for notational simplicity in the fol-
lowing. If the data that is driving the system comes from a number of sources, 
then it possible that the same data will occur in these sources and so we will allow 
for the purposes of this application redundant (duplicate) tuples in the database. 

Now to use this data it will be necessary to have the data entries (tuples) classified 
into the categories,C1, C2,…, Cr  used in the decision support system. We will assume 
we have some access to human expertise and some small subset of the data has  
been classified by the expert for each of the respective categories. We will now ad-
dress how to utilize these examples to drive the classification of the remaining data. 

For each category Ci we have a corresponding set of tuples that have been clas-
sified as belonging to that category: 

Ci * = { t1
i, t2

i,.. tm
i } 

where the tuple tj
i will be written as  

tj
i = ( aj

i, bj
i, …pj

i ) 
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In order to classify any remaining database tuple, tk , we will proceed by con-
sidering the degree of matching of tk with the tuples for each category allowing us 
to then decide into which category  to classify the tuple. 

Let us illustrate this in the case of a crisp database. Consider a category C for 
which the expert has classified 3 tuples: 

 { t1 = ( am, bk, cm, dk), t2= ( ak, bk, ck, dk), t3 = ( ak, bm, cm, dm)} 

The tuple to be classified is  

tk= ( ak, bk, ck, dk) 

By simple equality or inequality of the crisp data values we obtain a match count M 

M(tk, t1) = 2, M(tk, t2) = 4, M(tk, t3) = 1 

Normalizing by the number of elements in the tuple we have  

M’ (tk, t1) = 1/2, M’ (tk, t2) = 1, M’ (tk, t3) = 3/4 

Since the tuple tk here is an exact match to t2, it would have clearly been classified 
by the expert as belonging to the category C.  So in general we can use the maxi-
mum of the matching scores to represent the degree to which a tuple belongs to a 
particular category. 

Now for our fuzzy database we must consider not the equality but the similarity 
of the attribute values in the tuples being matched. This will produce a similarity 
matching count Msim.  For example considering Msim(tk, t1), if S(ak, am) =  0.80 and 
S(ck, cm) =  0.65  then we have these values instead of a zero for non-exactly 
matching attribute values. We can use a simple averaging of the similarity values 
to obtain a final similarity matching score.  So  

M’sim(tk, t1) = (2+ 0.80 +  0.65)/ 4 = 3.45/4 = 0.86 

We will now use this to approach our classification problem as one in which we 
are attempting to determine the membership degree μ of an unclassified tuple t in 
a particular category C.  As discussed we can use the maximum of the similarity 
matches to all of the tuples that were classified by the expert as belonging to the 
category, that is, chose the closest match.  Obviously if there is an exact similarity 
match, μ= 1 then the tuple t must be classified as belonging to the category C. 

In general then for category Ci  containing m tuples and considering  tuple tk 

m

Ci  = 1
μ (t ) = Maxk l

[ ( S (ak, aj
l) + S (bk, bj

l) + …. S (pk, pj
l) )] / N 

So if the maximum membership μ is for a category Cq,  then we will classify tk as 
belonging to Cq .  

If we are only interested in crisp categories then we have a final answer. How-
ever for other applications it may be important to explicitly use the exact degree of 
membership as developed. This approach could also be combined with a relaxa-
tion of the classifications provided by experts permitting them to provide a degree 
of membership with each tuple they classify for each category.  This may allow a 
more realistic characterization of the categories. 
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Rough Spatial Categorization 

Consider a geographic space comprised of a set of points and a set of polygons 
such that each polygon contains a subset of points. Each point can be character-
ized by some attributes and each attribute has a defined value domain. Subsets of 
points indiscernible in terms of attribute values correspond to elementary sets in 
the sense of rough set theory.   

We can partition the geographic space into polygons such that polygons charac-
terized by the same property constitute a class.  As an example consider a wildlife 
preserve partitioned into habitat areas based on the richness of species. Habitats 
characterized by the same richness of species constitute a class. Assume a survey 
of wildlife in the preserve revealed a distribution of species along with their at-
tribute characteristics. We are then interested in learning whether the elementary 
sets of surveyed species describe the habitat classes precisely or approximately. 
Note that even though the description of habitat classes by surveyed species is 
based on attributes, it is facilitated by the containment relationship resulting from 
point-in-polygon intersection. The lower approximation of a habitat class is com-
posed of all elementary sets that are fully contained in the class, while the upper 
approximation consists of all elementary sets, which are partially contained in the 
class. The partial containment means that only some members of the elementary 
set are contained in a given polygon class while other representatives are con-
tained in other polygon classes.  

Information about point-in-polygon pattern can be stored in a point attribute ta-
ble called here the classification table where one column represents a polygon 
class and the rest of columns represent point attributes.  

More formally, information about point-in-polygon pattern can be represented 
by a pair A = (U, A), where U is a non-empty finite set of points obtained from 
point-in-polygon intersection, and A = {a1, . . ., an) is a non-empty finite set of at-
tributes, i.e.,  ai : U → Va for a œ A, where Va is called value set of the attribute ai. 
In the classification table the attributes that belong to A are called conditional at-
tributes or conditions and are assumed to be finite. The classification table is then 
a pair A = (U, A » {c}), where c represents a distinguished attribute called a class. 
The i-th class is a set of objects Ci = {o œ U: c(o) = ci}, where ci is the i-th class 

value taken from class value set Vc = { ci, . . ., 
cVc  }.    

This is almost identical to the fuzzy classification technique described above, 
however, here we are simply using the fuzzy equivalent of two alpha cut sets.   

We can extend this technique through the establishment of a dominance rela-
tion based on preferences. In the classical rough set theory the data about objects 
belonging to a set U can either be quantitative or qualitative.  The classical rough 
set approach is not able, however, to deal with preference-ordered attribute do-
mains and preference-ordered classes. We can examine situations where domains 
of some attributes have an established preference order. Referring to the wildlife 
example, habitats can be ordered from poor, through satisfactory, to good, and 
species can be described by preference-ordered attributes such as abundance and 
fitness. 
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One technique typically used for achieving a similar, even automatic weighting 
technique is Ordered Weighted Averaging (OWA), described in [11].  This can 
help set up dominance relations, to achieve more even accurate classifications. 
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Supporting Spatial Decision Making by Means
of Suitability Maps

Guy De Tré, Jozo Dujmović, and Nico Van de Weghe

Abstract. Spatial Decision Support Systems (SDSS) are interactive, computer-
based systems, designed to support decision makers in achieving a higher effective-
ness of decision making while solving a semi-structured spatial decision problem.
Current spatial decision support techniques are predominantly based on boolean
logic, which makes their expressive power inadequate. In this chapter it is presented
how the Logic Scoring of Preference (LSP) method, helps to overcome the inad-
equacies present in traditional approaches. LSP is well suited to produce so-called
dynamic, geographic suitability maps (S-maps), which provide specialised informa-
tion on the suitability degree of selected geographic regions for a specific purpose.
The presented approach is based on soft computing and many-valued logic.

1 Introduction

Advances in geographical information systems (GIS) have created very efficient
techniques to collect, integrate and manage large amounts of geographical data in
different forms and scales. Among the various GIS application fields one can con-
sider the following three main categories [18]:

• Socio-economic applications like, e.g., urban or regional planning, planning for
industrial development, agricultural land use, housing, education, recreation,
land registry, archaeology, natural resources, etc.
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• Environmental applications like, e.g., forestry, fire and epidemic control, flood,
earthquake, hurricane and tsunami prediction, pollution control, etc.

• Management applications like, e.g., organization of pipeline networks and other
services such as electricity and telecommunications, real-time vehicle navigation,
planning of public services like health care, fire protection and security, etc.

In general GIS offer appropriate techniques for data management, information
extraction, routine manipulation and visualisation, but they lack necessary analytical
capabilities to efficiently support management and decision-making processes [10,
16]. For such purposes, a spatial decision support systems (SDSS) is used. A SDSS
is generally defined as ‘an interactive, computer-based system designed to support a
user or group of users in achieving a higher effectiveness of decision making while
solving a semi-structured spatial problem’ [25]. As such, SDSSs have to provide
insight into judgements of trade offs between various decision options. Because of
the critical importance of visualisation, a SDSS is usually integrated with a GIS.

An important research area in SDSSs is that of spatial multiple criteria deci-
sion making (SMCDM) [19], also known as spatial multi-criteria evaluation [15].
The basic idea behind SMCDM is to evaluate multiple geographic choice alterna-
tives using multiple decision criteria. Traditional SMCDM approaches are based on
boolean logic (see, e.g., [14, 4, 9, 12, 17, 26, 29, 15]).

Ashley Morris was among the first to recognise that such traditional SMCDM
approaches suffer from an inappropriate logical foundation, and an inadequate level
of intelligence [20, 22]. The decision weighting techniques assign weights to the
criteria somewhat arbitrarily and the criteria are strictly boolean. As a solution, he
proposed to introduce more flexibility by using fuzzy logic and fuzzy set theory [30].
More specifically, he proposed analysis techniques that allow continuous or fuzzy
functions to be assigned fuzzy values. Ashley Morris also recognised the importance
and need for dynamically generated maps, which are able to instantly reflect the
impact of a range of different parameter values and options on the decision making
process.

The work presented in this chapter is motivated by the same observations: There
is a need for advanced SMCDM techniques that are based on fuzzy logic and support
the construction of specialised dynamically generated maps, which offer decision
makers information about the overall suitability of a specific area for a selected type
of use. Typical examples of such use are

• construction of industrial objects, homes, hospitals, schools, railway stations, air-
ports, entertainment and sport centres;

• land use planning and management of natural resources;
• forestry, fire and epidemic control, disaster prediction, pollution control;
• navigation support for vehicles, boats, planes and spacecrafts.

In all cases decision makers are interested to evaluate and compare locations or
regions from the standpoint of their suitability.

Fuzzy logic has been successfully applied in spatial data analysis and multicri-
teria evaluation. Consider, e.g., [3, 20, 15, 24, 21, 27, 23, 1, 2, 28]. In this chapter



Supporting Spatial Decision Making by Means of Suitability Maps 11

we present a novel SMCDM technique. The presented work is an extension of what
we presented in [8]. Central in the novel SMCDM technique is the concept of a
suitability map (S-map). An S-map is defined as a spatial distribution of the over-
all degree of suitability for a specific use [8]. The overall degrees of suitability
are computed by the soft computing Logic Scoring of Preference (LSP) method
which allows to adequately reflect the flexible suitability criteria and knowledge
of the decision makers. In fact, in a general case the degree of suitability depends
on a variety of logic conditions that decision makers specify using reasoning tech-
niques that are typical for soft computing. Each overall degree of suitability is rep-
resented by a real number of the unit interval [0,1], where the value 0 denotes
an unsuitable location and the value 1 (or 100%) denotes the maximum level of
suitability.

The overall suitability of a specific area for a selected type of use typically
depends on a (finite) number of attributes, which are obtained or derived from
traditional geographic maps that are managed by a GIS. Such maps represent the
distribution of selected geometric objects (borderlines, cities, roads, railroads, air-
ports, rivers, forests, etc.) in the two-dimensional space and other information that
may be of interest for complex planning and decision making. Attributes may char-
acterise physical characteristics of terrain (slope, altitude, material, distance from
major roads, distance from green areas, distance from lakes, etc.), available infras-
tructure (supply of water, supply of electrical energy, sewage system, telecommuni-
cations, transport systems, etc.), urban characteristics (distance from major schools,
shopping areas, entertainment, sport facilities, hospitals, the density of population,
etc.), legal status (private property, governmental property, areas reserved for special
activities), economic development (local industries, businesses, employment abili-
ties), pollution (air, water, noise), etc.

For each relevant attribute, an adequate criterion is constructed by using soft com-
puting techniques. The use of soft computing techniques guarantees the efficient
representation and handling of the decision maker’s domain knowledge about the
criterion under consideration. Next, the criteria are evaluated for each geographic
choice alternative. As such, a set of elementary suitability degrees is obtained for
each alternative. These elementary suitability degrees are then aggregated using
a flexible soft computing aggregation technique which is based on the use of the
generalized conjunction/disjunction function [6, 7]. This technique guarantees the
efficient representation and handling of the decision maker’s domain knowledge.
As such the relative importance of criteria and combination of criteria evaluations,
which are necessary to determine the overall suitability degree of each cell or area
under consideration, are modelled in a human consistent way.

Initial experiments have shown that the presented approach allows for a dynamic
generation of suitability maps. This provides decision makes with flexible tools to
analyse the impact of changes of parameter settings in ‘realtime’, hereby accurately
reflecting their domain knowledge and experience in an ‘intelligent’ way. Such a
process would otherwise take a lot of resources and is even almost impossible in case
of manual data processing. This also illustrates that there is a clear need for SDSSs to
provide, in a semantically rich way, the information necessary for advanced public
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and professional decision making related to urban planning, industrial development,
corporate planning, etc. In particular, there is a need for soft computing suitability
maps that show suitability indicators based on flexible suitability criteria that include
sophisticated logic conditions.

The remainder of the chapter is organised as follows. In the next Section 2 the
concept of an S-map is described. In Section 3 it is presented how S-maps are con-
structed. Subsequently, the creation of the attribute tree, the definition of elementary
criteria, the creation of the aggregation structure and the computation of the overall
suitability degree are dealt with. An illustrative example on terrain suitability for
home construction is presented in Section 4. Next, GIS integration and some imple-
mentation issues are discussed in Section 5. Finally, in Section 6, a summary of the
work and some general observations are presented.

2 Description of Suitability Maps

To reflect the overall suitability of a specific area for a selected type of use, the
concept of an S-map is introduced. Underlying to an S-map is a field-based, raster
model aimed to represent overall suitability degrees that are associated with given
geographical locations. As illustrated in Figure 1, it is defined as a finite partition
of a subspace of the two-dimensional space. This subspace is determined by the
perpendicular horizontal X-axis and vertical Y -axis and covers the area under inves-
tigation. The elements of the partition are convex subsets, which are called cells and
are the smallest geographical units that can be considered in the raster. In this paper,
like in most geographical information systems, all cells are defined to have a square
shape of length l. The coordinates (x,y) of a cell denote the centre of the cell.

X

Y

Cell C(x,y)

Region R

0 x

y

X

Y

Cell C(x,y)

Region R

0 x

y

Fig. 1. Underlying raster model of S-maps.

This raster model is used to represent a spatial distribution of the overall degree
of suitability of some analysed cells for a specific use. This is illustrated in Figure 2.
Each overall degree of suitability is represented by a real number of the unit interval
[0,1] along a third Z-axis which is perpendicular to the (X ,Y ) space. Hereby, the
value 0 denotes an unsuitable location and the value 1 (or 100%) denotes the max-
imum level of suitability. Alternative representations are possible. For example, a
continuous grayscale can be used to represent the values of [0,1]. The value 0 then
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Fig. 2. An example of an S-map.

corresponds to the color white, while 1 corresponds to black. The closer the cell
color is to black, the better overall suited is the cell.

3 Design of Suitability Maps

The design of an S-map is done, in accordance to the LSP method [6, 7], in subse-
quent steps which are handled in the next subsections. The main steps are:

1. Creation of the attribute tree. This tree contains and structures all parameters that
affect the overall suitability. It is build by the decision maker. Attribute trees are
described in Subsection 3.1

2. Definition of elementary criteria. The decision maker has to provide an elemen-
tary criterion for each attribute involved in the decision process. These criteria
will be evaluated during S-map construction. For each analysed cell in the under-
lying raster model, the evaluation of each criterion will result in an elementary
satisfaction degree. The definition of the elementary criteria is dealt with in Sub-
section 3.2.

3. Creation of the aggregation structure. For each analysed cell, all associated
elementary satisfaction degrees must be aggregated. Therefore, the decision
maker has to create an aggregation structure, which adequately reflects his do-
main knowledge and reasoning. This creation process is described in
Subsection 3.3.

4. Computation of the overall suitability degree. Once the attribute tree, the elemen-
tary criteria and the aggregation structure are available, the S-map construction
can start. The elementary criteria can be evaluated and their resulting elementary
satisfaction degrees can be aggregated in order to compute the overall satisfaction
degree of each analysed cell. In case of regions, the overall satisfaction degree
of the region must be computed. If applicable, also financial, cost aspects will
be taken into account at this stage. The overall suitability degree is finally com-
puted taking into account that the overall satisfaction degree of a cell or region is
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preferred to be as high as possible whereas its related cost is preferred to be as
low as possible. This step is further explained in Subsection 3.4.

3.1 Creation of the Attribute Tree

Each analysed cell (x,y) of the raster is characterized by a number of cell attributes,
which are indicators that affect the ability of the cell to support some desired activity.
Examples of attributes that affect selection of locations for home construction are
physical characteristics of terrain (slope, orientation, altitude, distance from major
roads, etc.), available infrastructure (supply of water, supply of electrical energy,
sewage system, telecommunications, transport systems, etc.), urban characteris-
tics (distance from major schools, shopping areas, entertainment, sport facilities,
hospitals, the density of population, etc.), legal status (private property, govern-
mental property, areas reserved for special activities), economic development (lo-
cal industries, businesses, employment opportunities), pollution (air, water, noise,
odour), etc.

It’s the task of the decision maker to select an appropriate, non-redundant,
consistent array of n cell attributes (a1(x,y),a2(x,y), . . . ,an(x,y)), which are either
mandatory or desired requirements in the decision making process. Each attribute is
assumed to be a function of the coordinates (x,y). For simplicity this array will be
denoted by (a1,a2, . . . ,an).
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Fig. 3. An example of an attribute tree.

The selected attributes are organised in an attribute tree, in order to better reflect
the decision maker’s knowledge. As such criteria, can be subdivided in sub criteria.
The selected cell attributes are then represented in the leaf nodes of the tree. Each
sub criteria is labeled with a symbol ‘(m)’ or ‘(d)’ to denote whether the sub cri-
teria is mandatory or desired. An example of an attribute tree for terrain selection
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for home construction is given in Figure 3. As a shorthand notation, each node is
assigned a unique number code, which precedes the node name in the figure.

3.2 Definition of Elementary Criteria

For each selected cell attribute in (a1,a2, . . . ,an), an elementary attribute criterion
must be defined. This criterion should represent the requirements for the values of
the attribute with respect to the specific use of the decision support model under
construction. Soft computing techniques are used to adequately reflect the decision
maker’s expertise in this field.

More specifically, each elementary criterion is modelled by means of a fuzzy set
[30] that is defined over the set of valid values for the attribute, i.e., the domain of
the attribute. The membership function

μai : domai → [0,1]

of the criterion for attribute ai, i = 1,2, . . . ,n then specifies the level of satisfaction
of each potential value of the attribute. A membership grade μai(vi) = 0 denotes
that the value vi is fully unsatisfactory, a membership degree μai(vi) = 1 denotes
that the value vi is fully satisfactory, whereas each other value μai(vi) ∈]0,1[ de-
notes a partial satisfaction of vi. As such, membership grades are interpreted as
degrees of compatibility [5], i.e., a membership grade μai(vi) expresses to which
extent the domain value ai is compatible with the ‘prototype’-elements for ai that
are required/desired by the decision maker.

An example of elementary attribute criteria for the attributes of the attribute tree
of Figure 3 is shown in Figure 4. With these criteria it is for example specified
that the ideal distance from the home construction location to a regional highway is
considered to be from 100 to 200 meters. If the distance is greater than 2000 meters
or less than 25 meters this is considered unacceptable.

3.3 Creation of the Aggregation Structure

To compute the overall suitability degree of a given cell, all elementary attribute
criteria have to be evaluated using the actual attribute values of the cell. To evaluate
the criterion for attribute ai, i = 1,2, . . . ,n the membership grade μai(vi) of the actual
value vi of ai is determined. In case of piecewise linear membership functions, as in
Figure 4, criterion evaluation can be done straightforwardly by linear interpolation.

The value μai(vi) reflects the elementary degree of satisfaction of the cell, which
is obtained if only the criterion for attribute ai is considered. As such, the evaluation
of the n criteria for the attributes (a1,a2, . . . ,an) results in an array

(μa1(v1),μa2(v2), . . . ,μan(vn)) ∈ [0,1]n

of n elementary satisfaction degrees. Next, these n elementary satisfaction degrees
must be aggregated to generate an overall satisfaction degree of the cell.
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Fig. 4. An example of elementary attribute criteria.

Because fuzzy set theory is used in the criteria evaluation process, the aggregation
must be based on a continuous logical foundation (else information loss occurs).
Furthermore, it is very important that the aggregation reflects the decision maker’s
reasoning as accurate as possible. Therefore, a solution where the decision maker
interactively builds up the aggregation structure is aimed for. The LSP method [6, 7]
offers such facilities. This is why the presented approach is based on LSP.

In Subsection 3.3.1, the simple LSP aggregators are described. Simple LSP ag-
gregators can be used to compose more complex aggregators. An example of such
a compound aggregator, the conjunctive partial absorption operator, is presented in
Subsection 3.3.2. Simple and compound aggregators are the basic building blocks
of the aggregation structure. The aggregation structure should reflect the structure
of the attribute tree. In Subsection 3.3.3 the construction of the aggregation structure
is discussed.



Supporting Spatial Decision Making by Means of Suitability Maps 17

3.3.1 Simple LSP Aggregators

The simple LSP aggregators are all graded preference logic functions and based
on a superposition of the fundamental Generalized Conjunction/Disjunction (GCD)
function [7]. The parameter r of the GCD function determines its logical behavior.
As such a continuous variety of logical functions ranging from full conjunction to
full disjunction can be modelled.

Furthermore, the GCD function is a weighted mean. This implies that each of its
arguments xi, i = 1,2, . . . ,n is parameterized with an associated weight wi. These
weights denote the relative importance of the argument, i.e., the relative importance
of the corresponding attribute criterion, within the decision support process. The
semantics of the weights are defined as follows:

• Each weight is represented by a real number between 0 and 1, i.e., 0 < wi < 1,
i = 1,2, . . . ,n. Weights 0 and 1 are impossible. Indeed, a weight 0 means that
there is no input from this argument, so the argument must be excluded from the
aggregation structure. A weight 1 implies that the aggregator has no other inputs,
which makes the aggregator redundant and is neither allowed.

• Each edge in the attribute tree is assigned an associated weight. The weights of
all edges of a given node must sum up to one.

• The larger the weight, the more important its associated argument is for the
aggregation.

In LSP, the GCD function is implemented as a weighted power means (WPM).
More specifically, the GCD function is implemented by

GCD : [0,1]n → [0,1]

(x1,x2, . . . ,xn) �→ (w1.x
r
1 + w2.x

r
2 + · · ·+ wn.x

r
n)

1/r

where parameter r ∈ [−∞,+∞] is the WPM exponent, 0 < wi < 1, i = 1,2, . . . ,n are
the associated weights (for which ∑n

i=1 wi = 1) and n is the number of arguments.
For practical reasons, only 7 discrete levels of andness/orness are considered:

conjunction, strong/weak partial conjunction, the arithmetic mean, strong/weak par-
tial disjunction, and disjunction. This allows to precompute the parameter r and to

Operator Symbol Exponent r

Strong partial conjunction

Full conjunction (and)

Arithmetic mean

Weak partial conjunction

Strong partial disjunction

Weak partial disjunction

Full disjunction (or)

C -∞

D +∞

D+ 9.521

D- 2.018

A 1

C- 0.261

C+ -3.510

replaceability
sim

ultaneity

neutral

Operator Symbol Exponent r

Strong partial conjunction

Full conjunction (and)

Arithmetic mean

Weak partial conjunction

Strong partial disjunction

Weak partial disjunction

Full disjunction (or)

C -∞

D +∞

D+ 9.521

D- 2.018

A 1

C- 0.261

C+ -3.510

replaceability
sim

ultaneity

neutral

Fig. 5. Seven discrete levels of andness/orness.
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associate a linguistic label (and symbol) to each level. The 7 levels of andness/orness
and their corresponding label, symbol and parameter value for r are given in
Figure 5. Precomputation has been done by a software tool that computes r from
a training set of desired input-output pairs. The decision maker then only has to
choose among the 7 linguistic terms, which kind of andness/orness best corresponds
to his or her needs. The ability to efficiently support such a discretization in a fi-
nite number of andness/orness levels is a main motivation to choose for the WPM
implementation.

3.3.2 Example of a Compound LSP Aggregator

The simple LSP aggregators can be used to construct more complex, composed
operators. To illustrate this, the conjunctive partial absorption (CPA) operators are
presented in this subsection. These operators can be used to combine (or aggregate)
satisfaction degrees that result from the evaluation of a mandatory and a desired
criterion.

The required behavior of a CPA operator is presented in Figure 6. Herewith, it
is reflected that the mandatory input (x) must be (at least partially) satisfied and
that an insufficient satisfaction of the mandatory input (0 < x < 1) can be partially
compensated by the desired input (y). As can be seen in the schema on top of the
table in Figure 6, a CPA operator is composed of two simple LSP aggregators: a
disjunctive operator ∇ and a conjunctive operator �.

The implementation of a CPA operator is also based on a weighted power means
(WPM). More specifically CPA operators are implemented by

CPA : [0,1]× [0,1]→ [0,1]

(x,y) �→ ((1−wx)((1−wy).xq + wy.y
q)q/r + wx.x

r)1/r

where q ∈ [−∞,+∞] is the andness/orness parameter of the disjunctive operator ∇,
r ∈ [−∞,+∞] is the andness/orness parameter of the conjunctive operator �, and
wx and wy are the weights that are associated with the inputs.

In case of a CPA operator, the decision maker has to provide the desired penalty
and reward and has to select an appropriate elementary disjunctive operator ∇, and

Mandatory input x Desired input y Output z

0 < x < 1

0 y (any value) 0

1 (perfect) x + reward
0 < x ≤ 1 0 (worthless) x - penalty

Δ∇
conjunction

x

y z

disjunction

wx
1-wy

1-wxwy

Mandatory input x Desired input y Output z

0 < x < 1

0 y (any value) 0

1 (perfect) x + reward
0 < x ≤ 1 0 (worthless) x - penalty

Mandatory input x Desired input y Output z

0 < x < 1

0 y (any value) 0

1 (perfect) x + reward
0 < x ≤ 1 0 (worthless) x - penalty

Δ∇
conjunction

x

y z

disjunction

wx
1-wy

1-wxwy

Fig. 6. Required behavior of a CPA operator.
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conjunctive operator �. Based on this input, the weights wx and wy and the and-
ness/orness parameters p and q are precomputed as to obtain (or approximate) the
required operator behavior. For the precomputation, a software tool that computes
the parameters from a training set of desired input-output pairs is used.

3.3.3 Constructing the Aggregation Structure

The simple and compound LSP aggregators are the building blocks of the aggrega-
tion structure. The decision maker can use them to construct an easily understandable
aggregation schema which is consistent with observable properties of human reason-
ing in the area of evaluation. This guarantees that the presented method has better
facilities to model expert reasoning than traditional SMCDM approaches offer.
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Fig. 7. Example of an aggregation structure.

In Figure 7 an example of an aggregation structure for selection of locations for
home construction is given. This aggregation structure is conform with the attribute
tree of Figure 3. The tree consists of five simple LSP aggregators and three CPA
aggregators (denoted with shaded rectangles). For each CPA aggregator, a penalty P
and reward R is given. The arrows in the structure have associated weights. Weights
in italic font are precomputed, weights in regular font are provided by the decision
maker. Some arrows are labeled with the unique node code of their corresponding
node in the attribute tree. This visualises the correspondences between the attribute
tree and the aggregation structure.

3.4 Computation of the Overall Suitability Degree

For S-map construction, the overall suitability degree of each analysed cell c with
coordinates (x,y) must be computed.
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1. Firstly, the n criteria for the n relevant attributes (a1,a2, . . . ,an) must be evalu-

ated, hereby using the n actual attribute values (v(c)
1 ,v(c)

2 , . . . ,v(c)
n ) of the cell c.

(For the sake of this explanation it is assumed that all these values are available
and accurate. The evaluation results in an array

(μa1(v
(c)
1 ),μa2(v

(c)
2 ), . . . ,μan(v

(c)
n )) ∈ [0,1]n

of n elementary satisfaction degrees.
2. Secondly, the elementary satisfaction degrees are evaluated using the aggregation

structure of the decision problem. This results in the overall satisfaction degree

s(c) ∈ [0,1]

of c.
3. Thirdly, cost —if applicable— is taken into account. Selecting the most suitable

location mostly involves finding an optimal balance between overall satisfaction
and cost. Therefore, cost is not considered as a regular cell attribute but dealt
with separately. This better reflects human reasoning and allows for more effi-
cient cost/preference studies. Cost is considered to be a function C of the anal-
ysed cells. For each cell c with coordinates (x,y), the cost function returns the
associated cost C(c) of the cell. If the importance of high suitability is the same
as the importance of low cost, then the overall suitability degree E(c) of the cell
can be computed by

E(c) =
s(c)

C(c) .

Alternative definitions of E(c) are possible.

In case the overall suitability of a region R must be computed, the overall suitabil-
ity degrees E(c) of all locations (cells) c of R must be aggregated. The averaging
technique can be used for this purpose, in which case

E(R) = ∑c∈R E(c)

∑c∈R 1
.

where ∑c∈R 1 equals the number of cells in R.

4 Illustrative Example

As an example consider the situation where five locations L1(x1,y1), L2(x2,y2),
L3(x3,y3), L4(x4,y4) and L5(x5,y5) must be compared to each other with respect
to their suitability for home construction. The selected attribute tree is the one that
is presented in Figure 3. The elementary attribute criteria are defined as given in
Figure 4 and the aggregation structure is the one presented in Figure 7. The actual
attribute values, obtained from a GIS system, are presented in Table 1. Location L5
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Table 1. Input attribute values and costs for the five competitive locations

L [1.1.1] [1.1.2] [1.1.3] [1.2.1] [1.2.2] [2.1.1] [2.1.2] [2.1.3] [2.2] [3.1] [3.2] Cost (C)
L1 40 700 SE 3000 1000 100 50 15 20 4000 5 2
L2 5 500 S 5000 7000 5000 200 10 60 2000 15 1.7
L3 18 1200 N 1000 2000 7000 120 7 15 500 30 1.2
L4 35 300 SW 2500 500 1500 150 20 45 700 25 1.4
L5 50 300 S 200 1000 4000 50 25 90 100 60 1

Table 2. Resulting overall satisfaction degrees s(L) and overall suitability degrees E(L)

L [1.1] [1.2] [2.1] [1] [2] [3] s(L) E(L) =
s(L)

C
L1 0.79 0.03 0.40 0.86 0.56 0.67 0.56 0.28 [45%]
L2 1.00 0.00 0.73 0.96 0.87 0.91 0.87 0.51 [83%]
L3 0.82 0.07 0.46 0.88 0.64 0.86 0.64 0.53 [86%]
L4 0.86 0.05 0.72 0.90 0.87 0.91 0.87 0.62 [100%]
L5 0.70 0.78 0.33 0.81 0.46 0.31 0.31 0.31 [50%]

is the cheapest, L3 is 20% more expensive than L5, L4 is 40% more expensive than
L5, L2 is 70% more expensive than L5, and L1 is 200% more expensive than L5.

The resulting (intermediate) satisfaction degrees that obtained from the evalua-
tion of the aggregation structure are presented in Table 2. The overall satisfaction
degree s(L) of each location L is given in the second last column, whereas the overall
suitability degree E(L) of each location L is given in the last column.

Based on their overall satisfaction degree, locations L2 and L4 are equally con-
venient. However, if cost is taken into account, then location L4 turns out to be the
best choice.

X

Y

0

E(x,y) 

Overall 
suitability 

1 L3

L2

L4 L5 L1

X

Y

0

E(x,y) 

Overall 
suitability 

1 L3

L2

L4 L5 L1

Fig. 8. S-map for selection of location for home construction.

The S-map of the example is presented in Figure 8. In real situations much more
locations will usually be considered as potential options. Thanks to their integration
with a GIS, S-maps allow to visualise the results of the decision making process in
a compact way that is easy to interpret. Indeed, the overall suitability degrees can be
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integrated with other contextual, geographical information like borderlines, cities,
roads, railroads, airports, rivers, forests, etc. The decision maker can be provided
with a graphical user interface (GUI) in which he or she can select the contextual
information to be presented in an interactive way.

Moreover, S-maps can be dynamically generated, which means that the decision
maker is also provided with a GUI which allows to adapt the attribute criteria and
the weight, penalty, and reward parameters of the aggregation structure. Once such
a modification is done, the S-map can be reconstructed in order to instantly reflect
the impact of the modification on the decision making process. This is a definite
advantage of the presented approach: the user can dynamically modify the criteria
or adjust values or perspectives; the presentation bars or colors can be calculated
and be displayed dynamically and continuously.

In the next section, some preliminary test results and implementation issues are
discussed.

5 GIS Integration

The integration of the SMCDM technique for S-map construction presented in the
preceding sections and a GIS is crucial to use S-maps efficiently in practice. The
GIS not only provides the necessary attribute data for the criteria evaluation, but also
provides adequate visualisation facilities. Essentially, three integration approaches
are possible [22]:

1. The first approach is to integrate the SMCDM technique within the GIS. This is
for example the approach taken in [15].

2. The second approach is to implement GIS techniques and tools in SMCDM soft-
ware. This is for example done in [11].

3. The third approach is to integrate both the SMCDM and GIS techniques at the
operating system level [13].

In the remainder of this section the first approach is assumed. More specifically,
the integration of the LSP based SMCDM technique within the IDRISI software
package is described.

IDRISI is an integrated raster GIS and image processing software which pro-
vides tools for the analysis and display of digital spatial information. Besides image
restoration, image enhancement and image transformation facilities, IDRISI also
provides facilities for raster GIS surface analysis (including interpolation and hy-
drological modelling), spatial statistics (including regression and geostatistics), ge-
ographical modelling, and distance and context operators.

Integrating LSP facilities in IDRISI allows to use IDRISI’s graphical and GIS
facilities as efficient as possible. At the one hand this significantly reduces develop-
ment time. At the other hand this makes the software solution tightly integrated and
thus dependent on IDRISI, which is a commercial software package.

The rationale of the implementation of LSP facilities in IDRISI is sketched in
Figure 9. IDRISI offers facilities to combine existing raster maps or to generate a
new raster map from an existing map in an interactive way. Essentially the user has
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Fig. 9. LSP facilities in IDRISI.

to build up the map generation schema via drop and drag operations in a graphical
user interface. The basic building blocks of a map generation schema are compo-
nents that represent maps and components that represent operators. User defined
operators are supported by IDRISI’s COM/API interfaces. IDRISI’s Application
Programming Interface (API) allows for the development of stand-alone modules,
written in C++ programming language, as add-ons to IDRISI. IDRISI can also be
accessed via the industry-standard COM object model interface. Using COM, client
applications can be written that control all aspects of IDRISI’s operations.

For an initial prototype implementation, two specific types of generic operator
components are implemented using C++ code: evaluator components and aggrega-
tor components.

• An evaluator component is used to generate an elementary suitability map from
a regular raster map. Each evaluator component in a map generation schema
corresponds to an evaluation function for an elementary criterion and is parame-
terized by the membership function μai of the criterion. In case of a trapezoidal
membership function (as the ones depicted in Figure 4), only four parameters are
required. In Figure 9, the evaluator components of the map generation schema
are denoted by ‘eval’. Each evaluator component takes as input a raster map
that contains the relevant attribute data for the criterion under consideration. The
component computes the elementary suitability degree of each cell that is rele-
vant for the study under consideration by evaluating the criterion for the cell. As
a result an elementary suitability map is obtained.

• An aggregator component combines a finite number (n) elementary suitability
maps and generates a more general, aggregated suitability map. Each aggregator
component in a map generation schema corresponds to a simple or compound
LSP aggregator. In case of a simple aggregator, the component is parameterized
by the precomputed andness/orness parameter r and a weight wi, i = 1,2, . . . ,n
for each of its inputs. A component that corresponds to a compound aggrega-
tor is parameterized by the precomputed andness/orness parameters r and q and
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precomputed weights wx and wy. In Figure 9, the aggregator components of the
map generation schema are denoted by ‘LSP aggr’. Each evaluator component
takes n elementary suitability maps as input and computes the overall suitability
degree of each cell that is relevant for the study under consideration by applying
the aggregation operator. As a result an (intermediate) overall suitability map is
obtained.

Using appropriate map components, evaluator components and aggregator com-
ponents, the user can interactively build up a map generation schema that corre-
sponds to the aggregation structure of his or her specific use. Using this map gener-
ation schema IDRISI instantly generates the desired S-map.

The approach allows for a dynamic generation of S-maps: the user can change
any of the parameters and instantly observe the impact of the change in the newly
generated S-map.

To deal with criteria evaluation that is based on distance, IDRISI’s distance op-
erators can be directly used within the evaluator component. Moreover, IDRISI’s
interpolation facilities allow to deal with cases of missing or imprecise attribute
data.

6 Conclusion

In this chapter it is presented how suitability maps (or S-maps) can be constructed
and used to support spatial multicriteria decision making. An S-map is a specialised
geographic map that represents a spatial distribution of the overall degree of suit-
ability of selected cells (or areas) for a specific type of use.

S-maps are constructed using LSP methodology which implies that the main
steps in S-map construction are:

1. Creation of an attribute tree.
2. Definition of elementary criteria.
3. Creation of an aggregation structure.
4. Computation of overall suitability degrees.

The elementary criteria and the aggregation structure are constructed using fuzzy set
theory and soft computing techniques. This guarantees the efficient representation
and handling of the decision maker’s domain knowledge: relative importance of
criteria and combination of criteria evaluations, which are necessary to determine
the overall suitability degree of each cell or area under consideration, are dealt with
in a human consistent way.

Advantages of S-maps can be summarised as follows:

• S-maps are general and flexible in the sense that they can express the suitability
of the analysed geographic area for any specific use.

• The method of generating S-maps offers a high level of many-valued logic ver-
satility originating from the LSP-based soft computing approach. It is easily un-
derstandable and consistent with observable properties of human reasoning in the
area of evaluation.
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• LSP models of suitability generate correct logic results in all points of the at-
tribute space. The accuracy of such models cannot be reduced by unpredictable
variations of attribute values. Therefore, the expected reliability of S-maps is very
good.

• S-maps are dynamically generated from GIS databases.
• Users of S-maps can experiment with various suitability criteria and dynamically

investigate effects of changing their parameters.

S-maps create various opportunities for future work. The initial efforts should be
focused on improving the availability and reliability of input attribute data. There
is also space for improving methods for working with incomplete and imprecise
attributes of ‘fuzzy’ geographical databases.

With this chapter we contribute to the important research fields of fuzzy SMCDM
and GIS. These fields also belonged to the research domain of Ashley Morris. We
also indicated how the presented techniques could be implemented and integrated in
a GIS framework. The potential applications of the presented technology are mani-
fold. In future research, we aim to focus on applications that contribute to humanity,
peace, and security. Three keywords that were also very important to Ashley and
even characterise the driving forces behind Ashley’s research activities. Ashley, we
miss you but are convinced that you will always inspire us to never give up and
reach our objectives.
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6. Dujmović, J.J.: Preference Logic for System Evaluation. IEEE Transactions on Fuzzy
Systems 15(6), 1082–1099 (2007)
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11   Introduction 

This is part of an ongoing exploration of incorporating fuzzy logic into spatially 
explicit, individual-based ecological models of dispersal. Following the theoretical 
discussion of Robinson (2002), a prototypical model of small mammal dispersal 
behavior was used to demonstrate how the fuzzy control of dispersal agents could 
be implemented (Robinson and Graniero 2005a).  The implementation showed how 
the  Extensible Component Objects for Constructing Observable Simulation Mod-
els (ECO-COSM) system could be loosely coupled with geographic information 
system (GIS) database for spatially explicit ecological simulation modeling of indi-
vidual behavior (Graniero and Robinson 2006). If the problem is viewed from a 
geocomputational management perspective, we can say that an animal agent must 
be able to query the state of relevant GIS layers within its local perceptual range 
and use that information to make decisions regarding its movement behavior. Its 
movement behavior inturn leads eventually to a change in the state of the agent. 
Within the ECO-COSM framework, this is  handled by the Probe mechanism. By 
obtaining Probes from relevant Probeable landscape layers , an agent can acquire a 
perceptual inventory of its world (Graniero and Robinson 2006). Thus, the general 
approach is consistent with Bian's (2003) hybrid approach to representing the world 
in individual-based modeling, which incorporates a traditional grid model of the 
environment and an object-oriented model of individual organisms. 

A fuzzy formulation of the dispersal model was used to implement four differ-
ent fuzzy decision models. Robinson and Graniero (2005a) used a realistic land-
scape to illustrate similarities and differences in movement behavior as a function 
of crisp, compensatory, noncompensatory aggregation operators along with a  
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corresponding crisp equivalent. Simulations using the ECO-COSM model were 
used to compare fuzzy versus crisp model behaviors. However, like many fuzzy-
based models there are number of important parameters that modulate the opera-
tion of the model. To-date there has been no investigation into how some of the 
more important parameters may, or may not, affect the behavior of the agents in 
the simulations. This paper presents a preliminary investigation into the sensitivity 
of results to variations in selected parameters that may most directly affect the 
information inputs to individual agents. In particular, the sensitivity of results to 
variations in the definition of the perceptual range is explored in relation to differ-
ent decision models. 

2   Information-Based Fuzzy Dispersal Model 

An overview of the fuzzy dispersal model is presented here. Note that additional 
details on the model can be found in Robinson and Graniero (2005a,b) while 
Graniero and Robinson (2006) present more details on the implementation of 
Probes within the ECO-COSM framework. The dispersal movement behavior of 
an individual object is modeled as a function of a movement decision and a resi-
dence decision. When an object is to move from its current location it must decide 
on a target location. Once at the new, target, location it assesses its surroundings 
by gathering information used in the residence decision. In other words, has the 
object found a suitable location upon which to base a home range? If it finds the 
location not suitable, then it engages in movement decision making. Both move-
ment and residence decisions were formulated as a fuzzy decision model where 
relevant goals and constraints are expressed in terms of fuzzy sets. A decision is 
determined through an aggregation of the fuzzy sets (Bellman and Zadeh 1970, 
Klir and Yuan 1995).  

In the movement decision model constraints consist of those locations that are 
within the visible perceptual range and those spatially separated from con-
specifics. The goal of an individual is to find a location as near the edge of the 
perceptual range as possible that is considered acceptable habitat and fits the set of 
constraints. An important social constraint is distance from conspecifics. Thus the 
goal set is a function of the spatial arrangement of habitat, and the dispersal im-
perative Of particular concern in this work is the definition of the “ideal” percep-
tual range (P) that in combination with a measure of visibility will determine the 
nature of the landscape information used in the decision process. In particular, 
note that β  and θ  control the shape of the membership curve (Table 1). 

Once the individual has moved to a location, it decides whether or not it  
is suitable for stopping its dispersal movement. In the residence decision model 
(Table 2) the object is constrained by whether or not its current location is  
sufficiently spatially separated from conspecifics that a home range can be estab-
lished, while the goal is to have habitat of sufficient area. A decision rule is  
applied that leads to the individual either taking up residence at the location or 
attempting a move to another location. The residence decision functions in these 
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simulations act primarily as a stopping rule. It also provides the point at which the 
results of dispersal can be linked to a spatially explicit population model.  

To implement differing decision models,  agent classes of CompSquirrel, Non-
compSquirrel, YagerSquirrel, and CrispSquirrel were created to correspond  
respectively to agents using decision models based on compensatory, noncompen-
satory, Yager, and crisp aggregation methods. In addition, a nonfuzzy, or crisp, set 
version of the decision models was constructed. In Tables 1 and 2, whenever there  
 

 
Table 1. Movement Decision Sets (Graniero and Robinson 2006). This table is based on 
Robinson and Graniero (2005a) where the rationale for specific parameters and function 
forms is discussed in more detail. 

Equation Description 

MC F

Constraint Set( MC ) constraining the search 

to those locations that are in the visible 

perceptual range( ) and far from competing 

conspecifics ( F ). 

LP

Visible Perceptual Range ( ) The degree to 

which a cell is both visible and falls within the 

perceptual range 

1

( ) ( ) 1 1/

0 1/

c
x

c c
p x x

c
x

if d

P x d if d

if d

The fuzzy set defining the ‘ideal’ perceptual 

range for a single individual. }{xX  is a 

finite set of locations bounded by the limits of 

the study area. 
c
xd is the Euclidean distance 

from the location of the dispersing animal 

object, c, to location x. The point at which 

1p  is represented by  and the 

parameter  controls the rate at which 

0p
.

( ) max(min , ,0)
c c
x x

L

los los
L x

The fuzzy set describing the degree to which 

location x is visible to an individual. The 

membership function for L is defined by a 

closed-form triangular function where 
c
xlos  is 

the angle at which location x is visible from 

location c. If the local terrain creates a 

physical obstruction to visibility between c
and x, then 0L .

1

( ) ( ) 1.0 ( )
c

k
F NC

k

F x x x

The fuzzy membership of each location in the 

set of far_from_conspecific where if a 

conspecific is within the visible perceptual 

range (i.e., 0k .) then k
id is the distance 

from conspecific k to location i.

( ; , ) ( )

0

k
kx
xk k

NC

d
d

NC x x

otherwise

The fuzzy set near_conspecific k

where )(xk
NC  is the degree to which x is 

near conspecific k and k
xd is the distance from 

conspecific k to x.
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Table 1. (continued) 
 

Equation Description 

MG A
Goal Set( MG ) degree to which a 

location is as near the edge of the 

perceptual range as possible and is 

forested. 

1
( ) ( )

0
A

if forest
A x x

if nonforest

Habitat. In the case of this species that 

habitat would be forest. We use the 

crisp classification because it is 

unlikely, especially towards the edge of 

the perceptual range, that squirrels can 

evaluate vegetation in any detailed 

manner. Once an individual has moved 

to a location then, through exploratory 

movement, an evaluation of the habitat  

becomes more detailed. 

( ) ( ) max min 1, ,0
c
x

I

d
x x

Dispersal Imperative membership 

function where 0  and  is the 

distance of the farthest location in 

that has a non-zero membership 

value. Reflects the imperative of 

finding a home as far from the current 

location as possible., given constraint 

of perceptual range. 

M M MD C G
Decision set on first move, movement 

is to location with highest value. In 

case of ties, the first one in the list is 

chosen.

0.5
2

2

cos( ) cos( ( ))

2
( )

sin( ) sin( ( ))

2

p

B

p

q q x

B x
q q x

The fuzzy set representing the degree to 

which a location falls within the set of 

direction_to_move. where
pq is the 

direction, in radians, of the move to the 

current location and )(xq  the direction, 

in radians, from the current 

location )(  to location x and 

exponent  functions like a hedge, we 

assume 2.

M M MD C G B
Decision set on subsequent moves. 

Movement is to location with highest 

value. In case of ties, the first one in the 

list is chosen. 

 
 
 

is a connective, ∪  or ∩ , then one of the aggregation methods is used. Robinson 
and Graniero (2005a) provide a detailed listing of the aggregation methods used at 
each level of the decision process by each class of agents. It is easily seen that 
each agent class would evaluate the landscape somewhat differently as a function  
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Table 2. Residence Decision Sets(Graniero and Robinson 2006). This table is based on 
Robinson and Graniero (2005a) where the rationale for specific parameters and function 
forms is discussed in more detail. 

 

Equation Description 

( )
R c

Far
c

C
The Constraint Set( RC ) is a function 

of the spatial separation from 

surrounding conspecifics. 

1.0
1.0 ( )

( ) ( )
1

0.0 ( )

c
c Farc c

Far c Far
c c
Far Far

c
c Far

if d
d

if d

The membership of location  in the 

fuzzy set Far_from_conspecific c 

where )(cd  is the distance from 

conspecific c (c = 1…k) and the current 

location ( ) of the Agent, c
Far

represents the limit of a hypothetical 

core and 
c
Far  is the distance at which 

membership = 0.5.  

RG LC HA
The degree to which location falls in 

the goal set 
RG . In effect a measure of 

the degree to which the current animal 

location is habitat and contained within a 

large enough patch of habitat. 

1.0

0.9 / _

0.75

( ) ( ) 0.0

0.0 _ _

0.0 , , , .

0.0

LC

if oak

if oak deciduous bottomland

if deciduous

LC if conifer

if early successional deciduous

if wetland pasture grassland ag

if water

The degree to which a land cover type 

found in our GIS database can be 

considered quality habitat for a gray 

squirrel. The Agent uses the the land 

cover at the location, , where the 

squirrel has moved.  

( )
( ) ( ) max 0,min 1, HA

HA
HA HA

farea
HA

The degree to which location  falls 

within the class of minimum habitat 
area. By setting the parameters 

3.0HA
 and 0.2HA

 any patch less 

than 0.3 ha is clearly too small while any 

patch greater than 2 ha is clearly large 

enough.  

R R RD G C
The membership of location  in the 

residence_location set

IF 0.5
RD  THEN reside

ELSE move

The decision rule for residence versus 

move. 

 
 
 
of the underlying decision model. For example, the compensatory method allows 
for lower memberships in one set to be compensated to some degree by higher 
memberships in the other which is not the case using the noncompensatory 
method. 
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3   Methodology 

The approach to investigate the sensitivity of results to parameters controlling the 
perception of landscape by the agents includes: 

1. The use of a landscape where 80% of potential locations are already occu-
pied by a conspecific. 

2. The use of the same study area and GIS database as Robinson and Graniero 
(2005a). 

3. Varying the values of β  and θ  used to define the perceptual range of an agent. 

4. Varying the maximum number of steps an agent can take before reaching a 
state of “dead”. 

5. Running simulations for the compensatory, noncompensatory, and Yager de-
cision models. 
All simulations will start with the same 84 agent locations.  

3.1   Conspecific Landscape 

One of the important spatially explicit variables in the simulation is the density of 
conspecifics. Territoriality can impede movement, especially if all suitable space 
is occupied and individuals are not able to cross undefended space. When the den-
sity of conspecifics reaches such a level, it may result in what is called a social 
fence (Wolff 1999). Robinson and Graniero (2005a) varied the distribution of con-
specifics by creating a dense base distribution of conspecifics that occupied all 
potential home range locations. Then to generate different levels of density each 
variation was based on eliminating a certain percentage of conspecifics from the 
dense base distribution. In this study only the case where 20 percent were elimi-
nated. Thus, providing a challenging environment where landscape information is 
crucial for agents to find their way to suitable locations.  

3.2   The Landscape Database  

This exploratory study uses the same landscape used in Robinson and Graniero 
(2005a,b). It will provide a base-line landscape upon which the results can be 
compared. The study area is an 11 km by 11km subset taken from a larger GIS 
database for Western Kentucky, USA. Species like the gray squirrel tend to have 
dispersal distances of less than 5,000 meters (Wolff 1999, Bowman et al.  2002). 
Hence, the study area is large enough to accommodate the simulation of gray 
squirrel natal dispersal movements.  

Two data layers are used to model the habitat-relevant land cover and topogra-
phy. The land cover layer is based on the Kentucky GAP Project and shows a gra-
dation, moving west to east, from fragmented to nonfragmented oak/deciduous 
forest (Figure 1) . A digital elevation model (DEM) is used since topography is a 
determinant of how visible a location is to an animal object.  Elevation data were 
generated from the USGS 7.5 minute Digital Elevation Models (DEM), with a cell 
size of 30m x 30m.  Both the land cover and elevation data layers were made 
available to us by the Mid-America Remote Sensing Center (MARC). 
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3.3   Perceptual Range and Number of Steps 

The perceptual range of individual agents determines the quantity, and quality, of 
the landscape information that is made available to the decision process. Percep-
tual range is the distance from which a particular landscape element can be per-
ceived as such. The perceptual range represents the informational window onto the 

larger landscape. )( xP determines the extent over which there is some informa-
tion about the landscape that can be perceived and  information is retrieved from 

the GIS database. Subsequent operations are confined to the area where 0P(x)> . 

The parameter β  determines the distance at which the membership in )( xP  

begins to decline. From the individual out to β  the membership is 1.0. Since the 

resolution of the raster layers is 30m x 30m the values of β  that will be used in 

these simulations are 30, 60, and 90. Holding θ  constant, the area around the in-

dividual where 0P(x)>  increases as β  increases (Figure 2). However, since it 

is a membership curve it also affects the degree to which other aspects of the land-
scape are presumed to be perceived. 

 

Fig. 1. This is the study area. It shows the distribution of major land cover types grouped 
according to a ranking as preferred habitat for gray squirrels. Black includes oak forest, 
mixed oak, deciduous forest, and oak/deciduous bottomland forest. Note that the majority 
of area colored in black is classified as oak or oak/hickory forest in the Kentucky GAP data 
set. The gray areas are of lesser preference and are composed primarily of coniferous forest 
and early succession deciduous forest. The white areas are of little habitat value to gray 
squirrels. 
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The rate at which the membership declines from β  is controlled by θ . Robin-

son and Graniero (2005a) used a value of 0.003 for θ . Simulations will be run 
using { }0.0015,0.003,0.006θ = . These values vary from less to greater change 

per unit distance. For a given β  the effect is that a value of 0.0015 extends the 

perceptual range, but does not extend the 1.0 level beyond β . The effect of 0.006 

is to constrict the perceptual range to a smaller area (Figure 3).  
The manipulation of the perceptual range will affect the landscape information 

at each step. However, the number of steps may have a cumulative effect in that 
the more steps an agent is allowed to take the greater the information gathered 
about the landscape and increases, theoretically, the possibility of finding a suit-
able location. Simulations will be run for each of the fuzzy decision models for 
step limits of 10, 15, and 30 for the cast of { }30,60,90β =  and 0.003θ = which are 

the same as used by Robinson and Graniero with a step limit of 10. 
There are two basic measures that may be used to describe the result of the be-

havior of theses agents. First, there is the state the individual reaches during the 
simulation. Of particular interest for each simulation is how many agents are able 
to reach the state of home. Those that fail to reach a suitable location but remain in 
study area are said to reach a state of dead while those few whose movement takes 
them out of bounds reach a state of outofbounds. The sinuosity ratio is used to 
describe the meandering path taken by an individual as it moves about the land-
scape. It is a simple method where the observed path length is divided by the 
straight-line path (Unwin 1981). The larger the sinuosity ratio the greater the de-
viation from a straight-line path is the pattern of movement taken by an individual. 

 
Fig. 2. Membership in the perceptual range of an individual agent as it varies with distance 
and the value of β . 
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Fig. 3. Membership in the perceptual range of an individual agent as it varies with distance 
and the value of θ . Note that 60β =  for this example. 

4   Results and Discussion 

Simulations were conducted to address the three basic questions: 

1. Would increasing the limit on the number of steps increase the success rate 
in finding a home regardless of the decision model? 

2. Would variations in β  and/or θ  affect each of the decision models in the 

same manner in terms of success in finding a home? 
3. Would variations in β  and/or θ  affect each of the decision models in the 

same manner in terms of the sinuosity of the path taken to find a home? 

Although an increase in the number of steps generally increases the number of 
individual able to find a home location, its effect is not uniform between or within 
each of the decision models. The most linear pattern of results is associated with 
the largest spatial extent of )(0 xP+  which is associated with 90β = . Even so, it is 

notable that when )(0 xP+  is at its least the noncompensatory model is most suc-

cessful when until the step limit is increased to 30. Then there is a convergence of 
all the decision models with the noncompensatory model being slightly less suc-
cessful. It is interesting to note that the compensatory model is generally the 
model that is consistently the second most successful model. When the perceptual 
range is the most restricted (i.e.,, { }30,60β = ) the population of agents using the  
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Fig. 4. Effect on home finding success in relation to increasing the step limit by the  
different values of β . The x-axis is the number of agents who found suitable locations for 

establishing a home range. The dotted lines with circles represent results for the noncom-
pensatory fuzzy decision model population. Solid lines with triangles represent results for 
the compensatory fuzzy decision model population. Dashed lines and squares represent 
with squares represent results for the Yager decision model population. In this case 

0.003θ = . 

 

noncompensatory model tend to be more successful. The results for the case  
of { }30,60β =  also illustrate that an increase in the step limit does not always 

instigate a proportional increase the proportion of the population successfully dis-
persing to a new home range (Figure 4). In particular, the case of 60β =  seem to 

indicate that there would be little if any additional success in the population be-
yond 30 steps. Even so, only about half of the 84 agents in each population would, 
at best, find a suitable location for establishing a home range. 
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Fig. 5. Number of individual agents finding a home range as the perceptual range is varied 
with a combination of different values of β and θ . The x-axis is the number of agents 

who found suitable locations for establishing a home range. The plots on the left show how 
the results vary with changes in θ given a particular value of β . Plots on the right show 

how results vary with changes in β  given a particular value of θ . The dotted lines with 

circles represent results for the noncompensatory fuzzy decision model population. Solid 
lines with triangles represent results for the compensatory fuzzy decision model population. 
Dashed lines and squares represent with squares represent results for the Yager decision 
model population. The step limit for all was 10. 
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Fig. 6. The relationship between the mean sinuosity ratio of paths taken by agents that were 
successful in finding home range locations in relation to variations in β  and θ . The dotted 

lines with circles represent results for the noncompensatory fuzzy decision model popula-
tion. Solid lines with triangles represent results for the compensatory fuzzy decision model 
population. Dashed lines and squares represent with squares represent results for the Yager 
decision model population. 

 

 
Generally speaking, given a value of β  the number of agents having success at 

finding a suitable home range location clearly declines as  )(0 xP+  declines. It is 

striking how all decision models converge to similar levels of very low success 
when 0.006θ =  for { }30,60β = . The same can be said in the case of 90β =  with 

the exception of the noncompensatory decision model population. Although the 
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noncompensatory model population does not outperform the others for 

{ }0.0015,0.003θ = , it does for the case of 0.006θ = . The combination of 90β =  

and 0.006θ =  means the membership curve is approaching that of crisp set. The 
compensatory and Yager decision models do differ, but tend towards having re-
sults that are similar, more so than when compared with the noncompensatory 
decision models (Figure 5).  

The sinuosity ratio provides an indication of the degree to which the agent took 
a meandering versus a straight-line path to its final home range location. Agents 
using the noncompensatory decision model, on average, took more meandering 
paths than those using either the compensatory or Yager decision models. This is 
most pronounced when 0.0015θ = . While pattern of results for the compensatory 
model are similar to the noncompensatory model for the case where 

30, 0.0015β θ= = . Both models have high mean sinuosity ratios that imply that the 

agents tended to wander about more trying to find a suitable home range location. 
Agents using the Yager decision model, on average, tend to meander much less in 
their search than do those using the noncompensatory model. In addition, the 
mean sinuosity ratio for the Yager decision model appears to be relatively insensi-
tive to the variations in how the perceptual range is defined (Figure 6). 

5   Concluding Comment 

This cursory exercise investigating the sensitivity of agent’s decisions to varia-
tions in the perceptual range shows that there are few situations where the fuzzy 
decision models are insensitive to changes in the perceptual range. When the 
membership curve approaches the shape of a crisp set (i.e., when 0.006θ = ) then 
we see all decision models being relatively insensitive and approaching the dismal 
performance of the crisp decision model as noted in Robinson and Graniero 
(2005a). More often is the case that there are differences in behavioral outcomes 
given changes in the characteristic function of the perceptual range. There was not 
one fuzzy decision model that outperformed the others in all cases. The agents 
using the noncompensatory fuzzy model tended to be more successful when 

{ } { }30,60 , 0.0015,0.003β θ= = . 

In general, agent behavior did vary in relation to how the perceptual range was 
configured. This indicates that the perceptual range is a crucial concept in individ-
ual based models as they function much like a spatially database view limiting the 
query to a portion of the landscape. This study kept the landscape as a constant. 
However, given the importance of the characteristic function of the perceptual 
range in filtering informational flow to an agent, it seems reasonable to investigate 
the effects of varying landscape characteristics. 
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Fuzzy Multidimensional Databases

Anne Laurent

Abstract. The interest for OLAP (standing for On-Line Analytical Processing),
working on multidimensional databases is growing dramatically due to its inter-
est in data analysis and data mining. Recent works (LBMD+00),(LGM00) showed
the great interest of integrating fuzzy set theory in such technologies in the frame-
work of data mining. We now propose to enhance the multidimensional data model
to handle fuzziness. This model then provides the way to apply OLAP Mining
methods on Fuzzy Multidimensional Databases, for Fuzzy-OLAP Mining.

1 Introduction

Fuzzy set theory has proven to be very interesting when representing information
from the real world, and to query databases. The study of fuzzy databases is an
active area, and many works exist, dealing with all models, especially the relational
and object-oriented ones ((BJ95)).

In this context, Dr. Ashley Morris contributed a lot to the evolution of existing
Entity-Relation models to the handling of the real world by means of Fuzzy Logic
(VSM02; MPC98). Especially focusing on Geographical Information, these exten-
sions have dealt with a lot of kinds of data, as various data types are handled by
Geographical Information Systems (also known as GIS).

More recently, the process of data mining has led to many works. Many of
the most recent ones focus on OLAP (standing for On-Line Analytical Process-
ing) and consider data stored at a particular aggregation level in multidimensional
databases. These databases are usually built from data warehouses which are mas-
sive databases built from heterougeneous data sources and used for querying, report-
ing and analysis. Multidimensional databases provide means to deal with massive
data from such data warehouses in an analytical framework. They prove their great
interest for data mining when coupled with learning systems ((Han98)), and espe-
cially with fuzzy learning systems ((LBMD+00), (LGM00), (KA05)).

Anne Laurent
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It should be noted that OLAP systems are highly correlated with GIS, as they han-
dle heterogeneous data types, and try to put them together and aggregate them through
hierarchical taxonomies in order to facilitate the users’ interactions with the data.

However, only a few works introduced the management of imprecision in mu-
tidimensional databases (FD99), (PJ99; PJD99). More recently, (MSVRA06) has
defined how introducing fuzziness.

Our purpose is to provide a model to represent and manage imprecise and uncer-
tain data at any level of the model, concerning either dimensions, hierarchies, or cell
values. Our model handles flexible queries and fuzziness both in the data represen-
tation and in the management of data (operations). Thus it offers perspectives for
Fuzzy-OLAP Mining, which associates fuzzy data mining and fuzzy multidimen-
sional databases.

The paper is organized as follows: Section 2 presents the multidimensional data
model, Section 3 presents and discusses existing works concerning the introduction
of fuzziness in such databases. Section 4 presents the model we designed. Finally,
Section 5 concludes and gives some associated perspectives.

2 The Multidimensional Model

The amount of available data is growing dramatically, stored mainly in data ware-
houses. OLAP emerged in order to handle these large amounts of data for analysis
processes. This framework provides means to deal with this kind of databases effi-
ciently. Data are extracted from the data warehouse and stored in multidimensional
databases.

Many models of such databases exist (VH96; AGS97; LW96; CT98; GL97;
BPT97; Vas98; ABD+99). They have been compared according to their main fea-
tures ((VS99)). It appears that these models define the entities that constitute the
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database (cells, dimensions and hierarchies) and algebraic operations to manipulate
these entities.

Generally speaking, a multidimensional database is a set of hypercubes (hereafter
cubes). A cube is designated by means of a set of dimensions. Each dimension is
associated with a domain of values. Hierarchies may be defined on dimensions,
and data may then be aggregated and viewed at several levels of granularity. A
dimension of particular interest is chosen as the measure whose values are contained
in the cells. A cell is described by means of its position on all dimensions. An
example of such a cube is given in Fig. 1. When visualizing a cube, choices have
to be done since there is no way to visualize high dimensional data. For instance,
accross and down dimensions have to be chosen in order to determine the side to be
displayed.

Algebraic operations on hypercubes are defined:

• operations on presentation modify the way the cube is visualized without
changing the data themselves. These operations are rotate, switch (changes the
order of the values of a dimension), nest . . .

• operations on data extract subcubes by slice and dice and change the level of
granularity by rolling up and drilling down cubes.

• binary operations refer to classical operations (union, intersection, . . . )

The existing models are either defined as extensions of the relational model
((LW96; GL97; BPT97; GBLP96)), or directly defined as multidimensional data
repositories ((AGS97; CT98; Vas98; ABD+99)).

Fortnight

Week

ALL

Month

Quarter

Day

Fig. 2. A multiple hierarchy.

The hierarchies are variously defined in the litterature. (AGS97) does not ex-
plicitely define hierarchies; roll-up operations are performed considering merging
functions. (BPT97) and (ABD+99) consider tree-like hierarchies. But this represen-
tation does not allow multiple hierarchies (see Fig. 2). Thus, several other models
consider partial ordering on levels to design hierarchies (e.g. (CT98)) with or with-
out upper and lower bound, designing thereby a lattice or not.

Nowadays, the study of OLAP and multidimensional databases are very active
areas; however only a few works introduced fuzziness.
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3 Existing Works Introducing Fuzziness in the
Multidimensional Model

(FD99), (PJ99; PJD99) introduced the idea of fuzziness in multidimensional
databases.

(FD99) introduces means to visualize trends from the cube that are expressed in a
natural way, using linguistic terms. It defines three levels for the presentation of the
data to the end user. The first level consists in classical summaries (e.g. average),
the second level translates these summaries by using fuzzy terms, while the third
level introduces quantifiers in order to generate quantified summaries. An extension
of SQL is proposed to query the data warehouse, the queries include the linguistic
terms and the quantifiers that will be used in the computation of the summary. Thus
this does not constitute a model of multidimensional databases, but a way to display
data to the user in a more natural way by means of SQL-like queries.

In (PJ99; PJD99; JKPT04), the authors identify nine requirements they assume
the models should verify and propose a model and the corresponding algebra to
address all the requirements. They consider the problem of missing data for some
level of information. For instance, one knows the family of diseases the patient
suffers from, but not the exact one.

Uncertainty is introduced through hierarchies considering degrees between 0 and
1 in the partial order building the lattice: e1 ≤p e2 ⇔ e1 ≤ e2 with probability p.

Queries are processed depending on the level of available data.
However, all these works do not handle fuzziness by means of the Fuzzy Logic

framework. In (LBMD+00), the primary definition of coupling Fuzzy logic and
OLAP systems has been proposed. These concepts have been extended for the
definition of the first fuzzy multidimensional data base model (Lau02b; Lau02a;
LBMD02; LBMD+00; Lau03).

More recently, (MSVRA06) proposes a new fuzzy multidimensional model by
extending the traditional definitions of hierarchical relationships and imprecise data
cubes.

In this paper, we detail the seminal proposition from (Lau02a) and extend it to
the study of the construction of such fuzzy multidimensional databases.

4 Proposed Fuzzy Multidimensional Model

Fuzziness can be introduced and handled at different levels. The data contained in
the database can indeed be crisp or fuzzy due to the imperfection in their knowledge.
The need for transformation into fuzzy values and their manipulation is important
since it leads to more general and understandable knowledge for the users.

Thus, we introduce a model (Lau01) still handling crisp data, but also handling
fuzziness for data storage (section 4.1) and data manipulation (section 4.2). First of
all, we define the seminal entities constituing a fuzzy hypercube (or fuzzy cube),
which are elements, dimensions, and hierarchies, and we propose the definitions for
operations to manipulate these fuzzy entities.



Fuzzy Multidimensional Databases 47

4.1 Data Representation

In this part, we introduce a formalization of the different kinds of entities constitut-
ing a cube and we propose a formalization for hierarchies.

4.1.1 Elements

Data in cells and dimensions may be imprecise and/or uncertain. Such data are
called elements.

Given a reference set X , F(X) denotes the set of fuzzy sets of X , including sin-
gletons of X .

Definition 1. A value v on a reference set X belongs to F(X) and is: (i) either a
crisp value from a classical set (for instance a real value from X = ℜ), (ii) or an
imprecise value represented by its membership function.

Definition 2. Given a reference set X, an element e is defined by the couple (v, d)
∈ F(X)× [0,1] where:

• v is a value,
• d ∈ [0,1] is the degree of confidence attached to the value v.

4.1.2 Hierarchies

The multidimensional model and OLAP analysis are designed to deal with hierar-
chies. These hierarchies are defined in different ways in existing crisp models (as
described in section 2). In our approach, both the data and the hierarchies may be
imprecise and uncertain. Thus we define two types of hierarchies (see Fig. 4 and 5).
On the one hand these hierarchies may be defined by means of fuzzy partitions of the
universe, and on the other hand, they may be defined by means of fuzzy relations.

Hierarchies of Fuzzy Partitions

Fuzzy partitions are variously defined in the litterature. In our context, fuzzy parti-
tions are defined with the constraint of summing to 1 on all the universe:

Definition 3 (Fuzzy Partition). A fuzzy partition P on the universe X is a family of
fuzzy subsets {F1, ...,FL} with membership functions f1, . . . , fL so that for all x ∈ X,
∑L

i=1 fi(x) = 1.

An relation ≺ is defined on partitions to construct hierarchies.

Definition 4. A partition Pα = {F1, . . . ,FLα } preceeds a partition Pβ = {F ′
1, . . . ,F

′
Lβ
}

if Pα 
= Pβ and for all F ′ ∈ Pβ , there exists an interval I ⊂ [1,Lα ] so that F ′ =⋃
i∈I Fi (where

⋃
is an union operator of fuzzy subsets). The corresponding notation

is Pα ≺ Pβ .

The Lukasiewicz t-conorm can be used for the union of the fuzzy subsets in order to
consider only hierarchies that are intuitively correct (Fig. 4) and not counter-intuitive
hierarchies as Fig. 3.



48 A. Laurent

Fig. 3. Counter-Intuitive Fuzzy Hierarchy.
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Fig. 4. Fuzzy Partition as a Hierarchy.

Given a relation ≺, the immediate successor of one partition in the order is de-
fined as follows:

Definition 5. Given P = {P1, . . . ,PJ} a set of J partitions, a partition Pb ∈ P is said
to be immediate successor of partition Pa ∈ P if Pa ≺ Pb and there does not exist
Pc ∈ P so that Pa ≺ Pc ≺ Pb.

Simple hierarchies are distinguished from multiple ones. In our model, multiple
hierarchies are taken into account by defining several simple hierarchies, so that
aggregation does not take values several times into account.

Definition 6. A fuzzy hierarchy defined by a relation ≺ on P is said to be simple if
each partition Pi ∈ P has at most one immediate successor.

Definition 7. A fuzzy hierarchy defined by a relation ≺ on P is said to be multiple if
there exists at least one partition Pi ∈ P having more than one immediate successor.

Hierarchies defined by means of Fuzzy Relations

Now, we consider fuzzy relations (Fig. 5). Hierarchies are then defined by fuzzy
strict order relations ((KY95)) antireflexive and transitive.

The transitive closure relation is computed to obtain all degrees associating any
value with any other one, regardless of the size of the path.
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Definition 8. Calling G the graph associated with a fuzzy strict order relation R with
membership function fR, we call transitive closure the relation RT so that fRT (x,y) 
=
0 iff there exists a path in G from x to y.

If RT is the transitive closure of R, then we compute RT with the following algo-
rithm:

1. R′ = R
2. While R′ is modified

R = R′
R′ = R

⋃
(R◦R)

3. Stop. RT = R′

For hierarchies defined by means of relations also, we distinguish simple hierarchies
from multiple ones:

Definition 9. A hierarchy defined on a set of values V is said to be simple if it is
defined by a fuzzy strict order relation R so that for all x ∈V there exists at most one
b ∈V so that fR(x,b) = 1.

Definition 10. A hierarchy defined on a set of values V is said to be multiple if it is
defined by a fuzzy strict order relation so that there exists at least (x,y,z) ∈ V 3 so
that fR(x,y) = fR(x,z) = 1.

1

0,8 0,4 0,4 0,6

0,2
0,4 0,2

0,4

Boston Chicago Denver

UNITED-STATES

EAST WEST

Fig. 5. Fuzzy relation as a hierarchy.

4.1.3 Generalized Dimensions

Dimensions are defined on domains and structured with hierarchies.

Definition 11. A domain dom on universe X is a finite set of elements.
Vdom denotes the set of values from the elements of such a domain dom.

A generalized dimension is defined as follows:

Definition 12. A generalized dimension D is a tuple
(n,X ,dom,HP,HR) where:

• n is the name of the dimension,
• X its reference universe,
• dom its domain,
• HP a set of simple hierarchies defined by an order relation (≺) on fuzzy partitions

on the domain,
• HR a set of simple hierarchies defined by fuzzy strict order relations.

We denote by D the set of all dimensions Di in the multidimensional database.
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4.1.4 Fuzzy Cubes

Definition 13 (Fuzzy Cube). A fuzzy cube is a relation C: D1 × . . .×Dk → DC ×
[0,1] where Di ∈ D(i = 1, ...,k), and DC ∈ D is the measure.

Each cell −→x of the cube C is associated with the element (vC(−→x ),dC(−→x )) and a
value of a dimension is associated with the element (v(di),d(di)) (where di belongs
to the domain of the dimension). Thereby, the degrees d(di) correspond to the extent
to which each slice di belongs to the cube.

A degree μ(−→x ) is attached to each cell −→x to indicate to which extent −→x belongs
to the cube.

A fuzzy cube is a classical cube if for all i = 1, . . . ,k, for all di in domi, d(di) = 1
and for all −→x , μ(−→x ) = 1 and v(−→x ) is precise.

4.1.5 Example of Fuzzy Cube

Fig. 6 shows an example of a fuzzy cube. In this example, sales of product
TENTS in CHICAGO for the month of JANUARY have been bad. This value
is known with confidence 0.8 and this cell belongs completly to the cube
μ(TENTS,CHICAGO,JANUARY) = 1. There exists a hierarchy defined by fuzzy
partitions on the MONTH dimension (cf. Fig. 4) and a hierarchy defined by a fuzzy
relation on the DISTRICT dimension (cf. Fig. 5).

All the degrees in our model have their own semantics, that make them all rele-
vant. We distinguish between three types of degrees:

• the degrees in cell elements (d(−→x )),
• the degrees in dimension domains (d(di)),
• the degrees of cell memberships (μ(−→x )).

The first type of degree d(−→x ) represents the confidence associated with the cor-
responding v(−→x ) value, while the second one represents the extent to which slices
belong to the cube. The third one is associated with the whole information given
by the cell position (elements of the domains of all dimensions) and the cell ele-
ment itself ((v(−→x ),d(−→x ))). It represents the extent to which this whole information
belongs to the cube. In the SALES cube from the previous example (Fig. 6), the μ
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degrees are associated with the whole information given by the district, product,
month, and sales values, and not only with the sales value, while the d(−→x ) degrees
are associated only with the corresponding v(−→x ) values reprensenting the sale rates.

Thus these degrees may come from the data themselves. For instance, one may
build a cube from various data sources. In this case, these different degrees offer
the opportunity of distinguishing between the degree of fiability of the data source
(which will be represented by the μ degrees) and the cell data themselves, whose
uncertainty will be represented by the d(−→x ) degrees.

But the degrees may also have been introduced by operations when querying the
multidimensional database, as we will explain in the next section (4.2). These de-
grees will then represent the extent to which entities (cells or slices) belong to the
resulting cube. Many fuzzy relational models have focused on fuzzy queries, and do
not represent the result of these queries in their model. In our model, we define a
close algebra, where operations applied on fuzzy cubes result in fuzzy cubes repre-
sented in the same model. This appears to be very important since several operations
may then be applied one after the other.

4.2 Operations

Our model allows the representation of imperfect data in fuzzy cubes. We define
now the operations to manipulate these cubes.

We need comparison measures between fuzzy subsets to determine to which ex-
tent two fuzzy values are similar. In our case, we will have to evaluate the satis-
fiability to a reference description (a fuzzy criterion described by its membership
function) by the description of the value to compare, which is a particular kind of
measure of resemblance. Thus, the needed measure must enable the measurement of
the inclusion of a description into a reference. Such measures are called measures of
satisfiability (BMRB96). We use the notation S for these operations. In our model,
we use a measure verifying the following property in the case of a precise value:
i f B = {ḃ} then S(A,B) = μA(ḃ).

4.2.1 Operations on Presentation

In section 4, we have presented the operations associated with the vizualisation of
the data by the user. Since they are not modified when we consider fuzzy data, we
focus on the two other kinds of operations.

4.2.2 Operations Affecting Data (Intra-Cubes Operations)

Selection on cell values

The Slice OLAP Operation consists in selecting the cells of a cube that satisfy a
given selection criterion (Fig. 7).
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In crisp models, such an operation results in a cube with the same dimensions as
previously, in which cell values have been either unchanged or put to null depending
on whether they satisfy or not the selection criterion.

In our model, both the selection criterion and the cell values may be fuzzy. The
resulting cube has also the same dimensions as the previous one. All cell elements
are unchanged (for each cell −→x , vC(−→x ) and dC(−→x ) are unchanged). But new cube
membership degrees μ are computed, and the cells belong to the resulting cube with
a degree depending on the degree of satisfiability of vC(−→x ) to the given selection
criterion, on the degree of confidence in the value of the cell, and on the former cube
membership degree.

To combine these values, we use an operator T. This operator may be a t-
norm 
. But other operations may be considered, such as for instance an operation
which would consider differently the degrees to merge depending on their semantics
(Det00). But this study is beyond the scope of this paper. In the remainding part of
this paper, we will use the notation T to refer to this merging operator.

Fig. 7. Selection on cell values.

Given a fuzzy cube C : D1 × . . .×Dk → DC × [0,1], the resulting cube C′ from a
selection operation on cell values by the fuzzy criterion O with membership func-
tion μO is defined as: C′ : D1 × . . .× Dk → DC × [0,1]. For each dimension Di,
i = 1, . . . ,k, domi(C′) = domi(C). Denoting

−→
X = dom1× . . .×domk, for all −→x ∈−→

X ,
vC′(−→x )=vC(−→x ) and dC′(−→x )=dC(−→x ).

The new degrees μC′ are computed using the degrees of satifiability
S(μO,vC(−→x )), the degrees of confidence dC(−→x ) and the degrees μC(−→x ):
∀−→x ∈ −→

X , μC′(−→x ) = T(S(μO,vC(−→x )),dC(−→x ),μC(−→x ))

Selection on dimensions values

The OLAP operation Dice reduces the domain of dimensions (Fig. 8).
In crisp models, a selection on dimension values reduces the domain of a dimen-

sion. Values in the domains are indeed kept or not depending on whether they satisfy
or not the selection criterion.
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In our model, elements on dimensions may belong gradually to a domain with a
degree. This degree corresponds to the d(di) value if we consider the element di. It
represents the extent to which the slice corresponding to this value belongs to the
cube. Thus this operation modifies this degree, taking into account the former di

degree, and the degree of satisfiability of the selection criterion by the value of the
element.

Let C′ be the cube resulting from a selection operation on dimension Di with
domain domi in cube C considering a fuzzy selection criterion O described by its
membership function μO. Each degree di of elements in domain domi of the con-
cerned dimension is modified as follows:

∀di ∈ domi, dC′(di) = T(S(μO,vC(di)),dC(di))

where T is an operator which may be for instance a t-norm.
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Fig. 8. Selection on dimensions values.

Projection

This operation reduces the number of dimensions of the cube (Fig. 9).
Projecting the fuzzy cube defined by the relation C : D1 × . . .×Dk → DC × [0,1]

on dimensions Dm, . . . ,Dn({Dm, . . . ,Dn} ⊆ {D1, . . . ,Dk}) we obtain the fuzzy cube
C′ : Dm × . . .×Dn → DC × [0,1]

To perform this operation, a fusion operator is needed in order to reduce the
domain of the dimension to erase to a singleton. In our model, this particular fusion
operation is seen as a prelimary operation before projecting the cube. It may be
performed by rolling up the cube (see following sections).
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Aggregation

In databases in general, and for this model in particular, aggregation is the way to
summarize a cube by a value, fuzzy or not. This value is computed by means of an
aggregation function.

This function may be variously defined, taking into account:

• the values and their associated degrees from the elements of the cells,
• the degrees of the dimension elements,
• the degrees of membership of all cells.

The resulting number may be either a value belonging to F(X), considering the
former reference set X , or another one. For instance, it may be a value belonging to
F(X) when computing some mean operation, or an integer value when counting. An
example of such a count aggregation is detailed in section ??.

Roll-Up

The roll-up operation consists in computing a cube from another one in order to
visualize data at an upper level of granularity. For instance, Fig. 10 shows a roll-up
operation on dimension MONT H starting from the level of months to the level of
quarters.

This operation requires one dimension to be chosen. And since several hierar-
chies may be defined on a dimension, the chosen hierarchy has to be known. This
hierarchy may be either defined by means of partitions and an associated ≺ relation,
or by means of a fuzzy strict order relation. In crisp models, hierarchies are crisp,
and each cell value is taken into account for one particular value in the upper level
of granularity. This value may for instance participate for the calculus of the mean,
for counting etc.

In our model, cell values may participate for several values in the upper level
due to their fuzziness. For instance, as we saw in figure 5, when considering the
DISTRICT dimension, CHICAGO is taken into account for both EAST and WEST
when rolling up from the city level to the region level. considering the temporal
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Fig. 10. Roll-Up.

dimension, the first four months would participate in building the value for the first
quarter (see Fig 4).

The degree indicating at which extent a cell has to be taken into account when
rolling up to an upper value is variously computed, depending on the nature of the
hierarchy.

We consider a dimension having domain dom and values Vdom, which is the cur-
rent state before rolling up. Vdom′ is the set of values for the resulting upper level
in cube C′. We write c(a,b) the coefficients indicating to which extent each value
b ∈ Vdom′ is reachable from values a ∈ Vdom. These coefficients are variously com-
puted depending on the hierarchy type the user chooses to roll up the cube:

• hierarchy h1 ∈ HR defined by means of a relation R:
First, the transitive closure RT of R is computed. Then c(a,b) = fRT (a,b) indi-
cates to which extent b is reachable from a.

• hierarchy h2 ∈ HP defined by means of two partitions Pα and Pβ (Pα ≺ Pβ ):

c(a,b) = f β
b (a) indicates to which extent b is reachable from a, where f β

b is the
membership function describing the b value in the family of fuzzy sets which
constitutes the partition Pβ .

These coefficients are taken into account when computing the new fuzzy cube.
For all b ∈ Vdom′ , the elements of the new cubes C′(d1, . . . ,b, . . . ,dk) are calcu-

lated with a roll-up relation which takes into account:

• the coefficients c( j,b) ( j ∈Vdom,b ∈Vdom′),
• the values and their associated degrees from the elements of the cells,
• the degrees of the dimension elements,
• the degrees of membership of all cells.

This function is used to compute the values to be stored in cells of the resulting
cube. In this resulting cube, the degrees of the slices on the rolled up dimension are
computed from the former degrees. For this, we consider an operation which takes
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into account the former degrees of all slices which participated to the computation
of the resulting cell. These slices are the ones corresponding to values a such that
c(a,b) > 0. A t-norm may be used for this operation. For instance, in Fig. 10, the
values M1, M2 and M3 participated with a coefficient 1 for the slice correspond-
ing to the Q1 value, and M4 participated with a lower coefficient. Thus degrees
m1,m2,m3 and m4 will be taken into account to compute the degree q1. We could
for instance choose a t-norm 
 and compute q1 as q1 = 
(m1,m2,m3,m4).

4.2.3 Binary Operations (Inter-Cubes Operations)

Union and intersection of two cubes having the same dimensions is defined by com-
bining their different elements and degrees. These operations are applied only on
cubes having the same dimensions, even if the domains are not identical.

Definition 14. Given two cubes Cα and Cβ defined on Dα
1 × . . .×Dα

k → Dα
C × [0,1]

and Dβ
1 × . . .×Dβ

l → Dβ
C × [0,1] with domains domα

i , i = 1, . . . ,k, and domβ
j , j =

1, . . . , l, these cubes have the same structure if:

1. k = l
2. for all i = 1, . . . ,k, the name of the dimension Dα

i is the same as the one for

dimension Dβ
i

3. Dα
C and Dβ

C are dimensions whose domains are defined on the same universe.

Union

The values of the dimension domains for the new cube are obtained considering
the union of the domain values for the two cubes. If the value is only in one of
the two cubes, then the degree is taken from this cube. Otherwise, the cell value is
computed by the union of the two fuzzy subsets constituting the cell values of the
two cubes. The degrees d(−→x ) and μ(−→x ) are combined using an operator which may
be for instance a t-conorm ⊥. As we highlighted previously when considering the T
operator, this operator may be replaced by another one.

Given two fuzzy cubes Cα and Cβ having the same structure (D1 × . . .×Dk →
DC × [0,1]), the cube Cγ resulting from the union Cγ = Cα

⋃
Cβ is defined on D1 ×

. . .×Dk by:

∀i = 1, ...,k , V γ
Domi

= V α
Domi

⋃
V β

Domi
,

∀−→x ∈ −→
X , vγ (−→x ) = ∪(vα(−→x ),vβ (−→x )),

∀−→x ∈ −→
X , dγ(−→x ) = ⊥(dα(−→x ),dβ (−→x )),

∀−→x ∈ −→
X , μγ (−→x ) = ⊥(μα(−→x ),μβ (−→x ))

where ∪ is an union operator on fuzzy subsets.

Intersection

When computing the intersection of two fuzzy cubes, the values in domains of di-
mensions for the resulting cube are obtained by computing the fuzzy intersection
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between the two fuzzy subsets in the cubes and the degrees are calculated by com-
bining the former degrees by means of an operator T which may be for instance a
t-norm. When the value is only in one of the two cubes, it will not be in the resulting
cube.

If Cγ = Cα
⋂

Cβ is the intersection cube then it is defined on D1 × . . .×Dk by:

∀i = 1, ...,k , V γ
Dom = V α

Dom
⋂

V β
Dom,

∀−→x ∈ −→
X , vγ (−→x ) = ∩(vα(−→x ),vβ (−→x )),

∀−→x ∈ −→
X , dγ(−→x ) = T(dα(−→x ),dβ (−→x )),

∀−→x ∈ −→
X , μγ (−→x ) = T(μα(−→x ),μβ (−→x ))

where ∩ is an intersection operator on fuzzy subsets.

5 Conclusion

In this paper, we describe an approach for fuzzy multidimensional databases. The
general model dealing with imperfect data in multidimensional databases is pre-
sented. Moreover, the associated architecture is given in order to use these kinds of
data repository for relevant knowledge discovery from large databases from the real
world. According to several works that highlighted the great interest of the OLAP
framework in the knowledge discovery process, this approach enhances the existing
solutions.

As studied by Dr. Ashley Morris, managing fuzziness in information systems is
of great interest, and leads to enhanced systems. In the framework of multidimen-
sional databases, it not only provides the way to deal with data from the real world,
and to apply flexible operations on data sets stored as multidimensional arrays, but
it also provides means to generate more understandable fuzzy rules, as shown in
(Lau02a).

Finally, it should be noticed that time is of one the main dimensions in data cubes,
and should thus be considered in a special way, as done for generating multidimen-
sional sequential patterns (PCL+05? ). Mixing fuzzy sequential patterns (FLT07)
and multidimensional sequential patterns will thus be one of the future directions.
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Expressing Hierarchical Preferences in OLAP Queries 

Panagiotis Chountas, Ermir Rogova, and Krassimir Atanassov 

1Abstract. OLAP query answering requirements for a knowledge based treatment 
of user requests led us to introduce the concept of hierarchical preferences over a 
universe that has a hierarchical structure.  We introduce the automatic analysis of 
queries according to concepts defined as part of knowledge based hierarchy in or-
der to guide the query answering as part of a data-warehouse environment with the 
aid of hierarchical Intuitionistic fuzzy sets, H-IFS. Based on the notion of H-IFS 
we propose an ad-hoc utility build on top of current OLAP tools like Oracle10g 
that allows us to enhance the query capabilities of by providing better and knowl-
edgeable answers to user’s requests. The theoretical aspects as well the practical 
issues and achieved results are presented throughout the rest of the paper. 

1   Introduction 

In 1970s, the need for flexible models and query languages to manage the ill-
defined nature of information in Databases was identified [1]. Nowadays, the ap-
plication of OLAP technology to other knowledge fields e.g., medical data and the 
use of semi-structured sources e.g., XML and non-structured sources has made 
these requirements even more important. 

Over the past years we have witnessed an increasing interest in expressing user 
or domain preferences [2] inside database queries. First, it appeared to be desirable 
property of a query system to offer more expressive query languages that can be 
more faithful to what a user intends to say. Second, a classical query in the sense 
of relational paradigm may also have a restricted answer or sometimes an empty 
set of answers, while a relaxed version of the query enhanced with background or 
domain knowledge might be matched by some items in the database.  

Frequently integrated DBMSs contain incomplete data which we may represent 
using hierarchical background knowledge to declare support contained in subsets 
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of the domain. These subsets may be represented in the database as partial values, 
which are derived from background knowledge using conceptual modelling to re-
engineer the integrated DBMS.  

Concerning query enlargement, several works such as [3] use a lattice of con-
cepts to generalize unsolvable queries. An extended relational model for assigning 
possible values to an attribute value has been proposed by [4].  This approach may 
be used either to answer queries for decision making or for the extraction of an-
swers and knowledge from relational databases. It is therefore important that ap-
propriate functionality is provided for database systems to handle such information. 

In studies about possibilistic ontologies [5], each term of an ontology is consid-
ered as a linguistic label and has an associated fuzzy description. Fuzzy pattern 
matching between different ontologies is then computed using these fuzzy descrip-
tions. Studies about fuzzy thesauri have discussed different natures of relations  
between concepts. Fuzzy thesauri have been considered, for instance, in [6].  

Recently in OLAP systems a need has been identified for enhancing the query 
scope with the aid of kind of relation that describe knowledge as well as ordering 
of the elements of a domain or a hierarchical universe.  

However, in our context, the terms of the hierarchy [7], [8] [9] and the  
relations between terms are not fuzzy. These observations led us to introduce the 
concept of closure of the H-IFS which is a developed form defined on the whole 
hierarchy. The definition domains of the Hierarchical Intuitionistic Fuzzy sets,  
H-IFS that we propose below are subsets of hierarchies composed of elements  
partially ordered by the “kind of” relation or by ⊂.  

Based on the above observations, in this research, we particularly focus on in-
corporating hierarchical preferences expressed in the form of background-domain 
knowledge with the aim on enhancing the query scope and in return to get richer 
answer, closer to user requests.  

We developed an ad-hoc OLAP utility known as ‘IF-Oracle’ [10] implemented 
on top of Oracle10g that allow us firstly to define and secondly incorporate hierar-
chical knowledge in the form of H-IFS as part of the standard SQL queries. We 
demonstrate the benefits of the ‘IF-Oracle’ by comparing the respective enhanced 
query answers against the Oracle10g standard query answers.   

The rest of the paper is organised as follows; In section II we review the issue 
of value imprecision in OLAP Systems and emerging research challenges. In Sec-
tion III we define the basic properties of Intuitionistic Fuzzy sets and H-IFS. In 
Section IV we define the extended SQL aggregators. In Section V we present and 
discussed the main concepts involved in the designing and implementation the 
‘IF-Oracle’ ad-hoc utility and also demonstrate the potential of ‘IF-Oracle’ utility 
when it comes to query answering that requires utilisation of the domain knowl-
edge in order to receive answer close to the user’s intent. Finally we point to  
future research aims. 

2   Value Imprecision in OLAP Systems 

The need for flexible systems to manage value imprecision has been the focus  
for database researchers mainly in the context of the relational model. OLAP  
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technology required [11] the extension of the relational systems with the inclusion 
of the data-cube and operators to operate over it. Alternatively, new models [12] 
were proposed to support OLAP based querying on top of multidimensional 
views. Both approaches support the organisation of data around several axes of 
analysis. In OLAP based systems, when it comes to the model level, support for 
value uncertainty will be required at the fact level as well at the level of dimen-
sions with the support of non-rigid hierarchies [13]. Still [14] considers that facts 
and dimensions as in [15], [16] represent structural information.  

Current research issues for OLAP systems can be summarised as follows:  

i) Flexible models are required to support value uncertainty at fact level as 
well as at the dimension level with the provision of non rigid dimensions 

ii) Flexibility should not be eliminated at the structural level. It should be al-
lowed also at the query level. Users should be allowed to synthesise their 
own model of dimensions for analysis purposes based on existing structure. 
Dimensions may be based in either rigid or non-rigid hierarchies. 

To this extent concepts can be used to describe how the data is organized in the 
data sources and to map such data to the concepts described in the Domain Ontol-
ogy. These definitions are used to apply more extensively the business semantics 
described in the Domain Ontology, to support the rewrite of queries’ conditions 
and combine OLAP features in this process. These semantics support the auto-
matic recommendation of analysis according to the context of users’ explorations 
in order to guide query answering, feature inexistent in current analytical tools.  

Concepts are used to describe how the data is organized in the data sources and 
to map such data to the concepts described in the Domain Ontology. These defini-
tions are used to apply more extensively the business semantics described in the 
Domain Ontology, to support the rewrite of queries’ conditions and combine 
OLAP features in this process. These semantics support the automatic recommen-
dation of analysis according to the context of users’ explorations in order to guide 
query answering, feature inexistent in current analytical tools. 

Realising a flexible OLAP environment where value uncertainty is accommo-
dated at the level of models, give users much more flexibility when queries are 
imposed and at the same time expands the range of answers obtained in respond to 
those queries.  

The main issues to be resolved are: 

i) Imprecision at the level of multidimensional models: the semantics of value 
uncertainty need to been defined with regard to the main structures of mul-
tidimensional modelling (dimensions, hierarchies, facts) and the interrela-
tionships between them. Also users or different applications should be able 
to define their own axes of analysis.  

ii) Flexible Non-Deterministic Query System:  this will allow the querying at 
the fact level with the assistance of OLAP operators  after being re-defined 
with the aid of Intuitionistic fuzzy logic. More specifically we introduce the 
automatic analysis of queries according to concepts defined as part of a 
knowledge based hierarchy in order to guide the query answering as part of 
an integrated database environment with the aid of hierarchical Intuitionis-
tic fuzzy sets, H-IFS. 
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Overall no significant attempt [17], [18] has been made for a generic representa-
tion of value uncertainty mainly as a property of axes of analysis and also as part 
of dynamic environment, where potential users may wish to define their “own” 
axes of analysis for querying either precise or imprecise facts. To put it differ-
ently, different users may wish to define their own dimensions of analysis based 
on a multidimensional model [19], [20]. In such cases, measured values and facts 
are characterised by descriptive values drawn from a number of dimensions, 
whereas values of a dimension are organised in a containment type hierarchy. This 
need is more obvious since we move from the classical DBMS environments to 
multi-source integrated environments where OLAP is the main query answering 
system. 

We propose a unique ontological approach for the treatment of value uncer-
tainty, with respect to multidimensional-OLAP modelling and flexible structuring 
of user defined versions of measures based on rigid or non-rigid-hierarchies.   

3   Concept Based Hierarchies-Notion of H-IFS 

Let us consider a sample concept based hierarchy named as wine. Temporarily let 
us ignore the meaning of weights. 

Wine
<0.8, 0.1>

Red wine
<0.7, 0.1>

Medit. Muscat

Brown Wine White wine
<0.4, 0.3>

Pinot Noir

 

 

Fig. 1. Wine Hierarchy. 

With respect to the Concept based hierarchy Wine, we try to express different 
ontological semantics, or “kind of” relations such as to what extent: 

 Medit. Muscat  is a “kind-of” Red wine? 
 Medit. Muscat  is a “kind-of” White wine? 
 Pinot Noir is a “kind-of” Red wine? 
 Pinot Noir is a “kind-of” Brown wine? 
 Brown wine is a ”kind-of” wine?  Etc. 

It is obvious from the above examples that if we wish to summarise the sales, 
for example, of products of “Brown wine” we need to take into account as well  
the fact that “Pinot Noir” may also be treated somehow as “Brown wine” when 
applying i.e. the SUM aggregator. 
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The above queries led us introduce the concept of closure of an Intuitionistic 
fuzzy set over a universe that has a hierarchical structure, which is a developed 
form defined on the whole hierarchy. For instance, in a query, if the user is inter-
ested in the element Wine, we consider that all kinds of Wine, Red wine, Brown 
wine, etc. are of interest. On the opposite, we consider that the super-elements 
(more general elements) of Wine in the hierarchy are too general to be relevant for 
the user’s query. 

3.1   IFS- Notion of H-IFS 

Each element of an Intuitionistic fuzzy [21, 22] set has degrees of membership or 
truth (μ) and non-membership or falsity (ν), which don’t sum up to 1.0 thus leav-
ing a degree of hesitation margin (π). 

As opposed to the classical definition of a fuzzy set given by A′ = 
{ }Xx|)x(,xA

~
A ∈><= μ  where ]1,0[)( ∈xAμ is the membership function of the 

fuzzy set A′, an Intuitionistic fuzzy set   A is given by 

{ }Xx|)x(),x(,xA AA ∈><= νμ  

]1;0[X:A →μ and ]1;0[X:A →ν  

such that 1)x()x(0 AA ≤+≤ νμ and ]1;0[X:A →μ , ]1;0[X:A →ν  
denote a degree of membership and a degree of non-membership of x ε A, respec-
tively. Obviously, each fuzzy set may be represented by the following Intuitionis-
tic fuzzy set   

{ }Xx|)x(1),x(,xA AA ∈>−<= μμ For each Intuitionistic fuzzy set in X, 

we will call )()(1)( xxx AAA νμπ −−= an Intuitionistic fuzzy index (or a 

hesitation margin) of x ε A which expresses a lack of knowledge of whether x be-
longs to A or not. For each Ax ∈ 1)x(0 A ≤≤ π  

Definition 1. Let A and B be two Intuitionistic fuzzy sets defined on a domain X. 
A is included in B (denoted A ⊆ B) if and only if their membership functions and 
non-membership functions satisfy the condition:   

(∀Χ∈ X) (μA(x) ≤ μB(x) & νA(x) ≥  νB(x)) 

Two scalar measures are classically used in classical fuzzy pattern matching to 
evaluate the compatibility between an ill-known datum and a flexible query, 
known as 

• a possibility degree of matching, Π(Q/ D)     
• a necessity degree of matching, N(Q/ D)   

Definition 2. Let Q and D be two Intuitionistic fuzzy sets defined on a domain X 
and representing, respectively, a flexible query and an ill-known datum: 

The possibility degree of matching between Q and D, denoted Π(Q/D), is  
an “optimistic” degree of overlapping that measures the maximum compatibility 
between Q and D, and is defined by: 
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The necessity degree of matching between Q and D, denoted N(Q/D), is a “pessi-
mistic” degree of inclusion that estimates the extent to which it is certain that D is 
compatible with Q, and is defined by: 

))(),(min(sup)),(),(max(inf)/( x1xx1xDQN DD
Xx

QQ
Xx

μμμμ −−=
∈∈

 

The problem occurring from defining Intuitionistic fuzzy sets based on the kind of 
relation is that two different Intuitionistic fuzzy sets on the same hierarchy do  
not necessarily have the same definition domain, which means they cannot be 
compared using the classic comparison operations Π(Q/ D), N(Q/ D)  

3.1.1   The Notion of H-IFS 

The definition domains of the hierarchical fuzzy sets [23, 24, 25] that we propose below 
are subsets of hierarchies composed of elements partially ordered by the “kind of” rela-
tion. An element li is more general than an element lj (denoted li ~ lj), if li is a predecessor 
of lj in the partial order induced by the “kind of” relation of the hierarchy. An example of 
such a hierarchy is given in Fig..2. A hierarchical Intuitionistic fuzzy set is then defined as 
follows. 

Definition 3. Let F be a H-IFS defined on a subset D of the elements of a hierar-
chy L. It degree is denoted as <μ, ν>. The closure of F, denoted clos(F), is a H-IFS 
defined on the whole set of elements of L and its  degree  <μ, ν>clos(F) is defined as 
follows. 

For each element l of L, let SL= {l1, ….,ln} be the set of the smallest super-
elements in D.  

If SL is not empty,  

 >=<><
≤≤≤≤

)(min),(max)(, )( i
ni1

i
ni1

LFclos LLS νμνμ  

else 
 >=<>< 00S LFclos ,)(, )(νμ  

In other words, the closure of a H-IFS F is built according to the following 
rules. For each element l1 of L: 

• If lI belongs to F, then lI keeps the same degree in the closure of F (case 
where SL= { lI }). 

• If lI  has a unique smallest super-element l1 in F, then the degree associ-
ated with lI is propagated to L in the closure of F, SL= { l1 } with l1 > lI) 

If L has several smallest super-elements {l1, ….,ln} in F, with different degrees, 
a choice has to be made concerning the degree that will be associated with lI in the  
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closure. The proposition put forward in definition 3, consists of choosing the 
maximum degree of validity μ and minimum degree of non validity v associated 
with {l1, …,ln}. We refer to as the Optimistic strategy. 

We can also utilise a Pessimistic strategy which consists of choosing the mini-
mum degree of validity μ and maximum degree of non validity v associated with 
{l1, …,ln}.Alternatively, an Average strategy could be utilised, which consists of 
calculating the IF-Average and applying it to the degrees of validity μ and non-
validity v. 

It has been observed that two different H-IFSs, defined on the same hierarchy, 
can have the same closure, as in the following example. 

The H-IFSs Q={Wine<1,0>, Red Wine<0.7,0.1>, Brown Wine<1,0>, White 
Wine <0.4,0.3>} and   

R ={Wine<1,0>, Red Wine<0.7,0.1>, Brown Wine<1,0>, Pinot Noir <0.4,0.3>} 
have the same closure, represented  Fig.2 below. 

 
 Wine

<1.0, 0.0>

Red 
<0.7, 0.1>

Medit. Muscat
<0.7, 0.1>

Brown 
<1.0, 0.0>

White 
<0.4, 0.3>

Pinot Noir
<1.0, 0.0>  

Fig. 2. Common closure of the H-IFS’s Q and R 

Such H-IFSs form equivalence classes with respect to their closures. 
 

Definition 4. Two H-IFSs Q and R, defined on the same hierarchy, are said to be 
equivalent Q≡R if and only if they have the same closure. 

 
Property. Let Q and R be two equivalent Intuitionistic hierarchical fuzzy sets. If lI 
∈ dom(Q) ∩ dom(R ), then  <μ,ν>(Q.lI) = <μ,ν>(R.lI) 

 
Proof. According to the definition of the closure of a H-IFS F, definition 3, the 
closure of F preserves the degrees that are specified in F. As Q and R have the 
same closure (by definition of the equivalence), an element that belongs to Q and 
R necessarily has the same degree <μ,ν> in both. 

 

We can note that R contains the same element as Q with the same <μ,ν>, and also 
one more element Pinot Noir<1,0>. The <μ,ν> associated with this additional 
element is the same as in the closure of Q. Then it can be said that the element, Pi-
not Noir<1,0> is derivable in R through Q. The same conclusions can be drawn in 
the case of Medit. Muscat <0.7, 0.1>  
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Definition 5. Let F be a hierarchical fuzzy set, with dom(F) = {l1, ….,ln}, and F-k 
the  H-IFS resulting from the restriction of F to the domain dom(F) \ {lk}. lk is de-
ducible in F if 

<μ, ν>clos(F-k) (lk) = <μ, ν>clos(F) (lk) 

As a first intuition, it can be said that removing a derivable element from a hierar-
chical fuzzy set allows one to eliminate redundant information. But, an element 
being derivable in F does not necessarily mean that removing it from F will have 
no consequence on the closure: removing k from F will not impact the degree as-
sociated with k itself in the closure, but it may impact the degrees of the sub-
elements of k in the closure.  

For instance, if the element Brown Wine is derivable in Q, according to defini-
tion 5, removing Brown Wine <1,0> from Q would not modify the degree of 
Brown Wine itself in the resulting closure, but it could modify the degree of its 
sub-element Pinot Noir. Thus, Brown Wine <1,0> cannot be derived or removed. 
This remark leads us to the following definition of a minimal hierarchical fuzzy set. 

 
Definition 6. In a given equivalence class (that is, for a given closure C), a hierar-
chical fuzzy set is said to be minimal if its closure is C and if none of the elements 
of its domain is derivable. 

3.1.2   Obtaining the Minimal H-IFS 

Step 1: Assign Min-H-IFS ← ∅.  Establish an order so that the sub-elements 
{l1,…,ln} of the hierarchy L are examined after its super-elements.  

Step 2: Let l1 be the first element and (l1)/<μ, ν> ≠ (l1)/<0, 0> then add l1 to Min-H-
IFS and  <μ, ν>clos(Min-HIFS) (l1)= (l1)/<μ, ν>. 

Step 3: Let us assume that K elements of the hierarchy L satisfy the condition  <μ, 
ν>clos(Min-HIFS) (li)=(li)/<μ, ν>. In this case the Min-H-IFS do not change. Otherwise  
go to next element  lk+1 and execute Step  4. 

Step 4: The lk+1/<μ k+1, ν k+1> associated with lk+1. In this case lk+1 is added to Min-
H-IFS with the corresponding <μ k+1, ν k+1>.  

Step 5: Repeat steps three and four until clos(Min-HIFS)=C. 

For instance the H-IFSs  S1 and S2 are minimal (none of their elements is deriv-
able). They cannot be reduced further. 
 

S1= Wine<1,0> 
S2={Wine<1,0>, Red Wine<0.7,0.1>,  Pinot Noir<1,0>, White Wine <0.4, 0.3>} 

3.1.3   Representing H-IFS as Concept Relations  

The structure of any H-IFS can be described by a domain concept relation DCR = 
(Concept, Element), where each tuple describes a relation between elements of the  
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domain on different levels. The DCR can be used in calculating recursively [26] 
the different summarisation or selection paths as follows: 

 

 
If n≤2, then DCR becomes the Path table as it describes all summarisation and se-
lection paths. These are entries to a knowledge table that holds the metadata on 
parent-child relationships. An example is presented below 

Table 1. Domain Concept Relation 

 DCR 
Concept Element 

Wine <1.0, 0.0> Brown Wine <1.0, 0.0> 
Wine <1.0, 0.0> Red Wine <0.7, 0.1> 
Wine <1.0, 0.0> White Wine <0.4, 0.3> 
Brown Wine <1.0, 0.0> Pinot Noir <1.0, 0.0> 
Red Wine <0.7, 0.1> Pinot Noir <1.0, 0.0> 
Red Wine <0.7, 0.1> Medit. Muscat <0.7, 0.1> 
White Wine <0.4, 0.3> Medit. Muscat <0.7, 0.1> 

Table 1 shows how our Wine hierarchy knowledge table is kept. Paths are cre-
ated by running a recursive query that reflects the ‘PATH’ algebraic statement. 
The hierarchical IFS used as example throughout this paper comprises of 3 levels, 
thus calling for the SQL-like query as below: 

SELECT A.Concept as Grand-concept, b.concept, b.element 
FROM DCR as A, DCR as B 
WHERE A.child=B.parent; 
 

This query will produce the following paths: 

Table 2. Path Table 

Path 
Grand-

concept 
Concept Element Path Colour 

Wine 
<1.0, 0.0> 

Brown Wine 
<1.0, 0.0> 

Pinot Noir 
<1.0, 0.0> 

Red 

Wine 
<1.0, 0.0> 

Red Wine  
<0.7, 0.1> 

Pinot Noir 
<1.0, 0.0> 

Blue 

Wine 
<1.0, 0.0> 

Red Wine  
<0.7, 0.1> 

Medit. Muscat 
<0.7, 0.1> 

Green 

Wine  
<1.0, 0.0> 

White Wine  
<1.0, 0.0> 

Medit. Muscat 
<0.7, 0.1> 

Brown 

 
Table 2 presents a pictorial view of the four distinct summarisation and selec-

tion paths. These paths will be used in fuzzy queries to extract answers that could 
be either definite or possible. This will be realised with the aid of the predicate 
(θ).A predicate (θ) involves a set of atomic predicates (θ1, …, θn )  associated with 

PATH DCR {x=1...(n-2) | n>2}       DCRx  
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the aid of logical operators p ( i.e. ∧, ∨, etc.). Consider a predicate θ that takes the 
value “Red Wine”, θ = “Red Wine”. 

After utilizing the IFS hierarchy presented in Fig.2, this predicate can be recon-
structed as follows: 

θ = θ1 ∨ θ2 ∨... ∨ θn 

In our example, θ1=”Red Wine”, θ2=”Pinot Noir” and θn=”Medit. Muscat”. The 
reconstructed predicate θ = (Red Wine ∨ Pinot Noir ∨ Medit. Muscat) allows the 
query mechanism to not only definite answers, but also possible answers [27]. 

 
 Wine

<1.0, 0. >

Red Wine
<0.7, 0.1>

Medit. Muscat
<0.7, 0.1>

Brown Wine 
< 1 . 0 , 0 . 0 > White Wine

<0.4, 0.3>

Pinot Noir 
< 1 . 0 , 0 . 0 > 

<1.0, 0 0 >

<0.7, 0.1>

<0.7, 0.1>

< 1 . 0 , 0 . 0 > <0.4, 0.3>

< 1 . 0 , 0 . 0 >  

Fig. 3. Pictorial representation of paths 

In terms a query retrieving data from a summary table, the output contains not 
only records that match the initial condition, but also those that satisfy the recon-
structed predicate. Consider the case where no records satisfy the initial condition 
(Red Wine). Traditional aggregation query would have returned no answer, how-
ever, based on our approach, the extended query would even in this case, return an 
answer, though only a possible one, with a specific belief and disbelief <μ, ν> . It 
will point to those records that satisfy the reconstructed predicate θ, more specifi-
cally, “Pinot Noir and Medit. Muscat”.  

Following the representation of H-IFS as concept relations and the definition of 
summarisation paths, there is still a need to extend the traditional aggregation op-
erators in order to cope with flexible hierarchies of data organisations.  

4   Extended Relational Aggregation Operators 

Aggregation (A): An aggregation operator A is a function A(G) where G = {<x, 
μF(x) , νF(x)>| x∈ X }  where x=<att1, …,attn> is an ordered tuple belonging to a 
given universe X, {att1, …, attn} is the set of attributes of the elements of X,  μF(x) 
and νF(x)  are the degree of membership and non-membership of x. The result is a 
bag of the type {<x′, μF(x′) , νF(x′)>| x′∈ X }. To this extent, the bag is a group of 
elements that can be duplicated and each one has a degree of μ and ν.  

• Input:  Ri =  ( l, F, H) and the function A(G) 
• Output: Ro =  ( lo, Fo, Ho) where 
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• l  is a set of levels l1,…, ln, that belong  to a partial order ≤ O To identify 
the level l as part of a hierarchy we use  dl. 

• l┴: base level, l┬: top level 
For each pair of levels li and lj we have the relation  

μij : li × lj  [0,1],    νij : li × lj  [0,1,]   0 < μij + νij < 1 

• F is a set of fact instances with schema F = {<x, μF(x) , νF(x)>| x∈ X }, 
where x=<att1, …,attn> is an ordered tuple belonging to a given universe 
X,   μF(x) and νF(x)  are the degree of membership and non-membership of 
x in the fact table F respectively. 

• H  is an object type history that corresponds to a structure( l, F, H′ ) which 
allows us to trace back the evolution of a structure after performing a set of 
operators i.e. aggregation 

 

The definition of the extended group operators allows us to define the extended 
group operators Roll up (Δ), and Roll Down (Ω). 
 
Roll up (Δ): The result of applying Roll up over dimension di at level dlr using the 
aggregation operator A over a relation Ri=(li ,Fi , Hi ) is another relation Ro=(lo, Fo, 

Ho ) 

Input:       Ri = (li ,Fi , Hi ) 
Output:   Ro = (lo ,Fo , Ho )     

An object of type history is a recursive structure: 
 

       
     
   H =  
 
 
The structured history of the relation allows us to keep all the information when 

applying Roll up and get it all back when Roll Down is performed. To be able to 
apply the operation of Roll Up we need to make use of the IFSUM  aggregation op-
erator.  

 

Roll Down (Ω): This operator performs the opposite function of the Roll Up op-
erator. It is used to roll down from the higher levels of the hierarchy with a greater 
degree of generalization, to the leaves with the greater degree of precision. The re-
sult of applying Roll Down over a relation Ri = (l, F, H) having H=( l’, A’, H’ ) is 
another relation Ro= (l’, F’, H’). 

Input: Ri=(l, F, H)  
Output: Ro=(l’, F’, H’) where F’  set of fact instances defined by operator A. 

To this extent, the Roll Down operative makes use of the recursive history 
structure previously created after performing the Roll Up operator. 

ω  is the initial state of the relation. 
 

     (l, A, H’)  is the state of the    relation after 
performing an operation on it. 
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The definition of aggregation operator points to the need of defining the IF exten-
sions for traditional group operators [12], such as SUM, AVG  and MAX. Based on 
the standard group operators, we provide their IF extensions and meaning. 

IFSUM: The IFsum aggregate, like its standard counterpart, is only defined for 
numeric domains. The relation R consists of tuples Ri with 1 ≤  i ≤  m. The tuples 
Ri are assumed to take Intuitionistic Fuzzy values for the attribute attn-1 for i = 1 to 
m  we have Ri[attn-1] = {<μi(uki), νi(uki)>/ uki | 1 ≤ ki  ≤ n } . The IFsum of the attrib-
ute attn-1 of the relation R is defined by: 
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IFAVG : The IFAVG aggregate, like its standard counterpart, is only defined for 
numeric domains. This aggregate makes use of the IFSUM that was discussed pre-
viously and the standard COUNT.  The IFAVG  can be defined as: 

IFAVG((attn-1)(R) =  

IFSUM((attn-1)(R)) / COUNT((attn-1)(R)) 

IFSMAX : The IFSMAX aggregate, like its standard counterpart, is only defined for 
numeric domains. Given a fact F defined on the schema X (att1, …,attn), let attn-1 
defined on the domain U={u1 , …, un ). The fact F consists of fact instances fi with 
1 ≤  i ≤  m.  

The fact instances fi are assumed to take Intuitionistic Fuzzy values for the at-
tribute attn-1 for i = 1 to m  we have fi[attn-1] = {<μi(uki), νi(uki)>/ uki | 1 ≤ ki  ≤ n } . 
The IFSMAX of the attribute attn-1 of the fact table F is defined by: 

 ( ){ })),...,1:,...,())(),((max))(),((min((|/)))((( 11111 nkkkkuuyuuuyuFattIFS mmkiikii
m
ikiikii

m
inMAX ≤≤∀=∧=><= ==− νμνμ  

In the next section we demonstrate the usefulness of the H-IFS notion and the ex-
tended aggregation operators for extending the query capabilities of Oracle10g. 
We developed an ad-hoc utility ‘IF-Oracle’ implemented on top of Oracle10g that 
allow us to: 

• Define an H-IFS hierarchy  
• Incorporate hierarchical knowledge in the form of H-IFS as part of the 

standard SQL queries.  
• Enhance the scope of query answers against the Oracle10g standard 

query answers. 

5   IF-Oracle Ad Hoc Utility 

IF-Oracle has been developed using Visual Studio.Net as an ad-hoc utility that is 
attached to and enhances Oracle10g DBMS query capabilities. For demonstrating 
the functionality of IF-Oracle let us consider a sample multidimensional model, 
Fig.3 in the form of a star schema that describes sales of  Vitis Vinifera type 
wines. 
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Fig. 3. Sample of a Star Schema. 

Fig.4 shows a sub-hierarchy that has been derived from the Vitis Vinifera do-
main for testing purposes. On the left it is shown the tree structure view as dis-
played in IF-Oracle, while on the right we have shown the tree representation. 

 

 
Fig. 4. Vitis Vinifera sub-hierarchy views. 

 
After forming the structure and storing it as a concept relation in Oracle10g, we 

perform the calculation of the hierarchical closure of the H-IFS and its weights. 
The user now has the choice of selecting three different strategies: Optimistic, 

Pessimistic or Average as defined on section 3.1.1. 
Let’s assume that the user’s interest lays on finding information about Red wines.  
Fig.5 below shows the hierarchy after weights have been calculated and as-

signed reflecting the user’s intent. 
 

 
Fig. 5. Vitis Vinifera sub-hierarchy view with weights. 

 Wine 

Brown Red White 

Red 
Bordeaux

Merlot 

Medit. 
Muscat

White 
Bordeaux

Muscat Sauvignon 

Alsace

Pinot Gris 

Friuli 
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We can observe that the principle of the H-IFS closure (see definition 3) has 
been preserved when propagating the degree of validity μ and non-validity ν from 
super-elements to sub-elements by using the optimistic strategy. 
The degree of validity and non-validity <μ, ν > are calculated as follows: 

  
 

 

|c l|
|c l-1|

|¬cl|
 |c l-1|μ= ν=

 
Where cl corresponds to those elements from the fact table that absolutely satisfy 
the selection criteria with reference to a node in the hierarchy. Cl-1 represents the 
elements children elements of that selection on a lower level that satisfy the selec-
tion condition to some extent. It is obvious that  

π= 1- (μ+ν) 

After adding the hierarchy into the repository and automatically calculating the 
weights for the requested nodes, the user can utilize the ad-hoc interface for exe-
cution of queries either in standard SQL or make use of the enhanced Select clause 
and features that IF-Oracle provides. 

Fig.6 shows the results of a user request for “Red” wine executed in standard 
SQL provided by Oracle10g. 

 

 

Fig. 6. Standard SQL output for “Red” wine 

In contrast, Fig.7 shows the output after executing the same query, but this time 
using the IF-Oracle utility. 

By comparing the two figures, one can observe that IF-Oracle produces a 
knowledge-based answer instead of mindlessly matching the records against the 
word “Red”. 
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Fig. 7. Enhanced SQL output for “Red” wine 

The results show that IF-Oracle not only retrieves sales of “Red” bottles, but 
also sales of bottles that are classified as red wines by the knowledge represented 
in the H-IFS hierarchy as “Merlot”, “Red Bordeaux”, “Medit. Muscat”, etc. with 
indicative degrees of <μ, ν> relevant to the user’s preference. 

At this point one may decide to further enhance the query capabilities of the IF-
Oracle utility by allowing versions of hierarchies. In such case similarities [28] and 
dissimilarities [29] between different versions should be reflected in the query results.  

6   Conclusions 

In this paper, we focus on integrating hierarchical preferences in OLAP queries ex-
pressed in the form of background-domain knowledge with the aim on enhancing 
the query scope and in return to get richer answer, closer to user requests. We pro-
vide a means of using background knowledge to re-engineer query processing and 
answering with the aid of H-IFS and Intuitionistic Fuzzy relational representation.  

The hierarchical links defined on the basis of the H-IFS closure are representing 
knowledge in different forms. The membership of an element in a H-IFS has con-
sequences on the membership and non-membership of its sub elements in this set. 

We demonstrated the simplicity and implement-ability of the H-IFS notion by 
adding an ad-hoc utility ‘IF-Oracle’ in Oracle10g that allow us to enrich the scope 
of query and receive answers closer to user’s intent and preferences even when 
answers are not obvious when using the standard SQL provided by Oracle10g. 

Future research efforts will concentrate on incorporating knowledge arriving 
from external sources either semi structured or unstructured i.e. WordNet or 
Wikipedia considering the web as such as source. Furthermore considering the  
notion of the minimal H-IFS one could consider to devise new optimisation  
techniques for making query processing more efficient. 
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Imperfect Multisource Spatial Data Fusion Based on a 
Local Consensual Dynamics 

Gloria Bordogna, Marco Pagani, and Gabriella Pasi 

1
  

Abstract. Strategies for multisource spatial data fusion have generally to cope 
with distinct kinds of uncertainty, related to both the trust of the information 
source, the imperfection of spatial data, and the vagueness of the fusion strategy 
itself. In this chapter we propose a consensual fusion method that allows to flexi-
bly model several fusion strategies ranging from a risk-taking to a risk-adverse  
attitude, and capable to cope with both data imprecision and source reliability. 
Uncertainty and imprecision in spatial data are represented by associating a fuzzy 
value with each spatial unit. The fusion function models a consensual dynamics 
and is parameterized so as to consider a varying spatial neighborhood of the data 
to fuse. Moreover the fusion has a quantifier-guided nature, reflecting the concept 
of a fuzzy majority and works on imprecise values to compute an imprecise result. 
It is formalized by a generalized OWA operator defined in the paper for aggregat-
ing imprecise values with distinct importance. The consensual fusion works so 
that the greater the trust score of the source and its agreement with the other 
sources, the more influent (important) is the data from the source in determining 
the consensual values. Thus the obtained fused map is determined in each location 
by a distinct majority of the sources, those that locally are in agreement. In cases 
where the data are affected by uncertainty one can require to fuse them so as to 
compute a result affected by at most a given maximum uncertainty level.  

1   Introduction 

Spatial data fusion consists of a data integration process that combines spatial data 
from multiple sources to generate spatial data of “higher quality”, carrying infor-
mation not available from any individual source [28]. “Higher quality” can be  
intended as either data that support a better description of a spatial feature, or a 
better signal, or even a better decision. This last interpretation is the one that we 
model in this chapter.  
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We consider the fusion of spatial data that are independently produced by either 
software models or human experts, hereafter named sources, for example to clas-
sify the territory into risk/hazard maps with the objective of achieving a more ro-
bust decision map that synthesizes the consensual opinion of the experts/models; 
note that, individual sources can produce conflicting maps. In the fusion, we want 
to take into account the distinct trusts or presumed credits of the sources, that can 
be stated by a decision maker responsible of defining the fusion strategy, the im-
perfection, i.e. imprecision and uncertainty, of the data, the vagueness of the fu-
sion strategy itself, i.e., the decision maker’s attitude, and the spatial consensus 
among the data.  

Current GISs are inadequate to support the experts in modeling multisource 
spatial data fusion affected by uncertainty because flexible decision strategies can 
hardly be defined by using the available aggregation operators [7][18][20]. The 
fusion operations that GISs offer are generally based on Boolean logic, basically 
maps overlay and weighted linear combination [19]. Further, these systems do not 
represent and manage the imprecision and uncertainty of the data, allowing to as-
sociate only precise values with each spatial unit. These are the reasons that moti-
vated our work whose final objective would be to develop a software module 
within a GIS allowing the user to define and then execute his/her personalized fu-
sion strategy on available data, possibly affected by imperfection [4]. 

The definition of a spatial data fusion strategy first requires to represent the in-
put data in a common space, and then to define the way in which these data must 
be combined to generate the output. The first step is necessary when the input data 
are heterogeneous, as in the case of multisource data, and characterized by either 
different resolution, measurement errors, range of values, or distinct reliability of 
their source [27]. These are all causes of imprecision and uncertainty that must be 
appropriately dealt with when fusing spatial information. 

Distinct models of information fusion have been proposed. A rich survey of 
multi criteria fusion literature can be found in [1][9][19][27].  

Fuzzy set theory was applied to  information fusion to flexibly model the fusion 
criterion by means of aggregation operators that can be defined with varying 
trade-offs between a severe and an indulgent behavior [9][11][13][22][31]. Cou-
pled with possibility theory, uncertain information can be represented and man-
aged [10]. These approaches are appealing since they can be defined to model a 
variety of real situations in a flexible way [6][8][15]. 

In this context we formalize our proposal of a soft consensual fusion model that 
manages both the trust of the sources and the imperfection of data. The soft fusion 
strategy is based on a linguistic quantifier [33] associated with the concept of a 
fuzzy majority [16] and implemented by a generalization of the OWA operator 
[29][30]. OWA operators have been indicated as appropriate tools for spatial data 
fusion since they are a family of mean-like operators that allow implementing dis-
tinct fusion strategies [19][22]. 

The fusion has the objective of synthesizing the results independently pro-
duced by the sources, i.e., the experts or the models, by taking into account their 
agreements, i.e., the data values variability within a local or global spatial 
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neighborhood, so as to reduce possible semantic errors. The fusion operator is 
then a context dependent operator according to the classification given in [1]. 
Moreover it takes into account the data sources trust scores, that is, their reliabil-
ity or presumed credit. These characteristics are very important in the spatial con-
text where data may come from distinct sources with very distinct reliability, and 
acquisition characteristics. 

The approach is robust in the sense that it copes with data of different types 
possibly affected by imperfection, such as measurement errors of the means of ac-
quisition, approximation due to the adopted representation, incompleteness, etc. 
To this end, data can be represented by fuzzy values interpreted as possibility dis-
tributions [5], and when fusing them, one can specify a maximum tolerable level u 
of uncertainty of the result. The uncertainty level u specifies the u-cut that must be 
applied to the fuzzy values so as to generate imprecise data values, i.e., intervals 
of basic values. The generalized OWA operator defined in this paper fuses these 
intervals into an imprecise result that is affected by the level of uncertainty u.  

In this paper we consider the fusion of spatial data represented in raster form, 
i.e., grid data. In section II we introduce the type of imperfect data managed and 
its representation within the fuzzy set framework. In section III, the consensual fu-
sion model is described and formalized. In section IVI, an application example to 
generate a consensual fused seismic map is discussed. Finally the conclusions 
summarize the main achievements and future perspectives. 

2   Imperfection in Spatial Data  

In this section we analyze spatial data with respect to both their “imperfection” in-
tended as either imprecision or uncertainty [3][5], and their relationships relevant 
to the fusion problem [31]. As far as the pixel values are concerned, they can be 
specified with one among three types: 

Numeric values: for this type of data a metrics and all types of arithmetic opera-
tions are defined. Examples are the local slope or altitude of a spatial position; the 
density of some spatial property such as population, pollution, etc.; 

Ordinal values: for this type of data an order and composition operations on the 
index of the labels, ex. similarity or proximity relationship between indexes, are 
defined. Examples are the classes of hazard, risk, susceptivity etc.  

Nominal values: for this type of data the composition of values is meaningless; 
nevertheless, a similarity or proximity relationship between each pairs of values 
can be defined to represent a physical/chemical property of the data. For example 
the names of soil types and lithology types can be ordered to reflect their favora-
bility to contribute to the occurrence of landslides.  

Imperfection in spatial data may affect either the pixel values or the pixels’  
spatial reference. In the following, we analyze the representation within fuzzy set 
theory and possibility theory of the different kinds of imperfection of the spatial 
data. 
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Imperfection of Numeric Values 

Numeric values can be imprecise and uncertain when they are not single elements 
of the numeric reference domain. This is the case of values obtained by statistic 
analysis expressing mean values of a property with an associated dispersion, such 
as daily temperatures. Within fuzzy set theory, uncertain and imprecise numeric 
values are represented by fuzzy subsets on their basic numeric domains and are in-
terpreted as possibility distributions. For example, fuzzy values of local slope and 
altitude can be low_slope, medium_height, with membership functions μlow_slope : 
[0°,90°]  [0,1] and μmedium_height: [0,9000]  [0,1] defined on the numeric values 
of slope and altitude respectively. An imprecise value A can be represented by an 
interval [am, aM] of reference numeric values, e.g. slope is [15°, 18°], with mem-
bership value μA(x)=1 for am≤x≤aM and μA(x)=0 otherwise. Imprecise values can 
be used to represent indeterminacy due to low resolution of the representation, or 
even to represent missing information. 

In many real cases, the available data are precise but there could be uncertainty 
on their validity for several reasons: either because the source of the data cannot 
be completely trusted, or because one knows that the means of acquisition are not 
enough sophisticated and generate systematic errors; not least, because data are a 
result of a subjective analysis, such as surveyed data. Uncertainty on the validity 
of data can be represented by associating a trust score t∈[0,1] with data, ex. slope 
is 30% with trust score t. 

A compatibility relationship between fuzzy numeric values can be defined 
based on the fuzzy Jaccard similarity measure between fuzzy sets A and B defined 
on a continuous domain D as follows: 
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This definition computes a compatibility degree in [0,1] and is applicable also 
when either A or B or both are precise. In the case of discrete basic domain the in-
tegration is replaced by a sum. 

When A and B are imprecise values A=[am,aM], B=[bm,bM] their compatibility 
degree can be easily computed as follows:  
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A distance measure between fuzzy or imprecise numeric values can also be de-
fined as proposed in [12].  For imprecise values A=[am,aM], B=[bm,bM] their dis-
tance is defined as: 
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The distance between fuzzy values is derived by generalizing definition (3) (see 
[12]). 

Imperfection of Ordinal Values 

Ordinal values can be used in an imprecise way when one is unable to specify a 
single value of the ordinal domain (i.e. a label on an ordinal scale) but he/she can 
identify a set of values, e.g. a point in a map may be labeled as both high or full risk 
on the ordinal domain {none, low, medium, high, full}. Uncertainty on the validity 
on these values can be specified by associating with the data a trust score t∈[0,1]. 

A compatibility degree can be computed for imprecise ordinal values A={amin, 
aMax}and B={bmin, bMax} defined on the ordinal scales SA={s1,…,sM} and 
ZB={z1,…,zN}, respectively by applying definition (2) to their normalized set of 
indexes pA=[pamin ,paMax] and pB=[pbmin ,pbMax] computed as follows:  
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with sk ordinal value on a scale  S={smin,…,sMax} and  

index(sk)=argmaxi=min,…k(si) 

The inverse function normalize_index-1 that maps a value p∈[0,1] into and or-
dinal value si on a scale S with i=1,…, ⏐S⏐, cardinality of S, is defined as:  
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Imperfection of Nominal Values 

Ambiguous categorizations derived by the inability to associate a single nominal 
value with a spatial position arise the need to define imprecise and uncertain nomi-
nal values. For example, this occurs in many applications of remote sensing when 
one has to classify a region into a vegetation type [24]. In these situations it can be 
useful to associate several vegetation types with the same spatial position thus  
defining a mixture type element such as v={0.8/pine-forest ; 0.6/broadleaves-
forest}. These mixture values can be represented by fuzzy sets on the discrete basic 
domain of the original nominal types, ordered on a scale reflecting a numeric prop-
erty, interpreted as possibility distribution. Thus, the compatibility degree between 
mixture type values can be defined by computing formula  (1). A nominal value 
can be associated with a trust score representing this way its reliability or credit.   

Imperfection of the Spatial Reference  

Imperfection may also affect the spatial reference of a represented property, ex. 
vegetation type. For example, imperfection is introduced when rescaling an  
image to match a coarser resolution than the original one. To represent the spatial 
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uncertainty of a property one can define the spatial reference implicitly associated 
with the pixel coordinates (i,j), through a fuzzy relation Ri,j:X×Y [0,1] on the bi-
dimensional spatial domain X×Y: ex. Ri,j can be defined by the Cartesian product 
of two trapezoidal membership functions (ia,ib,ic,id)×(ja,jb,jc,jd) with ia,ib,ic,id∈X 
and ja,jb,jc,jd∈Y. This way the grid becomes a fuzzy grid. The fuzzy relation value 
Ri,j(x,y) in a  pixel (i,j), ex. Ri,j(x,y)=0.8, expresses the possibility that the position 
(x,y) on the spatial domain has the value vi,j, ex. vi,j=pine-forest, while, at the same 
time, pixel (h,k) specifies the possibility degree Rh,k(x,y), ex. Rh,k(x,y)=0.6, for the 
same point (x,y) to assume the value vh,k, ex. vh,k = broadleaves-forest.  

An alternative way for representing the uncertainty of the spatial reference is to 
use fuzzy pixels’ values. For example, we can choose a precise spatial reference 
associated with the pixel coordinates (i,j) and a fuzzy value, ex. v={0.8/pine-
forest; 0.6/ broadleaves-forest}, identifying a mixture type pixel. This way we ex-
press the fact that the precise cell on the spatial domain identified by the pixel co-
ordinates (i,j) has the possibility to be either a pine-forest (with possibility degree 
0.8) or a broadleaves-forest (with possibility degree 0.6).  In the following we will 
adopt this second option: we assume a precise spatial reference associated with a 
pixel and incorporate uncertainty in representing the pixel value. 

3   Consensual Fusion of Imperfect Values 

The Fusion Framework 

We have several decision maps represented by grids of pixels, possibly with im-
precise or fuzzy values, generated by n competitive models, software tools, or 
human experts (the sources), each one characterized by a distinct trust score (rep-
resenting its reliability, presumed credit), and we want to fuse their possibly con-
tradictory values so as to achieve a more robust consensual decision map.  

Let’s consider n grids with the same spatial reference and resolution, in the fol-
lowing we indicate with v1,…vn the n values in the cell with indexes i,j of the n grids. 

We assume that v1…,vn have the same basic domain, that can be either numeric 
discrete, numeric continuous, or ordinal. Further, each value vi can be an imprecise 
value, i.e., an interval on the basic domain, or a fuzzy value, i.e., a convex possi-
bility distribution.  

We want to model the following fusion criteria:  

• the greater the trust score of the source, the more the respective data must 
determine the consensual result;  

• the greater the spatial agreement of a source within a specified neighbor-
hood of each pixel with the other sources,  the more the source contributes 
to determine the consensual result; 

• the consensual result must be affected at most by a maximum uncertainty 
level specified by the decision maker; 

• the fusion strategy should not be rigid and fixed once for all, but flexibly 
tunable depending on the needs of the application so as to model decision 
attitudes with distinct trade-offs between risk-taken and risk-adverse;  
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The mean like nature of fusion strategies has been outlined by many authors 
[10][13][14][17][20][31] and is recognized as particularly useful in the context of 
spatial decision making [2][8][9][15][19][22][23][25][26]. 

We represent the fusion strategy by modeling a decision attitude as a quanti-
fied-guided function by a monotone non decreasing linguistic quantifier Q defined 
by a fuzzy set  μQ:[0,1] [0,1] specified by a triple (a,b,c) with a,b∈[0,1] and c>0 
with the meaning depicted in Figure 1 [33] [31] 

Q=all means that the pixel values in the consensual map must reflect the com-
mon decision of all the sources. In the case in which the values in the input maps 
are proportional to an alarm or anomaly condition, by specifying all one wants to 
model a risk-taken map: all the experts/models must agree on the need to issue the 
alarm on a given position of the map or to point at the anomaly in order to set an 
alarm in the consensual map for that position. Q=at least 1 means that the pixel 
values in the consensual map must reflect the highest value. In the case in which 
the value is proportional to an alarm or anomaly, by selecting at least 1 one mod-
els a risk-adverse map: one chooses the most alarming model. This can be useful 
in making precautionary decisions. Q=most means that the consensual map must 
reflect the shared decision of a fuzzy majority; this models a trade-off decision at-
titude between the two extreme cases. 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Membership function of a relative monotone non decreasing linguistic quantifier 
specifying a fusion strategy. 

Definition of the Fusion Attitude and of the Importance of the 
Sources  

The fusion function associated with Q is defined by the generalized OWAQ  

operator, defined below (in formula (7)) as an extension of the standard OWA 
operator [29] to aggregate possibly imprecise values, i.e., intervals on a real do-
main D.  

The values to aggregate are weighted by importance degrees i1 ,…, in ∈[0,1], n 
number of sources, computed by taking into account both the trust scores of the 
sources, that we represent by values tk∈[0,1] with k=1,…,n, and the agreements of 
the sources themselves defined by means of either a compatibility measure or a 
distance measure as follows : 
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in which (x,y) are the coordinates of the pixels within the same subparts C of the 
maps, ⏐C⏐is the number of pixels in C, and f can be chosen as either a compatibil-
ity measure between values vi,and vj (compatibility(vi,vj) is defined as in (1) for 
fuzzy numeric values and as in (2) for imprecise values) or the complement of a 
distance measure as defined in (3) with max_dist being the maximum value of the 
distance on the considered domain of pixel values. The values in a map are impor-
tant if they belong to a trusted map or, if they are in agreement with the  
correspondent values in the other maps. The parameters α and β control the rela-
tive influence of (1) the trust of a map, and of (2) the agreement degree, in the fu-
sion operator. For example, by choosing β=1 and α=0, the influence of the values 
in the fusion strategy will be totally dependent on their agreement values.  

Notice that the agreement degree Agreement(i,C) of a source i with the other  
n-1 sources is computed with respect to all the values of the pixels in the submaps 
C. If C is a single pixel (x,y) the agreement is defined locally and does not depend 
on the agreement of the other pixels in the maps. If C covers the whole maps then 
the agreement between the sources is global. This introduces further flexibility in 
the model since it allows considering data variability locally or globally.  

The function f determines the choice for a strong or a weak agreement. By 
choosing a compatibility function we require a strong agreement among the values 
since two values having no overlapping are considered as totally disagreeing. By 
choosing a distance we are more tolerant of the differences among the values. 

Definition of the Generalized OWA Operator for Imprecise 
Values 

The weighting vector WQ of the OWAQ operator is derived by applying the follow-
ing formula starting from the definition of μQ [32]: 
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where ej is the importance degree ij computed by applying formula (6) associated 
with the j-th largest value to aggregate. This way wk, i.e., the increment in satisfac-
tion in having k non-null values with respect to k-1, increases with ek. The values 
with no importance play no role. The data from the sources with greatest agree-
ment with other sources and highest trust score determines more heavily the  
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increment in satisfaction and then is more heavily taken into account by the fusion 
function.  

The generalized OWAQ operator of dimension n and weighting vector WQ, with 
∑i=1,...nwi=1, and wi computed by formulae (6) and (7), aggregates n imprecise val-
ues [v1,m,v1,M]…,[vn,m,vn,M], v1,m,...v1,M…,vn,m,..vn,M∈D (D is a continuous domain), 
and computes an imprecise value [c1,m,c1,M] of D. This operator is defined as  
follows:  

OWAQ : R(D)n  R(D) 

where R(D) is the set of all intervals on D and: 

[c1,m,c1,M] =OWAQ([v1,m,v1,M ],...,[vn,m,vn,M ]) 

OWAQ([v1,m,v1,M ],...,[vn,m,vn,M ])=∑ i =1,...n wi*[gi,m , gi,M ]                 (8) 
 

in which [gi,m, gi,M] is the i-th largest interval of the [v1,m,v1,M],..., [vn,m,vn,M] such 
that: 

Order:   [a1,a2] > [b1, b2] if  (a1+a2)/2 >(b1+b2)/2   
Addition:   [a1, a2] + [b1, b2] = [a1+b1, a2+b2] 
Product:  [a1, a2] * [b1, b2] = [a1* b1, a2* b2] 

Application of the Generalized OWA to Different Kind of Data 

When all values to be aggregated are precise the OWAQ reduces to the usual 
OWAQ definition [29]. If the values to fuse are defined on a discrete domain D we 
have to apply a further rounding function to the result of OWAQ([v1,m,v1,M 
],...,[vn,m,vn,M ]) so as to yield an interval [c1,m,c1,M] defined on the same discrete 
domain D. In the case in which the data to fuse are ordinal values, several  
proposals have been defined in the literature for the definition of the fusion opera-
tion [11][14]. In our approach, we apply the fusion operation defined in (8)  
to the intervals [p1,m,p1,M],...,[pn,m,pn,M] defined by the normalized indexes 
p1,m,p1,M,...,pn,m,pn,M∈[0,1] derived by applying formula (4) to the imprecise ordinal 
values. The result is then an interval of [0,1] that must be turned back into an im-
precise ordinal value defined on the same scale of the original data by applying the 
function defined in (5). Finally, in the case in which the values to fuse are fuzzy 
values, represented by convex possibility distributions μv, we apply the OWAQ 
operator to their u−cuts(μv)={x⏐μv(x)> u}, where u is the maximum uncertainty 
level (specified by the decision maker) that can be tolerated in the consensual re-
sult. In fact, if we apply an u−cuts to a possibility distribution representing some 
real variable we can say that the values in the u−cut are affected by at most an un-
certainty degree equal to u, i.e., we cannot be completely sure that the real value 
of the variable is in the set u−cut, unless u=0. Thus, if we apply the fusion to the 
u−cuts affected by an uncertainty u we obtain a fused imprecise value affected at 
most by the same uncertainty degree.   
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7   Experiments: Seismic Hazard Analysis  

As a first example of application of the consensual fusion strategy we discuss the 
generation of a consensual seismic ground motion map based on the fusion of six 
maps produced independently by applying distinct input models.  

The six computed ground motion maps are referred to the same area (Calabria 
region, Southern Italy) and each one is associated with a trust score (in this case a 
ground motion value g, which  is a positive real number). In the classical approach 
the fused map is generated as the weighted average of the maps in which the 
weight is the trust score [21]; the trust is computed by using a logic tree. As a mat-
ter of fact, in standard Probabilistic Seismic Hazard Analysis (PSHA) logic trees 
explicitly characterize the epistemic uncertainties (trusts) residing in the adopted 
models. Logic trees offer a clear representation of the probabilities of alternative 
choices on fundamental parameters and models concurring tothroughby a 
weighted mean of all the alternative computed hazard values. 

In figure 2 we have depicted the six maps of ground motions independently 
computed by the six input models. The grey level represents the difference between 
the ground motion values of the first map (high on the left) produced by the first 
model with respect to the others. It can be noticed that the models mostly disagree 
in their estimation of the ground motion values in the central area of the maps. 

The proposed consensual fusion function defined in (8) is applied to generate 
the consensual ground motion map relative to a specified fuzzy majority of the 
trusted models. 

We applied our approach by modeling two distinct fusion strategies: a risk-
taken fusion defined by the quantifier most (a=0.6, b=0.9, c=1 – See Figure 1) and 
a risk-adverse fusion defined by the quantifier some (a=0.0, b=0.3, c=1).  

In our approach, we take into account the imprecision of the models in generat-
ing their ground motion maps by representing the pixel values through fuzzy 
numbers (gm, g, gM) in which g is the ground motion value computed by the model 
in the current pixel, and gm,<g< gM are defined to capture the approximations ap-
plied by the models.  The imprecise values of ground motion to fuse by applying 
definition (8) are derived as 0-cuts of the fuzzy numbers of ground motion, i.e., 0-
cut((gm, g, gM))= [gm, gM]. This way we require maximum certainty on the fused 
result. 

In computing the importance of a value from a source by applying formula (6) 
we considered a local definition of the agreement among the models: this way the 
agreement of a model with the others is computed independently for each pixel of 
the fused map.  

Figure 3.a and 3.b depict the maps obtained by the difference of the two con-
sensual fusion strategies specified by most and some with respect to the classic 
weighted mean. 

It can be observed that the most precautionary strategy corresponding with 
some in figure 3.b produces as expected higher ground motion values than the 
weighted mean while the opposite occurs for the most risk-taken strategy specified 
by most depicted in figure 3.a. 
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Fig. 2. Ground motion maps computed by the six models: the trust score is indicated below 
each map. The grey level represents the difference of the ground motion value with respect 
to the first map on the left.  

 
To show the influence of the consensual dynamics on the results we show in 

Figure 4 the map obtained by the difference of the classic weighted mean map and 
the consensual map corresponding with the quantifier average (a=0,b=1,c=1) that 
models an average (arithmetic mean) of all the models. It can be observed that the 
effect of the consensual dynamics is more evident in the central region of the map 
where there is the lower agreement among the original maps in figure 2. Specifi-
cally, in this area only two out of the six models determine high ground motion 
values, while the other four models agree for lower values. The consensual ground 
motion values in this area are then in accordance with the majority of the models, 
i.e., the ground motion values are lower with respect to those produced by the 
classic approach. 

A second experiment  based on the application of the proposed consensual fu-
sion was for the estimation of consensual iso-probable response spectra in seismic 
hazard analysis [34].  In particular, we have applied the consensual fusion aggre-
gation described in this chapter and compared its results to the results produced by 
the classic approach. 

We performed a PSHA for a village placed along the Po river (Northern Italy). 
The scheme of the analysis followed the structure of the logic-tree defined  
by INGV in 2004 for the computation of the seismic hazard of the Italian national 
territory [35]. 

In our analysis we used two alternative models for the assessment of catalogue 
completeness, two models for the computation of the occurrences and five alterna-
tive ground motion prediction equations. Figure 6 shows the 20 isoprobable spec-
tra (5% damping) characterized by an exceedance probability of 10% and 2% in 
50 years respectively. 
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(a)          (b) 

Fig. 3. Ground motion maps obtained by the proposed consensual fusion model: the grey 
level represents the difference with respect to the map produced with the classic weighted 
average. (a) fusion based on most (a=0.6, b=0.9, c=1); (b) fusion based on  some (a=0.0, 
b=0.3, c=1). 
 

 

Fig. 4. differences between the ground motion maps obtained by the consensual fusion 
based on average (a=0.0, b=1.0, c=1.0) and the classic weighted mean. 

 

 

 
(a)                                                                                          (b) 

Fig. 5. The (a) panel shows the isoprobable response spectra with 10% probability of ex-
ceedance in 50 years—5% damping, computed for the test-site, while the (b) panel reports 
the isoprobable spectra  with 2% probability of exceedance in 50 years—5% damping, for 
the same site. 
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(a)                                                                                         (b) 

Fig. 6. The left (a) panel shows single iso-probable spectra (10% probability of exceedance 
in 50 years—5% damping) computed for the test-site using different fusion strategies: clas-
sic approach based on mean and median estimates, mean of the highest (at least a few, close 
to OR fusion) and lowest values (almost all, close to AND fusion), and consensual mean 
fusion. The right (b) panel show single isoprobable spectra (5% probability of exceedance 
in 50 years—5% damping) computed for the test-site using mean, median and consensual 
mean fusions.  

 
Successively we applied the aggregation of these isoprobable spectra by first 

using the OWA aggregation operator without consensus with several attitudinal 
vectors, i.e., linguistic quantifiers, that corresponds to the classical statistical op-
erators mean and median, and to the max and min aggregations.  

Besides this experiment we applied the consensual fusion with the same attitu-
dinal vectors, mean and median, by considering the consensus among the iso-
probable spectra. In this respect we considered a local agreement. The trust 
weights have been set as the product of the weights on each path of the tree from 
the root to the leafs. The fused spectra are shown in figure 7. The few examples 
we have shown illustrate some interesting aspects especially in the case of  
the 2475yr. Isoprobable response spectra aggregation (see Figure 7(b)). In this 
situation the consensual mean fusion gives different results with respect to the 
ones obtained with a classical mean estimate. 

5   Conclusions 

In this chapter we analyzed the aspects involved in the fusion of imperfect multi-
source spatial data. We first considered the problem of representing the imperfec-
tion of spatial data in the fuzzy set framework. The proposed fusion model is ap-
plicable to multisource spatial data affected by imperfection. The model takes into 
account several aspects of uncertainty in the fusion: the trust of the sources, the 
imprecision and uncertainty of the spatial data values, and the vague nature of the 
fusion strategy that is represented by a linguistic quantifier identifying a fuzzy  
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majority of the sources. The proposed consensual dynamics of the sources is de-
fined within a variable neighborhood of each pixels of the maps so that the more a 
value in a map is in agreement with the other map values, the more it determines 
the result. Thus the fused map is locally determined by a distinct set of sources, 
those that are locally in agreement with each other. The consensual result can be 
computed as an imprecise value bearing at most a given uncertainty degree.  

THE PROPOSED APPROACH IS BASED ON THE GENERALIZED OWA OPERATOR THAT 

EXTENDS THE CLASSIC OWA TO AGGREGATE INTERVALS DEFINED ON A CONTINU-

OUS DOMAIN. 
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Querying Fuzzy Spatiotemporal Databases: 
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Aziz Sözer∗, Adnan Yazıcı, Halit Oğuztüzün, and Frederick E. Petry 

 

 
1Abstract. Modeling and querying spatiotemporal data, in particular fuzzy and 
complex spatial objects representing geographic entities and relations are chal-
lenging topics that have many applications in geographic information systems. In 
a recent article the authors have presented an approach to these problems. The pre-
sent chapter focuses on the issues that arise from implementing this approach. As 
a case study the implementation of a meteorological database application that 
combines an object-oriented database with a knowledgebase is discussed. 

1   Introduction 

Spatiotemporal applications involve space and time related data. Hence, database 
systems are required to deal with both spatial and temporal phenomena. The ap-
plication domains are numerous (e.g. traffic control, cadastral, meteorological and 
environmental information systems). Such applications typically include attribute 
variations, primarily due to moving objects. For example a moving car in city traf-
fic changes position over time. Another source of variations is the changing attrib-
utes of objects such that the borders of a salty lake move back and forth because of 
seasonal evaporation and rainfall. Combining these two phenomena, some appli-
cations include moving objects with changing attributes. Meteorological event 
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monitoring yields many such examples: On a weather map, a stormy area moves 
while possibly changing its shape. Thus, spatiotemporal data handling requires 
advanced data structures and modeling techniques [16, 18]. 

Another property of most spatiotemporal applications is fuzziness, because 
geometric and topological properties usually involve various forms of uncertainty. 
For example, in describing a windy region on a weather chart, the region’s  
boundary is fuzzy. The rivers change line because of floods and drought [8]. In the 
case of estimating a moving weather object, the need to determine its position at a 
certain time, or its time of arrival at a certain location, give rise to fuzzy estima-
tions. It is not always easy to obtain precise data, and we may only be able to give 
a range of values in which the exact numbers would lie. For instance, we may 
need the number of cloudy or partly cloudy days for some region in a period. In-
stead of giving numeric degrees of cloudiness (e.g. 4/8) linguistic terms can be 
used [2]. These facts lead researches to leveraging fuzzy set theory for modeling 
spatial objects and their properties [20, 27]. Schneider [20] represents fuzzy spa-
tial objects and relationships as well as complex crisp objects and relationships by 
using fuzzy techniques. Clementini [4] introduces a geometric model for uncertain 
lines which is a basis for the study of topological relations. 

Temporality has also been studied by some researchers [19, 28]. In its simplest 
form, time is considered as an attribute of spatial objects. A simple time stamping 
approach is adequate to obtain the states of objects at certain times. However, to 
identify individual changes in objects, event-based approaches are developed [19]. 
In [28] temporal uncertainty and fuzzy timing are introduced to a model that com-
bines temporality and fuzziness. This model features the concepts of fuzzy time 
stamping, enabling time, occurrence time and delays.  

There are efforts to combine spatial and temporal properties into one modeling 
framework [9, 10]. In [9], an object-oriented modeling approach which is very 
useful for modeling and manipulating spatiotemporal data and having unique fea-
tures (e.g. encapsulation, polymorphism, dynamic binding, aggregation, etc.) is 
used. Yazici et. al. [26] used unified modeling language (UML) [1], providing ex-
tensions to handle spatial and temporal objects. In their work, some new special 
entity sets, relationships, and constructs were introduced for modeling spatial ob-
jects. Fuzzy object-oriented modeling techniques are used to model and analyze 
the imperfect information requirements of various complex applications [13, 15, 
25]. Marin et. al. [15] present a set of operators useful to compare objects in a 
fuzzy setting. Among them are a generalized resemblance degree between two 
fuzzy sets of imprecise objects and a generalized resemblance degree to comp 
are complex fuzzy objects. Yazici et. al. [25] have studied a similarity based  
fuzzy object-oriented data model in which impreciseness at the data level contrib-
utes to uncertainty in the class-object level and that in class-subclass hierarchy.  
In this paper we introduce some extensions to that model for spatiotemporal  
objects. 

In knowledge intensive applications, support for deduction is an essential re-
quirement. In a spatiotemporal application, relations between objects can be very  
complex. Consider the following, for example: There is a ship crossing the sea and  
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in some parts the sea line may be restricted for travel due to wave and wind condi-
tions. How can we record this information and make the deduction that the sea 
line is restricted? A knowledgebase that is capable of making deductions and pro-
viding knowledge would be very helpful for retrieving the status of the sea line. 
Hence, the interaction and/or integration of database and knowledgebase tech-
nologies are important requirements for the development of knowledge intensive 
applications. This is reflected in the continuing research into the development of 
deductive object-oriented models since the late 1980s [5]. 

In this study, we revisit our new approach to model and query real world spa-
tiotemporal objects, in particular meteorological phenomena [22]. We combine 
our fuzzy object-oriented database model with a knowledgebase to cope with the 
deduction requirements of the application. The specific contribution of [22] comes 
with a generic modeling of spatiotemporal database applications and a fuzzy spa-
tiotemporal querying mechanism. The generic data model developed in [22] has 
been implemented as a proof-of-concept application. In addition, crisp/fuzzy spa-
tial/nonspatial querying, which may require inferencing, is handled by utilizing the 
Intelligent Fuzzy Object-Oriented Database (IFOOD) architecture [12]. We give 
some information on concepts related to fuzzy spatiotemporal database modeling, 
including spatial and temporal fuzziness as well as relationships between fuzzy 
and complex objects in Background section. In Section 3, we describe how to de-
velop a generic model for spatiotemporal applications. We use a meteorological 
application to illustrate our approach. Section 4 gives details about the architec-
tural design of the system. In Section 5 we present our implementation details to-
gether with example queries from the application domain, and discuss crucial de-
tails of their processing. Finally, in the last section, we present our conclusions 
and point to possible future studies.  

2   Background 

In this section spatial and temporal concepts are discussed. Specifically, spatio-
temporal objects, attributes, operations and relations are defined. 

2.1   Spatial Data Types 

In geographic information systems, natural and man-made objects (e.g. mountains, 
aridity areas, cadastral divisions, roads and meteorological phenomena like foggy 
regions, wavy sea regions, etc.) are modeled and queried. The objects are defined 
with spatial (e.g. shape, location, boundary length, diameter etc.) and/or descrip-
tive (e.g. name, population etc.) attributes [14]. In Figure 1, the wave heights over 
the Mediterranean Sea are illustrated on a weather chart. 

In the weather chart, the wave heights have varying characteristics, for example, 
they are most dense in south-west of Italy and clear on the Eastern Mediterranean. 
The borders of the density regions are indeterminate since their characteristics 
 



 

100 A. Sözer et al.
 

 

Fig. 1. A weather chart showing wave heights on the Mediterranean Sea. 

change somewhat gradually. In a geographic space like this chart, the objects with 
imprecise or vague spatial attributes (e.g. wave height) could be referred to as 
fuzzy spatial objects and the ones with precise or exact attributes (e.g. country 
borders) could be referred to as crisp spatial objects [20].  

Hereafter, we shall first give the definitions for fuzzy spatial objects, which 
are fuzzy points, lines and regions. Then we will define fuzzy/complex crisp rela-
tions. A fuzzy point is a point for which an exact position is not known but possi-
ble positions are known to be within a certain area. In Figure 2-(a) the expected 
position of such a point is shown by a black dot and the possible positions are 
shown by grey dots. For instance, a ship waiting in the queue for crossing Istan-
bul Bosphorus is found at a certain point but may change its position from time to 
time (e.g. move to the grey parts). A fuzzy line is a line, the exact shape, position 
or length of which is not known, but it is known in which area the line must be. 
In Figure 2-(b) the center line shows the normal shape of a river. The actual river 
line can change position and shape due to floods or droughts (e.g. the grey area). 
A fuzzy region has three parts: (1) the core (the dark part) (2) the indeterminate 
boundary (the grey part) and (3) the exterior (the outer parts of indeterminate 
boundary) [27]. In Figure 2-(c) a typical fuzzy region is depicted and might  
be used to express the gradual change over a spatial domain for a given attribute 
(e.g. wave height). Finally, a complex region is as set of regions, possibly  
with holes and multiple components (see, Figure 2-(d)). Foggy regions with  
clear patches or cloudy regions with rainy parts can be represented as complex 
regions. 

 

                
  (a)    (b)    (c)       (d) 

Fig. 2. Spatial Data Types. 
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2.2   Spatial Relations between Objects 

Spatial relationships are divided into three: topological (e.g., overlap), directional 
(e.g., North of) and metric (e.g., 5 km away from) relationships [3]. Topological 
relations describe spatial intersection or relationships of objects in space. A 
model for analyzing binary topological relations, known as the 9-intersection 
model, has been proposed in the literature [7]. The 9-intersection model is based 
on the intersection between the parts (interior, boundary and exterior) of the re-
gions involved. The intersections of the parts are analyzed with 3x3 matrices (to-
tal 29=512 matrices). The model distinguishes eight meaningful (disjoint, meet, 
overlap, equal, contains, inside, covers and covered by) relations for crisp  
regions. Later, this model was generalized for fuzzy regions [17, 23, 27] and 
complex regions [6, 20].  

2.3   Fuzzy Topological Relations 

Suppose that A is a set of attributes under consideration, and that a region is a 
fuzzy subset defined in two-dimensional space R2 over A. The membership func-
tion of the region can be defined as [ ]1,0: →×× AYXμ , where X and Y are 

the sets of coordinates defining the region. Each point ( )yx ,  within the region is 

assigned a membership value for an attribute a in A. A fuzzy region is illustrated 
in Figure 3 with the core, the indeterminate boundary, exterior and α-cut levels. 
The concept of cut−α  level region is used to approximate the indeterminate 
boundaries of a fuzzy region and defined as follows: 

( ) ( ){ }( )10,,,, <<≥= ααμα ayxayxR R                   
 (1) 

Next, fuzzy topological relations between fuzzy regions are defined [23]. Fuzzy 
topological relations are inevitably fuzzy because of the indeterminate boundaries 
 

 

Fig. 3. Visualization of a simple fuzzy region. 
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of the regions involved. The degree of the fuzzy relation is measured by aggregat-

ing the cut−α level of fuzzy regions. The basic probability assignment ( )iRm α , 

which can be interpreted as the probability that iRα  is the true representative 

of R , is defined as in [20, 27]: 

( ) 1+−= iiiRm ααα , ni ≤≤1 , Nn ∈ , 1 = 1α > 2α >…> nα > 1+nα = 0     (2) 

It is clear that ( )∑
=

=
n

i
iRm

1

1α .  

Let ( )SR,τ  be the value representing the topological relation between two 

fuzzy regions R and S, and ( )ji SR αατ ,  be the value representing the topological 

relation between two cut−α  level regions iRα and jSα . Then the general rela-

tion between two fuzzy regions can be determined by 

( ) ( ) ( ) ( )jij

n

i

m

j
i SRSmRmSR αααα ττ ,,

1 1
∑ ∑

= =

=                   (3) 

For example, the overlap relation between two fuzzy regions can be approxi-
mated by using the formula above as follows: 

( ) ( ) ( ) ( )jioverlapj

n

i

m

j
i SRSmRmSR αααα ττ ,,

1 1
∑ ∑

= =

=
    

            (4) 

The remaining topological relations can be analyzed in a similar manner. 

2.4   Topological Relations between Complex Regions 

A complex region is the union of simple regions )(SR  possibly including holes. 

Let F and G  be two simple regions with holes, that is U
n

i
iSR FFF

1
0

=

−=  (5) 

and U
m

j
jSR GGG

1
0

=

−=  (6), where 0F , 0G  are bases and ji GF ,  are the holes of 

F and G  respectively. Then, two regions are disjoint if 0F  and 0G  are disjoint 

or one region is inside of another region’s hole. 

F is considered to be inside G  if 0F  is inside 0G and if each hole jG  of G  

is either disjoint from 0F  or inside a hole of iF . Exemplary regions with holes 

and their relations are illustrated in Figure 4. 
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Fig. 4. Examples of the relations (a) disjoint and (b) inside. 

Other topological predicates for simple regions are defined in the same vein. 
Next, based on these definitions, topological predicates for complex regions are 
defined as follows:  

Let U
n

i
iCR FF

1=

=  (7) and U
m

j
jCR GG

1=

= (8) be two complex regions (CR), 

where iF  and jG  are simple regions with holes. Then topological relations for 

complex regions are defined as follows: 
 

( ) ( )jiSRCR GFntdisjoimjniGFntdisjoi ,:11, ≤≤∀≤≤∀⇔  

( ) ( )jiSRCR GFinsidemjniGFinside ,:11, ≤≤∃≤≤∀⇔  

( ) ( ) ( ) ( )( )jiSRCRCR GFmeetntidisjomjniGFntdisjoiGFmeet ,:11,, ≤≤∀≤≤∀∧¬⇔  

( ) ( )FGinsideGFcontains CRCR ,, ⇔  

( ) ( )iiSRCR GFequalnimnGFequal ,:1, ≤≤∀∧=⇔  

( ) ( ) ( )( ) ( ) ( )( )jiSRCRCR GFequaleredByinsidemjniGFequalinsideGFeredBy ,cov:11,,cov ≤≤∃≤≤∀∧¬⇔  

( ) ( )FGveredBycoGFversco CRCR ,, ⇔  

( ) ( ) ( )GFoverscveredBycoequalcontainsinsidemeettdisjoinGFoverlap CRCR ,||||||, ¬⇔  

2.5    Temporal Requirements 

Temporal aspects have been the focus of attention in the literature, and applica-
tions frequently require that these be captured in the database. Information about 
objects’ attributes and relationships among objects are valid when the object exits 
temporally. For example, windy regions exist over the sea within a time interval 
and the ships which have to cross these regions are planned to start and finish their 
journeys at certain times. The windy regions and the ship routes will be expected 
to relate to each other in certain ways in this interval.  
 



 

104 A. Sözer et al.
 

 
To handle temporal aspects, time is generally stored in databases in two forms: 

(a) Valid time is the time when the information about an object or relationship 
holds in the modeled reality. For example the valid times of a ferry route in the 
Marmara Sea is 08:30, 12:00 and 17:00 daily. 

(b) Transaction time of a database entry is the time when the entry is part of the 
current state of the database. The time when the ferry lines’ times are stored in the 
database is the transaction time of the entry. 

3   A Generic Model for Spatiotemporal Querying 

In this section, the components of a generic spatiotemporal model, which is a 
fuzzy object oriented database (FOOD) [25] and a fuzzy knowledgebase (FKB) 
[12] are presented. 

3.1   The Fuzzy Object-Oriented Database (FOOD) Model 

The Fuzzy Object Oriented model supports multivalued attributes for which fuzzy 
domains are defined. The domain of an attribute is the set of all possible values 
that the attribute can take. For example, the fuzzy domain for a “temperature” at-
tribute of a meteorological observation can be defined as: 

{ }coldcool,moderate,warm,hot,=etemperaturDomain  

That is, the temperature attribute can have some combination of these values 
from the domain such as {hot, warm}, {warm}, {cool, cold, moderate}. In FOOD, 
attributes are defined within a range which is a set of allowed values that the at-
tribute can take. In general, domainrange ⊆ . The range of an attribute ai of a 

class C is represented by the notation rngc (ai), where { }ni aaaa ,,, 21 K∈ , the 

attributes of class C. For example, the range of the temperature attribute of a class 
for a fog object can be defined as a subset of the temperature domain: 

( ) { }coldcoolderatemoetemperaturrng fog ,,=
 

The similarity matrix in Table 1 shows the similarity of each element with 
other elements in the domain. The matrix indicates that cool and cold tempera-
tures are similar with a degree of 0.8. In a case where the temperature value is es-
timated only and given a threshold value of 0.8 or lower, multiple values {cool, 
cold} can be associated, which gives us a fuzzy representation for temperature 
value. 

Another type of fuzziness in FOOD occurs between classes and objects. That 
is, while some objects are full members of a fuzzy class, some other objects may 
belong to the class partially. The objects may still be considered as instances of 
this class but with a degree of membership in [0, 1]. The degree of membership of 
an object to its class is computed by using the similarities between the attribute 
values, the class range values and the relevance of fuzzy attributes [25]. 
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Table 1. The similarity matrix for temperature attributes 

Temperature hot warm moderate cool cold 

hot 1.0 0.6 0.4 0 0 

warm 0.6 1.0 0.8 0.2 0 

moderate 0.4 0.8 1.0 0.6 0.4 

cool 0 0.2 0.6 1.0 0.8 

cold 0 0 0.4 0.8 1.0 

3.2   The Object Model 

In this paper, we consider a meteorological application where the objects and rela-
tions are modeled with the extended UML [26]. The object model presented in 
Figure 5 consists of two parts: the first part includes generic spatial and temporal 
classes that can be used by any specific application domain and the second part 
consists of meteorological application classes.  

The spatial part consists of ST_Geometry, Point, Line and Region classes. 
These classes are denoted as part classes and the relationship in between is illus-
trated by the aggregation constructor (denoted by a diamond symbol). A special 
form of aggregation (i.e. the “whole/part” relation) exists between ST_Geometry, 
the whole, and the part classes, which is indicated by a double diamond symbol. In 
the whole/part relation the whole is aggregated by different kinds of parts. The μ 
attribute in spatial classes stores a membership value to describe a proximity to a 
certain fixed space. So, the objects may belong to a class fully (i.e. with a degree 
of 1) or partially (i.e. with a membership degree larger than zero and less than or 
equal to one). As an extension to UML, a fuzzy class constructor, indicated by a 
double-square placed on the upper-left hand side of the spatial class, explicitly 
represents the fuzzy instances. The other fuzzy constructor, indicated by the tag U 
to the left-hand side of the name of the class, is used to indicate the existence of 
class attributes having uncertain values, such as the size of fuzzy geometries. 

The temporal dimension is represented by DateTime class. UType as an attrib-
ute type, indicates an uncertain type such that the attribute value may belong to a 
domain of valid values, and may be null, incomplete, non applicable or expressed 
with a level of precision. The spatial and temporal dependency of a class is shown 
by S and T on the upper right-hand side of the entities. 

The Fuzzy class provides range definitions, relevance values and class-object 
membership values for ST_Object. Under the generic model, meteorological ap-
plication classes (MetObject, GeoLine, etc.) inherit ST_Object. The MetObject 
class represents a meteorological object. The model is completed with other class 
definitions such as a GeoLine refers to a geographic line object which may be  
a real one like a river, a railway, or a virtual line like the route of a ferry or a 
plane. 
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Fig. 5. A fuzzy spatiotemporal model 

3.3   Exemplary Class Definitions 

In this section exemplary class definitions are presented to complete the object 
model. ST_Object class is defined as follows: 
 

 public abstract class ST_Object extends Fuzzy{ 
  ST_Geometry gset[]; //simple geometries  
  ST_Geometry hset[]; //holes 
  int ngset, nhset; //number of geometries and holes 
  ST_Point position; //Center of the object 
  Temporal[] times; //temporal entries 
  float[] sizes; //Size of the object 
  float[] orientation; //Directions of the object  
  ST_Point[] trajectory(); //Position list  
} 
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The trajectory of the object is an ordered sequence of points for ordered times. 
While object is following a trajectory, we also hold in parallel size changes (sizes) 
and orientation values (orientation). 

3.4    Coupling the Fuzzy Database with a Fuzzy Knowledgebase 

In order to achieve an intelligent application, a knowledgebase (KB) is integrated 
to the object-oriented database. We utilize the Intelligent Fuzzy Object Oriented 
Database (IFOOD) [12], which provides flexible and powerful querying mecha-
nisms for complex data and knowledge with uncertainty in both database and 
knowledgebase. 

The KB used in the IFOOD architecture includes rules and intelligent objects 
having fuzzy attributes. It features a fuzzy inference method used for deduction of 
fuzzy conclusions, gets the rules and objects as input, tries to satisfy rules by com-
paring with facts, and produces a conclusion from the satisfied rules.  

4   The Architecture of the Spatiotemporal Database Application 

The architecture of the proposed environment for spatiotemporal data modeling is 
illustrated in Figure 6. The user interface (UI) component gets user inquires and 
sends these query constraints to the bridge interface (BI). After the query is com-
pleted the query results are displayed to the user textually and/or graphically. The 
BI component plays a coordinating role in query processing. The communication 
and interaction between the database system, the knowledge base system and the 
fuzzy spatial processor is performed by the BI. It gets user queries, analyzes them, 
sends requests to the database and/or to the knowledge base, retrieves the results, 
and sends them up to the user interface. 

 

Fig. 6. The architecture of the spatiotemporal database application. 
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The FOOD system acts as a database server for objects. The definitions of un-
certain types, similarity relations, and membership functions are stored in the ob-
ject-oriented database. Fuzzy processors are used to handle uncertainty at both the 
database component and the knowledgebase component so that users are able to 
inquire objects having uncertain properties and probably firing some rules in the 
knowledgebase within the same query. 

The fuzzy knowledgebase (FKB) system processes rules taking fuzzy objects as 
input. We provide the required facilities in the FKB system to access the defini-
tions in the FOOD system. For example, if the FKB system needs the similarity of 
two fuzzy terms of some domain, it gets this value via the fuzzy processor from 
the FOOD system. 

The fuzzy spatial processor (FSP) module processes topological predicates be-
tween complex crisp and fuzzy spatial objects. BI forwards the user request  
to FSP if the query includes a topological predicate. FSP requests the spatial ob-
jects from FOOD and finds the predicates and the degree of membership of the 
relation. 

5   Implementation 

The application makes use of the following technologies and tools: 

• Application development environment: NetBeans IDE 6.1 
• Java:1.6.0_07; Java HotSpot™ Client VM 10.0-b23 
• System: Windows XP version 5.1 running on x86; Cp 1254. 
• Object Oriented Database System: db4o-6.4.44.10817-java5.jar 
• Knowledge Base: jess.jar 

We used the NetBeans Integrated Development Environment (IDE) for applica-
tion development.  The NetBeans IDE is open-source and supports development 
of Java applications. The graphical user interface of the IDE saves the time  
by managing ready made components (forms, buttons, panels, etc.), settings and 
data. 

The architecture presented in Figure 6 supplies an object oriented database and 
a knowledgebase. It is necessary to access the FOOD database and fuzzy know-
ledgebase components from application components (UI, BI and FSP) and vice 
versa. The IDE easily integrates these components automatically by adding corre-
sponding “.jar” files. 

The object oriented database, db4o (database for objects) [24] is embedded in 
the application. Db4o is an open source database project for the object-oriented 
database model. It is readily embedded in the application without any installation.  
The operations (read, update, delete, insert, etc.) of database are used by the ap-
plication components and also the fuzzy attributes of the objects are handled by 
means of our application. 
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As a rule engine and scripting environment, Jess [11] is embedded in our appli-
cation. In Jess, we can reason about objects using the knowledge supplied in the 
form of declarative rules. Here is an exemplary rule: 

 

(deftemplate GeoLine (declare (from-class GeoLine)))  
(defglobal ?*fp* = (new Fsp)) 
(defrule geolinestatus 
?p1 <- (GeoLine 

(lineType ?lT&:(and (neq ?lT nil) (eq ?lT "SeaLine"))) 
(threshold ?th) 
(OBJECT ?obj)) 
=>  

(bind ?result (call ?*fp* FuzzyRelation ?obj "wave" "wavy")) 
(bind ?result2 (call ?*fp* FuzzyRelation ?obj "wind" "windy")) 
(bind ?minresult (min ?result ?result2)) 
(if (> ?minresult ?th)  then 
  (call ?obj setlineStatus "restricted")) 
(if (< ?minresult ?th)  then 
  (call ?obj setlineStatus "clear")) 
(call ?obj setOverlap ?minresult)) 
 

If the supplied object of the class GeoLine has an overlap degree with meteoro-
logical objects wave and wind larger than or equal to a threshold value then line 
status is set to restricted. Jess uses the Rete algorithm to process rules [21]. Its 
scripting language allows us to access the complete Java’s API so that we can cre-
ate Java objects, call Java methods and implement Java interfaces. 

 

 
Fig. 7. A sample screenshot of Meteorological Application. 
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In Figure 7, a sample screenshot of the application is depicted. As the sample 
data, the geographic objects (e.g. cities, seas, etc.) inside and around Turkey are 
used. The meteorological object data (e.g. temperature, precipitation, etc) for some 
days are obtained from Turkish Meteorological Service to illustrate how the sys-
tem works and for the proof of concept. For performance evaluation and efficient 
querying much bigger data sets should be stored in the database with proper in-
dexing mechanisms, which is our future study. 

The following procedures are applied to resolve the query according to its type: 

• The basic query (crisp and non-spatial): This type of query asks for 
crisp data that does not have a spatial dimension. For instance the ba-
sic attributes of City objects such as name, population, etc. or the 
measurements data. This type of query is parsed and sent to OODB di-
rectly and the results are displayed by UI. 

• The fuzzy non-spatial query: This type of query asks for data that is 
fuzzy but non-spatial and the BI, FKB, and OODB components are 
employed. The objects retrieved by the BI are sent to the FKB com-
ponent to check whether they meet the fuzzy conditions. How these 
objects are checked is illustrated in Example 1. Objects satisfying the 
conditions are sent back to the BI.  

• The complex spatial query: Complex spatial objects and their relation-
ships are queried in this type of query. The BI, OODB and the FSP 
components are employed to fetch query results. The user asks for the 
objects that have topological relations with the objects under inquiry. 
Example 2 illustrates this type of query. 

• The fuzzy spatiotemporal query: In this type query, the user asks for 
the objects that meet the conditions of the predefined rules within a 
specified time interval. The rules can be evaluated by an examination 
of topological relations between fuzzy regions and fuzzy objects.  The 
fuzzy spatiotemporal queries are illustrated in Example 3. 

A more detailed algorithm for implementing a query is presented in our previ-
ous paper [22]. 

Example 1 (Fuzzy Non-Spatial Query): 

Query: Retrieve the cool and partly cloudy cities. 
The query is expressed in IFOOD language [12] which is an object-oriented data-
base language extended with declarative rules to define predicates as follows: 
  
 select X.city 
 from Measurement(X) 
 where X.temperature([cool], 0.6) and X.cloud([cloudy], 0.8), 
  X.validtime(01.01.2008); 

 
 



 

Querying Fuzzy Spatiotemporal Databases: Implementation Issues 111
 

Table 2. Sample Measurement objects in database 

ID City Cloud Temperature Severity 
C1 Istanbul cloudy cool normal 
C2 Edirne partly cloudy moderate normal 
C3 Izmit cloudy, closed cold severe 

 
Table 3. Similarity matrix of cloud attribute 

Cloud clear partly cloudy cloudy closed 
clear 1.0 0.6 0.1 0 

partly cloudy 0.6 1.0 0.5 0.1 
cloudy 0.1 0.5 1.0 0.4 
closed 0 0.1 0.4 1.0 

 
The objects used in the example are listed in Table 2, and the similarity relation 

of cloud is included in and Table 3. The similarity relation of temperature is al-
ready presented in Section 3.1.  

The query is evaluated as follows: 

  i       The first predicate to evaluate in this query is X.temperature([cold],0.6). 
• C1.temperature is cool, and μSimilarity(cool, cool)=1.0. Therefore C1 satisfies 

the temperature predicate. 
• C2.temperature is moderate, and μSimilarity (cool, moderate)=0.6. Therefore 

C2 satisfies. 
• C3.temperature is cold, and μSimilarity (cool, cold)=0.8. Therefore C3  

satisfies. 
  ii      Then, the predicate X.cloud ([cloudy], 0.8) is evaluated. 

• C1.cloud is cloudy, and μS Similarity (cloudy, cloudy) =1.0. Therefore C1 satis-
fies the cloud predicate. 

• C2.cloud is partly cloudy, and μSimilarity(cloudy, partly cloudy)=0.5. There-
fore C2 does not satisfy. 

• C3.cloud is cloudy or closed with max{μSimilarity(cloudy, 
cloudy),μSimilarity(cloudy,closed)}= max{1.0,0.4}=1.0. Therefore C3 satisfies. 

 iii      As a result, the objects C1 and C3 satisfy the fuzzy query conditions.  

Example 2 (Complex Spatial Query):  

In Figure 8-a the maximum temperature regions and in Figure 8-b the meteoro-
logical events are illustrated as mapped by the Turkish Meteorological Service for 
01, January 2008. 

The temperature regions are shown in different colors (e.g. cold parts by dark 
blue, cool parts by green, moderate parts by orange and warm parts by red). Tem-
perature regions are visualized as complex spatial objects since they have multiple 
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 (a) (b) 

Fig. 8. Maximum temperature regions (a) and meteorological events (b). 

components. The expected meteorological events are depicted with symbols and 
colors, e.g. rain (green drops), snow (blue stars), grey clouds, black foggy areas 
and yellow patchy areas. We assume the meteorological objects representing tem-
perature regions, fog, precipitation and cloud are inserted in the database as shown 
in Table 4. The temperature regions, which are classified by their degrees (e.g. 
cool, cold, etc.), have different geometries with multiple components (e.g. Geo1, 
Geo2, etc.). According to the figure, Cold (dark blue) region has one simple region 
(Geo1) and the cool regions (green) have four simple regions. 

Table 4. Objects in the FOOD 

Object Type Degree Geometry Set Valid Time 

MetObject Temperature cold {Geo1} 01.01.2008 

MetObject Temperature cool 
{Geo2,Geo3, 
Geo4,Geo5} 

01.01.2008 

MetObject Fog foggy {Geo6} 01.01.2008 

MetObject Precipitation rainy {Geo7, Geo8} 01.01.2008 

MetObject Precipitation snow {Geo9} 01.01.2008 

MetObject Cloud cloudy {Geo10} 01.01.2008 

MetObject Cloud partlycloudy {Geo11} 01.01.2008 

 
Query: Retrieve the cold and foggy regions on 01, January 2008. 
This query is expressed in IFOOD as follows: 

  
 select X.geometry, Y.geometry, spatialRelation(X,Y) 
  from MetObject(X), MetObject(Y) 
 where X.type([temperature]) and Y.type([fog]) and X.degree([cold],0.8) 
and Y.degree([foggy],0.8) and X.validtime(01.01.08) and Y.validtime(01.01.08); 
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In this query, the temperature objects having the attribute value cold, and  
the fog objects having the foggy degree are fetched from FOOD to BI. The  
user supplies a threshold value 0.8 for temperature degree, so cool regions are  
also fetched since [ ] [ ]( ) 0.1, =coldcoldSμ and [ ] [ ]( ) 8.0, =coolcoldSμ ). The 
simple topological relation algorithm is applied for components of complex re-
gions. After finding simple topological predicates, the complex topological rela-
tion algorithm is applied to determine the final topological predicate [22]. 

Example 3 (Fuzzy Spatiotemporal Query): 

In this example, fuzzy spatial relations are queried. In Figure 9, wave height and 
wind speed for  Marmara Sea are illustrated at 31.12.2007 15:00 Greenwich Mean 
Time (GMT) (between 40.0-41.4 North latitudes and 26-30 East longitudes). Ac-
cording to the figure the central parts have the highest waves and strongest winds 
while the coastal areas have lower waves and calm winds. The three lines, namely, 
Line1, Line2 and Line3 represent certain ferry routes between the ports. 

 

 

Fig. 9. Wave height and wind speed over Marmara Sea. 

Query: Retrieve the sea lines restricted for transportation on 31st, Dec 2007. 
 

select X.name, X.status, X.degreeofRestriction 
from GeoLine(X) 
where  X.status([restricted], threshold), X.validtime (31.12.2007); 

 

In the query, the sea lines that are restricted more than a given threshold value 
are requested. The geographic line status is a rule defined in the FKB as defined in 
section 5. The required objects (sea wind and wave height geometries) are fetched 
from the OODB, and FSP calculates the fuzzy spatial relation (overlap in this 
case) between the fuzzy regions wind and wave, and crisp ferry lines using the 
fuzzy topological relation algorithm [22]. 

According to the meteorological forecast, the sea area is divided 
into levelscutfive −α and the ferry lines overlap some of them (see Figure 9); 
the calculation details are presented in Table 5 and Table 6. 
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Table 5. Computing a fuzzy topological relation for a wavy region and ferry lines 

α-cut level 
(wave) 

τoverlap m(region)x 
m(line1) 

τoverlap m(region)x 
m(line1) 

τoverlap m(region)x 
m(line1) 

1.0-0.75 1 0.25 0 0 0 0 
0.75-0.50 1 0.25 1 0.25 0 0 
0.50-0.30 1 0.20 1 0.20 0 0 

0.30-0 1 0.30 1 0.30 1 0.30 
τoverlap(R, L)  1.0  0.75  0.30 

Table 6. Computing a fuzzy topological relation for a windy region and ferry lines 

α-cut level 
(wind) 

τoverlap m(region)x 
m(line1) 

τoverlap m(region)x 
m(line1) 

τoverlap m(region)x 
m(line1) 

1.0-0.65 1 0.35 1 0.35 0 0 
0.65-0.30 1 0.35 1 0.35 0 0 
0.30-0.20 1 0.10 1 0.10 1 0.10 

0.20-0 0 0 1 0.20 1 0.20 
τoverlap(R, L)  0.80  1.00  0.30 

 
The results of the fuzzy spatial relation calculations are supplied to FKB for in-

ferencing. In FKB, a rule may be composed of more than one condition. Each 
condition in a rule may have its own matching degree. Therefore, we compute an 
overall matching degree. We use the min operator for combining the degree of 
matching of conjunction (AND) conditions and the max operator for combining 
the degree of matching of disjunction (OR) conditions [25]. For example, consid-
ering the rule given for restricted sea line above, each term is matched with a 
matching degree, as shown in Table 5 and Table 6, and the overall matching de-
gree is calculated for Line1: min(1.0,0.8)=0.8, Line2:min(0.75,1.0)=0.75 and 
Line3:min(0.30,0.30)=0.30. According to overall degrees and the threshold value 
of 0.7, Line1 and Line2 will be restricted. 

Conclusions 

In this study we have presented a generic spatiotemporal data model and a query-
ing mechanism for spatiotemporal databases. We presented our method, designed 
to handle uncertainty in spatiotemporal database applications. We used an applica-
tion, involving meteorological objects with some spatial and temporal attributes, 
as an example. The proposed mechanism has been implemented as a proof-of-
concept prototype. We have discussed several implementation issues that arise. 

In the scope of this work, meteorological phenomena and geographic data are 
modeled as spatiotemporal objects. These objects can move and evolve in time.  
In addition, the meteorological and geographic man made objects may have  
spatial relations. The crucial decision was to integrate the model with a fuzzy 
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knowledgebase allowing a fuzzy deduction and querying capability to handle 
complex data and knowledge. As a result, we are able to handle spatiotemporal 
queries (position, spatial properties and spatial relationships). 

Spatiotemporal data modeling and querying require further research. The model 
and the method presented in this paper should be applied to other fields, such as 
wireless sensor networks and multimedia, to gain more insight into fuzzy spatio-
temporal modeling and querying. Another future research topic is the development 
of efficient indexing mechanisms for fuzzy spatiotemporal databases. 
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Bipolar Queries: A Way to Deal with Mandatory
and Optional Conditions in Database Querying

Sławomir Zadrożny and Janusz Kacprzyk

Abstract. We discuss an approach to bipolar queries. We start with the original idea
proposed in Lacroix and Lavency and review some selected relevant approaches
recently proposed in the literature. In particular we point out two main lines of re-
search, the one focusing on a formal representation within some well established
theories and the analysis of a meaningful combinations of multiple conditions, and
the one concerned mainly with the study of how to aggregate mandatory (negative,
or required) and optional (positive, or desired) conditions. We follow the second
line of reasoning and show some relations with other approaches, both concerning
database querying, exemplified by Chomicki’s queries with preferences, and Yager’s
works in multicriteria decision making. In the former case we offer a fuzzy counter-
part of a new relational algebra operator winnow and show how a bipolar query can
be represented via the select and winnow operators.

1 Introduction

One of main challenges in the present day IT is a growing discrepancy between the
computer and the human being. Basically, the power of the computer – both in the
sense of hardware and, maybe to a lesser extent, software – is constantly growing at
a rapid speed, while the “power” of the human being has been probably the same for
the last centuries as the human information processing capabilities are presumably
not growing. This gap between the human being and the computer has many aspects,
and for our purposes the most important may be an articulation/communication gap.

Sławomir Zadrożny
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Its essence is mainly implied by the fact that for the computer the only fully natural
means of articulation and communication are strings of 0s and 1s while for the
human being this role is played by natural language with its inherent imprecision.

These gaps between the human being and the computer have far reaching conse-
quences for all aspects of IT because the human being is a key element of virtually
all nontrivial present IT systems and applications. Ways to overcome these gaps
have been objects of intensive research for many years, and though much progress
has been made, there are still many unsolved problems.

One of main elements of virtually all IT projects and applications are database
management systems. An ability to make an effective and efficient use of informa-
tion stored in a database(s) is a prerequisite for success. Unfortunately, the tradi-
tional means of database querying do not take into account specifics of the human
being as mentioned above, notably - which is relevant for our purposes – they do
not make the use of natural language possible in a simple and straightforward way,
as it would have been preferred by the human user.

For many years there have been numerous attempts to overcome the above diffi-
culty, notably to somehow make querying languages (exemplified by the most pop-
ular SQL) more human friendly and human consistent. This has resulted in the ap-
pearance of a large, new field in database research, called flexible queries, and the
famous series of conferences FQAS (Flexible Query Answering Systems) has been
biannually held for the last years (cf. many papers in the list of references to this
paper).

An interesting area within that field of flexible querying are fuzzy queries in
which through the use of natural language terms (values of some attributes, lin-
guistic quantifiers, linguistic qualifiers, etc.) it has been possible to attain a high
human consistency and human friendliness. Many approaches have been proposed
in this context, and most notable are the SQLf by Bosc and Pivert [5], and the intro-
duction of fuzzy linguistic quantifiers first by Kacprzyk, Zadrożny and Ziółkowski
[21, 20], which was finally extended and implemented as FQUERY for Access by
Kacprzyk and Zadrożny [17, 18]. For a comprehensive survey we refer the reader
to Zadrożny, De Tré, De Caluwe and Kacprzyk [28]. For a more basic and general
account, Dubois and Prade [9] can also be useful.

Those approaches have provided querying tools with a considerable new poten-
tial by allowing for a direct use of natural language in queries. However, there are
many more aspects of human specific elements that might be useful in database
queries to make them even more human consistent and flexible. Notably, this con-
cerns a natural human propensity to put preferences on querying conditions, even
prioritize such conditions. The simplest, and presumably most important example
is that some conditions may be considered mandatory, i.e. they must necessarily
be fulfilled, and some conditions may be considered optional, i.e. they should be
fulfilled if possible.

These conditions related to user preferences may be viewed in the perspective of
bipolarity of information, as discussed in details by Dubois and Prade [11, 13, 1, 14],
who have proposed a possibilistic framework for the representation and processing
of such information.
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Basically, a positive and negative information is concerned, and the negative in-
formation is related to mandatory conditions because it is meant as what cannot (is
not allowed to) occur (hence the opposite, or complement, is to occur), while the
positive information is related to what is possible, i.e. what can occur, so that it
can be used to represent optional requirements, those which should be satisfied if
possible.

This general framework is employed in this paper, both in the sense of its philoso-
phy and some possibilistic tools. We are interested in the bipolarity of requirements
(preferences) of the user while searching for information in a database.

Essentially, a database query may be identified with a condition (simple or com-
plex, involving atomic conditions combined using some logical connectives) on the
data sought that should be satisfied. As already mentioned, these conditions can
be softened, and many approaches have been proposed in a broadly perceived area
of flexible querying. First, fuzzy predicates for the modelling of linguistic terms
in conditions has been advocated (cf., e.g., Zadrożny. De Treé, De Caluwe and
Kacprzyk [28], Bosc and Pivert [5], Kacprzyk and Zadrożny [19]), the assignment
of importance weights to particular parts of the condition has been proposed (cf.,
e.g., Dubois and Prade [9]), etc. For our purposes, bipolarity of information has also
been allowed (cf., e.g., Dubois and Prade [10]) meant as that the user has in mind in
fact two types of conditions:

• mandatory, or hard, constraints which have to be satisfied by the data sought, and
• optional constraints, or just preferences, making it possible to differentiate among

the data items meeting the above mentioned mandatory constraints.

Such conditions, in the crisp case, imply clearly two sets of data items:

• rejected, infeasible etc., or, equivalently, taking a complement, acceptable, satis-
factory, feasible etc., and

• preferred, desired etc.

The former conditions provide therefore the negative information indicating what
should be avoided, while the latter provide the positive information indicating what
is just preferred, hence the term “bipolar” to characterize queries comprising both
types of conditions. The bipolar queries meant as above can be viewed from differ-
ent perspectives and we will discuss this in Section 2. Moreover, we will discuss
how to handle (combine) such two types of conditions when they are fuzzy, i.e. are
satisfied to a degree.

This paper is mainly concerned with how to combine satisfaction degrees of both
negative and positive conditions. The combination of the mandatory and possible
conditions boils down to the definition (or selection from some available ones) of
an appropriate aggregation operator. In the nonfuzzy context, the first attempt to in-
troduce such type of bipolar queries was Lacroix and Lavency [22] followed by the
development of a more general concept of a query with preferences, notably via its
corresponding new relational algebra operator, called winnow, by Chomicki [6, 7].

These two approaches by Lacroix and Lavency and Chomicki, as well as some
other related approaches which will not be discussed here, involve crisp (nonfuzzy)
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conditions only. Zadrożny [27] was first to propose a relatively straightforward,
but effective and efficient, fuzzification of the approach by Lacroix and Lavency,
and a further analysis of properties was given by Zadrożny and Kacprzyk [30]. A
similar approach to the fuzzification of Chomicki’s winnow operator was shown in
Zadrożny and Kacprzyk [29]. The purpose of this paper is to present and account of
those works, and present some new views and elements proposed by the authors.

2 Remarks on Bipolar Queries

Presumably, the term bipolar queries was first coined by Dubois and Prade [10].
However, for the purposes of this paper, it is expedient to start with an earlier approach
which triggered a wider interest in this type of queries in the database community.

Lacroix and Lavency [22] were the first to propose a query involving two
conditions: a mandatory condition (C) to be necessarily satisfied, and an optional
condition that expresses just preferences (desires) (P), i.e. meant to be satisfied if
possible. From a bipolar perspective, C may be seen to constitute a negative infor-
mation (expressing the negative preferences): the tuples which do not satisfy it are
definitely not matching the whole query. P, on the other hand, may be viewed to
constitute a positive information (expressing the positive preferences): a tuple satis-
fying it is preferred over another tuple not satisfying it, provided both tuples satisfy
the mandatory condition C.

We will identify the negative and positive conditions of a bipolar query with the
predicates that represent them and also denote them as C and P, respectively. For
a tuple t ∈ T , where T = {t j} denotes a set of tuples of a relation representing the
database in question, C(t) and P(t) will denote that tuple t satisfies the respective
condition. Then a bipolar query may be expressed in natural language as follows:

“Find tuples t satisfying (necessarily) C and possibly P”

The bipolar queries may be exemplified by:

“Find a house cheaper than 250 000 USD and possibly located not
more than two blocks from a railway station”

(1)

Here the negative condition excludes houses more expensive than 250 000 USD and
the positive condition favors houses located closer to a railway station. Such a query
may be more formally written as

C and possibly P

or, equivalently, an answer to a bipolar query may be defined as the following set of
tuples:

{t : C(t) and possibly P(t)} (2)

and one can clearly see that a proper modeling of the aggregation of both types
of query conditions, the mandatory and optional, which is expressed here with the
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use of the “and possibly” operator, is crucial. For some attempts to devise such an
aggregation operator, see Yager [25, 24] and Bordogna and Pasi [2].

Obviously, from the perspective of the original (crisp) approach by Lacroix and
Lavency, for such an operator the aggregation result depends not only on the argu-
ments, C(t) and P(t), but also on the content of the database, in the following sense.
If there are no tuples meeting both conditions, then the result of the aggregation
is determined by the negative condition C alone. Otherwise, the aggregation boils
down to a regular conjunction of both the conditions. This may best be expressed
by the following logical formula [22]:

C(t) and possibly P(t) ≡C(t)∧∃s(C(s)∧P(s)) ⇒ P(t) (3)

This important property is therefore preserved under the “first select using C then
order using P” rule that is behind the essence of the crisp bipolar query, i.e., the
answer to the crisp bipolar query (C,P) is generated as follows:

• find tuples satisfying C,
• order them according to their satisfaction degree of condition P.

This view is predominant in fuzzy extensions of the original concept of Lacroix and
Lavency. Both the direct extensions proposed by Bosc and Pivert [3, 4] as well as
more sophisticated possibility theory based interpretation of this concept by Dubois
and Prade [12] focus, in fact, on a proper treatment of multiple mandatory (required)
and optional (preferred) conditions, basically assuming the above choice rule as the
way of combining the negative and positive information.

To provide a point of departure for our discussion, let us briefly recall the ap-
proach to an aggregation of multiple positive conditions proposed for the crisp case
by Lacroix and Lavency [22]. They consider the case where there is a set {Pi} of
preferred (positive) conditions which may be formally written as

C and possibly {Pi} (4)

The conditions Pi are meant to be combined in a non-standard way, i.e., they are not
treated as a Boolean combination. Notably, two ways of their aggregation were pro-
posed using aggregation operators based on the cardinality of the set of conditions
Pi, and based on a varying importance of these conditions.

In the former case, a tuple satisfies query (4) if:

• it satisfies the required condition C, and
• there is no tuple s satisfying C and which satisfies more conditions Pi than tuple

t satisfies.

In the latter case the positive conditions are assumed to be linearly ordered and
tuple t satisfies query (4) if:

• it satisfies the required condition C, and
• there is no tuple s satisfying C and a condition Pi, while ¬Pi(t) and Pj(t) ≡ Pj(s)

for all j < i.



122 S. Zadrożny and J. Kacprzyk

For both types of such compound positive conditions an equivalent query in the
relational calculus is defined, in the spirit of (3).

Bosc and Pivert [3] discuss some fuzzy counterparts of such types of compound
positive conditions. For the cardinality based combination they consider a fuzzy set
Ht of positive conditions Pi satisfied by a given tuple t, μHt (Pi) = Pi(t)∈ [0.1]; notice
that Pi is now a fuzzy condition, Pi(t) ∈ [0,1] denotes its satisfaction degree by tuple
t and a tuple satisfies (matches) the whole bipolar query to a degree. Then, the scalar
cardinality (the so-called ΣCount) of Ht is used as the matching degree of tuple t
with respect to the combination of the (normalized) positive conditions Pi. Bosc and
Pivert [4] propose also a fuzzy counterpart of the importance based combination of
the positive conditions by introducing a hierarchical combination operator, and the
rule ‘first select using C then order using P’ is also followed.

Dubois and Prade in [10] define a bipolar query as a set of pairs (Ci,Pi) of neg-
ative and positive conditions,respectively, imposed on values of selected attributes
{Ai}i=1,k. These conditions may be identified with fuzzy sets defined in the domain
of given attributes. These pairs of conditions are then combined (aggregated) to
yield the overall conditions C and P as follows:

(C,P) = (×iCi,+iPi), (5)

where ×iCi = C1 ×C2 × . . .×Ck, +iPi = (Pc
1 ×Pc

2 × . . .×Pc
k )c and Xc is the com-

plement of X .
Thus, the overall negative condition is obtained via the conjunction of all negative

conditions concerning the particular attributes while the overall positive condition
is obtained via the disjunction of all positive conditions concerning the particular
attributes. Therefore, for the pair of overall conditions, we have

(C(t),P(t)) = (min
i

Ci(t),max
i

Pi(t)) (6)

Then, the rule ‘first select using C then order using P’ is also followed which is
done via the lexicographic order� of the tuples against the bipolar query, (5), that is:

t1 � t2 ⇐⇒ (C(t1) < C(t2)) ∨ ((C(t1) = C(t2)) ∧ (P(t1) ≤ P(t2))) (7)

Dubois and Prade [10] consider also some non traditional (non-Boolean) combi-
nations of the set of positive conditions Pi. Each tuple t is represented by a vector:
(C(t),Pσ(1)(t), . . . ,Pσ(n)(t)) where σ is a permutation of the positive conditions Pi

such that Pσ(1)(t) ≥ . . . ≥ Pσ(n)(t). Then, the lexicographic order of these vectors is
used to rank order the tuples via the leximax operator (cf., e.g., [8]).

Recently, Dubois and Prade [13, 1, 12] presented a formal, possibility theory
based framework for dealing with bipolar queries. Namely, two possibility distribu-
tions π and δ are assumed to represent query conditions (the user’s preferences).
The former corresponds to the negative (mandatory) condition, i.e., π(t) = 1 and
π(t) = 0 mean, respectively, that tuple t is totally acceptable and totally unaccept-
able, with the intermediate values of π(t) standing for an intermediate degree of
acceptability. The latter possibility distribution δ represents the positive (optional)
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condition: δ (t) = 1 denotes the maximum degree of preference (desirability) of t
but δ (t) = 0 means merely that t is not specifically preferred.

The above discussion concerns basically some fuzzy or possibilistic extensions of
Lacroix and Lavency’s original ideas. One can also view bipolar queries as a special
case of queries which employ the well known concept of a non-dominance relation
as recently proposed, for the crisp case, by Chomicki [6], and termed queries with
preferences. A new relational algebra operator, called winnow, is introduced, which
selects from a set of tuples those which are non-dominated with respect to a given
preference relation, a binary relation on the set of tuples.

A bipolar query may then be obtained using a proper combination of the select
operator with the winnow operator. The negative conditions define the select opera-
tor while the positive conditions are expressed by the preference relation. Therefore,
the winnow operator may be easily combined with the traditional relational algebra
operators. As in the case of queries proposed by Lacroix and Lavency [22], this com-
bination may also be viewed to follow the ‘first select then order’ rule in the crisp
case. This is not straightforward in the fuzzy case and some effective and efficient
approach will be shown in the next section.

3 An Approach to Bipolar Queries with Fuzzy Conditions

We will first consider the Lacroix and Lavency [22] original approach to bipolar
queries and extend it to the case of fuzzy conditions. Moreover, we will also propose
a fuzzy version of the winnow operator and show its relation to “fuzzy” bipolar
queries.

We start with the concept of a bipolar query exemplified by (1), and formalized
by (2) and (3). Usually, the user will prefer to express the conditions in (1) using
fuzzy predicates:

“Find a cheap house and possibly located near a railway station (8)

to be meant as that we are looking for a house that:

• has to be cheap,
• if there is a cheap house near the railway station then other, just cheap houses are

of no (or maybe of a lesser) interest.

Notice that now the rule “first select using negative condition (here: cheap) then
order using the positive condition (here: near the station)” cannot be directly applied
as the properties involved are to a degree (from 0 to 1). For example, suppose that
there is a house H1 definitely cheap (to the degree 1) but rather away from the station
(near to the degree 0.2), and another house H2, still cheap but not that much as house
H1 (for instance, to the degree 0.9) but located quite close to the station (to the
degree 0.9). Which of them should belong to the answer to query (8)? By following
“first select then order” rule, for house H1 we have a vector of satisfaction degrees
[1.0,0.2] and for H2 a vector [0.9,0.9] so that the lexicographic order indicates that
H1 is better than H2, which may evidently be questionable.
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Now, we start with (3) and interpret it in terms of fuzzy logic. First, we will
rewrite (3) using standard fuzzy counterparts of the logical connectives involved.
Moreover, we will express it as the membership function of the resulting fuzzy set
ans(C,P,T ) of tuples constituting the answer to the bipolar query (C,P) against a
set of tuples T as:

μans(C,P,T )(t) = min(C(t),max(1−max
s∈T

min(C(s),P(s)),P(t))) (9)

and T indicates that the membership degree (matching degree) of tuple t depends
not only on this tuple itself and on the conditions C and P but also on the whole set
of tuples T .

The matching degree of a tuple against a bipolar query is meant as the truth value
of formula (3). Thus, the evaluation of a bipolar query produces a fuzzy set of tuples
in which the membership function value for tuple t corresponds to the matching
degree of this tuple against the query. The answer to a bipolar query is then a list of
tuples, non-increasingly ordered according to their membership degree.

In (9) the min, max and 1− x operators are used to model the connectives of
conjunction, disjunction and negation, respectively. Moreover, the implication ⇒ is
assumed to be the Kleene-Dienes implication (cf., e.g., [15] for a justification) and
the existential quantifier ∃ is modeled via the maximum operator.

The formula (9) has been proposed by Yager [25, 24, 26] for an aggregation op-
erator in the context of multicriteria decision making for so-called possibilistically
qualified criteria intuitively characterized as those which should be satisfied unless
they interfere with the satisfaction of other criteria. This is in fact the very essence
of bipolar queries as considered in this paper.

A practically analogous concept was also applied by Bordogna and Pasi [2] in
information retrieval. Moreover, Dubois and Prade [10] considered later a simi-
lar formula too. However, for (9) they employed an arbitrary parameter (instead
of maxs∈T min(C(s),P(s)) in (9)) which implies that results obtained for a certain
specific range of values (C(t),P(t)) may be difficult to justify. In Zadrożny’s [27]
proposal, which is the crucial element of the approach presented in this paper, this
expression has a meaningful interpretation providing some justification for such a
behavior.

Formula (9) is definitely just one of possible ways to fuzzify the original formula
(3) proposed by Lacroix and Lavency [22] as different interpretations of the con-
junction, disjunction and implication connectives may be employed, notably using
various t-norms, t-conorms and implication operators (cf., e.g., [15]).

In particular one may consider so-called De Morgan Triples (∧,∨,¬) that com-
prise a t-norm operator ∧, a t-conorm operator ∨ and a negation operator ¬, such
that ¬(x∨ y) = ¬x∧¬y holds.

The following three De Morgan Triples play the most important role in fuzzy
logic (cf., e.g., Fodor and Roubens [15]):

(∧min,∨max,¬)
(∧Π ,∨Π ,¬)
(∧W ,∨W ,¬)
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where:
x ∧min y = min(x,y) minimum
x ∧Π y = x · y product
x ∧W y = max(0,x + y−1) Łukasiewicz t-norm
x ∨max y = max(x,y) maximum
x ∨Π y = x + y− x · y probabilistic sum
x ∨W y = min(1,x + y) Łukasiewicz t-conorm

The negation operator ¬ in all the cases is defined as: ¬x = 1− x.
In fuzzy logic the general and existential quantifiers are equated, for the case of

a finite universe, with the maximum and minimum operators, respectively, in the
sense that:

truth(∀xA(x)) = minx μA(x)
truth(∃xA(x)) = maxx μA(x).

Thus we adopt the following definitions:

truth(∀xA(x)) = μA(a1)∧μA(a2)∧ . . .∧μA(am) (10)

truth(∃xA(x)) = μA(a1)∨μA(a2)∨ . . .∨μA(am) (11)

There are two most popular ways of deriving an implication operator with re-
spect to a given De Morgan Triple (∧,∨,¬), namely so-called S-implications and
R-implications defined as follows:

R− implication: x → y = sup{z : x∧ z ≤ y} (12)

S− implication: x → y = ¬x∨ y (13)

Thus, for the particular De Morgan Triples one obtains the following R-implication
operators:

Gödel’s implication x →R−min y =
{

1 for x ≤ y
y for x > y

Goguen’s implication x →R−Π y =
{

1 for x = 0
min{1, y

x} for x 
= 0

Łukasiewicz’ implication x →R−W y = min(1− x + y,1)

and the following S-implication operators:

Kleene–Dienes’ implication x →S−max y = max(1− x,y)
Reichenbach’s implication x →S−Π y = 1− x + x · y

The S-implication operator →S−W is identical with →R−W .
In order to simplify the notation let us fix C, P and T in (9) and denote its version

for a given De Morgan Triple, its related R or S implication and a corresponding
existential quantifier as, respectively, γ∧,R and γ∧,S. Thus, for example γmin,S(t) =
μans(C,P,T )(t) denotes the original version of (9).

In Table 1 various emerging interpretations of (9) are shown.
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Table 1. Right-hand side of the formula (9) for different interpretations of the logical con-
nectives

γ∧,· Resulting form of the formula (9)

γmin,S min(C(t),max(1−maxs∈T min(C(s),P(s)),P(t)))

γmin,R

{
C(t) if maxs∈T min(C(s),P(s)) ≤ P(t)
min(C(t),P(t)) otherwise

γΠ ,S C(x) · (∏i(1−C(yi) ·P(yi)) · (1−P(x))+P(x))

γΠ ,R

{
C(t) if ∃Π (C(si) ·P(si)) = 0

C(t) ·min( P(t)
∃Π (C(si)·P(si))

,1) otherwise

γW C(t)∧W (∃W (C(s)∧W P(s)) →W P(t))

A proper choice of the logical connectives (including the existential quantifier)
in (3) may be done in two ways. First, one may look for some properties and try
to check which operators modeling the connectives, to be called logical operators,
provide for the expected behavior. Second, one can study the properties under dif-
ferent logical operators. We propose some results of the research along both lines in
[30, 31], which may be summarized as follows.

Basically, for any choice of the logical operators a characteristic feature of bipolar
queries is preserved: if there is a tuple satisfying both the mandatory (required) and
optional (preferred) conditions, then the combination of them is via the conjunction.
On the other hand if for a tuple t ∈ T , P(t) = 1, then the result is C(t) which is
implied by: x → 1 = 1 and x∧ 1 = x, for any ∧ and → (cf., e.g., [15]). Thus, if
a tuple fully satisfies the positive condition P, then its overall matching degree is
equal to its satisfaction of the negative condition C.

But, even more important question is: does the choice of logical operators influence
the resulting order of tuples in the answer to a bipolar query ? Basically, this is the
case and we refer the reader for details to Zadrożny and Kacprzyk [30]. Moreover, in
general, the choice between an S-implication and an R-implication, keeping all other
logical operators fixed, may change the order of the tuples, but not necessarily.

4 Queries with Preferences and Bipolar Queries

We will briefly discuss now the concept of a query with preferences, introduced by
Chomicki [6, 7], which may be conveniently presented in terms of a new operator of
relational algebra called winnow. This is an unary operator which selects from a set
of tuples those which are non-dominated with respect to a given preference relation.
Chomicki [6, 7] defines this operator for the crisp case only, i.e., for crisp (nofuzzy)
preference relations and sets of tuples. We propose a fuzzy version of the winnow
operator and show its relation to bipolar queries.
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The winnow operator is defined with respect to a preference relation which is any
binary relation R defined on the set of tuples T , R ⊆ T ×T .

First, if two tuples t,s ∈ T are in relation R, i.e., R(t,s), then it is said that tuple t
dominates tuple s with respect to relation R.

Let T be a set of tuples and R a preference relation defined on T . Then the winnow
operator ωR, ωR : T −→ 2T , is defined as

ωR(T ) = {t ∈ T : ¬∃s∈T R(s,t)} (14)

Thus, for a given set of tuples T it yields a subset of the non-dominated tuples with
respect to R.

A relational algebra query employing the winnow operator is referred to as a
query with preferences. It may be easily shown (cf. Chomicki [6]) that the winnow
operator may be expressed as a combination of the standard classical relational al-
gebra operators but it is better to consider it as a distinguished operator to easier
study its properties and behavior.

The concept of a winnow operator may be illustrated on the following simple ex-
ample. Consider a database of a real-estate agency with a table HOUSES describing
the details of particular real-estate properties offered by the agency (each house is
represented by a tuple). The schema of the relation HOUSES contains, among possi-
bly many other ones, the attributes city and price. Assume that we are interested
in the list of the cheapest houses in each city. Then the preference relation should
be defined as follows

R(t,s) ⇔ (t.city= s.city)∧ (t.price< s.price)

where t.A denotes the value of attribute A (e.g., price) in tuple t. Therefore, the
winnow operator ωR(HOUSES) will select the houses that are sought (here a database
table, such as HOUSES, is treated as a set of tuples). Indeed, according to the defi-
nition of the winnow operator, we will get as an answer a set of houses, which are
non-dominated with respect to R, i.e., for which there is no other house in the same
city which has a lower price.

A bipolar query with the crisp conditions: the negative C and the positive P may
be expressed using the winnow operator as follows, employing the example (1) of a
bipolar query.

The preference relation R should be defined as:

R(t,s) ⇔ (t.to station≤ 2)∧ (s.to station> 2)

assuming that to station indicates how many blocks away is the house from the
closest railway station. Then, the following relational algebra query with a winnow
operator yields the required results

ωR(σprice≤250000(HOUSES))

where σφ is the classical selection operator that selects from a set of tuples those for
which φ holds. This query preserves the characteristic property of bipolar queries
as discussed earlier, i.e., if there are houses cheaper than 250 000 USD and located
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closer than two blocks from the station, then only they will be selected (the houses
satisfying only the negative condition will be ignored). Otherwise, all houses satis-
fying the negative condition will be selected, if they exist.

A general scheme for translating a bipolar query characterized by a pair of neg-
ative and positive conditions, (C,P), to a corresponding query with preferences is
therefore: the preference relation R is defined as

R(t,s) ⇔ P(t)∧¬P(s) (15)

and then the overall query with preferences is:

ωR(σC(T ))

Now we will propose a fuzzy counterpart of the winnow operator which also will
make it possible to express (fuzzy) bipolar queries. We have to take into account
that:

• R is a fuzzy preference relation,
• a fuzzy counterpart of non-dominance has to be employed,
• the set of tuples T is a fuzzy set.

It is convenient to use the concept of a fuzzy choice function (cf. Świtalski [23])
since then the set of non-dominated elements with respect to a fuzzy preference
relation may be conveniently expressed. Let us start with a concept of a crisp set
R−(s), defined as:

R−(s) = {u ∈ T : R(s,u)} (16)

and gathering all tuples dominated by a tuple s with respect to a crisp preference
relation R. Then, N(T,R), defined as follows:

N(T,R) = T ∩
⋂
s∈T

R−(s) (17)

denotes the set of all non-dominated tuples of a (crisp) set of tuples T with respect to
a (crisp) preference relation R, while A denotes the complement of A. For a further
fuzzification it is convenient to rewrite (17) as a predicate calculus formula

N(T,R)(t) ⇔ T (t)∧∀s∈T¬R−(s)(t) (18)

where the particular predicates are denoted with the same symbols as their corre-
sponding sets (in particular, R−(s) denotes a predicate corresponding to set (16)
defined for tuple s).

Using (17) we may define the winnow operator, equivalent to (14), as:

ωR(T ) = N(T,R) (19)
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Now, let us adapt (19) to the case of a fuzzy preference relation R on a crisp set
of tuples T , characterized by its membership function μR̃. The dominance (and non-
dominance) naturally becomes now a matter of degree. Thus we define a fuzzy set
of tuples that are non-dominated with respect to a fuzzy preference relation R̃, using
(16)–(17) and interpreting the set operations of the intersection and complement as
the standard operations on fuzzy sets. We start with a fuzzy counterpart of the set
(16), defining the membership function of the fuzzy set R̃−(s) of tuples dominated
(to a degree) by tuple s with respect to the fuzzy preference relation R̃:

μR̃−(s)(u) = μR̃(s,u) (20)

Next let us rewrite (18), replacing a preference relation R with a fuzzy preference
relation R̃ and replacing R− with R̃−, according to (20):

N(T, R̃)(t) ⇔ T (t)∧∀s∈T¬R̃(s, t) (21)

We still have to take into account that set T (and a predicate corresponding to it) is,
in general, fuzzy. Thus we denote it as T̃ and replace the restricted quantifier ∀s∈T

in (21) with an equivalent non-restricted form obtaining:

N(T̃ , R̃)(t) ⇔ T̃ (t)∧∀s (T̃ (s) →¬R̃(s, t)) (22)

Finally, we can define a fuzzy counterpart of the winnow operator in the following
way. Let T̃ be a fuzzy set of tuples and R̃ be a fuzzy preference relation, both defined
on the same set of tuples T . Then the fuzzy winnow operator ωR̃ is defined as:

ωR̃(T̃ )(t) = N(T̃ , R̃)(t) t ∈ T (23)

where the fuzzy predicate N(T̃ , R̃) is determined by (22), and ωR̃(T̃ )(t) denotes the
value of the fuzzy membership function of the set of tuples defined by ωR̃(T̃ ) for a
tuple t.

Again, as in case of the fuzzy bipolar queries, one may study the effect of the
choice of various logical operators to model logical connectives in (22) but this
will not be considered here. Now we will just show how a bipolar query may be
expressed using the concept of the fuzzy winnow operator.

Let us consider a bipolar query defined by a pair of fuzzy conditions (C,P). These
conditions will be identified with fuzzy predicates, denoted with the same symbols,
for simplicity. Let R̃ be a fuzzy preference relation given as (cf., (15)):

R̃(t,s) ⇔ P(t)∧¬P(s) (24)

Then the bipolar query may be expressed as the following combination of the selec-
tion and fuzzy winnow operators:

ωR̃(σC(T )) = N(C(T ), R̃) (25)
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where C(T ) is a fuzzy set of the elements of T satisfying (to a degree) the condition
C, i.e., μC(T)(t) = C(t).

Using (22) we can define the predicate (set) N(C(T ), R̃) in (25) as follows:

N(C(T ), R̃)(t) ⇔C(t)∧∀s (C(s) →¬(P(s)∧¬P(t))) (26)

Note that the selection operator σC in (25) may also be applied to a fuzzy set of
tuples T , what may be convenient if the set of tuples T is a result of another fuzzy
query.

In Zadrożny and Kacprzyk [29] we show that for the conjunction, negation and
implication connectives in (26) modeled by the minimum, n(x) = 1 − x and the
Kleene-Dienes implication, respectively, the fuzzy set of tuples obtained using (25)
is identical with the fuzzy set defined by (9).

5 Concluding Remarks

We briefly discussed an approach to bipolar queries. We start with the original idea
proposed in Lacroix and Lavency [22] and briefly review some selected relevant
approaches recently proposed in the literature. In particular we point out two main
lines of research, the one focusing on a formal representation within some well es-
tablished theories and the analysis of a meaningful combinations of multiple condi-
tions, and the one concerned mainly with the study of how to aggregate mandatory
(negative, required) and optional (positive, or desired) conditions. We follow the
second line of research and show some relations with other approaches, both con-
cerning database querying (exemplified by Chomicki [6]) as well as other domains,
mainly in multicriteria decision making (exemplified by Yager [25]). In the former
case we offer a fuzzy counterpart of a new relational algebra operator winnow .
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28. Zadrożny, S., De Tre, G., De Caluwe, R., Kacprzyk, J.: An overview of fuzzy approaches
to flexible database querying. In: Galindo [16], pp. 34–53
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On Some Uses of a Stratified Divisor in an Ordinal 
Framework 

Patrick Bosc and Olivier Pivert 

 
 
 
 
 
 

1Abstract. In this paper, we are interested in taking preferences into account for 
division-like queries. The interest for introducing preferences is first to cope with 
user needs, then to get discriminated results instead of a flat set of elements. Here, 
the idea is to use ordinal preferences which are not too demanding for a casual 
user. Moreover, the type of query considered is inspired by the division operator 
and some of its variations where preferences apply only to the divisor. The divi-
sion aims at retrieving the elements associated with a specified set of values and in 
a similar spirit, the anti-division looks for elements which are associated with 
none of the values of a given set. One of the focuses of this paper is to investigate 
queries mixing those two aspects. In order to remain coherent with the denomina-
tion of (anti-)division, the property of the result delivered is characterized. Last, a 
special attention is paid to the implementation of such queries using a regular 
database management system and some experimental results illustrate the feasibil-
ity of the approach. 

Keywords: Relational databases, division, anti-division, quotient, ordinal  
preferences. 

1   Introduction 

Queries including preferences have received a growing interest during the last 
decade [1, 2, 5, 6, 8, 11, 12, 13]. One of their main advantages is to allow for 
some discrimination among the elements of their result (which is no longer a flat 
set) thanks to the compliance with the specified preferences. However, up to now, 
most of the research works have focused on fairly simple queries where prefer-
ences apply only to selections. The objective of this paper is to enlarge the scope 
of queries concerned with preferences by considering more complex queries, 
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founded on the association of an element with a given set of values, in the spirit of 
the division operation. Moreover, a purely ordinal framework is chosen and the 
user has only to deal with an ordinal scale, which we think to be not too demand-
ing. Last, taking preferences into account will allow for keeping only the best k 
answers, in the spirit of top-k queries [5]. 

Knowing that a regular division delivers a non discriminated set of elements, 
the idea is to call on preferences related to the divisor. Two major lines for assign-
ing preferences may be thought of, depending on whether they concern tuples 
individually (see e.g., [2]), or (sub)sets of tuples, which is the choice made here 
and we will use the term "stratified divisor".  

Moreover, we will not only consider the division, but a neighbor operator 
called the anti-division. As the division retrieves elements associated with a given 
set of values, the anti-division looks for elements that are associated with none of 
the elements of a specified set.  

In both cases, the first layer of the divisor may be seen as an initial divisor and 
the following layers serve to break ties between elements associated with all (re-
spectively none of) the values of the first layer. In other words, to be satisfactory, 
an element x of the dividend must be associated with all (respectively none of) the 
values of the first layer. The way the next layers are taken into account is dis-
cussed in more details in the body of the paper.  

Such extended division (respectively anti-division) queries can be expressed in 
natural language as: 

"find the elements x connected in priority with all (respectively none) of  
 {set}1 then if possible with all (respectively none) of {set}2 …  
            then if possible with all (respectively none) of {set}n". 

This type of statement has some relationship with bipolarity [9, 10]. Indeed, 
this falls in the third category of bipolarity reported in [10] where the two types of 
criteria are of a different nature. Here, the connection with all (respectively none 
of) the values of {set}1 is a constraint and those with all (respectively none of) the 
values of {set}2 to {set}n represent wishes which are not mandatory (in the sense 
of acceptance/rejection).  

Let us illustrate the idea of an extended division with a user looking for wine 
shops offering Saint Emilion Grand Cru, Pomerol and Margaux and if possible 
Gewurztraminer Vendanges Tardives and Chablis Premier Cru and if possible 
Pommard and Chambertin. Similarly, an anti-division is of interest if one is inter-
ested in food products which do not contain some additives, where some are  
totally forbidden and other more or less undesired. 

The rest of the paper is organized as follows. Section 2 is devoted to some re-
minders about the division and anti-division operators in the usual relational set-
ting. In section 3 a stratified version of these operators is presented along with 
their syntax and modeling. It is also shown that the result they deliver has the 
same property as in the usual case. In Section 4, the issue of considering queries 
involving both a stratified division and a stratified anti-division is tackled. Imple-
mentation issues for all these queries involving stratified operations are discussed 
in section 5. The conclusion summarizes the contributions of the paper and evokes 
some lines for future work. 
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2   The Regular Division and Anti-division Operators 

In the rest of the paper, the dividend relation r has the schema (A, X), while with-
out loss of generality that of the divisor relation s is (B) where A and B are com-
patible sets of attributes, i.e., defined on the same domains of values.  

2.1   The Division 

The relational division, i.e., the division of relation r by relation s is defined as: 

div(r, s, A, B) = {x | (x ∈ r[X]) ∧ (s ⊆ Ωr(x))}                      (1) 

                             = {x | (x ∈ R[X]) ∧ (∀a, a ∈ s ⇒ (a, x) ∈ r)}        (2) 

where r[X] denotes the projection of r over X and  Ωr(x) = {a | <a, x> ∈ r}. In 
other words, an element x belongs to the result of the division of r by s if and 
only if it is associated in r with at least all the values a appearing in s. The justi-
fication of the term "division" assigned to this operation relies on the fact that  
a property similar to that of the quotient of integers holds. Indeed, the resulting 
relation res obtained with expression (1) has the double characteristic of a  
quotient: 

s × res ⊆ r                   (3a)  

∀res’ ⊃ res, s × res’ ⊈ r                       (3b) 

× denoting the Cartesian product of relations. Expressions (3a) and (3b) express 
the fact that the relation res resulting from the division (according to formula (1) 
or (2)) is a quotient, i.e., the largest relation whose Cartesian product with the 
divisor returns a result smaller than or equal to the dividend (according to regular 
set inclusion). 

In an SQL-like language, the division of r by s can be expressed thanks to a 
partitioning mechanism: 

select X from r [where condition] group by X 
having set(A) contains (select B from s where …). 
 

Example 1. Let us take a database involving the two relations order (o) and prod-
uct (p) with respective schemas O(np, store, qty) and P(np, price). Tuples <n, s, q> 
of o and <n, pr> of p state that the product whose number is n has been ordered 
from store s in quantity q and that its price is pr. Retrieving the stores which have 
been ordered all the products priced under $127 in a quantity greater than 35, can 
be expressed thanks to a division as: 

div(o-g35, p-u127, {np}, {np}) 

where relation o-g35 corresponds to pairs (n, s) such that product n has been or-
dered from store s in a quantity over 35 and relation p-u127 gathers products  
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whose price is under $127. From the following extensions of relations o-g35 and 
p-u127: 

o-g35 = {<15, 32>, <12, 32>, <34, 32>, <26, 32>, <12, 7>, <26, 7>,   
               <15, 19>, <12, 19>, <26, 19>}, 
p-u127 = {<15>, <12>, <26>}, 

the previous division using formula (1) leads to a result made of two elements 
{<32>, <19>}. It can easily be checked that this result satisfies expressions (3a) 
and (3b).                  ♦ 

2.2    The Anti-division 

Similarly, we call anti-division the operator ⋇ defined the following way:  

r [A ⋇ B] s = {x | (x ∈ r[X]) ∧ (s ⊆ cp(Ωr(x)))}                (4) 

           = {x | (x ∈ r[X]) ∧ (∀a, a ∈ s[B] ⇒ (a, x) ∉ r)}      (5) 

where cp(rel) denotes the complement of rel. The result ad-res of the anti-division 
may be called an "anti-quotient", i.e., the largest relation whose Cartesian product 
with the divisor is included in the complement of the dividend. Thus, the follow-
ing two properties hold: 

s × ad-res ⊆ cp(r)         (6a)    

∀ad-res’ ⊃ ad-res, s × ad-res’ ⊈ cp(r).        (6b) 

In an SQL-like language, the anti-division of r by s can be expressed in a way 
similar to a division: 

select X from r [where condition] group by X 
having set(A) contains-none (select B from s where …)                

where the operator "contains-none" states that the two operand sets do not overlap. 
An alternative expression is based on a difference: 

(select X from r) differ (select X from r where A in (select B from s)).      
 

Example 2. Let us consider the following relations Prod(product, component, 
proportion), which describes the composition of some chemical products and 
Nox(component) which gathers the identifications of noxious components: 

Prod = {<p1, c1, 3>, <p1, c2, 4>, <p1, c3, 54>, <p2, c1, 9>, <p2, c4, 30>,  
                   <p3, c2, 8>, p3, c6, 22>}, 

Nox = {<c1>, <c2>, <c5>}. 

The query "retrieve any product which does not contain any noxious compo-
nent in a proportion higher than 5%" can be expressed as the anti-division of the 
relation Prod1 derived from Prod (on the basis of a proportion over 5%) made of:  

{<p1, c3>, <p2, c1>, <p2, c4>, <p3, c2>, <p3, c6>} 
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by Nox, whose result according to (4) or (5) is {p1} and it is easy to check that 
formulas (6a-6b) both hold.                      ♦ 

3   Stratified Division and Anti-division Queries 

In this section, we first give some characteristics of the stratification. Then, the 
expression of stratified division and anti-division queries in an SQL-like fashion is 
proposed as well as the modelling of such queries. Finally, the property of the 
result delivered is discussed. 

3.1   About the Stratification Mechanism 

As mentioned before, the key idea is to use a divisor made of several layers. So, 
there is a preference relation over the subsets of the divisor, namely:  

(S1 = {v1,1, …, v1,j1
}) ≻ … ≻ (Sn = {vn,1, …, vn,jn

}) 

where a ≻ b denotes the preference of a over b. Associated with this preference 
relation is an ordinal scale L with labels li’s such that:  

l1 > … > ln > ln+1 

which will be also used to assign levels of satisfaction to elements pertaining to 
the result of any stratified division or anti-division. In this scale, l1 is the maximal 
element for the highest satisfaction and the last label ln+1 expresses rejection. 
These two specific levels play the role of 1 and 0 in the unit interval. 

Example 3. Coming back to the example of the query related to wine shops 
evoked in the introduction, there are three layers: 

S1 = {Saint Emilion Grand Cru, Pomerol, Margaux}, 

S2 =  {Gewurztraminer Vendanges Tardives, Chablis Premier Cru}, 

S3 = {Pommard, Chambertin}, 

along with the scale L = l1 > l2 > l3 > l4.       ♦ 

According to the view adopted in this paper, the first stratum S1 is considered 
mandatory, whereas the next ones (S2 to Sn) define only wishes. In other words, S1 
is a regular divisor and S2, …, Sn are introduced as complementary components in 
order to discriminate among the elements of the dividend associated with all (re-
spectively none) of the values of S1. In addition, the layers are considered in a 
hierarchical fashion, which means that a given layer intervenes only if the associa-
tion (or non-association) with all the previous ones holds. This behavior is similar 
to what is done in the systems Preferences [13] and PreferenceSQL [12] or with 
the operator winnow [6] when cascades of preferences are used. Finally, an ele-
ment x of the dividend is all the more acceptable as it is (respectively it is not) 
connected with a "long" succession of layers of the divisor starting with S1. In 
other words, x is preferred to y if x is associated with all (respectively none) of the 
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values of the sets S1 to Sp and y is associated with all (respectively none) of the 
elements of a shorter list of sets. 

 
Example 4. Let us consider the stratified divisor : 

s = {{a, b, c}, {d}, {e, f}}  

and the dividend: 

r = {<x1, a>, <x1, b>, <x1, c>, <x1, d>, <x1,e>,  
        <x2, a>, <x2, b>, <x2, c>,  
        <x3, a>, <x3, b>,<x3, c>, <x3, e>, <x3, f>,  
       <x4, a>, <x4, e>, <x4, f>, 
       <x5, b>, <x5, c>,  
       <x6, d>, <x6, e>}. 

The stratified division of r by s discards x4, x5 and x6 which are not exhaus-

tively associated with S1 = {a, b, c} and it delivers the result: x1 ≻ {x2, x3}.        ♦ 

It must be noticed that the view adopted here is somehow conjunctive. An alterna-
tive would be to model a behavior that takes into account all the layers in a hierar-
chical way and build, for a given x, a vector E(x) of Boolean values (E(x)[i] = 1 if 
x is associated with all (respectively none) of the values from layer Si, 0 other-
wise). The different x’s could then be ranked according to the lexicographic order 
over the vectors. 

3.2    Syntax of Stratified Operations 

Division queries are expressed in an SQL-like style where the dividend may be 
any intermediate relation (not only a base relation) and the divisor is either explic-
itly given by the user, or stated thanks to subqueries, along with his/her prefer-
ences. This is done in way quite similar to the usual division (i.e., thanks to a 
partitioning mechanism), namely: 

select top k X from r [where condition] group by X 
having set(A) contains {v1,1, …, v1,j1

} and if possible …         

                                                               and if possible {vn,1, …, vn,jn
}. 

 

Coming back to the example of wines evoked before, such a query could be: 

select top 6 shop-name from wineshops group by shop-name 
having set(wine) contains {Saint Emilion Grand Cru, Pomerol, Margaux}  
and if possible {Gewurztraminer Vendanges Tardives, Chablis Premier Cru} 
and if possible {Pommard, Chambertin}. 
 

In the context of medical diagnosis, the following example illustrates the use of 
subqueries to build the stratified divisor. Let us consider: i) a relation dis-
ease(name, symptom, frequency) which describes the symptoms associated with 
some diseases as well as the frequency with which a given symptom appears  
for a given disease, ii) a relation patient(#person, symptom) which describes the 
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symptoms shown by some patients. The following stratified division query looks 
for the patients which have all of the 100% frequent symptoms of influenza, and if 
possible all of the symptoms whose frequency is above 80%, and if possible all of 
the symptoms whose frequency is above 50%: 

select top 10 #person from patient 
group by #person 
having set(symptom) contains 

(select symptom from disease where name = ’flu’ and frequency = 100) 
and if possible  

(select symptom from disease 
  where name = ’flu’ and frequency between 80 and 99) 

and if possible  
(select symptom from disease 
  where name = ’flu’ and frequency between 50 and 79) 

 

The anti-division is similarly formulated as: 

select top k X from r [where condition] group by X 
having set(A) contains-none {v1,1, …, v1,j

1
} and if possible …         

                                                                        and if possible {vn,1, …, vn,j
n
}. 

It is worth noticing that an expression based on one (or several) difference(s) 
would be complicated to formulate and thus would not be natural at all (especially 
for a user), while the one chosen above is. Moreover, the query specifies dislikes 
which are given in a hierarchical manner. So, S1 contains the values the most 
highly (indeed totally excluded) and Sn those which are the most weakly un-
wanted. Here also, associated with the preference relation sustaining the hierarchy, 
is an ordinal scale L with labels li’s (such that l1 > … > ln > ln+1) which will be 
used to assign levels of satisfaction to the elements of the result of any stratified 
anti-division. 
 
Example 5. Let us consider the case of a consumer who wants food products (e.g., 
noodles or vegetal oil) without certain additive substances. In the presence of the 
relation products(p-name, add-s) describing which additives (add-s) are involved 
in products, a possible query is: 

select top 5 p-name from products group by p-name 
having set(add-s) contains-none {AS27, BT12, C3}  
and if possible {AS5, D2} and if possible {D8}  

which tells that the additives AS27, BT12 and C3 are completely forbidden, that 
the absence of both AS5 and D2 is appreciated and that it is still better if D8 is not 
in the product.           ♦ 

3.3   Modeling Stratified Operations 

We consider a stratified division or anti-division of a relation r whose schema is 
(A, X) by a relation s defined over attribute B with A and B compatible attributes 



140 P. Bosc and O. Pivert 
 

 

(in fact, A and B could be compatible sets of attributes as well). The principle for 
defining these operations is to extend expressions (2) and (5). This point of depar-
ture entails: i) dealing with the preferences applying to the divisor and ii) using an 
ordinal (symbolic) implication. This is why we use an augmented relational fra-
mework where each tuple of a relation rel is assigned a (symbolic) level of prefer-
ence taken from the scale L, denoted by prefrel(t) and any tuple can be written 
prefrel(t)/t. Since the dividend relation is not concerned with explicit preferences, 
its tuples are assigned the maximal level l1 while the tuples which are absent are 
(virtually) assigned the worst level ln+1. For the divisor, the level of preference 
attached to a tuple is directly stemming from the place of the corresponding ele-
ment in the hierarchy provided by the user. As to the implication, it can be chosen 
among fuzzy implications with two requirements: i) to work in a purely ordinal 
context, and ii) to convey the semantics of importance associated with the layered 
divisor. It turns out that Kleene-Dienes implication usually defined as: 

p ⇒KD q = max(1 – p, q) 

meets the goal provided that the complement to 1 is changed into order reversal 
over L. In other words, we will use a symbolic version of the previous implication, 
denoted by ⇒sKD:  

li ⇒sKD lj = max(rev(li), lj) 

where ∀li ∈ L = l1 > … ln+1, rev(li) = ln+2-i. In other words, if a symbol s has the 
position k on the scale, rev(s), its negation, has the position k when the scale is 
read from the end. 

 
Example 6. Let L be the scale:  

completely important > highly important > fairly important >  
not very important > not at all important.  

The inverse scale is : 

[rev(completely important) = not at all important] <  
[rev(highly important) = not very important] <  
[rev(fairly important) = fairly important] < 
[rev(not very important) = highly important] < 
[rev(not at all important) = completely important].                  ♦ 

 
So equipped, if V denotes the values of the divisor, the stratified division and anti-
division are defined as follows: 

prefstrat-div(r, s, A, B) (x) = minv ∈ V prefs(v) ⇒sKD prefr(v, x)) 
                                 = minv ∈ V max(rev(prefs(v)), prefr(v, x))  (7) 

prefstrat-antidiv(r, s, A, B) (x) = minv ∈ V prefs(v) ⇒sKD rev(prefr(v, x))) 
                                     = minv ∈ V max(rev(prefs(v)), rev(prefr(v, x))).          (8) 
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Due to the fact that prefr(v, x) takes only the two values l1 and ln+1 depending on 
the presence or absence of <v, x> in relation r: 

i) in expression (7), each term max(rev(prefV(v)), prefr(v, x)) equals l1 if x is 
associated with v in r (<v, x> ∈ r), rev(prefV(v)) otherwise,  

ii) in expression (8), each term max(rev(prefV(v)), rev(prefr(v, x))) equals l1 if 
x is not associated with v in r (<v, x> ∉ r), rev(prefV(v)) otherwise. 

In other words, if x is associated with all (respectively none) of the values of the 
entire divisor, the maximal level of preference l1 is obtained and as soon as an 
association <v, x> is missing (respectively found), the level of preference of x 
decreases all the more as v is highly preferred (respectively undesired). 

 
Example 7. Let us consider the following dividend relation r: 

r = {<a1, x>, <a2, x>, <a4, x>, <a1, y>, <a3, y>, <a5, z>, <a2, t >} 

and the stratified divisor: 

s = {a1} ≻ {a2} ≻ {a3, a4} 

which induces the four-level scale L = l1 > l2 > l3 > l4. These relations rewrite: 
 

r A X pref s B pref 
 a1 x l1  a1 l1 
 a2 x l1  a2 l2 
 a4 x l1  a3 l3 
 a1 y l1  a4 l3 
 a3 y l1    
 a2 z l1    
 a3 z l1    
 a4 z l1    
 a2 t l1    

 
According to formula (7), the result d-res of the division of r by s is: 

prefd-res(x) = min(l1, l1, rev(l3), l1) = l2, 

prefd-res(y) = min(l1, rev(l2), l1, rev(l3)) = l3, 

prefd-res(z) = min(rev(l1), rev(l2), rev(l3), rev(l3)) = l4, 

prefd-res(t) = min(rev(l1), l1, rev(l3), rev(l3)) = l4, 

which means that x is preferred to y on the one hand and that z and t are rejected 
on the other hand. Similarly, using formula (8), the following result ad-res of the 
anti-division of r by s is obtained: 

prefad-res(x) = min(rev(l1), rev(l2), l1, rev(l3)) = l4, 

prefad-res(y) = min(rev(l1), l1, rev(l3), l1) = l4, 
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prefad-resr(z) = min(l1, l1, l1, l1) = l1, 

prefad-res(t) = min(l1, rev(l2), l1, l1) = l3, 

which states that z is fully satisfactory and t significantly less, while x and y are 
quite unsatisfactory.        ♦ 

3.4    Property of the Result of Stratified Divisions and  
Anti-divisions 

In order to be qualified a division (respectively anti-division), the extended opera-
tor defined above must deliver a result having the characteristic property of a 
quotient. This means that one must have valid properties similar to 3a-b (respec-
tively 6a-b). In [2], it is shown that the division of fuzzy relations (i.e., where each 
tuple is assigned a membership degree taken in the unit interval) leads to a result 
which is a quotient as far as the implication used is either an R-implication, or an 
S-implication. The key point of the proof lies in the fact that these implications 
(⇒f) may be written in a common format, namely : 

p ⇒f q = sup {y ∈ [0, 1] | cnj(p, y) ≤ q} 

where cnj is an appropriate conjunction operator (see [2, 7] for more details). In 
the specific case considered here, the ordinal version of Kleene-Dienes implica-
tion (which belongs to the family of S-implications) writes:  

li ⇒sKD lj = max(rev(li), lj)  
               = sup {y ∈ [l1, ln+1] | cnj(li, y) ≤ lj}                   (9) 

with cnj(a, b) = ln+1 if a ≤ rev(b),  
                          b otherwise.                 (10) 

 

So, if we denote by d-res (repectively ad-res) the result of a stratified division 
(respectively anti-division), due to the very nature of expression (9), the following 
expressions hold:  

s × d-res ⊆ r        (11a)        ∀d-res’ ⊃ d-res, s × d-res’ ⊈ r               (11b) 

s × ad-res ⊆ cp(r)       (12a)        ∀ad-res’ ⊃ ad-res, s × ad-res’ ⊈ cp(r)   (12b) 

where the Cartesian product (×), inclusion and complement are respectively de-
fined as: 

r × s = {p3/uv | p1/u ∈ r ∧ p2/ v ∈ s> ∧ p3 = cnj(p1, p2)}, 

r ⊆ s ⇔ ∀ p1/u ∈ r, ∃ p2/u ∈ s  such that p1 ≤ p2, 

cp(r) = {rev(p)/u | p/u ∈ r} 

which means that d-res is a quotient and that ad-res is an anti-quotient. 
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Example 8. Let us come back to the relations of example 7. According to (11a), 
we must have: 

s  B pref  d-res X pref  r A X pref 
 a1 l1   x l2   a1 x l1 
 a2 l2 ×  y l3 ⊆  a2 x l1 
 a3 l3       a4 x l1 
 a4 l3       a1 y l1 
         a3 y l1 
         a2 z l1 
         a3 z l1 
         a4 z l1 
         a2 t l1 

 
on the one hand, and with respect to (11b), if any grade is increased in d-res (yiel-
ding d-res’), the Cartesian product of s and d-res’ is not included in r. We will 
illustrate what happens for x and t (which may be considered to be in d-res with 
the level of preference l4) and it would be easy to observe that the same conclu-
sions can be drawn for y and z.  

In the Cartesian product, we have the tuples: 

cnj(l1, l2)/<a1, x> = l2/<a1, x>,     
cnj(l2, l2)/<a2, x> = l2/<a2, x>,     
cnj(l3, l2)/<a3, x> = l4/<a3, x>,     
cnj(l3, l2)/<a4, x> = l4/<a4, x>,     
cnj(l1, l4)/<a1, t> = l4/<a1, t>, 
cnj(l2, l4)/<a2, t> = l4/<a2, t>, 
cnj(l3, l4)/<a3, t> = l4/<a3, t>, 
cnj(l3, l4)/<a4, t> = l4/<a4, t>, 

 
and the inclusion in r holds. If we suppose that the level of preference of x in d-res 
is increased (from l2 to l1), the partial Cartesian product of s and l1/x yields: 

cnj(l1, l1)/<a1, x> = l1/<a1, x>,     
cnj(l2, l1)/<a2, x> = l1/<a2, x>,     
cnj(l3, l1)/<a3, x> = l1/<a3, x>,    
 cnj(l3, l1)/<a4, x> = l1/<a4, x>,     
 

for which the inclusion in r does not hold (presence of the tuple l1/<a3, x> which 
does not belong to r). Similarly, let us increase the level of preference of t in d-res 
(from l4 to l3), the partial Cartesian product of s and l3/t is: 

cnj(l1, l3)/<a1, t> = l3/ <a1, t>,     
cnj(l2, l3)/<a2, t> = l4/<a2, t>, 
cnj(l3, l3)/<a3, t> = l4/<a3, t>,     
cnj(l3, l3)/<a4, t> = l4/<a4, t>, 
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and the tuple l3, <a1, t> violates the inclusion in r. Due to the increasing monotonicity 
of cnj with respect to its second argument, any other increase of the level of prefer-
ence of t in d-res would also lead to the non inclusion of the Cartesian product in r. 

We now consider the anti-division of r by s and, for illustration purpose, only 
the elements l4/y and l1/z of its result ad-res. In order to check formula (12a), the 
Cartesian product of s and these two tuples has to be performed, which results in: 

cnj(l1, l4)/<a1, y> = l4/<a1, y>,     
cnj(l2, l4)/<a2, y> = l4/<a2, y>,     
cnj(l3, l4)/<a3, y> = l4/<a3, y>,     
cnj(l3, l4)/<a4, y> = l4/<a4, y>,     
cnj(l1, l1)/<a1, z> = l1/<a1, z>, 
cnj(l2, l1)/<a2, z> = l1/<a2, z>, 
cnj(l3, l1)/<a3, z> = l1/<a3, z>, 
cnj(l3, l1)/<a4, z> = l1/<a4, z>, 

 
and the inclusion in the complement of r holds. As to the satisfaction of (12b), 
clearly the level of preference of z (l1) is maximal and if that of y is increased 
from l4 to l3, we have the Cartesian product: 

cnj(l1, l3)/<a1, y> = l3/<a1, y>,    
cnj(l2, l3)/<a2, y> = l4/<a2, y>,     
cnj(l3, l3)/<a3, y> = l4/<a3, y>,    
cnj(l3, l3)/<a4, y> = l4/<a4, y>,     

 
and the tuple l3/<a1, y> violates the desired inclusion (l3 > rev(l1) = l4).                 ♦ 

4   Stratified Queries Mixing Division and Anti-division Features 

4.1   A Basis for Safe Mixed Queries 

The starting point of this section is the analogy between division queries and the 
search for documents indexed by a certain set of keywords, since these two activi-
ties are concerned with the association of an element (respectively a document) 
with a set of values (respectively keywords). On this line, it seems convenient to 
extend/enhance the basis of document retrieval with a set of undesired keywords, 
which has a direct counterpart in terms of anti-division. Last, if we introduce the 
notion of levels of importance of the keywords in both the positive and negative 
parts, we end up with a query involving a stratified division (corresponding to  
the desired keywords/positive part) and a stratified anti-division (corresponding to 
the unwanted keywords/negative part). Consequently, in the following, we  
consider queries where the association and non association conditions relate to a 
same attribute, even it would make sense to envisage more general situations.  

A query is made of two parts: i) the positive part which gathers the values 
which are desired (at different levels of importance) and ii) the negative part 
which collects the unwanted values, still with different importances. In fact, such 
queries call on two types of bipolarity: i) one tied to the fact that some conditions 
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(the association with all (respectively none) of the values of the first set) are man-
datory whereas others (the association (respectively non association) with the 
values of the next sets) are only desirable, and ii)  another related to the fact that 
the association with some values is expected (those of the positive part), while one 
would like the non association with other values (those of the negative part). 
Clearly, these two types of bipolarity impact the semantics of a query in two quite 
different ways. The first one entails handling the associations (respectively non 
associations) with the values of the first stratum as constraints (whose satisfaction 
or not causes acceptance or rejection) and the associations (respectively non asso-
ciations) with the values of the other layers as wishes (whose satisfaction or not 
influences the discrimination between selected elements). The second aspect leads 
to distinguish between values which are desired and values which are unwanted, 
then to look for the association with the former ones and for the non association 
with the latter ones. 

A first approach to mixed stratified queries is to consider them as made of two 
components according to the following pattern: 

select top k X from r [where condition] group by X 
having set(A) contains {v1,1, …, v1,j

1
} and if possible …         

                                                                    and if possible {vn,1, …, vn,j
n
} and 

                        contains-none {w1,1, …, w1,k
1
} and if possible …         

                                                                                and if possible {wp,1, …, wp,k
p
}. 

 
This means that the query refers to two scales: 

L1 = l1 > … > ln > ln+1 for the positive part 

and: 

L2 = l’1 > … > l’p > l’p+1 for the negative part 

and the overall satisfaction of a given x would require to combine two symbols 
(one from each scale), which raises a serious problem. 

To avoid this difficulty, we suggest to build mixed queries in such a way that a 
single scale comes into play. Each level of the scale used in a query will be as-
signed a set of desired values (contributing the positive part) and a set of un-
wanted values (subset of the negative part), one of them being possibly empty. A 
mixed stratified query will be expressed according to the following model:  

select top k X from r [where condition] group by X 
having set(A) contains [pos: {v1,1, …, v1,j

1
}, neg: {w1,1, …, w1,k

1
}] 

                        and if possible …         
                        and if possible [pos: {vn,1, …, vn,j

n
}, neg: {wn,1, …, wn,k

n
}] 

where "pos (respectively neg): S", at a given level of importance, stands for a set 
of desired (respectively unwanted) values, which x must be (repectively not be) 
associated with. In addition, note that it is possible to have "pos : {}", "neg : {}" 
(but not both) at each layer. 
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4.2   Syntax, Semantics and Modeling of Mixed Queries 

The above type of query is interpreted in a straightforward manner as follows. To 
be somewhat satisfactory, a element x: i) must be associated with all the values 
{v1,1, …, v1,j

1
} and none of the values of {w1,1, …, w1,k

1
}, and ii) it receives a level 

of satisfaction (pref) all the larger as it satisfies the association with all the values 
{v2,1, …, v2,k

2
}, …, {vj,1, …, vj,k

j
} and none of the values of {w2,1, …, w2,p

2
}, …, 

{wj,1, …, wj,p
j
} with j taking a high value (n for the maximal level pref = l1). In 

other words, an element x is preferred to another y if x is connected with {v1,1, …, 
v1,k

1
}, …, {vi,1, …, vi,k

i
} and none of {w1,1, …, w1,p

1
}, …, {wi,1, …, wi,p

i
}, while y 

is associated with {v1,1, …, v1,k
1
}, …, {vj,1, …, vj,k

j
} and none of {w1,1, …, w1,p

2
}, 

…, {wj,1, …, wj,p
j
} and i > j. 

Let us denote by s = {V1, …, Vn} the different layers of the divisor where each 
Vi is made of a positive part Pi and a negative part Ni. Alternatively, s writes as s = 
(P, N), its positive and negative parts. The mixed stratified division is defined as: 

prefmix-strat-div(r, s, A, B) (x) =  
mini ∈ [1, n] min(minv ∈ Pi

 prefs(v) ⇒sKD prefr(v, x)), 

                                             minw ∈ Ni
 prefs(w) ⇒sKD rev(prefr(w, x))) 

                 = mini ∈ [1, n] min(minv ∈ Pi
 max(rev(li), prefr(v, x)), 

                                             minw ∈ Ni
 max(rev(li), rev(prefr(w, x)))) 

                = min(minv ∈ P max(rev(prefs(v)), prefr(v, x)), 
                           minw ∈ N max(rev(prefs(w)), rev(prefr(w, x)))).                 (13) 

 
By construction, the result delivered by the above operation is a quotient in the 

sense that it is a maximal relation. More precisely, it is the largest (ordinal) rela-
tion whose Cartesian product (using the conjunction given in expression (10)) 
with the positive and negative parts of the divisor is included in the dividend. So, 
if m-res denotes the result delivers by expression (13), the following characteriza-
tion formulas hold: 

P × m-res ⊆ r                                                              
         and                                         (14a)                      
N × m-res ⊆ cp(r)                                                       

                                 P × m-res’ ⊄ r 
∀m-res’ ⊃ m-res,               or              (14b) 
                                 N × m-res’ ⊄ cp(r) 

4.3   A Complete Example 

Let us consider a relation Prod(product, component) where a tuple <p, c> ex-
presses that c is one of the components of product p and the mixed division query:  
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select top 5 product from Prod group by product 
having set(product) contains [pos: {c1}, neg: {c5, c6}] 
                        and if possible [pos: {c2}, neg: {}]         
                        and if possible [pos: {c3, c4}, neg: {c7}] 

 

expressing that the double stratification: 

P :    {c1} (l1)    > {c2} (l2) > {c3, c4} (l3) 
N : {c5, c6} (l1) >       ∅     >   {c7} (l3). 

 

The user wants product c1, if possible c2 and if possible c3 and c4, and he/she 
dislikes c5 and c6 (respectively c7) as much as he/she desires c1 (respectively c3 
and c4). Notice that there is no counterpart for c2 (in other words c3 and c4 are 
forbidden and c7 is only weakly undesired). If the dividend relation is: 

r = {<c1, x>, <c2, x>, <c4, x>, <c1, y>, <c2, y>, <c3, y>, <c4, y>, <c7, y>,  
        <c2, z>, <c3, z>, <c4, z>, <c1, t>, <c2, t>, <c5, t>, <c1, u>}. 

 

According to formula (13), the levels of satisfaction assigned to x, y, z and t 
are: 

pref(x) = min(min(l1 ⇒sKD  prefr(c1, x), l2 ⇒sKD  prefr(c2, x),  
                                   l3 ⇒sKD  prefr(c3, x), l3 ⇒sKD  prefr(c4, x)), 
                           min(l1 ⇒sKD  rev(prefr(c5, x)), l1 ⇒sKD  rev(prefr(c6, x)),  
                                   l3 ⇒sKD  rev(prefr(c7, x))) 
                = min(l1, l1, l2, l1, l1, l1, l1) = l2 

pref(y) = min(min(l1 ⇒sKD  prefr(c1, y), l2 ⇒sKD  prefr(c2, y),  
                                   l3 ⇒sKD  prefr(c3, y), l3 ⇒sKD  prefr(c4, y)), 
                           min(l1 ⇒sKD  rev(prefr(c5, y)), l1 ⇒sKD  rev(prefr(c6, y)),  
                                   l3 ⇒sKD  rev(prefr(c7, y))) 
                = min(l1, l1, l1, l1, l1, l1, l2) = l2 

pref(z) = min(min(l1 ⇒sKD  prefr(c1, z), l2 ⇒sKD  prefr(c2, z),  
                                   l3 ⇒sKD  prefr(c3, z), l3 ⇒sKD  prefr(c4, z)), 
                           min(l1 ⇒sKD  rev(prefr(c5, z)), l1 ⇒sKD  rev(prefr(c6, z)),  
                                   l3 ⇒sKD  rev(prefr(c7, z))) 
                = min(l4, l1, l1, l1, l1, l1, l1) = l4 

pref(t) = min(min(l1 ⇒sKD  prefr(c1, t), l2 ⇒sKD  prefr(c2, t),  
                                   l3 ⇒sKD  prefr(c3, t), l3 ⇒sKD  prefr(c4, t)), 
                           min(l1 ⇒sKD  rev(prefr(c5, t)), l1 ⇒sKD  rev(prefr(c6, t)),  
                                   l3 ⇒sKD  rev(prefr(c7, t))) 
                = min(l1, l1, l2, l2, l4, l1, l1) = l4 

pref(u) = min(min(l1 ⇒sKD  prefr(c1, u), l2 ⇒sKD  prefr(c2, u),  
                                   l3 ⇒sKD  prefr(c3, u), l3 ⇒sKD  prefr(c4, u)), 
                           min(l1 ⇒sKD  rev(prefr(c5, u)), l1 ⇒sKD  rev(prefr(c6, u)),  
                                   l3 ⇒sKD  rev(prefr(c7, u))) 
                = min(l1, l3, l2, l2, l1, l1, l1) = l3. 
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Finally, one has the resulting relation: {l2/x, l2/y, l3/u}. 
It turns out that x and y are equally ranked since the absence of <c3, x> has the 

same impact for x as the presence of <c7, y> for y (the level of desire for c3 equals 
the level of dislike for c7 – l3). Similarly, the absence of c1 (mandatory) for z has 
the same effect (rejection) as the presence of c5 (forbidden) for t. 

Using the non commutative conjunction defined in formula (10) (and discard-
ing the tuples whose level is l4), the Cartesian product of the positive part of the 
divisor and {<l2, x>, <l2, y>, <l3, u>} is: 

{l1/<c1, x>, l1/<c2, x>, l2/<c1, y>, l2/<c2, y>, l3/<c1, u>} 

which is included in the dividend r. Similarly, the Cartesian product of the nega-
tive part of the divisor and the previous result yields: 

{l2/<c5, x>, l2/<c6, x>, l2/<c5, y>, l2/<c6, y>, l3/<c5, u>, l3/<c6, u>} 

which is included in the complement of the dividend (i.e., none of these tuples 
appears in the dividend). We observe that formula (14a) holds.  

It is easy to check that if the level of preference of any element (x, y, z, t or u) 
is upgraded, the property conveyed by formula (14b) is valid. For instance, if we 
consider l1/x instead of l2/x, the Cartesian product (with P) becomes: 

{l1/<c1, x>, l1/<c2, x>, l1/<c3, x>, l1/<c4, x>, l2/<c1, y>, l2/<c2, y>, l3/<c1, u>} 

and the presence of the third tuple shows the non-inclusion in the dividend. Simi-
larly, if the tuple l3/z is introduced, the Cartesian product (with P) becomes: 

{l1/<c1, x>, l1/<c2, x>, l2/<c1, y>, l2/<c2, y>, l3/<c1, u>, l3/<c1, z>} 

and the last tuple proves that the inclusion in r does not hold (then that property 
(14b) is valid). Last, if l2/y  is replaced by l1/y, the Cartesian product of N and the 
modified result is:   

{l2/<c5, x>, l2/<c6, x>, l1/<c5, y>, l1/<c6, y>, l1/<c7, y>, l3/<c5, u>, l3/<c6, u>} 

and the presence of the tuple l1/<c7, y> makes the inclusion in the dividend fail, 
which, once again, shows the validity of property (14b).     ♦ 

5    Implementation Issues 

Now, we tackle processing strategies issues for division and anti-division queries. 
The objective is to suggest several algorithms which are suited to a reasonably 
efficient evaluation of such queries (subsections 5.1 and 5.2) and to assess the 
extra cost with respect to queries involving no preferences (subsection 5.3).  

5.1   Processing of Division Queries 

Three algorithms implementing formula 7 are successively described. The first 
algorithm is based on a sequential scan of the dividend (SSD). The idea is to ac-
cess the tuples from the dividend relation (r) "in gusts", i.e., by series of tuples 



On Some Uses of a Stratified Divisor in an Ordinal Framework 149 
 

 

which share the same X-attribute value (in the spirit of what is performed by a 
"group by" clause). Moreover, inside a cluster the tuples (x, a) are ordered increas-
ingly on A. This is performed by the query: 

select * from r order by X, A. 

Thanks to a table which gives, for each value (val-A) of the divisor, the layer to 
which it belongs (str-A), one can update the number of values from each layer 
which are associated with the current element x, while scanning the result of the 
query above. At the end of a group of tuples, one checks the layers in decreasing 
order of their importance. The process stops as soon as the current element x is not 
associated with all of the values from a layer Vi. Three cases can appear: i) x is 
associated with all of the values from all the layers of the divisor and it gets  
the preference level l1, ii) the stop occurs while checking layer Vi whose impor-
tance is not maximal (i > 1) and x gets the preference level rev(li) = ln+2−i , iii) the 
stop occurs while checking layer V1 and x gets the level ln+1 meaning that  
it is rejected. 

In the second algorithm, data accesses are guided by the divisor (AGD). Thus, 
instead of scanning the dividend exhaustively and then checking the layers satis-
fied by a given x by means of the aforementioned table, one first retrieves the X-
values from the dividend, and for each such x, the associations with the different 
layers are checked by means of an SQL query involving the aggregate count. 
Again, a layer is checked only if the layers of higher importance had all of their 
values associated with x. The first step is to retrieve the distinct values of attribute 
X present in r by means of the query: 

select distinct X from r. 

Then, for each value x returned, one counts the A-values from V1 which are as-
sociated with x (whose current value is denoted by :x below) in r by means of the 
query: 

select count(*) from r where X = :x and A in (select A from V1). 

If the value returned equals the cardinality of V1, one checks layer V2 by means 
of a similar query, and so on. The loop stops as soon as a missing association with 
the current layer is detected. The preference level assigned to x is computed ac-
cording to the same principle as in the previous algorithm. 

The last strategy relies on a series of regular division queries (SRD). It consists 
of two steps: i) to process as many regular division queries as there are layers in 
the divisor, and ii) to merge the different results and compute the final preference 
degrees. The algorithm has the following general shape: 

 

step 1: for each layer Vi of the divisor, one processes a division query which 
retrieves the x’s which are associated in r with all of the values from 
Vi. The layers are examined in decreasing order of their importance 
and an element x is checked only if it belongs to the result of the query 
related to the previous layer. 
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step 2: the results T1, …, Tn of the previous division queries are merged by tak-
ing them in decreasing order of the corresponding layers. An element x 
which belongs to Ti (the result of layer Vi) but not to Ti+1 gets the pref-
erence level ln−i+1 (assuming that there exists a table Tn+1 which is 
empty). We have used an algorithm where the query (in step 2) rests on 
an outer join. 

5.2   Processing of Anti-division Queries 

Each of the previous methods can be adapted so as to apply to anti-division que-
ries. In the SSD algorithm, after running the query: 

select * from r order by X, A, 

using the table connecting each value of the divisor with its layer, it is possible to 
identify the occurrence(s) of unwanted values. At the end of a cluster of tuples, the 
level of preference assigned to the current element x is determined by checking 
the layers in decreasing order of their importance. Here also, the process can stop 
as soon as the current element x is associated with one of the values from a layer 
Vi (x receives the level ln+1 if i = 1, ln+2-i if i ∈ [2, n]) and if no undesired associa-
tion is detected, x is assigned the level l1. 

Similarly, the algorithm AGD is transformed as follows. As originally, the dis-
tinct values of attribute X present in r are retrieved by means of the query: 

select distinct X from r. 

Then, for each value x, the number of A-values from V1 (the totally excluded 
values specified in the divisor) which are associated with x in r, is computed by 
means of the query: 

select count(*) from r where X = :x and A in (select A from V1). 

If the value returned is zero, one checks layer V2 by means of a similar query, 
and so on. The loop stops as soon as an unwanted association with the current 
layer is detected. The preference level assigned to x is computed according to the 
same principle as in the previous algorithm. 

The strategy SRD now means "a series of regular differences". The first step 
rests on queries of type:  

(select X from r) differ (select X from r where A in (select B from Vi)) 

for each set Vi corresponding to a layer of the divisor. The second step takes all 
the successive pairs of results produced previously in order to assign the prefer-
ence level ln−i+1 to an element x which belongs to the result of layer Vi but not to 
that of layer Vi+1.  

5.3   Experiments 

As mentioned previously, the objectives of the experimentation are mainly to 
assess the additional processing cost related to the handling of preferences and to 
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compare the performances of the algorithms presented above. The experimenta-
tion was performed with the DBMS OracleTM Enterprise Edition Release 8.0.4.0.0 
running on an Alpha server 4000 bi-processor with 1.5 Gb memory.  

A generic stratified division (respectively anti-division) query has been run on 
dividend relations of 300, 3000 and 30000 tuples, and a divisor including five 
layers made of respectively 3, 2, 1, 2 and 2 values. The query taken as a reference 
is the analogous division (respectively anti-division) query without preferences, 
where the divisor is made of the sole first layer of the divisor (which corresponds 
to a "hard constraint'' as mentioned before). So doing, we can assess the extra cost 
related only to the "preference part'' of the query, i.e., to the presence of the non-
mandatory layers. The reference division query has been evaluated using three 
methods: i) sequential scan of the dividend (i.e., algorithm SSD without prefer-
ences, denoted by REF1), ii) access guided by the divisor (i.e., algorithm AGD 
without preferences, denoted by REF2), iii) algorithm REF3 based on a query 
involving a "group by'' clause and a counting, as in the first step of algorithm 
SRD. The reference anti-division query has been evaluated using these same 
methods. However, it is worth notocing that REF1 shows the same performances 
for both the division and anti-division since the only difference lies in the final 
comparison of the cardinality of the current subset (with that of the layer for the 
division and with 0 for the anti-division. Moreover: 

 we used synthetic data generated in such a way that the selectivity of 
each value b from the divisor relatively to any x from the dividend is 
equal to 75% in the case of a division query (for a given value b from the 
divisor and a given x from the dividend, tuple (x, b) has three chances out 
of four to be present in the dividend), and it is equal to 25% in the case of 
an anti-division query, 

 each algorithm was run 8 times so as to avoid any bias induced by the 
load of the machine,  

 the time unit equals 1/60 second.  
 

The results obtained for the division are reported in the table hereafter:  
 

Size of the dividend 300 3000 30000 
REF1 15.8 144.6 1451 
REF2 49.7 570 15536 
REF3 11.4 40.5 361.9 
SSD 99 1011 10451 
AGD 84 1035 29927 
SRD 89 332 2923 

Number of answers 15 172 1693 
 
One can notice that: 

 among the reference methods for non-stratified operations, the most effi-
cient is by far REF3. This is due to the fact that is is based on a single 
query involving a "group by'' clause, which is very efficiently optimized 
by the system, 
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 the processing time of the algorithms based on a sequential scan of the 
dividend (i.e., SSD and REF1) vary linearly w.r.t. the size of the divi-
dend, contrary to those from the second family (REF2 and AGD); as to 
algorithm SRD (implemented with an outer join), its complexity shows 
some linearity as soon as the size of the dividend is above a certain 
threshold (which means that there is a fixed cost attached to it, which de-
pends on the number of layers of the divisor), 

 algorithm SSD becomes better than AGD as soon as the size of the divi-
dend is over 1000 tuples. But the best algorithm is SRD (implemented 
with an outer join), which outperforms all the others as soon as the divi-
dend contains more than 300 tuples. It is worth noticing that the ratio be-
tween SRD and REF3 is almost constant (around 8), which is due to the 
fact that SRD performs one query of type REF3 per layer (here 5), plus 
the combination of the intermediate results. 

 
To sum up, it appears that algorithm SRD based on an outer join is the most 

efficient, except for very small sizes of the dividend where AGD is slightly better. 
However, the extra cost of SRD with respect to the most efficient reference algo-
rithm, namely REF3, is still important (the multiplicative factor is around 8).  

The results obtained for the anti-division are reported in the next table: 
 

Size of the dividend 300 3000 30000 
REF1 15.8 144.6 1451 
REF2 41.4 400.7 4055 
REF3 13.2 81.4 760.2 
SSD 108.6 960.5 10418 
AGD 54.2 645.2 6315 
SRD 106 375.1 4353 

Number of answers 37 427 4365 
 
These results show that:  

 among the reference methods for non-stratified anti-divisions, REF3 is 
much more efficient than REF2; the fact that it outperforms REF2 by 
such a large margin means that the DBMS is not efficient at optimizing 
nested queries, 

 the performances of REF2, AGD and SSD vary linearly with respect to 
the size of the dividend. As to REF3 and SRD, their complexity is less 
than linear. 

 

It turns out that the best algorithm for stratified anti-divisions is SRD, which is 
significantly better than AGD, itself much more efficient than SSD. However, the 
extra cost of SRD with respect to the most efficient reference algorithm, namely 
REF3, is still rather important (multiplicative factor between 4.6 and 8). 

What all these measures show was somewhat predictable: the best way to 
process a division or anti-division query (stratified or not) is to express it by 
means of a single query that can be efficiently handled by the optimizor of the 
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system, and not by external programs which induce a more or less important over-
head. For instance, in the case of the anti-division, the extra cost attached to SRD 
with respect to REF3 is explainable by the fact that SRD processes five regular 
anti-division queries (one for each layer) instead of one for REF3, and then has to 
merge the results of these queries. Consequently, if the stratified division or anti-
division functionality were to be integrated into a commercial DBMS, it is clear 
that it would have to be handled by the optimizor at an internal level, and proc-
essed as one query, according to the format given in Subsection 3.2 and in such a 
way that the evaluation of a given x is done in one step. 

6   Conclusion 

In this article, we dealt with division and anti-division queries involving user 
preferences expressed in an ordinal way. The principle consists in using a divisor 
made of a hierarchy of layers. The first layer corresponds to a set of mandatory 
values, whereas the other layers are used to discriminate among the elements in 
the result. So doing, the result is no longer a flat set but a list of items provided 
with a level of satisfaction. It has been shown that the stratified division (respec-
tively anti-division) delivers a result that can be characterized as a quotient (re-
spectively an anti-quotient).  

Besides, some experimental measures have been carried out in order to assess 
the feasibility of such extended division or anti-division queries. Even though these 
measures still need to be completed, they show that the additional cost induced by 
the stratified nature of the divisor is quite high (multiplicative factor from 5 to 8 
with respect to the relative classical operation) but that the overall processing time 
is still acceptable for medium-sized dividend relations. To reach better perform-
ances, it would be of course necessary to integrate the new operator into the  
processing engine of the system, so as to benefit from a real internal optimization, 
instead of processing stratified division queries externally, as we did here. 

This work opens several perspectives, among which : i) the enrichment of divi-
sion or anti-division queries whose semantics could be disjunctive with respect to 
the role of the layers or even based on the lexicographic order as mentioned in the 
end of subsection 3.1, ii) making complementary experiments in order to take into 
account larger sizes for both the dividend and the divisor (in particular in the case 
where the divisor is not specified extensionally by the user, but results from sub-
queries), iii) the investigation of strategies suited for processing mixed queries in 
the sense of section 4, along with the corresponding experiments, and iv) checking 
whether the results obtained with Oracle are confirmed when another DBMS (e.g. 
PostgresQL or MySQL) is used. 
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Integration of Fuzzy ERD Modeling to the 
Management of Global Contextual Data 

Gregory Vert and S.S. Iyengar 

 

1Abstract. This chapter introduces the idiosyncrasies of managing the new para-
digm of global contextual data, sets of context data and super sets of context data. 
It introduces some of the basic idea’s behind contexts and then develops a model 
for management of aggregated sets of contextual data and proposes methods for 
dealing with the selection and retrieval of context data that is inherently ambigu-
ous about what to retrieve for a given query.  Because contexts are characterized 
by four dimensions, those of time, space, impact and similarity they are inherently 
complicated to manage. 

This work builds on previous work and extends that work to incorporate con-
texts. The original model for spatial-temporal management is presented and then 
analyzed to determine much coverage it can provide to the new context paradigm.  

Introduction to the Idea of Context 

The concept of context has existed in computer science for many years especially 
in the area of artificial intelligence. The goal of research in this area has been to 
link the environment a machine exists in to how the machine may process infor-
mation. An example typically given is that a cell phone will sense that its owner is 
in a meeting and send incoming calls to voicemail as a result.  Application of this 
idea has been applied to robotics and to business process management [1]. 

Some preliminary work has been done in the mid 90’s. Schilit was one of the 
first researchers to coin the term context-awareness [2,3].  Dey extended the no-
tion of a context with that of the idea that information could be used to character-
ize a situation and thus could be responded to [4]. In the recent past more powerful 
models of contextual processing have been developed in which users are more 
involved [5]. Most current and previous research has still largely been focused on 
development of models for sensing devices [6] and not contexts for information 
processing. 

                                                           
Gregory Vert and S.S. Iyengar 
Center For Secure Cyber Security 
Louisiana State University 
Baton Rouge, LA 70803 
e-mail: gvert12@csc.lsu.edu 



156 G. Vert and S.S. Iyengar
 

 

Little work has been done on the application of contexts to that of how infor-
mation is processed. The model that we have developed is that of creating meta-
data describing information events and thus giving them a context. This context 
then can be used to control the processing and dissemination of such information 
in a hyper distributed global fashion. The next section will provide a very general 
overview of the newly developed model and how contexts are defined. The fol-
lowing section will give an overview of the fuzzy ERD model that previously de-
veloped could be used for management of contextual information. Finally, the 
model is evaluated to determine what level of coverage it may provide as it is for 
management of global contexts data. 

Global Contextual Processing  

To understand the issues connected with security models for contexts we intro-
duce some details about the newly developing model for contextual processing.  

Contextual processing is based on the idea that information can be collected 
about natural or abstract events and that meta information about the event can then 
be used to control how the information is processed and disseminated on a global 
scale. In its simplest form, a context is composed of a feature vector  

Fn<a1,..an> 

where the attributes of the vector can be of any data type describing the event. 
This means that the vector can be composed of images, audio, alpha-numeric etc. 
Feature vectors can be aggregated via similarity analysis methods into super con-
texts. The methods that might be applied for similarity reasoning can be statistical, 
probabilistic (e.g. Baysian), possibilistic (e.g fuzzy sets) or machine learning and 
data mining based (e.g. decision trees). Aggregation into super sets is done to 
mitigate collection of missing or imperfect information and to minimize computa-
tional overhead when processing contexts. 

definition: A context is a collection of attributes aggregated into a feature vector 
describing a natural or abstract event. 

A super context is described as a triple denoted by: 

Sn = (Cn, Rn, Sn) 

where C is the context data of multiple feature vectors, R is the meta-data process-
ing rules derived from the event and contexts data and S is controls security proc-
essing. S is defined to be a feature vector in this model that holds information 
about security levels elements or including overall security level requirements.  

definition: A super context is a collection of contexts with a feature vector describ-
ing the processing of the super context and a security vector that contains security 
level and other types of security information.  

 



Integration of Fuzzy ERD Modeling to the Management of Global Contextual Data 157
 

 

Data Management of Contexts 

Having examined contexts, what they contain and how they can be analyzed, it 
becomes clear that the data management issues of contexts are not readily solved 
by traditional approaches. Data management consists primarily of the simple stor-
age of information in a way that the relationships among the entities is preserved. 
Due to the fact that a context can really be composed of any type of data ranging 
from binary to images, to narratives and audio there is a need for a new model for 
storage of context data that can handle widely different types of data. Addition-
ally, data management involves the issues of correlations between related types of 
data. As an example, context C1 may be very similar to context C13-C21 for a 
given event, thus they should be included in the process of analysis and knowl-
edge creation operations. Related to this idea is that similarity in contexts also is 
the driving force in the how and what of which contexts are retrieved for a given 
query.  

With the above in mind, there is a need to examine how contextual data might 
be managed in a previously defined fuzzy data model developed by this author 
[12]. This model presents an architectural overview of how an original model was 
developed using fuzzy set theory to manage storage and ambiguous retrieval of 
information.  The elements of the model are presented and how it functions is de-
scribed. The first part of the next section presents an argument for a new type of 
paradigm of how data should be thought of, that of the Set model. Problems with 
this new way of thinking about data organization are then discussed as a beginning 
for discussion of solutions to the problems of Sets. The section then continues on 
to discuss a new method of modeling sets that gives the the model an ability to 
store, manage and retrieve any type of data currently existing and any type of data 
that may be created in the future. Finally the section presents concepts about how 
the overlap problems with Sets that create ambiguity in retrieval can now be ad-
dressed with new operators based on fuzzy set theory that can identify similarities 
in data based on time, space and contextual similarity and retrieve the best candi-
dates to satisfy a given query.  

Overview of Spatial Data and its Management 

Spatial information science is a relatively new and rapidly evolving field. Because 
global contextual models are highly spatial in many aspects of their operation, 
including the dimensions of space and time,  it is appropriate to look at the issues 
of context based data management in terms of how spatial data is managed.  

Spatial data management systems  are an integration of software and hardware 
tools for the input, analysis, display, and output of spatial data and associated at-
tributes. These systems are being used across a broad range of disciplines for 
analysis, modeling, prediction, and simulation of spatial phenomena and proc-
esses. Applications of spatial data are diverse: natural resource management,  
traffic control and road building, economic suitability, geophysical exploration, 
and global climate modeling, to name just a few. In the case of contextual data 
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management, spatial data systems need to extended  for a purposes of managing 
wide types of information such sensed images (i.e., aerial photos, satellite images) 
and to store data in a number of different raster and vector data structures. A con-
textual management system based on spatial data management principles may 
contain digital images, tabular survey data, and text among many other possibili-
ties.  

Current spatial data management systems have limitations. One of these is an 
inability to retrieve and present all the data relevant to a problem to the system 
user in an orderly and helpful manner. When, for example, a user wants to access 
information about a particular geospatial region or type of geospatial feature (e.g., 
tsunami distance and travel information), he or she selects what appears to be an 
appropriate data entity. This process can be frustrating and error-prone, because, 
typically, many data entities (maps, photos, etc.) contain information of that type 
and choosing among them, or even being able to view them all, is very difficult. 
Furthermore, there may be several data entities (e.g. maps, photos, sensor informa-
tion) for the same area that have been collected and/or modified at different times 
for different purposes, and the scales of these maps may differ. Additionally, not 
all data related to a region may be stored in a database. Some of the data may be in 
files, scattered across computer systems hard disks. 

As an example, a Tsunami has just occurred in the Indian Ocean where map of 
the coast lines indicate that the area is prone to tsunamis, it has been sensed by 
NASA from outer space, a ship’s captain has noticed a telltale raise in the ocean 
around his boat and radioed this information to his shipping company and beach 
vacationers have noticed that the tide has receded dramatically. All of this infor-
mation is stored somewhere and individually may not have a lot of comprehensive 
meaning to disaster relief personal in the countries surrounding the Indian Ocean. 
However as a whole, they clearly indicate a natural disaster with subsequent  
responses.    

 

Figure 1. Distributed locations of information that collectively could be stored 
about a tsunami.  
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In the above example, a user may know to go to a database and retrieve data 
about one type of information about tsunamis. However, he or she may be un-
aware that other types of data not in the database are available that may provide 
useful and potentially critical information. Even if users are aware of other data, 
they may not be able to locate. 

A goal then of context data management is to develop a way to manage all the 
type of data that can be found in a context. This can be done by aggregation of 
context data objects and related contexts into sets of data, rather than individual 
files describing one aspect of the event, in this case a tsunami. This approach can 
logically associate all related data for a type of event and select the appropriate 
contextual set based on user-supplied criteria. 

The rest of this chapter describes provides an overview of previous work in this 
area and then a discussion of how contextual information might be stored in the 
previously defined model. 

Context Oriented Data Set Management 

Current approaches to data management assume that each individual piece of data, 
or data file must be managed. For example, in a relational database, as a mountain 
object would be stored in one row of the table containing mountains. Attributes of 
the mountain might be stored in a different table. In object-oriented methods, a 
mountain and its attributes might be stored in a single object. This approach works 
well in a homogeneous environment where all the data being managed are owned 
by the application that is managing it. Specifically, the application knows the for-
mat of the data it owns and thus manages each and every piece directly. However, 
this is not practical nor in most cases feasible in a heterogeneous environment that 
includes a multitude of different applications data. Applications cannot generally 
read and interpret each other’s data. Nevertheless, while data may be for different 
applications and in different formats, it can still apply to the same geospatial re-
gion or problem. When this occurs, there is a basis for the creation of information 
about relationships among the data, but no mechanism to build the relation be-
cause of the differing formats.  

This problem can be solved by a shift in the approach to how data is logically 
thought about and organized. Instead of attempting to manage individual pieces of 
data, e.g. mountain and attributes of mountains, which may be impossible in a 
heterogeneous data format environment, one can make the approach less specific, 
less granular.  The key is to manage contextual data on the thematic attributes de-
scribing contexts, those of time, space and similarity. In this model specific data 
objects in a contexts feature vector are not managed they are organized into sets 
where the set is the lowest level of context data management.  

The shift to set management for contextual information produces benefits that 
address other problems with managing data found in a context feature vector.  
Specifically, sets can be copies of a base contextual set. These sets can thus be 
lineages/versions of the base set. Once versions of context sets are established 
each set can become a particular view of the data included in a context. When 
views and versions become possible as a result of this approach, then so do  
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multiple information consuming entities with their own lineage trees and domains 
of control for the sets they define and own. Extending this concept, it is possible to 
see that multiple views serving multiple users does a very thorough job of address-
ing the previously user data coupling which is defined to be users modifying their 
own data and often working on overlapping spatial or temporal themes. Thus the 
benefits of this approach can have large a impact on a variety of problems. Be-
cause the set paradigm is data-format-independent, this is robust approach. The 
addition of new formats of data that can be described in a context as they are de-
veloped, will not cause the new approach to degrade as would current approaches. 
Instead, one simply adds the new-format data file to the set without any impact to 
the management and retrieval of such data. 

Finally, a set management paradigm can introduce the problem of having mul-
tiple members in a set that covers the same geospatial region. This is referred to as 
ambiguity and was addressed through the application of fuzzy set theory to the 
metadata that manages the set abstraction. Fuzzy set theory can be used to make a 
generalized comment about the degree of possible membership a particular data 
file might have in a set covering a specific geographic region.  

Contextual Set Ambiguity 

Dataset ambiguity in contexts refers to the fact that for a given query or selection 
it may be impossible to select and exact match for the query because multiple sets 
of context may satisfy the query fully or partially.  For example, if a query is in-
terested in all data about an event located at a geographic point on the ground, 
multiple sets may have overlapping boundaries that the point can fall inside, thus 
the question becomes which set to return for a query. Another example can be 
found when one considers the spatial data in a context where the boundaries of 
objects are approximately known but not precisely known. For example if one is 
mapping the extent of the spreading wave of a tsunami, the edge of the wave and 
thus its boundary may be one meter wide or it may be considered to be hundreds 
of meters wide. The selection of information about the edge of the tsunami wave 
then becomes an ambigious problem. Because multiple contextual sets about a 
given tsunamis boundary may exist, perhaps one defines the edge to be one meter 
and the other for the same geographic location defines the edge to be 100 meters 
the question is which context sets data should be retrieved for a query. Because 
context have multiple dimensions, this problem can also exist for the temporal 
dimension of contextual sets and the similarity dimension. It also may exist for the 
impact dimension.  

Ambiguity in contextual data sets impacts their use in a fairly significant fash-
ion and has been studied for spatial data but not the additional dimensions of con-
text set data. Contextual data sets (CDS) could be organized into large databases. 
Users of the database could then create spatial or geographic queries to the data-
base to retrieve CDS data that is of interest to them based on geographic extent. 
This process of doing this is sometimes referred to as geographic information re-
trieval if the queries are for spatial data (GIR) [19]. GIR seeks to deal with spatial 
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uncertainty and approximation in the methods by which traditional spatial data is 
indexed and  retrieved.   

A key shift in the new model for CDS management is towards being less granu-
lar in the management of CDS data. Instead of managing geographic entities such 
as one might find in a GIR database, or for that matter the dimensional entities of 
temporality and similarity, the smallest unit of management in this approach is a 
single covering logical device that of a set for CDS data. This shift to being less 
granular has a variety of benefits, but it can introduce further ambiguity in select-
ing and defining sets with multiple overlapping coverage’s. In this sense a cover-
age is the data found in a CDS that describes the dimension of space, time,  
similarity and impact. With this in mind, the new model defines ambiguity as con-
dition where multiple tracts of CDS data may satisfy a given query for a particular 
geographic location, point in time, type of similarity or type of impact. When this 
is the case, the question becomes which set of data should be returned for a spatial 
query to retrieve the correct coverage?  

To illustrate this point, consider the case where two contextual datasets have a 
coverage that contains the origin of a tsunami. One dataset contains is satellite 
imagery and the other is sensor information from the ocean.  This is a "point in 
polygon" type of ambiguity problem. The center of the Tsunami is the point and a 
polygon is the rectangular bounding polygon of each spatial coverage.  The ex-
pected ambiguity between trying to select between these coverage can be seen in 
Figure 1. 

CDS  A -  NASA   Satellite   Imagery 

CDS B Sensor Data for Region

Tsunami Origin 

Ship at Sea

Island in the oceane

region z

 

Fig. 1. Example of data set ambiguities for spatial coverage of the origin of a tsunami. 

In the above example, the question is whether one wants CDS B or CDS A  for 
a query about tsunami CDS data at time T0. This is an example of ambiguous spa-
tial data, and a point in polygon ambiguous problem.  

Ultimately, the choice of which set to choose in an ambiguous problem should 
be left up to the analyst, or the person using the data. However, application of 
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fuzzy set theory and computational geometry can be applied to presenting poten-
tial datasets in ways that might solve the problem shown above. The solution in-
volves a stepwise algorithm in finding a solution.  

First must be identified the CDS datasets that potentially might solve the query 
for data about the tsunami. Step one would then be to do a simple range check to 
see if the location of the tsunamis’ y coordinates are within the y extent of any 
dataset known to the system. An example of how this could be accomplished is 
illustrated in Figure 2.  

Tsunami

y in range

(x, 50)

(x, 150)

x in range
(10, y) (150, y)

CDS C

CDS A

(100,100)
(90, 90)

(150, 150)  

Fig. 2. Initial range check to determine inclusion of datasets. 

After some examination of the coordinate pairs, it is clear a simple range check 
on CDS A and CDS C eliminates them from inclusion as a candidate dataset. This 
is because their x or y coordinate extents do not intersect those of the dataset en-
closing the tsunami point.  

Using this technique coupled with vector cross product techniques it is possible 
to establish that a spatial coverage for a CDS does include the spatial point in 
question. Without much modification this technique can also be made to work for 
regions delimited by polygons that are entirely or partially contained by a dataset’s 
bounding polygon.  Once a coverage has been selected as a potential solution us-
ing this method, the next step is to apply fuzzy set theory to rank the relevance[22] 
of the coverage to the point of origin of the tsunami.  

The approach used in this model is to do this in one of several fashions. The first 
of these would be to calculate the distance between the tsunami’s point of origin 
point and the centroid of a bounding polygon. The distance value could become a 
component in the return value for the fuzzy membership function for the spatial 
aspects of CDS data,  MSpatial() which is discussed later. In this case, the smaller 
the distance, the more centrally located the point representing the tsunami’s point 
of origin is to the coverage being considered. This scenario is shown in figure 4. 
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Fig. 3. Application of distance as a return value for a fuzzy function. 

The value of the fuzzy membership function MSpatial()  to select for Set B may 
be  .9, whereas the value of the fuzzy function MSpatial()  for Set A might be .3. 
Higher values of MSpatial()  would reflect the fact that the distance to the nearest 
centroid was smaller.  This would then suggest that because the point represented 
by the tsunami’s origin is more centrally located in Set A, that this set is a much 
better set to use if one wants to examine data for Pullman and the surrounding 
area.  

While this approach makes sense, it is simplistic. Therefore, weighting factors 
in conjunction with attributes of the data sets themselves might also be considered. 
An example of this might be that both sets have metadata for "data accuracy", and 
the "time last data collection". In a CDS model one might argue that the data accu-
racy is very important (.9) because improved accuracy would be expected to re-
flect current reality better. Following this logic, a scheme then might weight "time 
of last data collection"  very heavily. We might give lesser weight to the accuracy 
weight (.3).  

A weighting scheme to use in retrieval might develop in the CDS model a func-
tion to assist in resolving data ambiguity in this case might become 

Cweight()   =  distance *  (   .9 * days since last edit  + .3 *  time of day edited) 

In above scheme, geometric properties can be combined with attribute proper-
ties for a CDS set to solve an ambiguous selection and retrieval problems.  

Rationale For Fuzzy ERD’s to Manage Contextual Data 

Chen [8] defines an Extended Entity Relation (EER)  model to consist of the triple 

M =  (E, R, A) 
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where M represents model, E represents entities, R represents relationships and A 
represents relationships. E, R, A are defined to have fuzzy membership functions. 
In particular: 

R = {Ur  (R)/R | where R is a relationship involving entities in Domain(E) and  
Ur(R)  ∈ [0,1] 

In this case, Ur() is a fuzzy membership function on the relationship between 
two entities in a data model. Chen defines fuzzy membership functions on attrib-
utes and entities as well. Because of the above, it is possible to have fuzzy rela-
tions on relations, without built in dependencies on other types of fuzzy objects in 
a model. Based on this work, our research now extends our data model ERD to 
defining notations that describe the application of fuzzy theory to relations. 

The next section we will examine how contextual data can be managed in a 
previously developed [12]  model for management of fuzzy spatial temporal in-
formation. The previously defined operators will be briefly presented and then a 
discussion will be made about how the model supports or does not support that of 
contextual data management.  

A Fuzzy ERD Model for Context Management 

The data model in figure 2 provides an initial foundation to address problems in-
herent with management of context data. The data model was developed to model 
spatial and temporal information which are two key dimensions of contextual data. 
One of the problems with contexts, as with spatial and temporal data, is that of 
ambiguity in the selection and retrieval of data. These problems can be addressed 
by the application of fuzzy set theory. For example, several overlapping coverages 
for tsunami information  could exist based on time and space. In this sense over-
lapping coverage is defined to be multiple contexts with information fully or par-
tially about the same event, e.g. the origin of the tsunami. Keep in mind there is a 
tendency to think of such information as geo-spatial but it may also include im-
ages and textual descriptions. The key concept in retrieval is to find the most  
“appropriate” coverage for a given query. Appropriate is a term that can only be 
defined for the consumer of the information, the user. The logical question  
becomes which context data set to select and use for a given purpose.   

Overlapping contextual spatial coverages are a type of ambiguity. We have also 
identified that there can be overlapping contextual temporal locations. We can also 
have overlap in the similarity of contexts and their impact dimension which are 
not addressed in this chapter. When considering the problem of overlap in selec-
tion and retrieval of information the types of overlap that can be present must also 
be considered. Overlap can be partial or complete overlap with different descrip-
tive characteristics to coverage such as different projections, scale and data types. 
These can also become complications to ambiguity of selection. Considering this 
situation, it is clear that ambiguity on an attribute of spatial data can compound 
with other ambiguities about the same data. This can have the potential of leading 
to much larger ambiguities. 
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To date, a lot of work has been done in the development of  fuzzy set theory, 
and techniques for decision making such as using Open Weighted Operators [4].  
Little of this work has been applied to the management of contextual data. In par-
ticular, theoretical discussions needs some form of implementation to solve real 
world problems. What is needed is the application of theory and a representational 
notation.  The application could then be used to solve real world problems such as 
data ambiguities. The figure 2 data model was extended with new types of fuzzy 
operators that address ambiguous selection problems to create a more powerful 
model that can deal with the problem of ambiguous data.  

Contextual Subsets 

The first new notational convention is the context subset symbol. The Subset sym-
bol defines a new type of relationship on an entity, that is it borrows from object 
oriented constructs, that of the "bag". An entity with the subset symbol defined on 
one of its relations is a non-unique entity, unlike most entities in an ERD model. 
The rationale for its existence is that multiple copies a Subset containing the same 
elements can exist for different overlapping temporal, spatial, impact and similar-
ity coverages for  a given event, e.g. the tsunami. This circumstance can occur as a 
result of various versions of the same Subset, or normal editing operations.  The 
symbol is defined as: 

⊆  

By its nature of being a non-unique entity, a relationship with the Subset defini-
tion, also is a fuzzy relationship. This is due to the fact that when one desires to 
view a Subset, the question becomes which one should be selected. Because Sub-
sets are discrete, the Subset symbol occurs in our model with the symbol for fuzzy 
relation M() which is defined next. 

Fuzzy Relation M() 

Fuzzy theory literature [7] defines a membership function that operates on discrete 
objects. This function is defined as M() and has the following property: 

                 { 1   | if  a ∈ domain(A) } 

                                  Similiar(a) =    { 0    | if  a ∉ domain(A) } 

                                            {[0,1] | if  a is a partial member of domain(A)} 

This function is particularly useful in contexts where overlapping coverages of 
the same event space may exist, but some coverage for a variety of reasons may be 
more relevant to a particular concept such as a desire to perform editing of sur-
rounding regions. The actual definition of how partial membership if calculated 
has been the subject of much research including the application of Open Weighted 
Operators (OWA) [3,10] and the calculation of relevance to a concept [9]. 
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The data model developed for contexts model in this chapter seeks to provide 
alternative view support for overlapping geospatial coverages. Because of the am-
biguities induced by this, we introduce a notation that represents the fuzzy relation 
resolved by the definition of the function M(). This symbol is referred to as the 
fuzzy relation M() symbol and may be displayed in and ERD model along the re-
lations between entities. It has the following notation: 

 

 

This symbol makes no comment about the nature or calculation of M() per se, but 
does suggest that the M() function is evaluated when a query on the relationship in 
the ERD is generated. The query returns a ranked set of items with a similarity 
value in the range of [0,,1] 

Another property of  the function M() is that it reflects the fuzzy degree of rela-
tion that entities have with other entities. 

Fuzzy Directionality 

Fuzziness in the context data model is not bi-directional on a given relationship. 
Therefore there needs to be some indication of the direction fuzziness applies. 
This is denoted by the inclusion of the following arrow symbols on the fuzzy rela-
tionship. These arrows are found to the left of the fuzzy symbol and point in the 
direction that the fuzzy function M() or MSpatial() applies. If a fuzzy relationship 
is defined in both directions, which implies a type of m:n relation, the symbol is a 
double headed arrow. 

Directional fuzziness for the M() or MSpatial() function, points in the direction 
the function is applied for selection and is denoted by the following symbols: 
 

←,↑, →, ↓ 
 

Bi-directional application, is a member of the class of m:n relations and is denoted 
by: 

←→ 

Discretinizing Function D() 

Because of the data ambiguities mentioned previously, the new context based data 
model uses time as an attribute in describing data. However, this leads to temporal 
ambiguities in the selection of a Subset of data because the Subset can exist at 
many points in time. However, there are certain points in time where the relevance 
of data to a concept or operation, e.g. a selection, query is more relevant. There-
fore the relation of Subset to Temporal Location entity can have fuzzy logic  
applied. Time is not a discrete value, it is continuous, and therefore it is referred to 
as a continuous field. Some attempts have been made to discretinize continuous  
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temporal data by Shekar [9] using the discretized by relation. But no known  
attempts have been made to deal with this in a fuzzy fashion This leads to the need 
to define a new function D() that can be used to calculate discrete fuzzy member-
ship value over continuous fields.  

In the new contextual model for data management, the inclusion of continuous 
field data is useful. This is due to the fact that sets of data not only cover a geo-
graphic extent, but they also cover this particular extent for a period of time and 
then can be replaced by another set, perhaps not of the same geographic coverage 
but at a different point in time.  

If time is non-discrete and a function must be developed, the question becomes 
how to represent continuous data in a fashion that a function can make computa-
tions on the data and return a discrete value representing membership. Upon ex-
amination of this issue,  non-discrete data can be defined as a bounded range [m,n] 
where the beginning of the continuous temporal data starts at time m and termi-
nates at time n.  This representation then makes it possible to develop the function 
D() and its behavior over continuous data.  

In this function one wants to think of a window of time that a set of context 
data was created at time  tm, spanning to a point in time where the data is no longer 
modified, tn above equation, the range [tm,tn] is referred to as the "window" be-
cause it is a sliding window on the continuous field that one seeks to determine the 
degree of membership of selection point of time t to be. A function that can then 
be used to retrieve relevant sets of contexts can be defined as: 

INRANGE([tm,tn], t)  = {  ABS [ ( t – tm)  / (tn – tm) ] } 
 

where ABS() is simply the absolute value of the calculation.  
The effect of D() is to make a discrete statement about non-discrete data, which 

makes it possible to make assertions about fuzziness and possibilities. The state-
ment is of course  relative to the bounded range [m,n] and therefore D()  should be 
formally denoted as: 

MSpatial()  [m,,n] 

when referring to value returned for particular calculation of the function MSpa-
tial() 

The application of MSpatial()  is found in the dataset management model on the 
fuzzy notation denoted by the symbol :  

 

 

This symbol is displayed on the model oriented such that relation lines intersect 
the vertical lines of the symbol.  This notation means that the relation is fuzzy and 
is determined by the discretinizing function MSpatial()  as defined above. For the 
purposes of the data management model, discretinizing functions are applied to 
temporal entities that define a Subset of sets of contextual data by a temporal loca-
tion. They can however, be applied to any type of continuous field data. 

D
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Fuzzy Relation MSpatial()  

The function M() is not a complete function for the solution to selection problems 
in the developed ERD model. This is because it does not consider the centrality of 
a point P composed of an x,y and perhaps z component that one wishes to retrieve 
context data about. This lead to the creation of of a function referred to as MSpa-
tial(). The characteristic function MSpatial() needs to contain a function that 
measures distance, a new term, d, that can be derived in the following manner: 

( )2 2min ( int ) ( int )d centroidx po x centroidy po y= − + −  

     .5*( 1 2 1 1)centroidx s x s x= −  

     .5*( 2 2 2 1)centroidy s y s y= −  

The above equation refers to a rectangular bounding hull created around a geo-
graphic coverage. Centroidn is the centroid of the bounding hull found by finding 
the mid point of of side one for centroidx and the mid point of side 2 in y for  
centroidy.  

Pointx and pointy are the coordinates of a spatial entity or center of a region of 
interest that one is seeking the most centrally located coverage for. The d value in 
the a characteristic function for MSpatial() then becomes a measure of the mini-
mum distance of a coverage’s centroid to a spatial entity. The effect of the equa-
tion is to find a contexts coverage that is most central to the spatial entity of  
interest. The goal is to weight the characteristic functions values with a measured 
degree of centralization to a spatial center of interest when selecting fuzzy data for 
a particular problem.   

The application of MSpatial()  is found in the dataset management model on the 
fuzzy notation denoted by the symbol :  

 

 
 

This symbol is displayed on the model oriented such that relation lines intersect 
the vertical lines of the symbol.  This notation means that the relation is fuzzy and 
is determined by the MSpatial()  function 

Extended Data Model for The Storage of Context Data Sets  

With an understanding of the issues found in retrieval of context data sets and 
some new fuzzy characteristic functions and notations a new data model can be 
presented for management of sets of context data. This model considers the vaga-
ries of ambiguity in time and space selection which are dimensions of contexts but 
does not support the  contextual dimensions of similarity and impact.  The model 
is presented in figure 2. 
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Figure 2. Extended fuzzy model that can be applied to context set management. 

We now examine some characteristics of context data for how the above model 
for management of spatial data will support these. Contexts have the following 
properties: 

 

• four dimensions that uniquely characterize them, time, space, impact and 
similarity 

• do not have an owner because they stream from their sources 
• do not have a specific location they reside because they float around the 

internet 
• do not have a particular type associated with them because contexts can 

be composed of many different data types 
• might have specific tools that process them depending on the consumer 

of the information 
• do not have views of the data that are currently defined 
• super contexts are composed of contexts which are composed of elements 
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With these in mind, we discuss the components of the fuzzy model and see how 
they might be supported by the existing fuzzy model. 

In figure 2 the original fuzzy model entities are defined to be the following: 
The SuperSet entity defines collections of contextual Subsets. It has a recursive 

relationship to other SuperSet instances. The relationship related shows the fact 
that multiple supersets may be related to each other. For example, supersets may 
cover the same dimensions of a multiple contexts.  

A SuperSet is composed of multiple Subsets. Using the example of the tsunami, 
a superset may be composed of all the CDS sets of tsunami data that has been cre-
ated over the a given period of time.. The relationship of supersets to subsets in-
troduces the new extension of fuzzy subsets. An instance of a subset entity is a 
single logical, meta description of a component in a superset. It also has a recur-
sive relationship to itself that allows the user to implement versions of the subset 
and thus versions of the sets, a lineage tree. 

The relationship between SuperSet and Set has a subset notation. Subsets by 
definition are not unique entities. When considered with the entities with which 
they have relations with, they can become unique. The existence of the subset 
symbol and fuzzy relations to other entities dictates that this relationship have a 
MSpatial() relation on it.  

A subset of context data has an unusual property in that this entity is not unique 
in itself. It becomes unique when the fuzzy relations around it are considered. It 
also has an ISA type of relationship with Superset in that it inherits attributes from 
the superset. There can be multiple physical files containing context data and rules 
that a subset may represent.  

This relation can be characterized by the existence of multiple Sets of heteroge-
neous data formats that cover the same area but may be of different scale or per-
spective. Each one of the Sets may cover a minute area part of the spatial coverage 
a superset has and is therefore a subset. Additionally, the Set coverage’s may not 
be crisply defined in the spatial sense. They may also cover other areas defined as 
part of other partitions in the superset. This leads to the property of sometimes 
being unique and sometimes not being unique.  

The Set and Super Set entities and their subset relationship support the concepts 
of contexts. Specially, they support the idea that super contexts are composed of 
contexts and a feature vectors data in a given context is composed of elements also 
referred to as attributes in the context paradigm. 

The Temporal Location entity represents a locational time definition for a data 
set. It has temporal attribute values and geospatial coordinates that collectively 
create identifiers for a particular data set.  

The D() relation between Temporal Location relation and Set can be used to se-
lect context Sets that cover a given range in time. These can occur due to the exis-
tence of long editing transactions on the data. A Set is not instantly updated during 
a long transaction. Certain points in the existence of the Set may be more of inter-
est when selecting a set to view, but all are valid descriptions of the subset. The 
D() function exists as a sliding window of possibility for selecting a Set that has 
existed and was updated over a period of time. This allows one to select the Set in 
a specific time range. 
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The Temporal Location entity exists because there is a need for given data sets 
to map to various locations in time and spatial coverages. The relationship "discre-
tized" was originally defined to map a value to a continuous field. In this case the 
discretized relation has been extended to represent a discretized function where 
the continuous field is time. Because this function can relate a data set to various 
points in time and coverage of several different spaces, this function is a fuzzy 
function, D() that selects on time and spatial definitions for a Set.  

In this case Temporal Location supports the concepts that contexts have a di-
mension of time that describes them. The aggregation of this fact as it relates to 
specific contexts then defines a super contexts window of temporal existence em-
bodied in the Super Set Entity. The D() operator reflects the fact that contexts 
stream data as they are created, thus there is a need to select data that may span 
ambiguous moments in time.  

The Geographic Region entity locates a Subset of data by the type of spatial 
coverage it has. This entity works in conjunction with the Temporal Location en-
tity to locate a set of data in time and space. The rationale is that for a given spa-
tial area, there may be multiple coverages generated over time. Therefore, the 
problem becomes one of locating spatial  data in 2D space.  

The Geographic Region entity has a M() relationship with Set. The rationale is 
that because context Sets of data can be overlapping in spatial coverage for a given 
point in space, selection of a subset becomes an ambiguous problem. The MSpa-
tial() symbol then implies that selection of Sets covering a geospatial point needs 
to done using some type of fuzzy selection.  

The Geographic Region entity is not clearly defined in the context model at the 
present because the regions that contexts are created for is assumed to be fixed and 
thus is not ambiguous. However, it can be logically argued that contexts may not 
be registered exactly over the same geographic point. This could be the subject of 
future investigation. 

The Set Type entity describes the type of data a Subset may contain. An exam-
ple of the expected types where "image", "raster", etc. This entity was also a can-
didate for fuzzy notation extension, following this section. The Set Type entity is 
not defined in the context model because a set maps to a feature vector and a fea-
ture vector is composed of multiple types of disparate data that are stored at the 
media location described by Set Location. 

The Set View entity in the model provides a repository for information about 
various views of data  that may exist for a given Subset. Set View makes it possi-
ble to have multiple views of the same data set. Such views would differ by such 
things as a datasets perspective, scale or projection. The Set View entity is not 
supported in the context model and therefore there is no current mapping or appli-
cation of its functionality. 

The Set Location entity describes the physical location of the Subset and thus a 
contexts data. This entity is required because of the need for a model where data 
can be distributed around a computer network or around the internet. This entity 
provides the potential to support distributed repository mechanisms because parts 
of the database are not in the same  physical data space at all times. It also pro-
vides a way to have alternative views of data that are not centrally located. This 
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entity is very highly supported in the context model where contexts are hyper dis-
tributed around the internet. The context model will probably spend considerably 
more time developing the concepts behind Set Location. 

Analysis of Coverage Support of the Fuzzy ERD for Contextual 
Data Sets  

Having established that the Fuzzy ERD model does support management of Con-
textual data sets, it is useful to determine how much of the model is extra and 
could be trimmed to refine the model. 

The above section finds that the entities that are not utilized when mapping the 
context model onto the fuzzy storage model are Owner, Set View,  and Set Type. 
This is  due to the characteristics of contextual data discussed previously that dif-
fer from geo-spatial data.  Entities that are marginally supported are Tools and 
Geographic Location. If we determine a coverage ratio for the context models 
mapping onto the fuzzy set management model it come to the following: 

 

2 entities partially supported which arbitrarily are counted as 1 
3 entities that do not map to the context model 
6 entities that fully support the model  
 

This produces a coverage ratio of  1+ 6 / 11 =  63%. This means 37% of the 
previously developed fuzzy ERD model is not utilized and potential for elimina-
tion in a new tailored model. This ratio could be increased if the ERD entities that 
are partially supported by the mapping were honed to be fully functional in the 
support of the context model. If this is done,  the ratio of utilized entities to non 
utilized entities become 8/11 or 72%. This means that 28% of the existing model 
does not really support contexts and is a candidate for removal. 

Future Research 

This research merges the concepts of global contexts with that of an existing fuzzy 
data model for management of spatial and temporal information. What is discov-
ered in the process is that the dimensional elements of contexts, those of time and 
space lend themselves well to management by such a model. The dimensions of 
similarity and impact are not supported in such a model and thus a subject of fu-
ture research. The final results of the analysis of coverage suggest that a new type 
of data model should be developed that is more tuned to support of the contextual 
model. Additionally, the performance impact of the fuzzy operators should be also 
evaluated to see how sharply they affect retrieval of information. Mechanisms 
should also be examined that can help the fuzzy selection functions adapt to their 
own performance in such a way that feedback can improve their performance. 
Much work remains to be done in this newly emerging area of a new paradigm for 
information sharing on a global scale.  
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Repercussions of Fuzzy Databases Migration on
Programs

Mohamed Ali Ben Hassine, José Galindo, and Habib Ounelli

Abstract. Fuzzy databases have been introduced to deal with uncertain or in-
complete information in many applications demonstrating the efficiency of pro-
cessing fuzzy queries. For these reasons, many organizations aim to integrate the
fuzzy databases advantages (flexible querying, handling imprecise data, fuzzy data
mining, ...), minimizing the transformation costs. The best solution is to offer a
smoothly migration toward this technology. However, the migration of applications
or databases in enterprises arises from changes in business demands or technology
challenges. The need for this migration is to improve operational efficiency or to
manage risk, data migration outage, as well as performance. This chapter is about
the migration towards fuzzy databases. We present our migration approach and we
concentrate on their repercussions on programs.

1 Introduction

Legacy information systems are typically the backbone of an organization’s infor-
mation flow and the main vehicle for consolidating business information. They are
thus critical missions, and their failure can have a serious impact on business. There-
fore, these legacy systems are requested to be flexible and efficient to cope with
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rapidly changing business environments and advancement of services. The need
for migration of applications or databases in enterprises arises from changes in
business demands or technology challenges either to improve operational efficiency
or to manage risk, data migration outage, as well as performance. In reality, the risk
of failure is usually too great for organizations to seriously contemplate a migration
approach. Another very real concern stems from the fact that technology and busi-
ness requirements are constantly changing. Thus, at the end of a long process, an
organization might find itself with a redeveloped system based on obsolete technol-
ogy that no longer meets its business needs.

This need is to preserve established business rules and practices in the old system,
and to manage the transition of valuable human resources locked in maintaining
legacy to more modern information systems.

Closer to our context and according to Bellman and Zadeh [3], ”much of the de-
cision making in the real world takes place in an environment in which the goals,
the constraints, and the consequences of possible actions are not known precisely”.
Management often makes decisions based on incomplete, vague, or uncertain infor-
mation. In our context, the data which are processed by the application system and
accumulated over the lifetime of the system may be inconsistent and may not express
the reality. In fact, one of the features of human reasoning is that it may use imprecise
or incomplete information and in the real world, there exists a lot of this kind of data.
Hence, we can assert that in our everyday life we use several linguistic terms to ex-
press abstract concepts such as young, old, cold, hot, and so forth. Therefore, human-
computer interfaces should be able to understand fuzzy information, which is very
usual in many human applications. However, the majority of existing information
systems deal with crisp data through crisp database systems [14]. In this scenario,
fuzzy theory has been identified as a successful technique for modelling such impre-
cise data and also for effective data retrieval. Accordingly, fuzzy databases (FDBs)
have been introduced to deal with uncertain or incomplete information in many ap-
plications demonstrating the efficiency of processing fuzzy queries even in classical
or regular databases. Besides, FDBs allow storing fuzzy values, and of course, they
should allow fuzzy queries using fuzzy or non fuzzy data [8, 17].

Facing this situation, many organizations aim to integrate flexible querying to
handle imprecise data or to use fuzzy data mining tools [15], minimizing the trans-
formation costs. A solution for the existing (old) systems is the migration, i.e.,
moving the applications and the databases to a new platform and technologies.
Migration of old systems, or legacy systems, may be an expensive and complex
process. It allows legacy systems to be moved to new environments with the new
business requirements, while retaining functionality and data of the original legacy
systems. In our context, the migration towards FDBs does not only constitute the
adoption of a new technology, but also, and especially, the adoption of a new
paradigm. Consequently, it constitutes a new culture of development of information
systems. However, with important amounts invested in the development of relational
systems, in the enrollment and the formation of “traditional” programmers, and so
forth, enterprises appear reticent to invest important sums in the mastery of a new
fuzzy paradigm. Therefore, we have proposed a migration approach [4, 6] toward
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this technology, allowing them to keep the existing data, schemas, and applications,
while integrating the different fuzzy concepts to benefit of the fuzzy information
processing. It will reduce the costs of the transformations and will encourage the
enterprises to adapt the concept of fuzzy relational database (FRDB).

This chapter focuses on the repercussions of fuzzy migration on applications pro-
grams. We propose some methods to adapt the application programs of the legacy
systems to new fuzzy data: wrapping, maintenance, redevelopment, and migra-
tion through rewriting access statements. These methods are related strongly to the
strategies of FRDB migration presented in our previous work [4]. First, we present a
very brief overview about FRDB. Second, we present our three migration strategies.
Third, we present the methods which we propose to migrate legacy programs in or-
der to treat new fuzzy data. Fourth, we illustrate these methods with an example.
Finally, we outline some conclusions and suggest some future research lines.

1.1 Introduction to Fuzzy Relational Databases

A FRDB is as an extension of a RDB. This extension introduces fuzzy predicates
or fuzzy conditions under shapes of linguistic expressions that, in flexible querying,
permits to have a range of answers (each one with its membership degree) in order
to offer to the user all intermediate variations between the completely satisfactory
answers and those completely dissatisfactory [9, 17, 35]. Yoshikane Takahashi [29]
defined FRDB as “an enhanced RDB that allows fuzzy attribute values and fuzzy
truth values; both of these are expressed as fuzzy sets”. Summarizing, this extension
introduces fuzzy information processing (fuzzy attributes, fuzzy queries, fuzzy data
mining, ...). A good reference about new trends in FDBs and a good definition of the
main terms is in [16]. One of the main applications, fuzzy queries, includes fuzzy
comparators, fuzzy expressions, fuzzy conditions, and fulfillment degrees, which
permits to rank the answers. A good review about fuzzy query systems may be found
in [35]. There are many forms of adding flexibility in FDBs. The simplest technique
is to add a fuzzy membership degree to each record, an attribute in the range [0,1].
However, there are others kind of databases allowing fuzzy values, using fuzzy sets,
possibility distributions, fuzzy degrees associated to some attributes and with dif-
ferent meanings (membership degree, importance degree, fulfillment degree...). The
main models are those of Prade-Testemale [27]), Umano-Fukami [31, 32], Buckles-
Petry [10], Zemankova-Kaendel [36] and GEFRED by Medina-Pons-Vila [26]. Re-
cently, some approaches exist about fuzzy object-oriented databases, like [2].

This chapter deals mainly, with the GEFRED model [26], and some later ex-
tensions [17]. This model constitutes an eclectic synthesis of the various models
published so far with the aim of dealing with the problem of representation and
treatment of fuzzy information. One of the major advantages of this model is that
it consists of a general abstraction that allows for the use of various approaches,
regardless of how different they might look. In fact, it is based on the generalized
fuzzy domain and the generalized fuzzy relation, which include respectively clas-
sic domains and classic relations. These authors also include a fuzzy modeling tool
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(FuzzyEER), the fuzzy language FSQL (a fuzzy extension of SQL to cope these
topics, specially the fuzzy queries), FIRST-2 (definitions in order to implement a
real FDB on a classical DBMS), and some applications. Inside FIRST-2, we can
find the Fuzzy Metaknowledge Base (FMB), i.e., the data dictionary or catalog
which represents the necessary information related to the imprecise nature of the
new collection of data processing (fuzzy attributes, their type, their objects such as
labels, quantifiers, etc.).

1.1.1 Fuzzy Attributes

In order to model fuzzy attributes, we distinguish between two classes of fuzzy
attributes: fuzzy attributes whose fuzzy values are fuzzy sets (or possibility distri-
butions) and fuzzy attributes whose values are fuzzy degrees. Each class includes
some different fuzzy data type [17].

Fuzzy Sets as Fuzzy Values: These fuzzy attributes may be classified in four data
types. In all of them, the values Unknown, Undefined, and Null are included:

• Fuzzy Attributes Type 1 (FTYPE1): These are attributes with “precise data”,
classic or crisp (traditional with no imprecision). However, we can define lin-
guistic labels over them, and we can use them in fuzzy queries. This type of
attribute is represented in the same way as precise data, but they can be trans-
formed or manipulated using fuzzy conditions. This type is useful for extending
a traditional database, allowing fuzzy queries to be made about classic data. For
example, enquiries of the kind “Give me employees that earn a lot more than the
minimum salary”.

• Fuzzy Attributes Type 2 (FTYPE2): These are imprecise data over an ordered
referential. They admit both crisp and fuzzy data, in the form of possibility dis-
tributions over an underlying ordered dominion (fuzzy sets), such as “he is ap-
proximately 2 meters tall”. For the sake of simplicity, the most complex of these
fuzzy sets are supposed to be trapezoidal functions (Figure 1).

Fig. 1. Trapezoidal, linear and normalized possibility distribution.

• Fuzzy Attributes Type 3 (FTYPE3): They are attributes over “data of discreet
non-ordered dominion with analogy”. In these attributes, some labels are de-
fined (e.g., “blond”, “red”, “brown”, etc.) that are scalars with a similarity (or
proximity) relationship defined over them, so that this relationship indicates to
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what extent each pair of labels resemble each other. They also allow possibility
distributions (or fuzzy sets) over this dominion, for example, the value (1/dark,
0.4/brown), which expresses that a certain person is more likely to be dark than
brown-haired. Note that the underlying domain of these fuzzy sets is the set of
labels, and this set is non-ordered.

• Fuzzy Attributes Type 4 (FTYPE4): These attributes are defined in the same way
as Type 3 attributes without it being necessary for a similarity relationship to
exist between the labels.

Fuzzy Degrees as Fuzzy Values: The domain of these degrees is the interval [0,1],
although other values are also permitted, such as a possibility distribution (usually
over this unit interval). The meaning of these degrees is varied and depends on their
use. The processing of the data will be different depending on the meaning. The
most important possible meanings of the degrees used by some authors are the ful-
fillment degree, uncertainty degree, possibility degree, and importance degree. The
most typical kind of degree is a degree associated to each tuple in a relation (Type
7), for example with the meaning of membership degree of each tuple to the rela-
tion, or the fulfillment degree associated to each tuple in the resulting relation after a
fuzzy query. Sometimes, it is useful to associate a fuzzy degree to only one attribute
(Type 5) or to only a concrete set of attributes (Type 6), for example, in order to
measure the truth, the importance, or the vagueness. Finally, in some applications,
a fuzzy degree with its own fuzzy meaning (Type 8) is useful in order to measure a
fuzzy characteristic of each item in the relation like the danger in a medicine or the
brightness of a concrete material.

1.1.2 The FSQL Language

In [33] we can find a good review about the main two extensions to SQL: FSQL and
SQLf. The FSQL language [17] is an extension of SQL which allows fuzzy data
manipulation like fuzzy queries. FSQL incorporates some definitions to permit the
fuzzy information processing:

• Linguistic labels: They are linguistic terms that can be defined on fuzzy at-
tributes. These labels will be preceded with the symbol $ to distinguish them.

• Fuzzy comparators: Besides the typical comparators (=,>, etc.), FSQL includes
fuzzy comparators like “fuzzy equal”, “fuzzy greater than”, “fuzzy greater or
equal”, “much greater than”, “fuzzy included”, etc.

• Function CDEG: The function CDEG (compatibility degree) computes the ful-
fillment degree of the condition of the query for each answer.

• Fulfillment thresholds: For each simple condition, a fulfillment threshold τ ∈
[0,1] may be established (default is 1). Format: < condition > THOLD τ indicat-
ing that the condition must be satisfied with minimum degree τ to be considered.

• Fuzzy constants: Besides the typical constants (numbers, NULL, etc.), FSQL in-
cluded many constants such as fuzzy trapezoidal $[a,b,c,d] (see Fig. 1), approx-
imate values using the expression #n (approximately n), fuzzy predefined labels
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using $LabelName, crisp intervals with [n,m], UNKNOWN, UNDEFINED, and
so forth.

• Fuzzy quantifiers: There are two types: absolute and relative. They allow us to
use expressions like “most”, “almost all”, “many”, “very few”, etc.

Example 1: “Give me all persons with fair hair (in minimum degree 0.5) that are
possibly taller than label $Tall (with a high degree as qualifier)”:

SELECT * FROM Person
WHERE Hair FEQ $Fair THOLD 0.5
AND Height FGT $Tall THOLD $High;

2 From Crisp to Fuzzy: Relational Database Migration

Many organizations aim to integrate the fuzzy information processing in their
databases [16]. The best solution is to offer a smooth migration toward this tech-
nology. Generally, legacy information system migration allows legacy systems to
be moved to new environments that allow information systems to be easily main-
tained and adapted to new business requirements, while retaining functionality and
data of the original legacy systems without having to completely redevelop them
[7]. In our context, the migration towards FDBs, or fuzzy migration, does not only
constitute the adoption of a new technology but also, and especially, the adoption
of a new paradigm [4, 6]. Consequently, it constitutes a new culture of development
of information systems. In fact, the fuzzy migration of information systems consists
in modifying or replacing one or more of their components: database, architecture,
interfaces, applications, and so forth, and generally the modification of one of these
components can generate modifications of some others. Moreover, migration of data
between two systems has more relevance in industrial practice than one would ex-
pect at first glance.

Data migration also plays an important role for data warehouse systems. A lot
of commercial products are based on database systems to use functionality of the
DBMS. Those systems generally require that operative applications are not affected
by warehouse queries. Consequently, data is copied into the warehouse [20].

In our previous works [4, 6], we defined this fuzzy migration deriving a new
FRDB from a RDB, i.e. adapting data, metadata, and the software components ac-
cordingly, and all this is made in three phases: Schema migration, Data migration
and Programs migration. The definition of this fuzzy migration may involve several
problems such as:

• The schemas modification requires a very detailed knowledge on the data orga-
nization (data types, constraints, etc.).

• The database source is generally badly documented.
• The difficulty of correspondences establishment between the two databases.
• The database models, source, and target can be incompatible.
• The values in the FMB (metadata) must be chosen after thorough studies.
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• The communication protocols between the database and their applications are
generally hidden.

• The administrator and at least some database users need some knowledge about
fuzzy logic.

• Software using fuzzy information must be designed with care, especially if it will
be utilized by regular users.

• Both systems should be run concurrently during enough time.

Few FDBs implementations have been developed in real and running systems [2, 17,
18, 24, 23, 25, 28], and a more recent update about these approaches is in [33, 35].
On the other hand, studies on this kind of migration are scant [4, 6], although there
are some general non-fuzzy methods [19, 21, 22, 30, 34].

Basically, our approach [4] is addressed mainly to database administrators (DBA)
and consists in including some fuzzy characteristics in any existing database, mainly
fuzzy queries. We also study how to optionally migrate the data stored in RDBs
towards FRDBs. This approach intend to meet the following requirements:

• to provide for methodical support of the migration process,
• to assist DBA in transforming relational schemas and databases,
• to allow DBA to choose the attributes able to store imprecise data or/and be

interrogated with flexible queries,
• to assist DBA in the list of required metadata,
• to exploit the full set of FRDBs features,
• to cover properties of the migration itself such as correctness and completeness.

There are three strategies tailored to the users’ needs and we summarize them in the
following subsections.

2.1 Partial Migration

The goal of this migration is to keep the existing data, schema, and applications.
The main benefit in this migration is the flexible querying, but also the FDB may

Fig. 2. FRBD Architecture.
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use fuzzy degrees, fuzzy quantifiers, and some fuzzy data mining methods could be
implemented on crisp data. Here, two elements must be added:

1. The FMB with fuzzy metadata, specially fuzzy attributes, witch must be declared
as fuzzy type FTYPE1.

2. The FSQL server to utilize fuzzy statements (queries, deletions, updates, etc.).
Fig. 2 shows the DBMS architecture with the FSQL server.

2.2 Total Migration

This strategy offers, in addition to the flexible querying, the possibility to store im-
precise data at the level of the fuzzy attributes. Therefore, it will be a total migration
towards a FRDB. Contrary to the previous case, now we can use all the fuzzy at-
tributes types: FTYPE1, FTYPE2, FTYPE3, and FTYPE4, and also the degrees
(types 5-8). The database modification concerns only the tables defining or refer-
encing these fuzzy attributes. This strategy comprises three main steps: (Step 1)
schemas conversion, (Step 2) data conversion, and (Step 3) programs conversion.

2.2.1 Step 1: Database Schemas Conversion

In our context, it consists in modifying the table schemas with fuzzy attributes which
are going to store fuzzy values. Moreover, the FMB, which stores the fuzzy at-
tributes information (linguistic labels, similarity relations, etc.), must be created.
During this process, the Source Physical Schema (SPS) of the RDB is extracted
and then transformed in a correspondent physical schema for the fuzzy DBMS. The
new physical schema is used to produce the DDL (Data Definition Language) code
of the new FRDB. In this section, we present two strategies of transformations or
conversions: Physical schema conversion and Conceptual schema conversion.

Physical Schema Conversion consists in analyzing the DDL code of the source
RDB (stored in the data dictionary) in order to find its physical schema. This rela-
tional schema will be converted in the fuzzy DBMS modifying attributes and adding
the FMB. The information stored in the FMB for each fuzzy attribute is detailed
in [17].

On the other hand, the Conceptual Schema Conversion consists in extracting the
physical schema conversion of the legacy relational database (SPS) and transform-
ing it into its correspondent fuzzy conceptual schema through a database reverse
engineering (DBRE 1) process. In this step, some attributes are transformed to fuzzy
ones. It is necessary to note that the choice of the most suitable fuzzy attribute type
is a delicate task. The presence of an expert in FRDB design must be counseled
strongly due to the complexity of the assimilation of the different fuzzy concepts
[5]. Furthermore, we have two options: 1) to CREATE new tables coping values
from old tables, and 2) to ALTER old tables, modifying the structures of these ta-
bles, and convert old attributes values to fuzzy attributes values.

1 A DBRE is a process for studying databases used to recover the conceptual schema that
expresses the semantics of the source data structure.
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2.2.2 Step 2: Data Conversion

The data conversion consists in transforming the data of the RDB (crisp) to the for-
mat of the data defined by the fuzzy schema. Thus, there is a modification in the
data representation for fuzzy attributes at the level of the database tables, and this
modification could be automated using a defined algorithm. We also must introduce
the fuzzy metaknowledge in the FMB (definition of labels, etc.). It should be noted
that if we want to “fuzzify” some previous data, then the transformation is not auto-
mated. Fuzzy information may be more real than crisp information. As mentioned
above, the intervention of an expert in FRDB design and in the database domain
is strongly counseled in order to choose the most suitable type among the different
types of fuzzy values mentioned previously [5]. Sometimes, the crisp data can be
kept. In other cases, they will be transformed, using some standard rules, in linguis-
tic terms, intervals, approximate values, and so forth, Especially in some contexts,
NULL values may be transformed into UNKNOWN values.

2.2.3 Step 3: Database Schemas Conversion

The modification of the database structure requires, in the majority of the cases, the
modification of their related programs. Legacy code alteration aims at reconciling
the application programs with the migrated database. The functionalities of these
programs, which now access the renovated database instead of the legacy data, are
left unchanged, as well as its programming language and its user interface (they
can migrate independently). Section 3 discuss in detail the different strategies and
methods used in programs conversion.

2.3 Easy Total Migration

We show in the next section that the migration of programs may be a very hard
task, but it is mandatory and essential in the total migration. However, the goal of
the Easy Total Migration strategy is to store imprecise values, to benefit from the
flexible querying, fuzzy data mining on fuzzy data, and to keep the existing data
and applications with the minimum required modifications. The basic idea is to mix
partial and total migration; that is, fuzzy attributes with fuzzy values are duplicated:
one with fuzzy values and the other with only crisp values. In this process, we use
the three steps of the total migration with some modifications: (Step 1) schemas
conversion, (Step 2) data conversion, and (Step 3) programs conversion. In the steps
1 and 2 now we preserve the old attributes. For example, if the Length attribute
is a fuzzified attribute converted to FTYPE2, then we preserve the existing Length
attribute and add a new attribute for the new fuzzy Length.

The program conversion is now easier, but we must manage the new fuzzy at-
tributes in some DML statements in order to achieve legacy programs running ex-
actly like before the migration:

1. SELECT: No modifications required (except if the SELECT uses the asterisk,
*, because it represents all the attributes and in the new FRDB there are more
attributes).
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2. DELETE: No modifications required.
3. INSERT/UPDATE: The values of the fuzzified attributes must be inserted/updated

again in the same row in the corresponding new fuzzy attributes.

The main drawback of this migration strategy is the redundancy in the fuzzified
attributes (except the FTYPE1). The main advantage is the easy program migration.
In some situations, this is the best option, using this strategy as an intermediate and
temporary step to a total migration.

3 Effects of Fuzzy Databases Migration on Programs

A computer application is a whole, made of programs and databases. The data pro-
cessing rules, nested in the programs, and the methods used to store data in the
DB interact with each other to constitute a coherent entity. As we saw above, the
modification of the structure of the database requires, in the majority of the cases,
propagation to the level of their related programs. In this context, a database migra-
tion from a source to a target system should ideally:

• guarantee that the coherence in the interaction “programs database” are kept;
• guarantee that the migrated database will follow the rules imposed by the fuzzy

DBMS.

In fact, if we want to use flexible statements with FSQL and store imprecise data,
the communication between programs and the database must be through the FSQL
server. The programs must be modified according to the representation, interroga-
tion, and storage of the new data. Moreover, we must decide what to do with fuzzy
values in each program. Note that emigrating these programs not only means to con-
vert DBMS calls in programs, but in addition requires the reengineering of impera-
tive programs to accept fuzzy values and surely the reconstruction of user interfaces.

Chikofsky [11] defined re-engineering as the examination (understanding) and
alteration of a system to reconstitute it in a new form and the subsequent implemen-
tation of the new form. Therefore re-engineering ultimately leads to an almost com-
plete re-implementation of the legacy system (perhaps only a different programming
language, or maybe a completely new architecture and technology). The resulting
system may or may not run on a different environment.

We thus view reengineering as closer to redevelopment than to migration, which
aims to avoid a complete redevelopment of the legacy system. Migration seeks to
reuse as much of the legacy information system (implementation, design, specifi-
cation, requirements) as possible. In addition, the target (fuzzy) system resulting
from a migration process runs on a different environment (the FSQL language, the
FMB and the FSQL Server), whether it is a different programming language or a
completely new architecture and technology. In fact, this new environment is not
far from the existing one since it extends it with new features and functionalities. If
most of the legacy system must be discarded (no reusable components), the engineer
will be facing a redevelopment project, not a migration or maintenance project [1].
Also, although redevelopment involves developing a system from scratch, it requires
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a thorough understanding of the existing system and thus involves many reengineer-
ing activities. In this paper, reengineering is not seen as a solution to the legacy
problem per se, but rather as a technology to be used in migration or redevelopment
projects.

In fact, we draw our inspiration from the strategies of programs conversion pro-
posed by Henrard et al. [19], Cleve [12, 13] and Jess Bisbal [7]. We propose four
methods to adapt the programs of the legacy systems with new fuzzy data: wrap-
ping, maintenance, redevelopment, and rewriting access statements. These meth-
ods depend strongly of the three strategies of FDBs migration [4]. Redevelopment
involves rewriting existing applications. Wrapping involves developing a software
component called wrapper that allows an existing software component to be ac-
cessed by other components who need not be aware of its implementation. Migra-
tion through rewriting access statements allows legacy systems to be moved to new
environments that allow information systems to be easily maintained and adapted
to new business requirements, while retaining functionality and data of the original
legacy systems without having to completely redevelop them.

3.1 Wrapping Legacy Applications to Support Fuzzy Data

Wrapping techniques provide a natural way of integrating legacy systems with
each other and with new software. They constitute a method of encapsulation that
provides clients with well-known interfaces for accessing server applications or
components. The wrapper layer is the central part of the program conversion phase
making correspondence between the relational and the fuzzy relational data format.
It simulates the legacy DML2, such that the logic of the legacy programs does not
need to be adapted. The basic principle is to generate for each entity of the source
base, all necessary instructions to reproduce the DML verbs (commands) as they
were in the source environment. So, for each source entity, generators are created
to systematically produce the reading, writing, modifying and deleting instructions,
independently from knowing if these instructions are really used by the application.
The responsibility of the wrapper layer is twofold:

• structure conversion: the wrappers adapt the legacy database statements to the
new fuzzy structure; The resulting data structure should be also adapted to fit to
the program requirements.

• language conversion: the wrappers translate the relational DML primitives using
fuzzy DML commands;

In their turn, the wrappers which constitute the wrapper layer permit to translate the
statements of the legacy system, written in SQL, to the FSQL language (fuzzifica-
tion in the statement, not in the data). These statements are carried out in the FSQL
Server. The FSQL Server translates in its turn these statements to SQL language
(defuzzification in the statement) in order to be performed in a relational DBMS3.

2 Data Manipulation Language.
3 The FSQL Server is implemented in Oracle and PostgreSQL DBMS.
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These resulting SQL statements use special functions which compute the fuzzy op-
erations. The fuzzy returned answers will be defuzzified in order to be treated by
the legacy application programs. In this situation, the application program invokes
the wrappers instead of the RDBMS. In other terms, and regarding programs, there
must not be a difference between data access in the source relational database and
data access in the FRDB. This process is depicted in Fig. 3.

Fig. 3. Programs Migration based on Wrappers.

The advantage of wrapping is that legacy systems (interacted with RDB) be-
come part of the new generation of applications (interacted with FRDB) without
discarding the value of the legacy applications. It is a realistic approach, since it is
accomplished easily and rapidly with current technology.

The wrapping strategy is used specially in the partial migration. In fact, we re-
vealed that all existing schemas and data of the database are unchanged. For this
reason, all existing programs are left unchanged, as well as their programming lan-
guage and their user interface. However, to benefit of FRDB (flexible querying and
some fuzzy data mining methods), in addition to the wrappers implementation, these
programs must be maintained in the new system to consider this change. New pro-
grams could be developed to reach these fuzzy benefits, instead of modifying legacy
programs. These new programs jump the wrapper layer and they are connected with
the FSQL Server.

3.2 Redevelopment

From the database standpoint, Redevelopment (rewriting) can be achieved accord-
ing to two scenarios:

• The database is redesigned as of the previous one did not exist (Fig. 4);
• The designers start from the existing database which they will enrich and modify

in order to answer the new users needs (Fig. 5).

In the case of total migration or easy total migration, we revealed that all existing
schemas and data of the RDB are converted to the fuzzy schema. In this situation,
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Fig. 4. Redesigning the RDB.

Fig. 5. Fuzzifying the RDB.

the legacy programs are not valid specially in the total migration and, therefore, they
must be adapted to the new database format. We have two possibilities:

• Rewriting the access statements
• Redevelopment of these legacy programs.

This method generalizes the problems met in the previous one. In fact, the change of
paradigm when moving from standard crisp data in RDB to imprecise ones in FRDB
induces problems such as whether the user wants now to use fuzzy information
in FSQL statements and the manipulation of the imprecise data returned by these
statements. The program is redeveloped (rewritten) in order to use the new fuzzy
DBMS-DML at its full power and take advantage of the new data system features.
Reengineering is performed here to reduce costs, to increase performance, and to
enhance maintainability of the system. The process of reengineering comprises that
a system is first analyzed, then changes are made to the system at the abstract level
and the system is re-implemented. This strategy is much more complex than the
previous one since every part of the program may be influenced by the schema
transformation. The most obvious steps consist of:

1. Identifying the statements and the data objects that depend on these access
statements,

2. Deciding whether each statement will be now fuzzy or not,
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3. Rewriting these statements and redefining its data objects,
4. Treating the possibly fuzziness in returned answers.

If we decide, in step 2, to use fuzzy statements then, we must follow executing both
step 3 and 4. However, if we decide that we do not want fuzzy data then, step 2 must
be studied according to the kind of migration:

1. Partial migration: We have not to rewrite the statement or statements (step 3 and
4 are cancelled).

2. Total migration: We should choose a defuzzification technique, because we can
found fuzzy information in each row.

3. Easy total migration: We have not to rewrite the statement or statements (step 3
and 4 are cancelled), because we can use the non-fuzzy attributes.

3.3 Rewriting the Access Statements

This method consists in rewriting the access statements in order to make them to
process the new data through the new fuzzy DBMS. This reconciliation consists in
rewriting the legacy DML primitives with two concerns in mind, namely:

1. making them comply with the fuzzy DML (through FSQL language) and
2. adapting them to the FRDB schema (since the legacy RDB schema is modified)

Similarly to the wrapping method, all necessary instructions to reproduce the DML
commands are generated as they were in the source environment independently of
their use by the application. This is in order to guarantee that all possible main-
tenance operations could be implemented in the new system. The semantic equiv-
alence that holds between the relational and the fuzzy relational schemas allows
the logic of the legacy programs to be left unchanged as well as its programming
language and its user interface during the program conversion process. The mod-
ification is restricted to access statements. It mainly consists in locally replacing
DML primitives with an equivalent code fragment using fuzzy DML primitives.
This transformation is based on the mapping that exists between the relational and
fuzzy relational database schemas. This task may be complex because programs
will manage imprecise data instead of legacy crisp ones. The more flexible option
includes the possibility for the user of setting all the required parameters for the
DML statements (fuzzy labels, fuzzy constants and specially fuzzy thresholds). The
results of a fuzzy query always have a fulfillment degree (function CDEG in FSQL),
we can forget it, but we can also allow the user to dynamically change the threshold,
in order to get more or less tuples.

3.4 Maintenance of Legacy Programs

The use of FRDBs is justified essentially by the advantages of fuzzy queries, fuzzy
data mining and the storage of fuzzy data. For this reason, the migration toward
FRDBs must be followed by an updating of the programs using them. This updating
includes maintenance, rewriting access statements or redevelopment. Concerning
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the maintenance, we can say that it cannot be effectively a method of updating pro-
grams because it can be done at different time of the life-cycle of any program. The
programs must be maintained in the new system to consider the FRDB features.
Maintenance has been added for completeness in order to improve the user inter-
face by adding the novelties introduced by FRDBs. Maintenance can be applied to
the partial migration. For example, while consulting the FMB, the user interface can
provide a list of linguistic terms, fuzzy quantifiers, satisfaction degrees, etc. It could
consider the answers returned by the FSQL Server, their degree, their sorting, some
data mining operations, etc. With regard to the total migration, all programs using
the new fuzzy attributes need modifications, except probably attributes FTYPE1.
We can distinguish two kind of modifications:

• Fuzzy information processing: The knowledge engineers should think and decide
the required operations on each fuzzy attribute.

• Input/Output of fuzzy information: The interfaces should be modified to cope
with the new kind of information. We can use graphical interfaces (drawing the
fuzzy values, ...), menus with fuzzy labels, tools for defining new fuzzy values
and fuzzy labels according with real and/or expert data, etc.

4 Example

Let FLAT be the database relation described in Table 1. Let us suppose that we have
a program which interrogates this table to find “the cheap flats near to Tunis Cen-
ter”. This query can be written in SQL in the following way:

Table 1. Extension of the table FLAT

FlatNumber Address Rent Distance to Tunis

1 Bardo 320 2
2 Ariana 290 11
3 La Marsa 400 15
4 Nabeul 200 40
5 Tunis 310 0

SELECT * FROM FLAT
WHERE Distance to Tunis < 10
AND Rent BETWEEN 150 AND 300;

In the legacy system, this query could return empty answers. The flats numbers 1
and 5 satisfy the first query criterion (Distance to Tunis) but they are slightly
away from the second criterion (Rent). However, the flat number 2 isn’t appear in
the result because it is slightly away from Tunis (11 km ≈ 10 km). Reasonably, if
we inform the user about the real situation, he/she could accept one of the flats of
number 1, 2 and 5.
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In the new system, the user must be more satisfied. If we are in the situation of
rewriting statement access, the application programs are modified such as they pro-
vide a list of linguistic terms to the user in order to express its needs better. The
user interface is updated and consulting the FMB, it is able to present the follow-
ing terms: Low, Medium, Near, Far, High, Cheap, Large, etc. It can provide also a
satisfaction degree (0% → 100% or in the [0,1] interval). Selecting these terms and
specifying a degree, the application reformulates the legacy SQL query. The new
FSQL query may be written now as follow:

SELECT % FROM FLAT
WHERE Distance to Tunis FEQ $Near 0.8
AND Rent FEQ $Cheap 0.5;

This query is transmitted to the FSQL Server and now we can get always the more
interesting tuples since they cover the possible nearest (neighbor) answers. Further-
more, if we get an empty answer we always can to reduce the thresholds. On the
other hand, if we increase the thresholds, we can get fewer tuples.

However, when legacy programs codes are inaccessible or if we want to keep
all the programs unchanged and benefit of flexible queries (using other than legacy
programs), we have to follow wrapping strategy. The SQL queries are translated
simply, at the level of the wrapper layer, to FSQL queries with a fixed satisfaction
degree (for example 0). This wrapper layer, captures results from the FRDB, con-
verts them to the appropriate legacy format and delivers them to the application
program. In this situation, the answers could be very large and less precise because
the satisfaction degree is not chosen by the user.

5 Conclusions and Futures Lines

Legacy Information System Migration studies how to move legacy systems to new
environments in order to allow information systems to be easily maintained and
adapted to new business requirements, while retaining functionality and data of
the original legacy systems without having to completely redevelop them. In pre-
vious works [4], we showed three legacy information system migration strategies,
from classic RDBs to fuzzy relational ones. These strategies allow us to reach the
advantages of FRDBs: fuzzy queries, fuzzy data mining [15], storage of fuzzy in-
formation and, in general, fuzzy information processing [16]. Probably the most
interesting tool are the fuzzy queries [35], because, for example, they allow more
precise queries, rank the results and tune the query to get the desired number or
tuples.

Thus, it is not very strange that, many organizations aim to integrate the FRDBs
advantages, minimizing the transformation costs. This chapter summarized the main
strategies to this goal about the migration towards FRDBs. We concentrate our ef-
forts in the more complex task in this kind of migration: The migration of programs.
In this line, we propose four methods to adapt the programs of the legacy systems
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with new fuzzy data: wrapping, maintenance, redevelopment, and rewriting access
statements. These methods are related strongly to the strategies of FRDB migra-
tion presented in our previous work [4]. Redevelopment involves rewriting existing
applications. Wrapping involves developing a software component called wrapper
that allows an existing software component to be accessed by other components who
need not be aware of its implementation. Migration through rewriting access state-
ments allows to process the new data through the new fuzzy DBMS while modifying
only the statements which access to the database.

Future work will focus on the further enhancement and development of the pre-
sented methods. Among others, the incorporation of FRDBs access Application
Programming Interface (API). In fact, this API helps to: ensure security, insulate
the application from having to deal directly with the database server, and provide
query services for multiple types of FRDB products. Computer programs written
in Visual Basic, C, C++, Pascal, COBOL and many other languages could perform
FRDB operations via ODBC4. Similarly, programs written in Java could use JDBC5

to perform FRDB operations. We plan on defining ODBC and JDBC drivers for
FRDBS. In this situation, programs using ODBC or JDBC can run directly on the
FRDB server computer (FSQL Server + DBMS), but, more typically, they run on
client computers networked to a database server.
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