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Preface 

This volume presents the proceedings of the 6th International ICST Conference on 
Heterogeneous Networking for Quality, Reliability, Security and Robustness and of 
the Third International ICST Workshop on Advanced Architectures and Algorithms 
for Internet DElivery and Applications. 
    Both events were held in Las Palmas de Gran Canaria in November 2009. To each 
of these events is devoted a specific part of the volume. 
    The first part is dedicated to the proceedings of ICST QShine 2009. The first four 
chapters deal with new issues concerning the quality of service in IP-based telephony 
and multimedia.  

A second set of four chapters addresses some important research problems in multi-
hop wireless networks, with a special emphasis on the problems of routing. 
    The following three papers deal with recent advances in the field of data manage-
ment and area coverage in sensor networks, while a fourth set of chapters deals with 
mobility and context-aware services. The fifth set of chapters contains new works in 
the area of Internet delivery and switching systems. 
    The following chapters of the QShine part of the volume are devoted to papers in 
the areas of resource management in wireless networks, overlay, P2P and SOA archi-
tectures. Some works also deal with the optimization of quality of service and energy 
consumption in WLAN and sensor networks and on the design of a mobility support 
in mesh networks. 
    Finally, two sets of chapters are devoted to the problem of data processing and 
information retrieval in sensor networks, and to the problem of performance optimiza-
tion in the presence of device heterogeneity in wireless networks. 
    The second part of the volume contains the proceedings of ICST AAA-IDEA 2009. 
The first group of chapters in this second part of the volume is devoted to recent ad-
vances in the area of networking and in particular to the problem of energy optimiza-
tion in wired networks, to the design of QoE assessment architectures, and to the is-
sues related to authenticated traffic roaming via tunnels. 
    The volume closes with a group of chapters dedicated to Web systems and service- 
oriented architectures, which also includes works on resource management and service 
selection. 
    We believe that this volume constitutes a useful resource for both the practitioner 
and the researcher. 
    It deals with the complex problem of network heterogeneity and quality of service that 
is certainly of interest to the practitioner in understanding some practical problems. At 
the same time, this book is of interest for researchers as it contains a set of contributions 
that were consciously selected for their novelty and for their research value. 
 

 
 N.Bartolini 

S. Nikoletseas  
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QoS Measurement-Based CAC for an IP Telephony 
System 

José Mª Saldaña, José I. Aznar, Eduardo Viruete, Julián Fernández-Navajas, 
and José Ruiz  

Communication Technologies Group (GTC) – Aragon Institute of Engineering Research (I3A) 
Dpt. IEC. Ada Byron Building. CPS Univ. Zaragoza 

50018 Zaragoza, Spain 
Tel.: +34 976 762 698 

{jsaldana, jiaznar, eviruete, navajas, jruiz}@unizar.es 

Abstract. This work presents a Call Admission Control (CAC) system for a 
SIP-based IP Telephony platform. Configured for a multi-branch enterprise 
environment, the system enables international calls to be established in two 
steps: one step using Voice over IP (VoIP) through the Internet between the 
local office and a VoIP-PSTN gateway placed at destination country, and a 
second step by means of PSTN, from the gateway to the end-user, accounted 
with local tariffs. CAC decisions are based on Quality of Service (QoS) 
measurements, call tariffs and also on the number of available lines in the 
gateway. The CAC has been implemented within a test platform based on 
virtualization. Measurements to evaluate and validate CAC’s impairment on 
call establishment delays have been obtained. 

Keywords: IP Telephony, VoIP, CAC, MBAC, SIP, virtualization, QoS. 

1   Introduction 

The use of Internet for voice communications in corporate environments may entail 
cost savings for enterprises. Conference calls among offices can be carried out using 
Voice over IP (VoIP) services. For enterprises with offices in several countries, a 
significant enhancement on communications consists of making use of VoIP services 
for international conference calls between traditional end-user terminals. These calls 
can be delivered in two differentiated steps: one step through the Internet by means of 
VoIP between the enterprise offices, and a second step through the PSTN to reach the 
end user and accounted with local call tariffs (Fig. 1b).  

More specifically, the use of IP Telephony [1] services represents an interesting 
solution for enterprises since not only implies savings, but also availability and 
security features.  

Users demand a Quality of Service (QoS) similar to the one guaranteed for PSTN. 
VoIP is a real time service in which the packet delay parameter directly impairs calls’ 
quality. The maximum One Way Delay (OWD) recommended by ITU is 150 ms. [2]. 
Regarding other QoS parameters, nowadays there exist several solutions for their 
enhancement related to both control and data planes [3]. At the control plane, the  
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Fig. 1. Traditional and proposed scheme 

so-called Call Admission Control (CAC) solution accepts or rejects calls depending 
on resource availability. 

A possible improvement for CAC systems (in terms of QoS and expenses), 
consists of best route discovery mechanisms for call establishment taking into account 
that several available locations, from where the call could be established, may exist. 
To this target, MBAC (Measurement-Based CAC) [4] systems represent a smart 
option. This work presents a QoS Measurement-Based CAC system developed for a 
situation in which users have neither control over the Internet, nor over network 
parameters and the infrastructure. An End-to-End estimation system carries out the 
measurement of the most relevant QoS parameters over the scenario. 

Before setting up an IP Telephony system over the Internet, it is highly 
recommended to first validate the solution in a controlled environment, such as a 
testbed platform where several CAC alternatives can be set up and evaluated. 
Virtualization-based platforms allow deploying a complete network scenario within a 
single physical machine. Besides, multimedia applications and real protocols can be 
implemented, achieving realism with low performance cost. 

This paper is organized as follows: section 2 discusses the QoS related problems, 
and their solution using CAC. Section 3 presents the security considerations of this 
work. System architecture is presented in section 4. The next section covers the test 
platform. Section 6 presents the validation and preliminary measurements carried out. 
The last section details the conclusions of the present work. 

2   QOS Problem: CAC 

Concerning VoIP sphere, there exists a large variety of protocols and configurations 
for both multimedia data and signaling. The Real Time Protocol (RTP) is usually used 
for multimedia transmission. At signaling plane, SIP (Session Initiation Protocol) [5], 
H.323, IAX (Inter-Asterisk eXchange) or MGCP (Media Gateway Control Protocol) 
are some of the adopted standards. The analysis performed in this work is SIP-based, 
since it is and open protocol that is widely used in IP networks [6]. 
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Up to now, a complete solution for providing signaling protocols with dynamic 
configuration and management of QoS parameters does not exist. QoS-guaranteed 
networks are not prepared to support the massive implementation of multimedia 
services. Integrated Services (IntServ) [7] mechanisms require all routers along the 
path to cache signaling information related to each flows, and represents a non 
scalable solution. On the other hand, Differentiated Services (DiffServ) [8, 9] make 
use of the Type of Service (ToS) field for traffic classification and also set up a 
collection of generic rules which establish how each node should react to each traffic 
flow (Per-Hop Behaviour, PHB). Besides, main problems of this architecture lie in the 
fact that a mapping process between applications and service classes is first required, 
and normalising RFC documents still have many open doors to its implementation. 

As we previously commented, CAC [10] systems improve call’s QoS: They accept 
or reject new incoming calls depending on the network behaviour. New incoming call 
acceptance paradigm consists of, while accepting the call, the remaining ongoing calls 
are not affected in terms of quality, packet losses and delays [11]. 

A variety of CAC systems have been widely used over several network 
technologies, such as mobile networks or ATM [12]. Today, in fact, CAC systems 
constitute a key component in QoS networks defined by NGN (Next Generation 
network) standardization organisms like 3GPP (3rd Generation Partnership Project), 
WiMAX Forum (Worldwide Interoperability for Microwave Access) and TISPAN 
(Telecommunications and Internet converged Services and Protocols for Advanced 
Networking). Recommendations define a central entity for the management of QoS 
policies and resources supply. In this scenario, SIP has been adopted by 3GPP as IMS 
(IP Multimedia Subsystem) [13] signaling protocol. 

MBAC represents a suitable CAC option for QoS enhancement. Nowadays, these 
systems are used in some commercial solutions [14] but their features are limited to 
manufacturer’s devices. For instance, Cisco presents two MBAC SIP compatible 
systems: AVBO and PSTN Callback [15]. Some other systems are [11]: SU-CAC 
(Site Utilization-Based CAC), which reserves bandwidth for VoIP communications in 
the configuration stage, and LU-CAC (Link Utilization-Based CAC), whose decisions 
are based on host individual bandwidth usage, enabling layer-2 multiplexing, but 
increasing complexity to the system and using RSVP (Resource ReSerVation 
Protocol) [16]. 

The following conditions [12, 17] need to be satisfied for a functional MBAC 
scheme: 

• Ensure that desired QoS level is targeted (precision). 
• Maximize resources usage. 
• Reach a tradeoff between implementation expenses and revenues. 

Recently, different MBAC designs for real time flows, voice and video essentially, 
have been developed. In [18] it is presented a CAC system that aims to preserve QoS 
parameters in a wireless mesh network, for a VoIP service. Reference [19] presents a 
predictive autoregressive CAC algorithm for video distribution systems. 

Since MBAC is based on measurements, its implementation requires the usage of 
estimation and monitoring tools for QoS parameters. There exist several tools (e.g. 
Nettimer, Pathchar, etc.) which characterize delay, jitter delay, available bandwidth 
and losses. Depending on the tool, several MBAC systems can be configured. These 
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tools can be classified in two groups: End-to-End and centralized. The first ones are 
used to measure parameters at network borders, without considering the inner 
network structure. On the other hand, centralized tools make use of information 
obtained from routers’ statistics. In case the MBAC system has no control over the 
network, End-to-End measurement tools are adopted. 

Likewise, another classification for QoS measurement tools divide them in active 
[20] and passive [21] categories. Active tools are based on analyzing the so-called 
probe packets, delivered into the network. Passive ones, capture packets 
corresponding to network flows for their analysis either online or offline. 

3   Security Considerations 

One first option to secure users’ flows consists of using IPsec at IP level. In fact, 
enterprises tend to adopt VPN systems for communications among offices. The 
problem of this solution is that it demands from the VPN-gateways installed in the 
data centre and offices to be fast enough not to add undesirable delays in voice 
packets. 

Security can also be managed at transport layer. SIP over Transport Layer Security 
(TLS) protocol is called SIPS. This protocol ensures hop-by-hop security, so that it 
might only be interesting in case all SIP entities have wholesale relationships and they 
use PKI (Public Key Infrastructure) for authentication processes. Besides, TLS runs 
over TCP, while the most suitable protocol for real time traffic is UDP. 

Security can also be configured within SIP messages at application layer, as 
described in RFC 3261: S/MIME authenticates and encodes users’ messages. Digest 
authentication is an accepted method too. 

To secure multimedia traffic, SRTP can be used. This protocol provides 
confidentiality, integrity and authentication to the system and hardly impairs the 
frame size. AES (Advanced Encryption Standard) is the encoding algorithm for 
multimedia content. It enables individual frame decoding, a basic feature for real time 
flows where losses and out of order packet delivery are common. 

4   System Architecture 

4.1   General Scenario Description 

In this article, we implement an End-to-End based MBAC for an IP Telephony 
system. The initial scheme is similar to the one implemented by Cisco [11]. The IP 
Telephony system network corresponds to an enterprise with several central offices 
placed in different countries (Fig. 2). Each office has its own local agent and the PBX 
is configured within the centralized data centre. To reduce management expenses, it is 
desirable to keep the dialplan only for the PBX and not to distribute it to the central 
offices. Furthermore, Internet is used for Telephone traffic delivery among offices, 
instead of dedicated lines. For a suitable system performance, each office also 
includes IP-telephones, soft phones, and a VoIP gateway. 
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Fig. 2. System architecture 

Local agents play a fundamental role in choosing the best route for phone calls in 
terms of QoS and expenses. First, estimation and monitoring processes of QoS 
parameters carry out measurements among offices, collecting relevant information for 
the system. Taking on account this information, the phone tariffs and the number of 
available and occupied lines in the gateway, the local agent fills in the tables on which 
the MBAC will base its decisions. Finally, the agent, through its SIP proxy, processes 
the phone calls signaling to implement the CAC mechanism, based on the information 
provided by the tables. 

This work relies on the following assumptions: 

1) The measurement system has been designed to dynamically adapt to connection 
characteristics with a tight inter-estimation time. A high inter-estimation time 
would derive a lack of accuracy in the measurements, and a short one may result in 
network overloading. 

2) The data centre comprises a high availability system, security, back-up files and 
other functionalities to ensure a proper operational behavior without interruptions. 
A broadband Internet connection with enough bandwidth is also available. 

3) There exists a function that calculates and takes the CAC decision based on QoS 
measurements, accounting tariffs and lines’ occupancy in gateways. 

4.2   CAC System Operation 

As it has been depicted, the system includes a single PBX that includes the dial plan. 
There is a local agent in each central-office in charge of signaling, configured in such 
a way that all signaling messages among the PBX and the terminals will pass through 
it. Thus, signaling information can be sent to the CAC in order to take decisions about 
future connection requests and keep count of the number of calls established in the 
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gateway at any time. In case no call rejections are notified, the agent only retransmits 
signaling messages. 

Internal office calls are directly managed by the local agent and do not require 
PBX functions to be established. For cases in which calls between offices do not go 
through the PSTN, CAC decisions are just for call acceptance or rejection, since it 
would be worthless to redirect them to an office different from the destination one.  

In order to adopt CAC decisions, each local agent makes use of a so-called 
“decision table” (Table 1), in which it is specified how the agent may act in case a call 
request (INVITE) SIP message is received. 

Table 1. Decision table 

Origin Internal call call to PSTN  

1 Accept / reject  Accept / reject / redirect to i 

2 Accept / reject Accept / reject / redirect to i 

... ... ... 

N Accept / reject Accept / reject / redirect to i 

This table is built from other tables discussed in next sections, which depend on 
QoS parameter estimations, telephone tariffs and number of available lines in the 
gateway. 

Decision table = f (QoS measures, tariffs, available lines) (1) 

When a local agent receives an INVITE from the PBX (Fig. 3), sent to a terminal, it 
accepts or rejects it, depending on the corresponding record filled in the table. The 
incoming call can be rejected due to lack of QoS in the route between source and 
destination offices, or due to unavailability of destination terminal. 

INVITE  

100 Trying
INVITE 

100 Trying

183 Session 

Progress

183 Session 

Progress

INVITE

480 Temporarily

Unavailable

480 Temporarily

Unavailable

480 Temporarily

Unavailable

IP phone IP phoneLocal agent Local agent

Office 1 Office i

Decision table

PBX

 

Fig. 3. Rejected call 
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Fig. 4. PBX tries to establish a call by the gateway of another office 

In case the local agent receives an INVITE message sent to the gateway and the 
table indicates that it must be rejected, a “480 Temporarily Unavailable” SIP message 
(Fig. 4) will be sent to the PBX. The PBX, according to its dial plan, may try to 
establish the call through other office’s gateway with an economic tariff for the 
destination of the call. 

In case the table indicates “redirect”, the agent acts as redirect server, re-routing 
the call to the central office which owns available lines to establish the connection 
(Fig 5). The redirect server sends a 3XX message reporting about an alternative route. 
 

 

Fig. 5. A call is redirected to a new office 
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Then, the PBX tries to reach the new destination without consulting its dial plan. The 
agent who acts as redirect server will not take part in this call again. 

4.3   Control Tables 

As we have previously indicated, each agent’s “decision table” is filled in from other 
tables that are next described:  

1) QoS table (Table 2): In each office, a table containing QoS parameter 
estimations is configured. This table is not mandatory to be symmetric, since there 
exist broadband access networks that neither are. Elements belonging to the diagonal 
are not defined since they would represent measurements inside an office. Depending 
on the measurements considered, it may exist several tables with different QoS 
parameters. 

Table 2. QoS table 

 Agent 1 Agent 2 ... Agent i 

Agent 1 - Par 1  2 ... Par 1  i 

Agent 2 Par 2 1 - ... Par 2  i 

... ... ... ... ... 

Agent i Par i  1 Par i  2 ... - 

 
2) Tariff table (Table 3): Each field is an integer number representing a tariff rate, 

corresponding to a call from an origin office gateway i to a destination country j. 
Local calls are designed as “level 1” and the level increases as the price does. 

Table 3. Tariff table 

 Country 1 Country 2 ... Country j 

Gateway 1 Tariff 1 1 Tariff 1  2 ... Tariff 1  j 

Gateway 2 Tariff 2  1 Tariff 2 2 ... Tariff 2  j 

... ... ... ... ... 

Gateway i Tariff i  1 Tariff i  2 ... Tariff i  j 

 
3) Gateway line table (Table 4): This table lets the system know PSTN lines 

available at each office. First column indicates the total number of lines in the 
gateway. The second one indicates the number of occupied lines. 
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Table 4. Gateway line table 

 Total lines Busy lines 

Gateway 1 TL 1 LO 1 

Gateway 2 TL 2 LO 2 

... ... ... 

Gateway i TL i LO i 

The table of decisions (Table 1) is filled in from QoS, tariffs and gateway line 
tables by using (1). This table can be set up from the information of a single office or 
taking on account the measurements obtained from all offices. 

In case each local agent only knew about its own office parameters related to the 
rest of them, Table 2 would result in a single column array. Gateway line table  
(Table 4) would be minimized to a counter of available free lines within the office 
itself. Thus, there would not be information exchange (QoS, lines and tariffs) with the 
remaining offices. The Tariff table could be completely filled in for all offices 
beforehand, since its refreshing period is large enough (daily or weekly). 

In case local agents have the possibility of collecting information concerning all 
other offices, the function in (1) may have added complexity. If tables’ processing 
time highly increases, (1) might have no validity, in case it runs too long from the 
instant when measurements were carried out. 

The SIP proxy integrated within the agents may act as a redirect server, re-routing 
connections (Fig. 5) towards the office which presents the best conditions to establish 
the call. To this target, it is necessary to have information about all other offices; 
otherwise there could appear undesirable effects (e.g. signaling loops). 

5   Test Platform 

In this chapter we will present the test platform in which the system has been 
implemented. The design has to adapt well to the IP Telephony system, emulating 
realistic conditions, and allowing tests and measurements with flexibility. 

5.1   Simulation, Real Environment, or Virtual Emulation 

To build up the platform there are several options to be considered. Simulation tools 
are one of these options. In fact, they have already been used in other CAC systems 
studies [22, 23]. There exist several simulation tools (OPNET, OMNET++, NS-2), 
nevertheless, they do not implement concrete protocols deployed over a real scenario. 
The testbed platform could be also be implemented with real devices. However, it 
may result in high hardware costs, due to the large number of devices that make up 
the scenario. 
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Some studies [24, 25] make use of several machines within an only physical 
computer in order to minimize costs and optimize the testbed control. For instance, 
User Mode Linux (UML) has been used in the implementation of some emulators like 
vBET [26]. Virtual nodes connect to each other through an emulated network running 
under the network card driver. This concept matches with the test environment we 
want to deploy. 

5.2   Test Platform Requirements 

The most valuable requirement is to achieve a realistic test platform at a low cost. By 
using virtual machines, we are able to make use of real applications and complete 
protocol stacks in their most suitable versions. 

Regarding scalability, network configuration enables the platform to be extended 
with physical machines in case computation and calculation needs became higher due 
to traffic management or the number of virtual nodes taking part in the test. 

Additionally, all tests are being carried out within the same physical machine, 
guaranteeing test repeatability, since we have configured an isolated and controllable 
platform. 

5.3   Selection of Virtualization Technology 

Virtualization consists of using a set of machines, each of them with its own OS, 
which are executed over the real hardware of a single physical machine. 

Considering all virtualization schemes that can be distinguished [27], we have 
selected one designed as paravirtualization, which includes within the client OS the 
required modifications to avoid any instruction to be managed with privileges. This 
requirement let the environment run with an execution speed close to non virtualized 
schemes. Besides, several machines can simultaneously run. The solution we have 
adopted is based on XEN paravirtualization. 

Comparative virtualization platform studies [28] have shown XEN as a suitable 
tool in terms of overhead, linearity and isolation among virtual machines. 
Communication performance for a scenario composed of 10 virtual machines has 
been measured in 93MB/s between pairs. 

These characteristics are highly interesting for the platform performance, since it is 
desirable to have a controlled environment in which all virtual machines share 
available resources in an equitable way. 

5.4   Physical Machine Features 

The machine within the platform has been developed works based on CentOS 5 OS. 
Linux core version is 2.6.18-8.1.15. It has a Core 2 Duo at 2.40 GHz processor, 2MB 
of Cache level 2, and 4GB RAM. Virtual machines also work with CentOS 5. The 
version of Xen is 3.03-25.0.4. 

CPU usage has been monitored during the tests, in order to avoid the influence of 
processor load on measurements. Utilization has never exceeded 10%. 
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5.5   System Implementation in the Test Platform 

The devices chosen for the developed scenario should require low computational 
load, due to the fact that they run within a virtualized environment. The required 
components comprise a PBX, soft phones, SIP proxy servers and VoIP gateways. 
Only free software solutions have been used. 

5.5.1   PBX 
Asterisk 1.6, a software PBX developed by Digium, has been configured. Asterisk 
represents an interesting solution because of its flexibility, updates and GNU-GPL 
license distribution. It supports SIP, H.323, IAX and MGCP signaling protocols.  

A dial plan has been used to permit the redirection of an incoming call to another 
office in case the gateway chosen as first option does not accept it.  

If a scenario whose PBX can be tuned is considered, it must be taken into account 
that Asterisk includes the so-called Asterisk RealTtime (ARA) [29] tool, which offers 
a method to cache and save configuration files in a MySQL or PostgreSQL database. 
Static mode requires a reload each time a change in the PBX is carried out. On the 
other hand, the dynamic mode allows Asterisk accessing the database and updating 
the configuration files in real time. In this case, the dial plan is also dynamically 
updated according to the QoS parameters measured by agents, gateway availability 
lines and accounting tariffs. 

5.5.2   SIP Proxy  
Proxy requirements may include redirect server option and the possibility to be 
tunable so that CAC decisions can be implemented. It must be capable of accessing 
external information placed at a database too. 

The OpenSIPS 1.4 free software version has been the selected solution. It has 
register server, location server, proxy server and redirect server functionalities. Low 
computational load and the possibility to add and delete functionalities in a modular 
way are also smart features. At transport layer it supports UDP, TCP, TLS and SCTP. 
At network layer both IPv4 and IPv6 are supported.  

SIP proxy configuration is done with a high level programming language, within 
the opensips.cfg in which it is specified what the proxy should do for each received 
message. MySQL access is available too. 

AAA (Authentication Authorization and Accounting) functions can be managed 
through databases (MySQL, PostgreSQL or text files), RADIUS or DIAMETER 
protocols.  

5.5.3   Soft Phone 
PJSUA 1.0 is the soft phone implemented at local offices. It is part of the PJSIP 
project. This project offers a complete SIP stack under the GPL license. PJSUA is the 
reference command line soft phone utilized in PJSIP to achieve the whole SIP 
protocol implementation and its footprint is smaller than 150KB. It supports 
simultaneous calls, call waiting and voice messages functionalities, UDP, TCP, TLS 
and SRTP protocols and Speex, iLBC, GSM, G711 and G722 codecs. Finally, there 
are also available NAT functionalities (ICE and STUN). 
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5.5.4   Gateway 
IP Telephony gateways are also necessary to complete the emulated platform. It must 
also be taken on account that PSTN connections are also emulated. 

The solution adopted makes use of the PJSUA soft phone, since it supports 
simultaneous calls, this way limiting the number of gateway lines to emulate. Thus, 
whenever all PJSUA lines are occupied, the system will consider that the gateway has 
run out of lines and it will reject future calls. 

5.6   System Security 

Since the measurement plan still remains in its early stage, security protocols have not 
yet been included. We next enumerate considered possibilities. 

In case IPsec tunneling was available among the data centre and each office for any 
traffic flow, it could also be used for voice traffic without requiring security protocols 
in upper levels. Nevertheless, due to the fact that voice is a real time application, 
upper layer protocols could in certain situations confer better performance and offer 
better QoS than IPsec. 

SIP signaling can be guaranteed through TLS. The main drawback of this solution 
lies in the need of having one TLS tunnel per existing link. Besides, TLS works over 
TCP, and additional delay and overhead are susceptible to impair the system. 

Asterisk does not natively support SRTP. Thus, it has been tested to directly send 
SRTP traffic between two soft phones without going through the PBX. The main 
issue lies in the fact that the system can only run in this configuration mode when 
both end user firewalls manage voice traffic. On the other hand, the traffic should also 
pass through the PBX. In this case TLS should also be used for RTP flows. SIP 
proxies do not take part in multimedia flow management, since they are only in 
charge of signaling at the control plane. 

Implementing the CAC in the system implies the addition of local agents to the 
traditional scenario which only includes the PBX and the soft phones. If TLS is the 
solution adopted, the appropriate certificates must be used for each one of the four 
TLS tunnels: Between each soft phone and its proxy and between the proxies and the 
PBX. To configure this TLS scenario, TCP transport for SIP must also be supported 
within Asterisk. This feature has been already included in Asterisk 1.6. version. 

6   Validation and Preliminary Measures 

The CAC system validation has been carried out over SIP in the test platform, 
composed of virtual machines with three central offices apart from the PBX. For each 
test, we have performed 10 measurements to obtain the mean and standard deviation 
values. These measurements have been performed independently of the transmission 
and propagation times, since they are not yet implemented in our emulated 
environment. Thus, we talk about processing time measurements. 

We measure TpnoCAC (machines’ processing time without the CAC system) and 
TpCAC (processing time with CAC). Furthermore, in the emulated scenario, obtained 
measurements will be impaired due to the fact that all the machines are running over 
the same hardware; thus, obtained delay measurements represent an upper limit of the 
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processing time in real machines. Besides, we define TUL as the propagation delay at 
the upload link and TDL the propagation delay at the download link (Fig. 6). 

Including the local agents entails two new machines in the route of signaling 
packets to go through. This implies adding two times the delay produced at the local 
network (Fig. 6 and 7). This delay is negligible compared to Internet propagation 
delays. 

We want to measure the time from the first INVITE to the beginning of the dial 
tone at destination phone. In a system without CAC this time can be defined as: 

pnoCACDLULnoCAC TTTT ++=  (2) 

In a CAC system, considering negligible the propagation time of the local network, 
the delay is defined as: 

pCACDLULCAC TTTT ++=  (3) 

Table 5 shows measured processing times added by the presence of a CAC system in 
the scenario. 

Table 5. Processing time in ms 

TpnoCAC TpCAC 

mean std. dev. mean std. dev. 

2.36 0.52 7.87 0.83 

 
From (2) and (3), we can obtain the delay that the CAC system introduces as: 

pnoCACpCACnoCACCAC TTTT −=−  (4) 

It can be shown that the CAC system introduces an additional mean delay of 5.5 ms. 
This time is significantly lower compared to the usual propagation and transmission 
Internet delays, thus the CAC system may not entail a quality impairment for VoIP 
communications. 

The previous establishment call delays have also been compared to the ones 
obtained when a call is redirected to another central office, according to the CAC 
system decision (Table 6). The local agent acts as a redirect server forwarding the call 
to the PBX, and from there to another central office. 

Table 6. Redirect delay in ms 

TPre 

mean std. dev. 

12.84 0.72 
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Fig. 7. Comparative of the system with and without CAC 



 QoS Measurement-Based CAC for an IP Telephony System 17 

Redirecting a call entails a total processing delay designed as TPre. We show that 
this delay is about 5 ms, that is, the difference between the Table 6 delays and the 
TpCAC measured in Table 5. 

Besides this additional delay, we must consider the transmission delay that brings 
up for the call signaling messages in each one of the links between central offices 
involved in the redirecting process to the PBX. This delay depends on the considered 
scenario and the number of redirections that a certain call needs. Let TULi be the 
uplink delay of the i office, and TDLi the downlink delay. The delay of a call that has 
been redirected N times is defined as: 
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21Re iiN UL

N

i
DLDLULppCACredir TTTTTNTT ∑

+

=

++++⋅+=
+

 (5) 

Depending on each office’s delay and the number of redirections carried out, resulting 
Tredir value might be inadmissible. Thus, it is absolutely unavoidable to obtain this 
Tredir measurement for each tested environment to ensure a suitable and proper 
behaviour of the CAC system. 

7   Conclusions 

In this article, we have presented a proof of concept of a CAC system for SIP-based 
IP Telephony platforms, based on QoS measurements. According to these 
measurements, the number of lines available at the gateway and the accounting tariffs, 
accepts, rejects or redirects the call towards another central office. The tables on 
which CAC decisions are based, have been also discussed. 

We have implemented a test platform composed of three central offices, based on a 
virtualization environment. Suitable software, PBX, SIP proxy, soft phone and 
gateways complete the emulated platform. 

Finally, the system has been properly validated by carrying out processing delay 
measurements. It has been observed that these delays do not significantly impair the 
call establishment. Nevertheless, the call establishment delay could be highly 
impaired in case the number of redirections increases too much. 

Acknowledgements 

This work has been partially financed by RUBENS (Rethinking the Use of Broadband 
access for Experience-optimized Networks and Services) project, of EUREKA 
CELTIC (code EU-3187 CP5-020) European project, and the project TSI-020400-
2008-020 of AVANZA I+D sub-programme, of the Spanish Ministry of Industry, 
Tourism and Commerce. 

References 

1. Bearden, M., Denby, L., Karacali, B., Meloche, J., Stott, D.T.: Assessing Network 
Readiness for IP Telephony. In: Proc. of the 2002 IEEE International Conference on 
Communications, ICC 2002 (2002) 



18 J.Mª. Saldaña et al. 

2. One-way transmission time (recommendation g.114). International Telecommunication 
Union (ITU) (February 1996) 

3. Chen, X., Wang, C., Xuan, D., Li, Z., Min, Y., Zhao, W.: Survey on QoS Management of 
VoIP. In: Proc. of the 2003 International Conference on Computer Networks and Mobile 
Computing. IEEE Computer Society, Los Alamitos (2003) 

4. Jiang, Y., Emstad, P.J., Nicola, V., Nevin, A.: Measurement-based admission control: A 
revisit. In: 17th Nordic Teletraffic Seminar (2004) 

5. Rosenberg, J., et al.: SIP: Session initiation Protocol, RFC 3621 (2002) 
6. Zave, P.: Understanding SIP through Model-Checking. In: Schulzrinne, H., State, R., 

Niccolini, S. (eds.) IPTComm 2008. LNCS, vol. 5310, pp. 256–279. Springer, Heidelberg 
(2008) 

7. Braden, R., Clark, D., Shenker, S.: Integrated Services in the Internet Architecture: an 
Overview. RFC 1633 (1994) 

8. Nichols, K., et al.: Definition of the Differentiated Services Field (DS Field) in the IPv4 
and IPv6 Headers, RFC 2474 (1998) 

9. Blake, S., et al.: An Architecture for Differentiated Services, RFC 2475 (1998) 
10. Yu, J., Al-Ajarmeh, I.: Call Admission Control and Traffic Engineering of VoIP. In: 

Second Intenational Conference on Digital Telecommunications, IEEE ICDT 2007 (2007) 
11. Wang, S., Mai, Z., Xuan, D., Zhao, W.: Design and implementation of QoS-provisioning 

system for voice over IP. IEEE Transactions on Parallel and Distributed Systems 17(3), 
276–288 (2006) 

12. Mao, G., Habibi, D.: Loss Performance Analysis for Heterogeneous ON-OFF Sources 
with Application to Connection Admission Control. IEEE/ACM Transactions on 
Networking (February 2002) 

13. 3GPP TS 24.228 v5.15.0, Signalling flows for the IP multimedia call control based on 
Session Initiation Protocol (SIP) and Session Description Protocol (SDP), Stage 3, R5 
(September 2006) 

14. SIP: Measurement-Based Call Admission Control for SIP, 
http://www.cisco.com/en/US/docs/ios/12_2t/12_2t15/feature/ 
guide/ftcacsip.pdf 

15. VoIP Call Admission Control, 
http://www.cisco.com/en/US/docs/ios/solutions_docs/ 
voip_solutions/CAC.pdf 

16. Braden, R., et al.: Resource ReSerVation Protocol (RSVP), RFC 2205 (1997) 
17. Grossglauser, M., Tse, D.: A Time-Scale Decomposition Approach to Measurement-Based 

Admission Control. IEEE/ACM Transactions on Networking (August 2003) 
18. Wei, H., Kim, K., Kashyap, A., Ganguly, S.: On Admission of VoIP Calls Over Wireless 

Mesh Network. In: IEEE International Conference on ICC 2006, June 2006, vol. 5, pp. 
1990–1995 (2006) 

19. Camarda, P., Guaragnella, C., Striccoli, D.: A New MBAC Algorithm for Video 
Streaming Based on Autoregressive Adaptive Filtering. In: IEEE International Conference 
on Multimedia and Expo., pp. 1512–1515 (2005) 

20. Ivars, I.M., Karlsson, G.: PBAC: Probe-Based Admission Control. In: Smirnov, M., 
Crowcroft, J., Roberts, J., Boavida, F. (eds.) QofIS 2001. LNCS, vol. 2156, pp. 97–109. 
Springer, Heidelberg (2001) 

21. Cetinkaya, C., Knightly, E.: Egress Admission Control. In: Proc. IEEE INFOCOM 2000 
(March 2000) 



 QoS Measurement-Based CAC for an IP Telephony System 19 

22. Alipour, E., Mohammadi, K.: Adaptive Admission Control for Quality of Service 
Guarantee in Differentiated Services Networks.International Journal of Computer Science 
and Network Security, IJCSNS  8(6) (June 2008) 

23. Tran, H.T., Ziegler, T., Ricciato, F.: QoS Provisioning for VoIP Traffic by Deploying 
Admission Control. In: Burakowski, W., Bęben, A., Koch, B. (eds.) Art-QoS 2003. LNCS, 
vol. 2698, pp. 1084–1085. Springer, Heidelberg (2003) 

24. Zhou, J., Ji, Z., Bagrodia, R.: TWINE: A Hybrid Emulation Testbed for Wireless 
Networks and Applications. In: Proc. IEEE INFOCOM 2006 (2006) 

25. Viruete, E., Ruiz, J., Fernández, J., Martínez, I.: Handbook of Research on Mobile 
Multimedia. In: Khalil Ibrahim, I. (ed.) Mobility Support in 4G Heterogeneous Networks 
for Interoperable m-Health Devices, 2nd edn. Idea Group Inc., IGI (2008) (in press) 

26. Jiang, X., Xu, D.: vBET: a vm-based emulation testbed. In: Proc. of the ACM SIGCOMM 
workshop on Models, methods and tools for reproducible network research (MoMeTools 
2003), pp. 95–104. ACM Press, New York (2003) 

27. Jones, M.T.: Virtual Linux. An overview of virtualization methods, architectures, and 
implementations,  

  http://www-128.ibm.com/developerworks/library/ 
 l-linuxvirt/index.html 

28. Quetier, B., Neri, V., Cappello, F.: Selecting A Virtualization System For Grid/P2P Large 
Scale Emulation. In: Proc. of the Workshop on Experimental Grid testbeds for the 
assessment of large-scale distributed applications and tools (EXPGRID 2006), Paris, 
France (2006) 

29. Van Meggelen, J., Smith, J., Madsen, L.: Asterisk, the future of telephony, 2nd edn., Cap. 
12. O’Reilly, Sebastopol (2005) 



Towards Real-Time Stream Quality Prediction:
Predicting Video Stream Quality from Partial

Stream Information

Amy Csizmar Dalal�, Emily Kawaler, and Sam Tucker

Department of Computer Science, Carleton College
Northfield, MN, USA

{adalal, kawalere, tuckers}@carleton.edu

Abstract. While mechanisms exist to evaluate the user-perceived qual-
ity of video streamed over computer networks, there are few good mech-
anisms to do so in real time. In this paper, we evaluate the feasibility
of predicting the stream quality of partial portions of a video stream
based on either complete or incomplete information from previously rated
streams. Using stream state information collected from an instrumented
media player application and subjective stream quality ratings similar to
the Mean Opinion Score, we determine whether a stream quality predic-
tion algorithm utilizing dynamic time warping as a distance measure can
rate partial streams with an accuracy on par with that achieved by the
same predictor when rating full streams. We find that such a predictor
can achieve comparable, and in some cases markedly better, accuracy
over a wide range of possible partial stream portions, and that we can
achieve this using portions of as little as ten seconds.

Keywords: Quality of Experience, Quality of Service (QoS), Streaming
Media, Measurement, Performance, Reliability.

1 Introduction

Determining the subjective, user-perceived quality of a media stream in a scal-
able and quantifiable way is a difficult problem. As with all Internet-based appli-
cations, there is a complex interplay between network congestion conditions and
the effect these congestion conditions have on application performance. Knowing
how end users perceive the quality of audio and video streamed on-demand over
computer networks, and the relationship between stream quality and network
congestion, can lead to better design of streaming protocols, computer networks,
and content delivery systems.

A number of studies have explored the idea of combining the ease and conve-
nience of objective measurements with the information offered by a subjective
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rating such as the MOS [1] to discern user-perceived stream quality. Some, like
[2] and [3], correlate measurements on both the sender and receiver sides. Oth-
ers, like [4] and [5], use the Emodel [6], an objective mechanism for assessing
audio quality using transmission parameters. An alternate approach is to uti-
lize application-layer objective metrics, taken at the client’s machine through
an instrumented media player application [5,7,8,9]. These approaches allow one
to take measurements as close to the user as possible, in some cases without
requiring the user’s participation, providing a more accurate assessment of the
state of the application at any given time.

In previous work [10,11,12], we demonstrate that objective data collected
from an instrumented media player application can be used to predict subjective
quality ratings with a high degree of accuracy (typically 70-90%) when input into
a stream quality predictor that assigns ratings using a nearest-neighbor heuristic
and dynamic time warping (DTW) as its distance measure. While our success
rates are quite high, we base our predictions on complete stream data well after
the stream has finished playing out. A more practical approach would be to
predict subjective quality ratings in real time, as the stream is playing out.
Modeling such a system on our previous work, such a predictor would be trained
using objective and subjective measurements from past streams ahead of time,
and apply this information to the task of predicting quality ratings for streams
as they play out.

An important intermediate step in this process is to determine if this same
stream quality predictor can accurately predict the user-perceived quality of a
video stream using only partial information about the stream to be rated and/or
the streams in the training set, and if so, if some portions are better or worse
than others in terms of accuracy. This is the focus of this paper.

The input to our stream quality predictor consists of set of video stream state
information, namely packet retransmissions, collected from an instrumented me-
dia player application for 228 video streams, with corresponding user-perceived
quality ratings for these same streams. We first train the predictor using all of
the available data and ratings for all streams, then test the predictor by hav-
ing it predict ratings for ten-second and fifteen-second portions of these same
streams. In addition, we train the predictor on various portions of the original
streams, and then test the predictor on portions of the original streams as well.
We compare the predictor’s accuracy in these scenarios to the predictor’s accu-
racy when training and testing on full streams. Our results show that in most
cases, our predictor is about as accurate using partial stream data as it is using
full stream data. We also demonstrate that we fare slightly better when we use
partial stream data for both training and testing than when we train the predic-
tor on full streams to predict the quality of partial streams, and that this holds
for many combinations of training and test stream portions, even ones that are
dissimilar in time from each other. In some cases, we can consistently achieve
hit rates above 90%, in particular when we select similar portions (in time) from
similar streams. Finally, we show that we need as little as ten seconds of data
to achieve these hit rates.
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The rest of this paper is structured as follows. We review the characteristics of
video streams that can be exploited to infer stream quality in Sect. 2. We discuss
our stream quality prediction algorithm, describe how partial stream prediction
can be used to prove the feasibility of real-time stream prediction, and present
the methodology we use to form partial streams from our data, in Sect. 3. In
Sect. 4, we describe the source data for the experiments and the mechanism
we use for evaluating predictor accuracy. Section 5 presents the results of our
experiments and discusses their implications on stream quality prediction system
design. We conclude the paper in Sect. 6 and highlight areas for future work.

2 Video Stream Characteristics

We have developed an instrumented version of Windows Media Player [12] that
collects application-layer data about the state of a media stream at predefined
intervals (currently, one second) using ActiveX hooks. Figure 1 shows an example
of the data collected by our tool for a stream several minutes in duration that
experiences a moderate level of network congestion. The plot illustrates a few
ways in which the media player reacts to the presence of congestion on the
network: for example, the number of retransmitted packets increases and the
rate at which packets are received decreases as soon as congestion is detected
on the network, while the number of lost packets rises later on in the plot. The
plot also shows a transient period, several seconds in duration, at the start of

Fig. 1. Time-series data collected by the instrumented media player application. (a)
Packet-level data: retransmitted packets and received packets are on the left y-axis, lost
packets on the right y-axis. (b) Bandwidth and frame rate, on the left y-axis and right
y-axis, respectively. (c) Buffer count, including the initial startup buffering period.
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the stream, where the packet reception rate, bandwidth, and frame rate all rise
to their steady-state levels as the player and server negotiate the connection
between them. There is a comparable transient period at the end of the stream,
where we see an uptick in the number of lost packets reported and a buffer
starvation event occurring, as the player and server account for packets that will
not be able to be recovered by the end of the stream.

Streams that have been exposed to similar levels of network congestion will
most likely show similar patterns of retransmitted packets, lost packets, etc.,
even if the exact occurrences and durations do not match exactly. Streams that
exhibit these similar characteristics will also exhibit similar user quality ratings,
particularly once individual user biases have been accounted for. Ideally, there
will be one or more measurements that most strongly reflect these quality ratings.
In [12], we found that retransmitted packets are the most strongly influential on
user-perceived stream quality. Thus, we can reduce the stream state information
to just this one measurement over time, and discern stream similarity based on
this measurement.

3 A Methodology for Real-Time
Stream Prediction Using Partial Streams

Exploiting objectively-measured stream data to predict user-perceived stream
quality ratings resembles problems that are classic data mining problems. By
comparing patterns within the application layer metrics to user quality ratings
for that stream, we can understand the effects of network congestion on user
perception of stream quality.

Our stream quality prediction algorithm is described in detail in [10]; here, we
briefly summarize its operation. Our particular problem calls for using knowledge
of pre-labeled data to predict labels on new data[13,14,15]. The goal is to produce
a predictor by training, i.e. running a data mining algorithm, on a set of labeled
data. The predictor can then be tested on unlabeled data. Our data consists of a
set of measurements collected from the instrumented media player on a given set
of streams. The labels in this case are the quality ratings assigned by users who
watched these streams as measurements were being collected (see Section 4 for
details on how this data was obtained).

Our predictor uses a nearest neighbor algorithm, which locates all of the rated
streams in the training set which are closest to the unrated stream, subject to
some distance metric. A single rating is produced from the set of ratings for
the closest points: if there is one nearest neighbor, assign the unrated stream
that stream’s rating; otherwise, compute the mean of the ratings and assign
that value to the unrated stream. The distance metric used by our predictor is
an extension to dynamic time warping (DTW), a generalization of Euclidean
distance designed for use with time series data, that facilitates its use on multi-
dimensional time series [16]. Briefly, DTW is based on the assumption that two
time series may be quite similar, even if the precise timing between the two series
is misaligned. While DTW aligns the start and end points of each time series
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(stream), it allows points in mid-stream to align with the closest appropriate
point. This fluidity often results in more accurate predictions and pattern iden-
tifications. A stream of unknown quality that exhibits packet loss on a periodic
basis, for example, is expected to have similar quality to another stream that
also loses packets periodically. However, it should not be a requirement for sim-
ilarity between such streams that the packet losses occur at precisely identical
times. To reduce the computational time and (quadratic) complexity inherent
in DTW, we apply two optimizations: the popular Sakoe-Chiba band [17,18],
which limits the distance that one time series can shift relative to the other;
and Keogh minimum bounds [17], to quickly determine candidates for the set of
nearest neighbors.

Preparing this predictor is a two step process. The first step, training, consists
of reading in and storing the state information collected for a single stream rated
by a single individual. The second step, tuning, consists of selecting the proper
predictor parameters or inputs: K, the number of neighbors to use for predicting
the quality of a stream, and w, the width of the Sakoe-Chiba bands, which we
do using a leave-one-out cross-validation procedure on each training set.

In previous work, we have trained and tested this predictor using all of the data
collected from a single media player application for a single user who watched
and rated a particular media stream subjected to a particular level of network
congestion. While doing so gives us a good idea of the accuracy of the predictor
under the best of circumstances, it is not realistic. A production stream quality
prediction system will have to assign ratings to incomplete streams. To mimic
these circumstances, and as an important intermediate step to determine the
feasibility of predicting stream quality in real time, we consider mechanisms for
reducing the available information about a stream in the predictor’s training
phase and test phases.

One approach is to train our predictor using all of the information available
from each stream, then have the predictor assign ratings to smaller portions of
the available test streams. The advantage of this approach is that the predic-
tor does not require full stream information before assigning a rating to a test
stream. The disadvantage is that DTW can perform poorly when training and
test stream sizes are severely mismatched; since DTW fixes the start and end
points of the streams, it compacts the longer (training) streams to match the
shorter streams (to be rated), which may mean that we lose valuable informa-
tion about the longer stream in the process. Another approach is to train our
predictor using only the information that it is likely to have about the streams
it will be rating: in this case, smaller portions of the available training streams.
The advantage to this approach is that the stream sizes are similar, allowing for
potentially better matches by DTW, as we have shown previously [10].

It is desirable to determine the smallest portion of a stream for which our
predictor achieves accurate stream quality predictions, as well as the “optimal”
location in the training and test streams from which to take these samples. A
unique challenge in this case is to determine how to best select comparable in-
tervals from the full streams, which have different durations, such that we can
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easily compare shorter and longer streams. We select arbitrarily small portion
sizes, ten and fifteen seconds, and divide each stream into smaller substreams of
these lengths. We also divide each stream into the same number of substreams,
regardless of the total length of the stream, by taking our portions at certain
percentages from the start of the stream (in this case, between 1% and 90%).
Thus, a thirty-second stream and a four-minute stream will yield the same num-
ber of substreams. This means that the smaller streams will be somewhat over-
represented in our training set and that the longer streams will be somewhat
underrepresented in our training set. However, it also means that we can easily
match up substreams from different source streams, without worrying about not
having an analogous period from the source stream.

Different streams will have different stream state characteristics which will
vary over the lifetime of the stream. The transient and steady-state periods,
for instance, will have different characteristics; the steady-state period’s state
information may also reflect the current level of action in the video, or the dura-
tion from the start of the stream. To determine how best to match up different
portions of the stream during the training and test phases of our prediction al-
gorithm, we use the following approach. We first train our predictor as usual
with the full stream information. When testing, we rate each substream using
the full stream training information. This demonstrates how well the predictor
does when it has less information in the testing phase than in the training phase.
We then train the predictor using, in turn, each possible substream, and then
test it on each possible substream. This demonstrates how well training and test
stream intervals match up when taken from similar and dissimilar points in the
stream, as well as from similar and dissimilar source streams.

4 Experiments

Our data collection mechanism, testbed network, and experimental setup are
described in detail in [10]; we summarize these briefly below.

Our data collection testbed consists of a set of 14 client machines on a subnet
of a small campus network, and a media server on an isolated subnet with a router
which runs NIST Net software [19]. The media server is a 2.4 GHz Pentium
processor machine with 512 MB of RAM, running Windows Server 2003 and
Windows Media Server 2003 software, streaming RTP over UDP. The NIST Net
router is a 700 MHz processor machine with 512 MB of RAM, running Linux
kernel 2.4.21-27 and NIST Net version 2.0.12. The client machines have 3.4 GHz
Pentium processors and 1 GB of RAM and run Windows XP SP2 and Windows
Media Player version 10.

Table 1 lists the source streams used in this study, which were selected to
provide some variety in duration, style, content, and amount of action. NIST
Net applies randomly-distributed packet losses on the testbed network, over
the duration of each stream, at percentages of 0, 5, 15, and 25; there was no
additional delay or delay jitter applied to the network. The network packet
losses, which we determined experimentally, are higher than those typically seen
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Table 1. Description of the source streams used in this study

Name Time Action BW
(mm:ss) Level (kbps)

Ad 0:30 Moderate 273
Trailer 2:22 High 273
News 4:09 Moderate 331

in computer networks, both to overcome the mechanisms that Windows Media
Player uses to mitigate the effects of network congestion [9] and to affect the
media experience in an obvious fashion that influences the streams in the same
manner each time.

We showed our study participants each of the three streams twice, once with
no packet loss introduced and once with either 5, 15, or 25% packet loss, blindly
randomized over the participants. The participants rated the audio, video, and
overall quality of each stream using seven-point scales, which allows for slightly
finer granularity in participant responses [20,21]. The measurement tool collected
data from each stream simultaneously. From these experiments, we collected data
from a total of 38 participants and their respective client machines, yielding data
for 228 streams in total.

Normalizing user ratings mitigates the factors that affect user ratings, such as
individual sensitivity to encoding differences, by basing ratings on the biases of
the particular user in question. We use a z-score to normalize ratings, zs = rs−r̄

σr
,

where rs is the user’s quality rating for stream s, r̄ is the average of the user’s
quality ratings on all streams viewed, and σr is the standard deviation of the
user’s quality ratings on all streams viewed.

We measure prediction accuracy by a hit rate metric, where hit rate is the
percentage of time a prediction falls within 0.8 standard deviations of the user’s
z-score for that stream. This corresponds to approximately plus or minus one
point on the raw seven-point scale.

Using the data we collected, we first trained our predictor on each of the three
full streams, then used this training data to assign ratings to the ten and fifteen
second long substreams described in Section 3. We then trained the predictor on
each substream and used this training data to assign ratings to each substream.
In the discussion below, we refer to substreams as “partial streams”.

5 Results

In this section, we present our results for the two experiments described above:
training on full streams and rating partial streams, and both training on and
rating partial streams. For space reasons we only present the results for the ten-
second stream portions; the results for the fifteen-second stream portions are
nearly identical. As a point of reference, Table 2 lists the hit rates achieved by
our predictor when both training and testing on full streams. With one exception,
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Table 2. Hit rates for the stream quality predictor when training and testing on full
streams

Training Test Stream Params
Stream Ad Trailer News {K, w}
Ad 88.2 80.3 80.3 3, 1
Trailer 72.4 89.5 80.3 6, 0
News 64.5 75.0 86.8 8, 2

the hit rates achieved by this predictor are all above 72%, with hit rates above
80% for the majority of the train/test stream scenarios.

5.1 Assigning Ratings to Partial Streams with Full Stream Training
Sets

Figure 2 illustrates the accuracy of the predictor when training on full streams
and assigning ratings to ten second portions of the streams. The x-axes indicate
the percentage offset from the start of the stream from which the portion was
taken. The plots show a clear transient period at the start of each testing stream,
lasting anywhere from 7% to 30% from the start of the stream, during which
hit rates are below 60%. They also show a transient period at the end of the
stream for Ad, but not for Trailer or News. During the steady-state period,
hit rates fluctuate between 70% and 85% when either Ad or Trailer is used as
the training stream. These hit rates are comparable to slightly lower than the
hit rates achieved by the predictor when training and testing on full streams.
Hit rates are also comparable when the predictor assigns ratings to steady-state
portions of the Ad stream when News is the training stream.

When News, the longest stream, is the training stream, hit rates decrease
significantly (to below 70%) when the predictor rates portions of either Trailer
or News. Here we have hit upon a possible limitation of our system: the longer the
training stream, the less its characteristics match portions of the test streams.
Our results indicate that this limit is somewhere between the durations of Trailer
and News (2:20 and 4:10).

5.2 Assigning Ratings to Partial Streams with Partial Stream
Training Sets

Figure 3 plots the accuracy of the predictor when training on and rating ten
second portions of the streams. The percentages along the x- and y-axes indicate
the percentage offset from the start of the stream from which the ten second
portion was taken. The z-axis shows the hit rate for the predictor for a given
training and test stream combination.

When Ad is the test stream (the stream to be rated), shown in the first
column of plots in the figure, the best hit rates occur from about 40% of the
way through the test stream until about 70% of the way through the stream,
with hit rates typically between 80 and 90%. This is a significant improvement
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Fig. 2. Hit rates when training on full streams and testing on 10-second portions of
the streams, for all combinations of training and test streams

over the predictor’s accuracy when using the full streams for training and testing
(which are 72 and 65% for Trailer and News as training streams, respectively).
Here, using smaller portions of streams that are dissimilar in length when both
training and testing actually benefits the predictor, removing the pathologies
that make it difficult to accurately match up the two streams when using DTW.

When portions of Ad are used as the training stream and portions of either
Trailer or News are used as the test streams, hit rates are between 75 and 85%
during the steady-state period, These hit rates are comparable to slightly lower
than the hit rates achieved when the predictor trains and rates full streams.

The plots for the training/test stream combinations Trailer/Trailer, Trailer/
News, News/Trailer, and News/News all exhibit similar characteristics to each
other. During the steady-state periods, the predictor successfully rates the test
stream between 80 and 90% of the time for News/News and Trailer/Trailer, and
between 75 and 85% for News/Trailer and Trailer/News, which is comparable
to the hit rates when training and testing on full streams.

Figure 4 shows the portions of the training and test streams for which the
predictor is most accurate. The plots show that when the training and test stream
portions are taken from the same source stream, the best hit rates cluster around
the diagonal, which means that the predictor does best when the training and
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Fig. 3. Hit rates when training and testing on 10-second portions of the streams, for
all combinations of training and test streams

test streams are selected not just from the same source stream, but from the
same portion of the stream. In fact, the most significant result here is that the
predictor is actually able to achieve hit rates over 90% for Ad and News and over
95% for Trailer under these circumstances. When the training and test streams
are taken from different source streams, the best hit rates are between 85 and
90%, which is still rather high. We also see that we do not necessarily have to pull
our training and test stream portions from similar time periods in the stream to
achieve such high hit rates.

5.3 Discussion

Our results show that accurate predictions are quite possible, even with intervals
as small as ten seconds long, when only partial information about a stream is
available. In general, hit rates were at least in the neighborhood of, if not better
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Fig. 4. Training and test stream combinations that yield hit rates above 85%.
The Ad/Ad and News/News plots show data for hit rates above 88%, while the
Trailer/Trailer plot shows data for hit rates above 90%. The circles indicate hit rates
that are better than 90% (or 95%, in the case of Trailer/Trailer).

than, the hit rates achieved by the same predictor when using all available stream
information for training and testing.

In general, a real-time stream quality prediction system should avoid training
or testing during the transient period of the streams. Training and testing during
these periods leads to unreliable results and inaccurate ratings, because the
characteristics of this portion of the stream are dissimilar to the characteristics
of the steady-state portions of the streams. With very short streams, where the
transient period is relatively long compared to the length of the stream, we should
also avoid training and testing during the end-of-the-stream transient period,
since for short streams we often see a big uptick in certain measurements to help
make up for the lack of recovery time during stream play-out. For longer streams,
our results do not show an appreciably noticeable end-of-stream transient period.

If we use all available stream information (full streams) in the training phase
of our predictor, then the predictor can accurately predict stream quality ratings
on ten-second stream intervals between 70 and 85% of the time, assuming that
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one of the shorter streams (Ad or Trailer) is used as the training stream. If we
use News, our longest stream, as the training stream, then we are not able to
achieve such accurate results, due to the compacting of the longer stream by
DTW.

If we use partial stream information in both the training and testing phases of
our predictor, then as long as the predictor avoids training or testing during the
stream’s transient period, it has a lot of freedom in terms of choosing appropriate
training and test intervals. This is particularly true when the training and/or
test stream portions are pulled from Trailer or News. This means that we can
achieve results that are just as accurate, on balance, if we take the training and
test intervals from very different portions of the stream as if we took them from
similar portions of the stream. In a real-time stream prediction system where
storage space and time to locate and load training results may be at a premium,
this means we can pre-select a few portions of a stream and use any of them as
our training data when assigning a rating to a new stream.

It is possible to find training and test stream portions for which the predictor
can achieve better than 85% accuracy. If we can guarantee that our training and
test streams have similar characteristics, as is the case when our training and
test streams are both taken from Ad, or from Trailer, or from News, and take
our training and test stream portions from approximately the same time period,
our predictor can actually achieve hit rates above 90% (or above 95% in one
case).

6 Conclusion

This paper examines the feasibility of real-time stream quality prediction, by
studying whether a nearest-neighbor stream quality predictor using DTW as
a distance measure can accurately rate streams based on partial stream state
information. To answer this question, we examine two scenarios. In the first sce-
nario, we train our predictor with full stream state information and attempt
to rate streams where we have removed all but a small portion of stream state
information. In the second scenario, we train our predictor on small portions
of the full streams and then attempt to assign ratings to small portions of the
full streams. We have shown that there is a wide range of training and test
stream combinations that yield acceptably high hit rates, on par with or better
than that achieved by the same predictor when using full stream information for
both training and testing, and that we can do so using as little as ten seconds
of information from each stream. This means that a stream quality prediction
system operating in real time does not have to worry about using training and
test streams from the same time period in the stream; training portions pulled
from the end of a stream can accurately rate portions from earlier in the stream,
and vice versa. We have also demonstrated that our predictor is especially accu-
rate when we take ten second portions of the streams that are nearly identical
in stream characteristics and in where in the stream they occur, achieving hit
rates above 90 or even 95%. This indicates that it is possible to design a highly
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accurate stream quality predictor with minimal stream information (as little as
ten seconds from each stream), if we know some characteristics of the training
and test streams a priori.

This work represents a proof-of-concept of the feasibility of real-time stream
quality prediction systems, and as such there are extensions of this work that we
are currently pursuing. Our data set consists of videos streamed over UDP, rather
than the more ubiquitous TCP; we are currently in the process of collecting more
data for streams over TCP. From a systems perspective, we are also working on a
very basic prototype system to determine how best to collect, store, and evaluate
stream data in real time. Finally, we are modifying the measurement tool and
measurement infrastructure to enable us to collect stream ratings at intermediate
points during a stream, to further improve the accuracy of our stream quality
predictor.
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Abstract. The unique characteristics of wireless networks pose a number of 
nontrivial challenges to multimedia applications with security and rigorous QoS 
requirements. Lack of adequate security protection is incapable of meeting 
security requirements of applications, whereas enabling excessive security 
services inevitably leads to further degradation in QoS due to additional 
computation and payload encapsulation. Early work, e.g. LAP, achieves 
balance by adjusting security policy according to QoS metrics; but none of 
them are security guaranteed. In this paper, we present an efficient risk-aware 
QoP (Quality of Protection) and QoS optimization algorithm for multimedia 
applications in wireless networks. It can achieve an optimization for QoP/QoS 
performance metrics through offering hierarchical security services and QoS 
support. Experiment demonstrates that even in high risk environments our 
scheme can efficiently balance QoP and QoS requirements. 

Keywords: QoP, QoS, Optimization, Security, Risk-aware. 

1   Introduction 

With the rapid proliferation of wireless networks and real time multimedia 
applications, providing Quality of Service (QoS) and security protection 
simultaneously in an efficient manner has become a hot topic of current research in 
wireless networks. Real-time multimedia applications such as VoIP [2-3] and VOD 
have their specific QoS and security requirements. For example, VoIP applications in 
civilian use expect stringent delay and packet loss rate but does not expect too much 
on security aspect; while in military wireless networks, a majority of voice, image, 
video and data are required to transmit in real time and security mode, i.e., they have 
very stringent QoS and security requirements. Therefore, how to provide QoS and 
security guarantee simultaneously to meet security and performance requirements for 
different applications is a challenging problem. A novel mechanism is required to 
consider QoS and security together in a uniform and efficient way.  

On the other side, in wireless networks, the bandwidth of a link is unpredictable 
and possibly very low, and the channel capacities and error rates are time-varying, 
which makes it harder to design multimedia application with stringent QoS 
requirements than in wireline networks. Furthermore, the shared channel in wireless 
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networks makes it easy for data intercepting and tempering and leads to the breach of 
security; however, enabling excessive security services inevitably leads to further 
degradation in QoS due to additional computation and payload encapsulation 
especially in wireless networks with stringent resource constrains. So how to make a 
tradeoff between security and QoS is a critical issue for multimedia applications with 
rigorous security and QoS requirements in wireless networks. 

Compared with wireline networks, there are more challenges in security and QoS 
assurance in wireless networks, such as (1) Highly dynamic topology demand to 
negotiate and configure QoP/QoS policy; (2) The shared media and attenuation of 
channel make it more difficult in QoS assurance; (3) Adopting individual QoP 
configuration in heterogeneous devices can not satisfy the performance requirement.  

The experiments demonstrate that implementing stronger security services can 
affect QoS seriously such as packet loss and delay [15] in wireless networks. Most of 
the existing schemes focus on guaranteeing either security or QoS, but not both. With 
the prevalence of wireless multimedia applications, some schemes [11-15] integrating 
security with QoS have been proposed, which improve the grade of security service as 
much as possible in the precondition of satisfying the QoS requirements. Once QoS 
decreases or the systems dissatisfy the QoS requirement of applications, they improve 
QoS metrics by adopting weaker security services.  

However, there are still some shortcomings in such schemes: (1) Some applications 
do not require QoP such as common web applications, and some do not need over-
high QoP. Over-high QoP policies not only lead to further degradation in QoS 
performance, but also decrease utilization rate of system resource. (2) The method of 
adjusting QoP according to QoS metrics is vulnerable to attack and information leak 
on account of adopting low security service to improve QoS. (3) Directly adjusting 
QoP policies only according to the QoS metrics cannot efficiently guarantee the 
satisfaction of QoS. It should extensively consider other optimization mechanisms 
such as traffic classification [1], channel access [2], and packet scheduling [3], etc.  

For real time multimedia applications with stringent QoS and security requirement, 
the existing schemes are neither security guaranteed nor QoS guaranteed. To provide 
QoS and security support simultaneously perfectly, we propose a risk-aware QoP/QoS 
model for wireless multimedia applications, which can efficiently select appropriate 
QoP policy to avoid the impact of excessive QoP on QoS by apperceiving the status 
of security and system resource. Moreover, it can guarantee QoS by dynamically 
adjusting QoS policies, and thus makes a nice tradeoff between QoP and QoS.  

In summary, the contributions of this paper mainly include three aspects: (1) It 
provides a novel, adaptive and risk-aware multi-level QoP/QoS optimization model to 
achieve a balance between QoP and QoS. (2) It provides a multi-level QoS model 
which can be used in real time QoS assurance. (3) It progresses toward a notion of 
QoP in security comparable to the notion of QoS in networking. 

The rest of the paper is organized as follows. The related work is given in section 2. 
Section 3 respectively introduces multi-level QoP model, multi-level QoS model, and 
risk-aware multi-level QoP/QoS model in detail. A generic multi-level QoP/QoS 
framework is presented in section 4. The optimization algorithms between QoP and 
QoS are discussed in section 5, followed by the experiments in section 6. Finally, 
section 7 gives conclusions along with future works. 
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2   Related Work 

Compared with QoS, the concept of QoP has surfaced in the literatures for the latest 
several years. The main idea of QoP is to provide multi-level security services for 
different users and traffic and to meet the requirements in increasingly complicated 
environments, and has been focused especially in wireless networks.  

Ong et al. [5] firstly presents a QoP framework which provides differential security 
service levels for mobile multimedia applications with heterogeneous devices in 
wireless networks. Based on idea of [4], Agarwal et al [9] extend the QoP model and 
study the impact of different security policy on QoS in wireless LAN networks. 
Furthermore, since authentication is the first line of defense to provide security 
service, Liang et al. [5-8] deeply study the impact of challenge/response 
authentication on QoS performance in wireless LANs. To decrease the impact of 
authentication on performance, Schneck et al. [10] propose a dynamic authentication 
protocol to improve the performance of the system. Although the above schemes 
considered and studied the impact of security on QoS, they don’t consider how to 
achieve the optimization between QoP and QoS. 

It is no doubt that providing differentiable security service can decrease security 
impact on performance, but it is not enough to provide QoS assurance. Therefore, 
some schemes integrated QoP with QoS have been presented. He et al. [11-12] 
proposes an integrated solution to delay and security support in wireless networks 
aiming to wireless applications with stringent delay and security requirement. Almost 
at the same time, Agarwal et al. [14, 15] develops a link-aware protection (LAP) 
mechanism to coordinate security and QoS in wireless networks. However in 
MANET there is little research integrated QoS and security as well, So Shen et al. 
[13] presents a security and QoS self-optimization mechanism to achieve the 
optimization. However, the schemes are not security-guaranteed, and the policy of 
improving QoS through adjusting QoP is not enough to provide QoS assurance. 

3   Risk-Aware Mutli-level QoP and QoS Model 

In this section, an integrated risk-aware multi-level QoP / QoS optimization model is 
proposed based on the multi-level QoP model and the multi-level QoS model. 

3.1   Multi-level QoP Model 

Definitions 1: QoP is defined as the protection quality of security services by using 
security metrics such as authentication, confidentiality, integrity, non-reputation and 
availability et al. and formally described as a quintuple vector , , , ,P Au C I N A=< > , 
where , , ,Au C I N  and A  denotes authentication, confidentiality, integrity, non-
reputation and availability respectively. [0,1]Au ∈ , where 0 denotes no authentication 
service is provided and 1 denotes the highest authentication mechanism. Its 
quantification can be referred to implementation mechanisms, strength of algorithms, 
or length of key. And the same definition applies to C, I and N. A  is a real number 
between 0 and 1, and denotes the probability of whether the service is available. 
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We can select different security metrics to embody the levels of security services. 
Without loss of generality, assuming that the available security policy includes m  
security features such as authentication and confidentiality, and every security feature 
includes n  optional configuration. Therefore, security policy can be described as an 
m n×  matrix, and each element ijP  in the matrix denotes one policy configuration of 

security feature i . 

11 1
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Different security policy achieves different protection levels. To describe the 
protection levels of different security policy, we define a protection levels function g  
on matrix P  as 

( )G g P=  (1) 

Similarly, matrix G  has a form like matrix P , every element in G  has one-to-one 
mapping to every element in P . The protection levels of security policy with the 
same feature can be compared directly. The composite protection levels of security 
policy involving multi security features need introduce the definition of QoP 
Composite Metric (QCM). 

Definition 2: QCM is a real number which combines multi security metric and 
reflects the quality of multi security features; its definition is as follows. 
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P  denotes protection levels of security feature i , [1, ]i m∈ , iω  denotes the 

weight of security feature i , which satisfies 
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Security features can not avoid influencing the performance of system. To describe it, 
we introduce the definition of Performance Impact Matrix (PIM). 

Definition 3: PIM reflects the impact of security policy matrix P  on QoS. For any 
element ijP in P, we can introduce a function f to denote its performance impact, 

which is defined as  

( )ijijC f P=  (4) 

ijC  denotes the impact of security policy ijP on QoS, [1, ], [1, ]i m j n∈ ∈ , it corresponds 

to a vector [ , , , ]ij ij ij ij ijC d j b l= , where , ,ij ij ij ijd j b and l  denotes delay, jitter, 
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bandwidth, and packet loss rate, respectively. Therefore, we can get PIM C , which 
can be denoted as matrix P . 

Different applications require different quality of security services, even the same 
application may require different quality of security services. Multi-level QoP model 
can provide tunable security services according to different security requirements, 
especially in wireless networks with stringent resource constraints, which can be 
described as 1 2{ , , , }

i n
qop qop qop qop∈ , where 

i
qop denotes individual security 

feature or multi security features, i denotes the quality level of security service. 
Generally, the impact of QoP on QoS is positive correlation to the level of QoP. 

When the performance is decreasing, we can improve QoS by decreasing QoP. 

Lemma 1: For a given multi-level QoP model with 
1 2

{ , , , }
i n

qop qop qop qop∈ , the 

higher iqop  is, the more the impact on system performance is. 

Intuitively speaking, QoP levels of security services are positively correlated with 
time complexity and space complexity of cryptographic algorithms. Whereas the 
higher the complexity is, the bigger the impact on performance is. 

3.2   Multi-level QoS Model 

Different applications have special QoS requirements. For example, for VoIP, its QoS 
metrics may be denoted as, {delay < 150 ms, Jitter < 50ms, Bandwidth > 64kbs, lose 
rate < 3%}. 

Most of QoS requirements can be described as a quadruple , , ,d j b lζ =< > , where 

, , ,d j b l  respectively denotes delay, jitter, bandwidth, and packet loss rate. Each QoS 

parameters can be divided into n  levels, which can be described as a matrix S, 
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Each element in matrix S indicates a range of a QoS parameter. For delay, jitter, and 
packet loss rate, the lower the level is, the higher the quality is. For bandwidth, the 
higher the level is, the higher the quality is.  

Individual QoS parameter can be compared directly; the comparison of multi-QoS 
parameter is required to introduce the definition of Satisfied Degree of QoS (SDQ) 
and Composite Satisfied Degree of QoS (CSDQ). 

Definition 4: SDQ is defined as a real number and is denoted the degree of QoS 
satisfaction of applications. 

Taking delay as an example, and assuming that delay D ms< , the delay of epoch t  

is d , then the satisfied degree of delay is calculated as follows, 
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 (5) 
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Similarly, the satisfied degree of Jitter, Bandwidth and Loss rate can be respectively 
define as follows. 

-
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Definition 5: CSDQ is defined as follows,
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where , ,
d j b l

andω ω ω ω denote the weight of each parameters respectively, and 

[0, ], [0, ], [ , ], [0, ]d D j J b B R l L∈ ∈ ∈ + ∈ . 

The value of , ,
d j b l

andω ω ω ω in Eq. (9) is relative to certain types of network  

traffic. For example, the most concern are delay and packet loss rate for VoIP traffic, 
so both of the corresponding weight may be set to 0.4, and the other may be set to 0.1 
equally. 

QoS parameters fluctuate constantly in real scenarios. Multi-level QoS model can 
be described as 1 2{ , , },

niqos qos qos qos∈ , where iqos  indicates a single QoS 

parameter or a composite QoS parameter, i  denotes the level of QoS.  
If the system fails to guarantee

i
qos , we can relax from 

i
qos  to 1i

qos − . If the system 

cannot meet the lowest level 
1

qos , we can only drop the application. 

3.3   Risk-Aware Multi-level QoP/QoS Model 

Risk-aware multi-Level QoP/QoS model can efficiently decrease the impact of QoP 
on QoS by selecting multi-level QoP according to the risk level of system, and can 
also provide multi-level QoS service by adjusting QoS policies according to the 
monitored QoS metrics, which is especially appropriate to applications with stringent 
QoS and security requirement in wireless networks. 

Assuming that 0 0 0 0 0[ , , , ]S d j b l=  denotes QoS of the application without 

introducing any security services, ( )
ij

f P  denotes the impact of security policy 
ij

P  on 

QoS, so the objective is maximum QoS in the precondition of security assurance, that 
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is to find a m  dimensional vector Γ , which can maximize QoS of applications with 
m  security policy configurations, 

0 0 0 0
1
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where α, β denotes a constant respectively, they depend on the status of wireless 
network, and often are set to 1. In Eq. (11) ( )ijg P  denotes the protection level of 

security service, 
i

R  denotes the risk levels to be introduced in the following. 

Theorem 1: For a risk-aware multi-level QoP/QoS model, if it satisfies QoS/QoP 
requirements of an application, the following conditions 

10 0 0 0( , , , ) ( ( )) 1
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iji
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=
+ >∑  must hold.  

Proof: For an application with rigorous QoS requirement, it must satisfy 
conditions 0 0 0 0, , ,d D j J b B l L< < ≥ < . To provide normal service to an application, 

its QoP levels must larger or equal the risk levels. However QoP cannot avoid 
affecting QoS, 
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Extending Eq. (12), we can get the following equation. 
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We take delay as an example. If the in-equation 0 1
( ) ( ) 1

m

iji
qos d qos d

=
+ ≤∑  holds, then 

01

m

iji
d Dd

=
+ ≥∑  must holds. Obviously it contradicts total d D< , so the equation 

holds. For the other parameters, the conclusion also holds.                                          

Improving S0 or decreasing QoP levels can improve QoS, S0 can also be improved by 
QoS mechanisms such as resource reservation, access control, packet scheduling and 
traffic classification etc. Decreasing QoP levels can be achieved through altering 
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security policy with higher levels to those policy with lower levels. Therefore, it is 
required to introduce the notion of risk levels. 

Definition 6: Risk levels correspond to the protection levels of security features and 
can be described as a column vector 1[ , , , ]

mir r r , [1, ]
i

nr ∈ . 

Wireless networks are subject to many attacks such as data intercepting, tempering 
etc; therefore, there exist many potential risks. The degree of risks is relative to the 
environments and application requirements. Risk levels justly reflect the extent of 
potential threats. We assume IDS/IPS can report the potential risk levels in real time, 
and then we can adjust security policy according to the risk levels. 

Normal services can be provided only when the QoP levels are higher than risk 
levels. So there is a problem how to select security policy. The related algorithm can 
be described as follows:  
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Supposing that the risk levels vector from IDS/IPS is [1, 2, , ]R n= , then we can get 
an optional policy matrix D , 
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 Every element in matrix D  indicates an optional security policy configuration. The 

total of schemes provided by the system is 
1

m

ii
N

=∏ , where 
i

N denote the number of 

optional policy.  
To understand the impact of QoP on QoS further, we get a theorem as follows. 

Theorem 2: For a risk-aware multi-level QoP and QoS model, if there exists a 
security policy p which satisfy QoS and QoP requirements simultaneously, then its 

impact on QoS must satisfy the equation,
1 1

( )
i

m m

ir ini i
f pC C

= =
≤ ≤∑ ∑ , where [1, ]ir n∈  

denotes the current risk levels of the corresponding security feature. 

Proof: If the security policy p satisfies requirement of QoS/QoP simultaneously, then 
the protection levels corresponding to the security policy p  are not smaller than risk 
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levels vector , [1, ]
i

r i m∈  at least. So if we can choose the security policy with the 

same level of risk, the impact I  on QoS is calculated as below. 

1 1
_ ( )

i i

m m

ir iri i
I min f P C

= =
= =∑ ∑  (13) 

When choosing the security policy with the maximum QoP level, the impact of QoP 
on QoS is calculated as 

1
_ .

m

ini
I max C

=
= ∑  (14) 

When choosing the security policy in the optional sets at random mode, the impact of 
QoP on QoS is calculated as 

1

1

1
.

m n

iji j r
I C

n r= =
=

− +
∑ ∑  (15) 

According to Lemma 1, ( )f p must be limited in the range of value of the Eq. (14) and 
Eq. (15), so the equation is easy to be proofed. 

4   Generic Risk-Aware Multi-level QoP/QoS Framework 

In this section we present a generic multi-level QoP/QoS framework for wireless 
multimedia networks. The progress of wireless technique enables more mobile 
devices such as PDA, Mobile Phone to access internet through wireless networks. 
Deploying real time multimedia applications in these devices not only require 
considering their capability of CPU, Memory and IO fully, but also require providing 
enough security. So we provide a generic risk-aware multi-level QoP/QoS framework 
which can provide tunable security service and performance support, especially 
appropriate to wireless networks with stringent resource constraints.  

 

Fig. 1. A Generic Tunable QoP and QoS Framework 
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Fig. 1 shows a generic multi-level QoP/QoS framework, which consists of multi-
level QoP module, multi-level QoS module, and a coordinator module. The 
coordinator module is charge of negotiating and providing service for QoP/QoS 
requirements. When the negotiation is agreed, it constantly adjusts the QoP levels and 
QoS policy to meet the requirement of an application according to system risk levels 
and status of system resource. 

Multi-level QoP module includes IDS/IPS and QoP adjustment components. 
IDS/IPS monitors the incoming and outgoing network traffic, the system files and the 
running process, and reports the risk according to the abnormality distance [19]. 
Multi-level QoP components provide the response according to the risk levels issued 
by the IDS/IPS. The most likely responses [20] in wireless network is to reinitialize 
communication channels between nodes, the corresponding measures may include the 
adjustment of the security policy such as adding the authentication, integrity, or 
confidentiality mechanisms, altering encryption algorithms, or altering key lengths of 
algorithms. In this paper we focus on the alteration of cryptographic algorithm and 
key lengths.  

Multi-level QoS module consists of QoS monitor and QoS adjustment components, 
they coordinate to satisfy QoS requirement of applications. QoS monitor module is 
uninterruptedly monitoring the QoS metrics of real-time applications. The metrics of 
performance monitor includes delay, jitter, and bandwidth, and packet loss rate. If the 
metric is in the critical rang of its value, QoS adjustment components will be invoked 
to improve QoS performance according to the status of system resource. QoS 
adjustment components mainly consist of traffic classifier, packet scheduling, and 
channel access. In this paper, we only focus on the packet scheduling through altering 
the priority of packets. 

5   Risk-Aware Multi-level QoP/QoS Optimizations Algorithms 

Since the implementation of QoP inevitably affects QoS, to decrease the impact of 
QoP on QoS and meet QoS requirements simultaneously in wireless networks with 
limited resources, some effective algorithms are required to achieve the optimization 
and tradeoff between QoP and QoS. The objective of optimization is to maximize 
QoS under the condition of certain QoP. 

To accomplish the optimization and tradeoff between QoP and QoS in wireless 
networks, we adopt the method of dynamically selecting security policy, which is 
especially fit to the devices with limited computation resource. When risk levels 
change, we select security policy with the same QoP level. In such a way, we can 
decrease the impact of QoP on QoS to minimum. At the same time, if QoS can’t be 
satisfied because of variability of channel in wireless networks, we can also call QoS 
adjustment components such as altering the priority of packets to improve QoS 
according to QoS monitor.  

Our algorithms consist of two parts, one is risk-aware multi-level QoP adjustment 
algorithms, and the other is QoS optimization algorithms. Some parameters are listed 
in Table 1. 
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Table 1. Parameters in Algorithms 

Parameters Descriptions 

*qos  
A variable denoting an initial QoS value being negotiated by the 

parties, satisfying 
1 2 max

* { }qos qos qos qos∈ ≤ ≤ ≤  

*qop  
A variable denoting an initial QoP value being negotiated by the 

parties, satisfying 
1 2 max

* { }qop qop qop qop∈ ≤ ≤ ≤  

*pr  
A variable denoting an initial priority value being negotiated by the 

parties, satisfying 
1 2 max

* { }pr qop qop qop∈ ≤ ≤ ≤  

( )S t  QoS value of an application in real time 

( )R t  Risk level issued by IDS in real time 

( )pr t  Priority of  packets for an application in real time 

In Table 1, *
qos  and *

qop are calculated by the Eq. (9) and Eq. (2), respectively, 
*

pr  denotes the priority of packets. maxqos  and 1qos denote the highest QoS level and 

the lowest QoS level respectively. maxqop  and 1qop  denote the highest and lowest 

level of security services. maxpr  and 1pr  denote the highest and lowest priority level. 

5.1   Risk-Aware Multi-level QoP Adjustment Algorithms 

Wireless networks are more subject to attacks, and thereby some strong security 
mechanisms are adopted. However, these mechanisms may affect the performance 
severely. To decrease the impact to minimum, risk-aware multi-level QoP adjustment 
algorithm is presented in this paper. When the risk levels are larger than the level of 
security protection, QoP adjustment components will be enabled to improve QoP 
level in order to weaken potential threats. There are many modes to adjust security 
policy. The minimization protection mode may be the best choice. QoP adjustment 
algorithm is described as follows. 

Algorithm 2. QoP-Adjust 
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*

* *
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5.2   QoS Optimization Algorithms 

The shared media and attenuation of channel in wireless network make QoS 
assurance more challenging than in wireline networks, therefore more QoS 
mechanisms should be considered when providing QoS support. Once performance 
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decreasing, the mechanisms can be invoked. We take priority adjustment as an 
example to introduce QoS optimization algorithms. We assign a priority of packets 
according to the QoS requirements in initialization, and then adjust the priority of 
packets to improve QoS according to the monitoring of QoS in run-time. At the same 
time, the system adaptively changes QoS according to the priority and the monitored 
QoS metrics. The optimization algorithms consist of QoS adaptive algorithm and 
priority adjustment algorithm, which are depicted as below respectively. 

When the priority of packets is maximal and detectable QoS level is larger than 
minimum level, *

qos  can be degraded properly. But it should be ensured in the pre-

specified range. When *
qos  is smaller than the minimum and *

qop  level is larger than 

the risk level, *
qop  level can be decreased to improve *

qos , otherwise the application 
should be discarded. 
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When detected *
qos  is smaller than pre-specified requirement, we can increase the 

priority of packets to improve *
qos . When *

qos  is larger than pre-specified 
requirement, we can decrease the priority the algorithms is described as below. 

Algorithm 4. Pr-Adjust 
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Although we can adjust the priority of packets to improve *
qos , it cannot assure the 

satisfaction of QoS. Our algorithms consist of monitoring of QoS performance, so we 
can adjust *pr  and QoP policy to assure QoS before exacerbation of QoS. 
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6   Experimental Studies 

VoIP application is a very typical of multimedia application. In this section we take 
wireless VoIP as an example to simulate and demonstrate our model and algorithms. 

6.1   Experiment Setup 

We set up a wireless LAN test bed to simulate 802.11 wireless network transmit. The 
test bed consists of two servers (an ftp server and a voice gateway server) behind an 
access point, and three mobile clients. The access point and stations send packets by 
the rate 11Mbps. We assume use of G.729 as audio codec, and emulate VoIP traffic 
by UDP packets with 32 byte data at the rate of 50 packets percent second between a 
voice gateway and a voice station. We also simulate the background data stream by 
ftp uploading and downloading between one ftp server and two data stations. All the 
computers are running RedHat Linux 9 with kernel version 2.6.9-5. Fig. 2 shows the 
topology of the test bed, in the figure the voice station send packets to voice gateway, 
Data station 1 and 2 uploads and downloads files to simulate the background streams 
respectively.  

 

Fig. 2. Network Topology for Experiment 

6.2   Experimental Results 

In this subsection, we take DES, AES with three different key lengths as encryption 
policy and MD5, SHA1 as integrity policy to simulate the impact of different QoP 
policies on QoS, and we also assume risk levels with one-to-one mapping relation to 
QoP policy. Then we simulate the Risk-aware Multi-level QoP and QoS algorithms 
(RMQQ) as described in Section 5. 

To measure the impact of QoP on QoS in wireless VoIP applications, we used a 
VoIP performance metric R  proposed in [16-17], which takes into account delay, loss 
rate, and the type of the encoder. R is defined in Eq. (16), which reflects QoS of VoIP 
application and should provide a value above 70. If the value is blow 70, the quality 
of VoIP can’t meet the requirements. 

94.2 0.024 0.11( 177.3) ( 177.3)
11 40 log(1 10 )

R d d H d
e

= − − − −
− − +  

(16) 
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where d  denotes delay, it consists of codec delay, playback delay and network delay. 
If we consider the delay caused by different security level services, the delay should 
include qop  delay denoted by 

qopd . 

code playout network qopd d d d d= + + +  (17) 

Some experimental parameters and the combination of algorithms are shown in  
Table 2 and Table 3 respectively. 

Table 2 lists some delay parameters in Eq. (18). 
network

d and qopd  are parameters 

which are attained by our experiment.  

Table 2. Experimental Parameters 

Parameters Value 

codec
d  25ms 

playoutd  60ms 

playoute  0.005 

sending rate  50packet/sec 

packet size  32byte 

wireless bandwith  11Mpbs 

Table 3 lists the combination of encryption algorithms and integrity algorithms. 
DES and AES can achieve encryption feature. DES is replaced by AES in wireless 
networks by virtue of lower security level of DES in comparison with AES. Both 
MD5 and SHA1 can achieve integrity, the security level of MD5 is lower than SHA1, 
but its efficiency is more than SHA1. 

In order to calculate QoP levels of different algorithms combinations in Table 3, 
we compile Cypto Libraries [18] in gcc at the voice station IBM T60 with the 
configuration Genuine intel® CPU T2400@1.83GHz and 512M memory. We do 
1000 experiments to get the average throughput of algorithms as shown in Table 4. 

Table 3. QoP Level of Different Policy Configuration 

QoP Policy QoP Level  System Risk Level 
DES-MD5 1 1 

AES128-MD5 2 2 

AES192-MD5 3 3 

AES256-MD5 4 4 

DES-SHA1 5 5 

AES128-SHA1 6 6 

AES192-SHA1 7 7 

AES256-SHA1 8 8 



48 Y. Xiao et al. 

Table 4. Throughput of Different Algorithms (Mbps) 

Alg. Key Length(bits) IBM T60 
DES 56 109.2Mbps 
AES 128 85.0Mbps 
AES 192 79.5Mbps 
AES 256 72.9Mbps 
MD5 - 288.7Mbps 
SHA1 - 103.8Mbps 

According to the average throughput of each algorithm, we can easily to sort and 
set their QoP levels due to the positive correlation between the QoP levels of 
algorithms and compute complexity.  

In order to simulate RMQQ algorithm, assume that we can get the risk levels from 
IDS or IPS. Because the risk levels are varied with the potential attacks and the 
environments, so in the experiment we adopt a random method to simulate the 
variation of risk levels. We assume that risk levels change once per hour, and we 
don’t distinguish specific security features and adopt composite QoP level in Eq. (2) 
to correspond to risk levels. When risk levels are varied, we adopt QoP policy with 
the same level or the higher level. System risk levels and QoP policy corresponding to 
risk levels are also shown in Table 3. 

We adopt the security algorithms in Table 4 to simulate the adjustment of QoP 
policy, i.e, we encrypt packets in information source and decrypt them in receiving 
end. At the same time, data station 1 uploads big movie files to the ftp server and data 
station 2 downloads files from the same ftp server. Our monitoring time is about 1 
minute, 3000 packets. We do experiments about one hour for every algorithm 
combination, then we average the delay and packet loss, the results is shown in Fig. 3 
and Fig. 4, respectively. 
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Fig. 3. Variation of R-Score with QoP Level 
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                  (a) Delay with QoP Policy                             (b) Packet Loss with QoP Policy 

Fig. 4. Performance of QoP Policy 
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Fig. 5. Variation of Risk level for RMQQ/LAP   Fig. 6. Variation of R-Score for RMQQ / LAP 

Fig. 3 shows the relation between QoP level and R-Score. From the graph we can 
draw a conclusion that R-Score decreases with QoP level increasing.  

Fig. 4 shows the VoIP delay and packet loss rate with different QoP policy. The 
higher the QoP level of security policy is, the more the performance impact on QoS 
is. RMQQ gets the result in the range of the minimum and maximum owing to 
adjusting the policy according to the variation of risk levels. 

In comparison with LAP [15], we simulate the snapshot of RMQQ and LAP. Fig.5 
shows the variation of QoP policy with the risk levels in RMQQ and LAP. We choose 
QoP policy in minimum protection mode because of the negative correlations 
between QoP and QoS. The line of RMQQ accords with the variation of risk level, so 
the line of the risk level variation is not depicted in the Fig. 5 and Fig. 6. As for LAP, 
there is a probability of near 50% that QoP levels are lower than risk levels. That is 
because LAP adjusts QoP policy according to QoS. Relative to RMQQ, LAP cannot 
guarantee QoP level is higher than risk level, so it suffers from more security threats. 

Fig. 6 shows the impact of RMQQ on QoS, and the impact of LAP on QoS in the 
threshold of packet loss 1.8% and threshold of delay 13ms. The average R-Score of 
two schemes are 74.11 and 74.44 respectively and are very close. But when the risk 
levels are higher, R-Score of LAP is a little better than that of RMQQ, that is because 
that LAP does not consider the potential risk, and change QoP policy according to 
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QoS only. When the risk is lower, RMQQ choose the QoP policy with lower level 
while the QoP polices of LAP varies little, and their R-Scores are 76.0048 and 69.39 
respectively. Relative to LAP, VoIP quality of RMQQ increases about 10%. From 
Fig.5 and 6, the fluctuation of scheme RMQQ seems rapider than LAP, that is 
because we assume that the variation of risk levels occurs every an hour in interval at 
random. However in reality the changing of risk levels often varies slowly. 

7   Conclusion 

In this paper, a risk-aware multi-level QoP/QoS optimization model is presented, 
which can efficiently solve real time multimedia applications with security and 
stringent QoS requirement in wireless networks. It can dynamically adjust QoP policy 
according to the risk issued by IDS, and provide multi-level security services, 
decrease the impact of QoP on the QoS, and guarantee QoS of applications. 
Experiments demonstrate that the risk-aware multi-level QoP/QoS model can not only 
provide multi-level QoP/QoS services, but also achieve optimization and make a nice 
tradeoff between QoP and QoS. The more important is that it extends the early idea of 
adjusting QoP policy according to QoS metrics only and integrates security with QoS 
into one model, which can efficiently coordinate QoP with QoS. Future work will 
introduce heuristic algorithm to solve the multi-level QoP/QoS optimization problem. 
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Abstract. Peer-to-Peer (P2P) approaches are gaining increasing popu-
larity for video streaming applications due to their potential for Internet-
level scalability. P2P VoD (Video On-Demand) applications pose more
technical challenges than P2P live streaming since the peers are less
synchronized over time as the playing position varies widely across the
total video length along with the requirement to support VCR opera-
tions such as random seek, Fast-Forward and Backward (FF/FB). We
propose COCONET in this paper, which uses a distributed cache partly
contributed by each participant thereby achieving a random content dis-
tribution pattern independent of the playing position. It also achieves an
O(1) search efficiency for any random seek and FF/FB operation to any
video segment across the total video stream with very low maintenance
cost through any streaming overlay size. Performance evaluation by sim-
ulation indicates the effectiveness of COCONET to support our claim.

Keywords: peer-to-peer, Video On-Demand, streaming, overlay
network, co-operative cache.

1 Introduction

Today’s Internet provides a powerful substrate for real-time media distribution
due to the widespread proliferation of inexpensive broadband connections which
makes live streaming and on-demand media applications more important and
challenging. As mentioned in [1], YouTube has about 20 million views a day
with a total viewing time of over 10,000 years till date which clearly makes VoD
streaming to be one of the most compelling Internet applications. P2P approach
of content distribution has already being proved to be useful and popular for file
sharing and live streaming systems with a plethora of applications found in the
Internet. P2P based design can achieve significant savings in server bandwidth
for VoD systems also, as stated in [1]. But, unlike live streaming applications,
very few P2P VoD systems have being implemented and successfully deployed
over the Internet. In order to alleviate server load, the state-of-art P2P VoD
systems allow peers exchange video blocks among each other having overlapped
playing positions. In a VoD session, the users watching the same video may
well be playing different parts of the stream, and may issue VCR commands at
will to jump to a new playback position leading to fundamentally lower levels

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 52–68, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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of content overlap among the peers and higher need for frequently searching
new supplying peers. It is observed that efficient neighbor lookup is important
for supporting VCR operations. [9] presents a detailed analysis on a large scale
P2P VoD system and enumerates the major design challenges. Among these,
the fundamental challenge in designing a P2P VoD system lies in offering VCR
operations such as random seek/FF/FB which require greater control over the
coordination of peers. This is very unlike live streaming where the users are
always in the same playing position and have no VCR related operations.

We propose COCONET, a novel and efficient way of organizing peers to
form an overlay network for supporting efficient streaming and neighbor lookup
for continuous playback or FF/FB VCR operations. COCONET utilizes a co-
operative cache based technique where each peer contributes a certain amount
of storage to the system in return for receiving video blocks. COCONET uses
this co-operative cache to organize the overlay network and serve peer requests,
thereby reducing the server bottleneck supporting VCR related operations. In
current P2P VoD systems, peers share video segments only with nearby (for-
ward/backward) neighbors based on its playing position [1]. We envision a prob-
lem with this type of content distribution scheme. In highly skewed viewing
patterns, most of the peers are clustered around a particular playing position
and very few peers are scattered at different positions throughout the video
length, thereby the peers may not find any or very few neighbors to satisfy their
demand. COCONET avoids this situation and is able to serve peers that are
at random playing positions which are not at all related to the sender’s playing
position.

In order to find new supplier peers at different parts of the movie length,
P2P VoD systems need to maintain an updated index of the live peers with
their available video segments. Currently most deployed P2P VoD systems rely
on centralized trackers for maintaining the index. This mechanism imposes a
huge query load on the tracker with the expansion of the system. COCONET
does not use indexing at the tracker. Instead, the tracker only maintains a small
subset of live peers which is queried only once as a rendezvous point when a
new peer joins the system. Each COCONET peer builds an index based on the
co-operative cache contents which helps to find any supplier peer for any video
segment throghout the enitre video length.

Our main contributions in this paper are: (1) We are able to achieve a search
efficiency of O(1) during continuous playback or random seek to any position
across the entire video stream with a high probability; (2) The control overhead
of COCONET is also low to maintain the overlay structure upon any peer dy-
namics when the system is being subjected to heavy churn and moreover it has
better load balancing and fault tolerance properties; and (3) One of the attrac-
tive features of COCONET is a distributed contributory storage caching scheme
which helps to spread the query load uniformly through the overlay and orga-
nizes the overlay in a uniform and randomized fashion which makes the content
distribution independent from playing position.
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The remainder of this paper is organized as follows. In Section 2 we survey
related work from the literature. Section 3 presents the preliminary design struc-
ture and key ideas. In Section 4 we discuss the detailed protocols in COCONET
and analyze their performance. Section 5 presents performance evaluation of
COCONET using simulations and we conclude in Section 6.

2 Related Work

The most studied overlay design for video streaming in the literature is tree and
mesh structure. Over the last decade, many proposals have been put forward
such as P2Cast [13] and oStream [11] where the basic stream is provided by an
application layer multicast tree which searches for appropriate patching streams
from the root peer. Similar to the tree-based schemes, P2VoD [3] organizes nodes
into multi-level clusters according to their joining times. The major problem with
these kind of overlays is its difficulty to maintain a consistent structure which is
vulnerable in a highly dynamic environment typical of P2P based VoD systems.
Multi-tree approach was proposed by SplitStream [12] where the video stream
is divided into multiple sub-streams using coding techniques. One stream is sent
through each tree which achieves better resilience to tolerate failures since even
if one tree fails, the peers will continue to receive video blocks through the other
trees with a possibly degraded quality.

PROMISE [4] uses mesh-based overlays for streaming. Although they improve
bandwidth utilization by fetching data from multiple peers, supporting VCR
operations in VoD service such as random seek is not easy since it is difficult to
have a neighbor lookup mechanism to locate supplier nodes. Mesh-based overlays
are useful for distributing the content but is not so effective for searching which
is one important criterion for supporting VCR operations in a VoD system as
indicated in [2].

A dynamic skip list based overlay network is proposed in [2], where all the
peers are connected sequentially according to their playback progress at the
base layer of the skip list and each peer may also randomly connect to a few
adjacent peers on the higher layers. The lookup efficiency is shown to be O(log N)
where N is the total number of peers. A ring assisted overlay is proposed in [5],
where each peer maintains a set of concentric rings with different radii and
places neighbors on the ring based on the similarity with their cached content
with a search complexity of O(log(T/w))) where T is the video size and w is
the buffer size. Many DHT based approaches have also been proposed such as
[6], but a DHT lookup takes logarithmic messaging complexity with respect to
the number of peers in the system. With playback progress, cached blocks are
frequently flushed off from the buffer which will cost a DHT update and this will
incur a lot of overhead in the long run. InstantLeap [10] proposes a hierarchical
overlay network which is based on the playing position of the peer. Peers are
divided into a number of groups where each peer belongs to one group at a
time and maintains limited membership information of all the other groups by
exchanging random messages which helps to perform any random seek operation
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in O(1) messaging overhead. COCONET also achieves a O(1) lookup complexity
but with reduced protocol overhead than [10]. This can be observed from the
fact that [10] builds its index based on each peer’s playing position i.e. available
segments in the playing buffer. So whenever any peer changes its playing position
due to continuous playback/leap and moves from one group to another, the index
needs to be updated which involves a lot of messaging overhead. In contrast,
COCONET is completely independent of playing position and builds its index
based on the stable storage buffer which is kept unchanged as long as the peer
is in the system. Thus, COCONET completely avoids the costly and frequent
index update operation as the peers change their playing position and also helps
for better segment availability of the entire system.

3 Design Principle

We present the basic system model in this section. We have N peers in the system
and a Video Server S which stores the entire video with an upload capacity of
Su Mbps. A centralized tracker T maintains sT , a set of t live peers in the
system and is updated with a periodicity of tT . The video is divided into M
segments and the play time for each segment is tM with a data rate of D.
Each peer contributes a part of storage space to the system which is defined
as the storage buffer (aka. storage cache or co-operative cache) with a size of b
segments. For the sake of simplicity, we assume segment level granularity at all
the levels of COCONET. Each peer also has a playing buffer of size k segments
which contains the current playing segment and a few consecutive segments for
supporting continuous playback and pre-fetch. The entire system parameters are
listed in Table 1 for easy reference, with some of them explained in later sections.
The system architecture diagram of a COCONET node is shown in Figure: 1.

3.1 Membership Management

Gossip-based algorithms have recently become popular solutions for message
dissemination in large-scale P2P systems. In a typical gossip-based scheme, each
peer sends a message to a set of randomly selected nodes which in turn repeat the
process in the next round. The gossiping continues until the message has reached
everyone. The inherent random property of gossip helps it to achieve resilience to
failures and enable decentralized operations but at the cost of redundancy. The
two most important knobs of gossip are: fan-out and ttl. Fan-out is the number of
gossip partners maintained by each peer and ttl is the number of gossip rounds
before the message is discarded. As stated in [7], for gossip to be successful
the partner list should be a randomized subset of the entire population and
should be refreshed before each gossip round. In COCONET, the membership is
managed by disseminating join messages randomly to a set of peers which in turn
forward to some other peers or keep it with a certain probability, thereby keeping
the overlay connected. We employ this mechanism for membership management
which is similar to SCAMP [7] with some modification which will be described
later. Based on the join messages, each peer p maintains the InView (peers
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Table 1. List of System Parameters

Definition Notation
Number of Peers N

Video Server S

Tracker T

Tracker Size sT

Number of total Video Segments M

Play time of one video segment tM

Size of storage buffer b

Size of playing buffer k

Failure tolerance c

TTL for Join Message ttlj
TTL for Gossip Message ttlg
SegmentMap SM

TimeOut for SegmentMap tS

Intial Buffering delay tb

Gossip Periodicity tg

Tracker Update Periodicity tT

Peer Upload Capacity Pu

Peer Download Capacity Pd

Server Upload Capacity Su

Data Rate D

Storage Buffer Request Timeout ts

Playing Buffer Request Timeout tp

Fig. 1. System view of a COCONET node
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which know the existence of p) and OutView (peers that p knows to exist) set
as a partial view of the entire system which helps to facilitate node join/leave
operations.

3.2 Co-operative Caching

As already mentioned, each peer in the system has to contribute a part of its
storage as storage cache to serve other peers. Contribution awareness is already
very popular in P2P file sharing applications which helps in increasing system
resource and is also employed in VoD systems such as [9]. But to efficiently
manage this distributed storage for better performance in alleviating server load
is still a significant challenge. COCONET tries to solve this problem where each
peer on joining the system randomly caches b segments in its buffer in the hope of
serving other peers when it is required. The segments in the storage cache remain
unchanged as long as the peer remains in the system. This randomly distributed
cache helps to increase system stability as there is very little chance that any
video segment will be unavailable in any of the participating peers. This in turn
translates to server load alleviation to a large extent which is another advantage
for COCONET. The major chance for segment unavailability in COCONET is
due to insufficient bandwidth resources for which the peer will be forced to query
the Video Server, S.

3.3 Neighborship Management

As mentioned, efficient neighbor lookup is one of the key requirements in VoD
systems for supporting VCR related operations. Each COCONET peer achieves
this by maintaining a SegmentMap, SM which is basically a list of M entries
with the i-th entry, Si

M representing the set of peers that have cached the i-th
segment in their storage buffer. The underneath mechanism is a gossip-based
algorithm which helps to disseminate SM information through the entire over-
lay. The gossiping is done through the peer list of OutView which is constructed
during the join operation. The gossip-based scheme will help to fill up SM for
each peer. So, essentially SM serves as an index for the entire set of M segments
and is utilized for neighbor lookup. It is trivial to observe that VCR operations
can easily be satisfied by looking up SM for the corresponding peers contain-
ing the required segments and downloading from them. Given, SM is correctly
maintained, any lookup operation can be satisfied in O(1) messaging complexity
by COCONET. We also maintain an additional failure tolerance factor c, which
means that we keep c distinct peer entries for each entry, Si

M in SegmentMap.
Since there are a total of M segments in SM , so the total number of entries in
the SegmentMap of a COCONET peer comes to cM . This tolerance factor, c is
a design choice and can be tuned according to application demand which will
essentially help to tolerate peer departure/failure during churn conditions. We
discuss the detailed protocol in Section 4.2.
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3.4 Content Distribution Pattern

Existing P2P VoD systems distribute content from the playing buffer which is
highly synchronized according to the paying position and requires any peer to
download a video segment from another peer within the same playing segment or
the next few consecutive segments. In highly skewed viewing patterns, if a peer
issues a request for a segment with no nearby peer then the system fails to answer
and has to resort for server resource. As a contrast, COCONET utilizes the
storage buffer for content distribution and so is independent of playing position
making any peer to download from a random peer with a completely different
playing position. Thus, the previous situation due to highly skewed viewing
patterns will have less severe impact in COCONET since the content distribution
pattern is completely randomized.

4 Detailed Protocol

One of the important design goals of COCONET is to populate SM as quickly as
possible with a tolerance factor of c. This means that there should be c neighbors
on average for each SegmentMapID, Si

M . The fill-up size of SM should be cM
which is the target value for each peer. The importance of SM in COCONET
is obvious since all the neighbor lookup is performed through it and efficient
maintenance of SM is critical for system performance. To achieve a total size
of cM , it needs to contact at least cM/b neighbors since each neighbor has b
segments in storage buffer. An important theorem from SCAMP [7] states that,
given a group size as N and the partial view size maintained at each peer as
O(log N), the probability for a gossip to reach every member in the group con-
verges to e−e−c

provided the link/node failure probability is not greater than
c/(c + 1). COCONET exploits this theorem to reach a group size of cM/b by
maintaining a partial view (i.e., OutView) size of log(cM/b). The partial view
represents a randomized subset of the total number of peers in the system and
thus, we use the partial view as gossip partners which will help to effectively
disseminate the information among the participants. For gossip to be success-
ful, logarithmic number of neighbors are required for information dissemination
and within logarithmic rounds there is a high probability that the information
reaches every member in the group, as pointed out in [7]. So, COCONET sets
information dissemination gossip fan-out to be log(cM/b) and within log(cM/b)
rounds of gossiping there is a high probability that the storage buffer informa-
tion of the source peer has reached the required number of peers. Thus, there
is a high probability that total list size for SM to approach cM in logarithmic
gossip rounds only.

4.1 Protocol for Join/Leave Operation

Each COCONET node is provided with a unique identifier. Tracker, T maintains
a partial list of t live peers (t is maintained through periodic updating by the
peers). Each joining peer initially contacts the tracker to acquire a contact peer.



COCONET: Co-operative Cache Driven Overlay NETwork 59

Then the joining peer sends a join message to the contact peer. The join protocol
is very similar to SCAMP [7] with a little tuning. The join message is a 3-tuple
of 〈sender peer ID, join peer ID, ttlj〉, where sender peer is the one that sends
the join message, join peer is the one that have initiated the join protocol for
entering the system and ttlj refers to the number of hops by the join message
before it is killed. ttlj is set for limiting the number of join rounds so that it may
not move for an infinite number of times and is generally killed whenever any
peer receives the same message for more than 10 times by simply discarding the
received join message. Any peer other than the contact node, receiving a join
message either keeps it or forwards it to a random neighbor from its OutView
with a probability proportional to log(cM/b)/OutV iew.size. This helps to keep
the OutView size close to log(cM/b) with a high probability and will be used
later for gossiping to disseminate information of SM . The pseudo-code of join is
listed in Table: 2.

Table 2. Join Protocol

At Join Node:
contact node ← Tracker
OutView ← OutView ∪ {contact node}
send join(contact node, join node, )

At Contact Node:
InView ← InView ∪ {join node}
forall n ∈ OutView

send join(n, join node, ttlj)

At Other Nodes:
if (ttlj == 0)
return /* drop the join msg if ttl expired */

with probability log(cM/b)/OutV iew.size do

if (join node /∈ OutView)
OutView ← OutView ∪ {join node}

else

choose randomly n ∈ OutView
send join(n, join node, ttlj − 1)

The protocol for leave operation involves the modification of InView which is
essentially a list consisting of nodes which contains its nodeID in their partial
views. The leaving node simply informs c + 1 random neighbors in InView to
replace its nodeID with a random neighbor selected from the partial view of the
node that invoked the leave operation. Then, it informs the rest of the neighbors
in InView to simply remove its nodeID entry without replacing it. This protocol
is entirely local and requires no global information. The protocol is simple and
we skip its pseudo-code for brevity of space.
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4.2 Protocol for SegmentMap Exchange

The SegmentMap exchange is the essential component of COCONET which
helps to populate SM by gossiping with neighbors in OutView. To achieve re-
liability, gossip sends a lot of redundant messages across the communication
channel which is not suitable for bandwidth hungry streaming applications. So
we need to tune the gossip protocol to avoid sending excessive messages after a
certain system criterion is met. The gossip messages are sent according to some
probability proportional to ( c

avg. entry size of SM
). This ensures that gossiping

will be switched off when the average entry size of SM comes close to c with a
high probability. During peer churns, COCONET detects and removes the dead
entries from SM and if the average entry size of SM goes below c, gossiping will
be switched on automatically in the next cycle resulting in repopulating SM . The
gossip message is a 4-tuple 〈sender node ID, this→node ID, ttlg, SegmentMap
information〉 where ttlg is set to be O(log(cM/b)) for effective information dis-
semination as discussed above. Any peer receiving a gossip message employs a
push-pull based dissemination mechanism wherein the receiver peer sends its
SM information to the sender and also updates its SM from the sender. The
pseudo-code of SM exchange is listed in Table: 3.

Table 3. SegmentMap Exchange Protocol

At Sender Node:
avg entry size ← ∑M

i=1SM [i].size/M
with probability ∝ c

avg entry size
do

choose randomly n ∈ OutView
send gossip(n, node ID, ttlg, SM )

At Receiver Node of gossiped Ss
M :

if (ttlg == 0)
return /* drop since ttl expired */

for i ← 1 to M do

SM [i] ← SM [i] ∪ Ss
M [i]

choose one random n ∈ OutView
send gossip(n, node ID, ttlg − 1, Ss

M )

4.3 Protocol for Caching

This protocol is very simple where each COCONET peer randomly selects b
segments for caching. After joining and the SegmentMap established, it sends
download request to other peers if any entry is found in SM . If it receives a pos-
itive reply within timeout from any peer p then it downloads from p. Otherwise,
it requests the server S for the segment.
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4.4 Protocol for Retrieving Segments

One of the most frequent operations in COCONET is the lookup operation for
supporting continuous playback or random seek. Usually the query will be for a
particular segment i and the system is required to return a neighbor list where
each of the neighbors contain the segment i in its storage buffer. It is trivial to
observe that for lookup operation to be successful in COCONET it is essential
that SM is maintained correctly with sufficient number of entries to tolerate
failures. As mentioned, COCONET tries to keep c neighbor entries for each
segment so that a maximum of c − 1 failures can be tolerated without disrupting
system performance. COCONET maintains the overlay network ordered on the
basis of storage buffer blocks and does not consider the playing buffer for message
dissemination. The pseudo-code of look-up is listed in Table: 4.

Table 4. Lookup Protocol

Input: Query for segment q
At Node n:
for i ← 1 to b do

if (storage buffer[i] == q)
return storage buffer[i]

multicast download request(SM [q], q)
wait for availability reply with timeout
if (timeout == false)

select peer p with earliest reply timestamp
send download request(p, q)
receive segment from p
return

else

send download request(S, q)
receive segment from S

5 Experimental Evaluation

In this section we present our simulation results for COCONET. We have imple-
mented a discrete event simulator in C++ supporting an overlay size of 10,000 or
more simultaneous peers. We have used GT-ITM [8] to generate the underlying
physical network for our simulations based on transit-stub model. The network
consist of 15 transit domains, each with 25 transit nodes and a transit node is
connected to 10 stub domains, each with 15 stub nodes. We randomly choose
peer from the stub nodes and place the video server on a transit node. The delay
along each link was selected proportional to the Euclidean distance between the
peers. We have set our simulation settings to be Pu = 1 Mbps, Pd = 4 Mbps
and Su = 80 Mbps with D = 500 kbps and the total viewing length of the video
to be 128 minutes. Each segment size is set to be 3.7MB which corresponds to
one minute video length. Each experiment was run for a length of 7,500 seconds.
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The peers join the overlay following a Poisson arrival model with arrival rate,
λ = 0.1. The peer departure pattern follows an exponential distribution with an
expected life time of 20 minutes. The other static parameters of our simulation
are: M = 128, tj = 25, tM = 60 sec, t = 250, k = 2 segments, b = 4, 8, 16
segments, c = 4, tS = 5 sec, tg = 20 sec, tT = 50 sec, ts = tp = 25 sec. We do
not assume any transmission error in channels. For designing a VoD system it is
important to efficiently utilize the upload bandwidth of all the peers in the sys-
tem since it is the most scarce system resource and so we perform our discussion
of experimental analysis to its usage efficiency. We avoid peer download anal-
ysis since download bandwidth is less likely to be the system bottleneck as we
assumed it to be four times compared to upload bandwidth for each peer in our
simulation settings. We also assume streaming a single video in our simulation
scenario which is more simple to analyse.

5.1 Server Load

One of the most important objectives of P2P VoD system is to reduce server load.
Figure 2 shows the server load with varying overlay sizes in COCONET. Server
load is measured on a per streaming session basis, where it is measured by the
percentage ratio of the total number of downloaded segments from the server to
the total number of downloaded segments by all peers in the entire session. As we
can observe from Figure 2, there is a slight increase of server load with increase in
overlay size which is around 2% rise for every increase of 2,000 in overlay size. This
is a very narrow increase rate and so we can conclude that COCONET scales well
to large overlay sizes. Another interesting fact to observe is that, for similar overlay
sizes, server load is greatly reduced on increasing the size of storage buffer. This
can be intuitively justified by noticing that, the overall system demand remains
same but system availability increases since there will be more number of available

Fig. 2. Server load for varying overlay sizes
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Fig. 3. Storage buffer efficiency for varying overlay sizes

Fig. 4. Probability density plot for a function of number of downloaded buffer segments
in a 10,000 node network

segments with higher value of b. Analyzing more specifically, we observe that there
is a significant amount of server load alleviation when b goes up from 4 to 8 with
around 15% reduction for 4,000 and 6,000. This effect is not so prominent when b
goes from 8 to 16 which is around 4% in average.

5.2 Storage Buffer Usage Efficiency

In this section we study the buffer usage efficiency as this will be an important
indicator for COCONET system performance. For each session, we measure the
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total number of storage buffers available in the system which is a constant,
b × N and the total number of storage buffers that have been downloaded one
or more times. We calculate the buffer usage efficiency by taking the ratio of
the previous two parameters and plot the results in Figure 3. With a higher
value of b, there are more number of available segments in the system which in
turn helps to distribute the segments more efficiently among the peers. We also
plot the probability density function of storage buffer usage for one streaming
session in Figure 4 with an overlay size of 10,000 for b = 8 and we observe that
the majority usage pattern is uniform excepting a somewhat higher usage at one
point.

5.3 Load Balancing

In this section we experiment on the available upload bandwidth usage for each
peer. We plot the results in Figure 5 which corresponds to the aggregated band-
width utilization efficiency for all peers per streaming session. The plots show
the average efficiency calculated over all the peers for a streaming session. We
observe an increase of efficiency with increase of both overlay size and storage
buffer size. For all the cases, the total segment availability of the system rises
which translates to a better upload bandwidth efficiency. More optimizations for
bandwidth efficiency can be achieved by using lower level granularity for data
transmission since we use segment level transmission in our simulator. We also
plot the cumulative probability distribution as a function of percentage of up-
load bandwidth usage in Figure 6 for b = 4 and an overlay size of 6,000. The
same pattern follows with various overlay sizes. We can notice from Figure 6,
that the upload bandwidth usage is efficiently utilized and distributed among
the participants with a maximum usage of 60% for b = 4 for an overlay size of
6,000. We feel that this is an area for futher improvement by carefully analyzing

Fig. 5. Upload bandwidth usage efficiency
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Fig. 6. Cumulative Distribution Plot for a function of % Upload Bandwidth Usage for
b=4, N=6,000 peers

Fig. 7. System specific streaming performance at continuous time interval

the situation and optimizing the bandwidth usage to a greater degree which will
help to improve the overall system performance.

5.4 Peer Churn/Departure

In this section we experiment the performance of COCONET in churn/failure
conditions. We evaluate streaming performance during peer failure/departure.
We adopt a metric known as Segment Miss Ratio(SMR) which is basically the
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Fig. 8. Node specific streaming performance for each node in the overlay

number of segments that have not reached the playing buffer within playback
deadline divided by the total number of segments that should have been played
till that time. Initially we start with 10,000 peers and after a while when all
the peers have started playing, we randomly kill a peer every 10 seconds till we
have failed 30% of the initial population. Figure 7 plots the SMR value as an
average of the whole system at specific time intervals for different values of b.
We can observe that initially the failure impact is more but as time progresses,
more peers join and more storage buffers come into the system which increase
segment availability. We analyze peer specific performance in Figure 8 where we
plot the percentage of missing segments for each node. It can be seen that most
of the peers have a SMR less than 10% and very few peers with high SMR. Each
COCONET peer employs a failure recovery scheme by removing dead entries
from SM during the download request process if the neighbor fails to reply within
a certain period of time. This will help to avoid wastage of messages to dead
peers. We do not employ separate heartbeat process for failure recovery since this
process works well in our scheme with the added advantage of lesser overhead
of control messages.

5.5 VCR Operations

In this section we study the effect of VCR operations such as random seek/FF/
FB in COCONET. To simulate random-seek, we employ the same model from
Section 5.4 where the peer failure events are replaced by random seek. Figure 9
plots the result which indicates that the SMR is initially very high but after a
certain period of time is almost averaging around 5%. We also simulated fast
forward VCR operation and plotted in Figure: 10 to study its effects. Again
we used the same model from Section 5.4 with peer failure events replaced by
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Fig. 9. Streaming performance for random seek operation

Fig. 10. Quality of streaming for fast-forward operation

FF. We experimented FF operation for different speeds such as 2X, 4X and 8X
where essentially for 2X we play the same content quantity with double the speed
and likewise. We can observe from the graph that 8X has the highest missing
segments whereas 2X and 4X are within comparable ranges.

6 Conclusion

This paper proposes a novel way of organizing peers based on storage cache
content where each peer contributes a part of storage to form a large distributed
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cache which helps in alleviating server load to a greater extent by co-operative
caching. Some of the most notable features of COCONET are high segment
availabilty for any viewing patterns, uniform query load distribution, randomized
content distribution pattern with uniform storage cache access pattern. As future
work, we would like to: (a) deploy COCONET in PlanetLab for exercising its
performance under real network dynamics, (b) employ certain predictive pre-
fetching schemes to intelligently recover segments based on user viewing pattern,
and (c) extend for multi-video scenario where the storage buffer can also be
utilized to serve other peers watching different movies.
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Abstract. This paper investigates combining opportunistic routing techniques 
with multipath routing for achieving reliability and timeliness in fast-changing 
network conditions. We present two approaches, WIMOP and DOMR, based on 
source routing and distributed routing, respectively. Instead of using broadcast 
packets as in most opportunistic routing work, we use unicast with promiscuous 
listening so that the reliability at each hop can be increased through 
retransmissions, while maintaining the broadcasting property required by 
opportunistic routing. We evaluate our work in NS2 against single path routing 
and MORE. Our results show that using the same amount of redundant data, our 
approaches were able to achieve better reliability than MORE. In addition, 
DOMR also has the advantage over WIMOP that it requires significantly less 
computational time. 

Keywords: Wireless, mesh, multipath, routing, opportunistic. 

1   Introduction 

Wireless mesh networks have been used to provide cheap network connectivity in a 
range of scenarios. The main challenge for mesh networks, especially in outdoor 
applications, is to overcome unstable and unreliable links caused by the environment 
such as fading, moving vehicles and external interference. Compared to WLANs, 
these problems associated with the wireless medium are magnified due the multi-hop 
nature of wireless mesh networks. It has been observed in some testbeds that many 
links have loss ratios as high as 50% [1].  Recently, a new breed of routing protocols, 
based on opportunistic routing, has emerged to address such issues. 

In traditional routing protocols, a next-hop is selected before the packet is 
forwarded towards the destination. On the other hand, opportunistic routing exploits 
the broadcast nature of the wireless medium such that nodes which overheard a packet 
transmission can also participate in the packet forwarding process, therefore 
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increasing the probability of a packet transmission being successful at propagating the 
packet towards the destination.  

To date, the main focus and application of opportunistic routing has been on 
improving traffic throughput by reducing the medium access time. In this paper we 
investigate using opportunistic routing to improve performance for those 
applications that require reliability and timeliness instead. In opportunistic routing, 
depending on the receptions at each hop, packets can, and usually do take different 
paths to the destination. This is in some ways similar to multipath routing, though 
the choice of multiple paths isn’t predetermined by the source. Our work is to 
build on existing opportunistic routing but also explicitly require the delivery to 
use multiple paths in the process. We have previously proposed using multipath 
routing as a means to achieve these goals [2]. In this work, multiple paths are 
calculated from the source node such that the interference between different paths 
(inter-path) and also between nodes within each path (intra-path) is minimised. 
This method requires an exhaustive search of the path space and thus is not easily 
scalable, and also relies on the accuracy and freshness of the link metric at the 
source node. Any short term link quality changes at the intermediate nodes are not 
taken into account. 

Since our proposed work needs to adapt to fast changing network conditions, we 
first investigate a new link quality estimation technique that rapidly reflects the link 
quality by complementing ETX [3] with the number of link layer retransmissions 
measured from the successfully transmitted packets. 

In this paper we investigate two approaches of applying opportunistic routing to 
multipath routing. The first builds on our previous work in source-based multipath 
routing. At each node, the link quality of the next-hop link specified in the source-
routed packet is constantly monitored, so that when it deteriorates below a certain 
threshold, the node can choose to bypass the link by electing a neighbour node to 
capture the transmission and forward the packet using the neighbour’s best available 
path. The main benefit of this addition is that we can overcome the potential 
inaccuracy in metric calculation at the source due to the lag in time in the exchange of 
link quality information.  

Our second approach is a distributed opportunistic multipath routing protocol. At 
each hop, a list of candidate forwarders is calculated using link quality and 
interference information. Each candidate forwarder has a probability of forwarding 
that depends on the quality of the paths it provides to the destination. Therefore the 
amount of redundant data in the network is controlled by adjusting the forwarding 
probabilities. The proposed routing protocol has the following properties: 

• Distributed 
• Opportunistic and multipath 
• Interference aware 

The rest of the paper is organized as follows. In §2 we present the related work. In §3 
the new link quality metric and the two approaches to opportunistic routing are 
presented. Simulation results from NS2 are presented in §4, and we conclude the 
paper in §5. 
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2   Related Work  

Opportunistic routing exploits the broadcast nature of the wireless medium by 
allowing more than one neighbour to participate in the packet forwarding process. 
The concept of opportunistic routing was first proposed in ExOR [4]. The two main 
issues in opportunistic routing are forwarder selection and coordination rules. Since it 
is clearly detrimental to involve all neighbouring nodes in packet forwarding (for 
example, using nodes farther from the destination), forwarder selection is used to 
choose a set of neighbours that will provide the best forwarding performance. 
Coordination rules help decide which of the forwarders that have successfully 
received a transmission should forward the packet. This is to prevent unnecessary 
transmissions caused by forwarding packets that are likely to have been forwarded by 
other nodes already, which waste bandwidth and create interference.  

In ExOR the sender computes a forwarder list by ranking the neighbours in terms 
of their ETX to the destination and picking those with smaller values than itself. It 
enforces coordination between the forwarders by using a strict packet scheduler in the 
MAC layer; each forwarder is given a time slot according to its priority and can only 
transmit during that slot. During a transmission, other forwarders listen in and record 
the packets that are being sent. This information is passed on where possible so that 
packets already transmitted by one forwarder are dropped by the rest.  

The main problem with ExOR is that it requires a customised MAC in order to 
schedule packets, which increases hardware cost and restricts deployment. In contrast, 
MORE [5] proposed using randomness provided by network coding to eliminate the 
need for a scheduler and thus can be used with 802.11. This works by requiring nodes 
to transmit coded packets, which are linear combinations of multiple packets. A 
forwarder receives a coded packet and decides if it contains new information that it 
has not already received, if so it will forward a new linear combination of the received 
coded packets. When the destination receives enough coded packets to reconstruct the 
original packets, it immediately acknowledges the source to initiate the transmission 
of a new batch of packets. Because the data transmitted by each forwarder is a linear 
combination of received packets with random coefficients, the probability of nodes 
transmitting the same information and wasting bandwidth is greatly reduced, therefore 
a scheduler is no longer needed.   

The forwarder selection in both ExOR and MORE considers only the ETX cost of 
each forwarder to the destination. While this is simple, it might not be optimal in 
achieving reliability. [6] addresses the least-cost opportunistic routing problem by 
proposing an algorithm that assigns and prioritises the set of candidate relays 
(forwarders) so that the cost of forwarding a packet to the destination is minimised. In 
our work we propose a similar forwarder selection that considers spatial diversity and 
also explicitly allow multiple copies of a packet to be forwarded. 

The opportunistic protocols mentioned so far all focus on using broadcasts to 
forward packets to the destination, with some requiring link layer scheduling. 
However, unlike unicast, broadcast does not use retransmissions and collision 
detection (RTS/CTS). As a result, broadcast based routing might not perform well  
in terms of reliability when links are very unreliable. In contrast, we propose a 
unicast-based opportunistic routing that at least ensures reliability to a certain degree.  
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3   Protocol Description 

3.1   Link Quality Estimation 

ETX and similarly derived broadcast link quality metrics have recently been shown to 
be poor indicators of the real link quality experienced by data traffic in some cases. 
One problem is that ETX measures the performance at the receiver of a link without 
considering the exponential back-off time incurred by channel contention at the 
sender. The lack of RTS/CTS for broadcast traffic also causes inaccurate estimations 
due to the hidden terminal problem.  

As a first step to improve link quality estimation, we note that the 802.11 MAC 
layer provides useful information about the current link condition, such as link rate, 
SINR, retransmission counts, etc. We are particularly interested in the number of 
retransmissions actually performed to forward a packet to a neighbouring node, which 
is closely related to the ETX metric concept. The advantage of using the 
retransmission counts to gauge the link quality is that it is measured on unicast traffic, 
which eliminates the problem with broadcasted probes as described before. In 
addition, it does not add to traffic overhead like probe-based metrics do. The main 
problem with retransmission counts, however, is that it requires active traffic over the 
link in order to be of any significance. To solve these problems, we propose to 
combine a probe-based metric with local MAC layer retransmission counts to get the 
best of both worlds.  

The main use of the ETX base metric is when there is little or no traffic on the 
networks, it has been shown that under these conditions ETX base metrics give very 
accurate estimates of link qualities [7]. Thus the new metric should have a component 
of ETX whose weight is inversely proportional to the data traffic on the link: 
 ‐ 1 ,, ,,  (1) 

where 
 is the average number of link layer retransmissions required for a successful 

unicast transmission in the last T seconds ,  is the transmission rate (load) on link i,j ,  is the link rate of link i,j 

3.2   Load-Aware Path Metric 

In our prior work [2] we proposed a multipath routing algorithm based on interference 
minimisation. The source node computes the paths that are used for forwarding traffic 
to a destination using a WIM score. The WIM score reflects the degree of interference 
between different paths in a multipath set as well as individual path quality. The main 
component in the WIM score is the interference cost for a link i,j operating  on 
channel c in a network N, 
 , ,  (2) 
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where ETT [8] is the expected transmission time for a packet of size S, derived from 
ETX and the link bandwidth B,  
 / , (3) 

and ,  is the number of mutual interference sets (set of links in which only 
one link can successfully transmit at a time) affected by transmission on link i,j.  

The original LI calculation assumes that all links are active, while in many real-life 
application traffic are often bursty and links can be idle for periods of time. 
Consequently the original LI calculates the worst-case interference. Therefore in this 
paper we modify link interference estimation to include the load of a link. The  
load-aware link interference is: 
 , , , (4) 

where ,  is the number of nodes that link ij interferes with.  
The WIM score for a path set P is a weighted sum of the aggregated link 

interference of P and that of other nodes in the network (N-P), using a weight  
factor β. 
 ,  (5) 

 ,  (6) 

 β 1 β  (7) 

3.3   Unicast-Based Opportunistic Routing 

Unlike the conventional approach to opportunistic routing, which uses broadcast to 
forward traffic towards the destination, our protocol adopts a unicast-based approach 
similar to that in [9]. Instead of sending packets in broadcast mode, the sender uses 
unicast to send packets to a primary recipient, while other nodes in the vicinity listen 
promiscuously and opportunistically capture packets. The main motivation behind our 
approach is to ensure reliability. In the 802.11 MAC broadcast mode there is no 
acknowledgement so the sender does not retransmit. Consequently reliability suffers. 
Broadcast-based opportunistic routing has been shown to improve data throughput 
and network capacity [4] [10], but link layer retransmission may be a better way to 
ensure reliability than having to implement acknowledgements above the link layer. 
Therefore in our proposed framework, each node listens in on wireless transmissions 
regardless of whether they are broadcasts or unicasts.  

3.4   Approach One: Source Multipath Routing (WIMOP) 

The source-based multipath routing algorithm we proposed in [2] relies on the 
accuracy of the metric at the time of the route computation to perform well. However 
in some networks even if the topology is static, link quality may vary greatly due to 
the environment. In these cases the time required for the link state algorithm to 
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disseminate link quality information across the network may be longer than the 
coherence time of the channels, and therefore the link metrics do not reflect well the 
actual link qualities. To overcome this problem we propose using opportunistic 
routing at nodes along the paths when a link deteriorates.  

Each node monitors the number of retransmissions used ( ) in the transmission of 
packets to each of its neighbour. A long term and a short term exponential moving 
average of the retransmission counts are computed for each link. These averages are 
used to help identify short term link deterioration. The source sends out data as before 
using source routing, at each intermediate node the quality of the next-hop link is 
examined. When the short term average  drops below the long term average by 
more than a threshold value, indicating that the instantaneous link quality is below 
expectation, the node will find an alternative next-hop to collaborate in the forwarding 
of the packet. The node considers the total cost of delivering the packet via each of its 
neighbours without forming a loop. The neighbour with the best cost is flagged in the 
packet header as a collaborator to which data is forwarded using unicast 
transmissions until the short term  of the next-hop link indicated in the source route 
moves back above the threshold. In addition, if the original next-hop node captures a 
packet sent to the collaborator, it will still need to forward the packet. In other words, 
the nodes in the source routes will opportunistically forward packets that are captured. 

When the collaborator captures a packet, it calculates the best path to deliver the 
packet to the destination using the WIM calculation on the path candidate and existing 
multipath packets already indicated in the packet. This is done so the new path is 
selected to avoid interference with other paths delivering the same packet. 

The detail is described as follows in Algorithm 1 and is illustrated in Fig. 1.  

Algorithm 1   

 

Limiting the Number of Duplicates in the Network 
When a collaborator is used, if the original next-hop also captures the packet 
successfully, the number of duplicates of the packet in the network is increased by 
one. Therefore the maximum number of duplicates that may be generated along a path 
is the length of that path. In order to limit the number of duplicates in the network and 
therefore save bandwidth, a packet that has been already forwarded by a node is 
dropped. In addition, if the packet has not been forwarded by a node but has been 
seen transmitting by the next-hop node, i.e., the next-hop node has forwarded the 
packet already, the packet is also dropped.  
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Fig. 1. Illustration of opportunistic routing when link deteriorates. 1. The local sending node 
detects short term deterioration of next-hop link and tags a collaborator in the packet header 2. 
The collaborator receives the packet via opportunistic listening 3.  The packet is forwarded 
towards the destination by the collaborator 4. If the next-hop node on the primary path receives 
the unicast packet it will forward the packet as per usual.  

3.5   Approach Two: Distributed Opportunistic Multipath Routing (DOMR) 

Compared to WIMOP, DOMR provides a distributed approach to opportunistic 
multipath routing. The omission of source routing and exhaustive search of paths 
means that DOMR has a lower requirement for computational power and thus better 
scalability.  

In DOMR each node keeps information about every flow it has participated in 
during the last Tout seconds. The timeout value is used to purge information of stale 
flows. Two parameters are set by the source: , the redundancy factor, and , the 
number of potential paths. 

We classify forwarders into primary and opportunistic, each with a different 
forwarding behavior. 

Forwarder – Primary 
The primary forwarders are the forwarders along the primary path computed by the 
source. At each primary forwarder, the best next-hop may not be the same as the one 
identified by the source due to fluctuation in link qualities. Therefore a primary 
forwarder should dynamically switch to a better link, this is done using algorithm 1. 

Forwarder – Opportunistic 
Opportunistic forwarders are identified by the primary forwarder in the packet 
header. When an opportunistic forwarder captures a packet it will forward the packet 
using its best metric path with a probability given in the forwarder list. The forwarded 
packet will contain a new forwarder list and forwarding probabilities computed using 
local information. By changing Np and Nf as a packet travels downstream, we can 
control the degree of redundancy and whether to further branch out packet transfer  
(Nf > 1). 

Each node prepares routing by listing forwarders whose path costs to the 
destination are less than that of itself, similar to ExOR. The path with the best 
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aggregate ETT is identified as the primary path. A WIM score is then computed 
between each forwarder’s best ETT path and the primary path. The forwarders list is 
then ranked according to the WIM scores and truncated to leave the top  
forwarders. Each forwarder i is given a forwarding probability according to the 
proportion of its WIM score (  with regard to the total WIM score: 1∑ 1 , (8) 

In other words, a forwarder is more likely to forward a packet if it has a lower 
interference path to the destination when compared to the primary path. Assuming 
every forwarder successfully captures the packet, the expected number of forwarders 
that will forward the packet is , which satisfies the redundancy requirement. In 
order to reduce computational time, the probabilities are recomputed only if the 
metric of a link has changed by more than a threshold. To ensure reliability on the 
primary path, if  of the primary forwarder is less than 1, it is adjusted to 1 and then 

 of the opportunistic forwarders re-calculated using 1 instead of . Also if Np 
= Nf then some forwards may have a  of greater than 1. In this case we could either 
allow forwarders to perform more than 1 transmission of the same packet, or setting 
the forwarding probabilities of all forwarders to 1. 

 

Fig. 2. DOMR forwarding probability calculation. Node A is the next-hop node on the primary 
path from S to D. S calculates the WIM scores for path sets (P,O1) and (P,O2) and then 
determines the forwarding probability for node B and C. A packet is sent from S to A and 
identifies B and C as opportunistic forwarders, each has a forwarding probability of 3/5 and 
2/5, respectively.  

By using different Np and Nf, the source can control the number of paths a packet 
will take and also how frequently each path is used. For example, setting Np and Nf 
both to 3 will allow 3 paths each with forwarding probability of 1 (if  cannot be 
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greater than 1). While using a smaller Np of 2 results in the same number of paths, but 
a lower volume of redundant traffic. 

The forwarder list is included in the packet header along with other information 
such as Np and Nf, and the estimated path metric to the destination from the next hop. 
The estimated path metric is calculated during the computation of the routing table 
and therefore does not incur additional computation time. The packet is then sent 
using unicast to the next hop.  

Fig. 2 gives an example on the forwarding probability calculation in DOMR. 

4   Evaluation 

We evaluate our opportunistic multipath routing protocol using the NS-2 simulator. In 
this section we present the simulation results. 

4.1   Simulation Setup 

We used a modified version of NS 2.33 simulator. We have modified the link layer 
component to support multiple radios and multiple orthogonal channels. We use the 
Optimized Link State Routing (OLSR) protocol [11] to provide the basic link-state 
exchange framework, the Topology Control (TC) messages in OLSR now carry link 
information of all the interfaces in each node, rather than that of the main interface 
only. This allows each node to have full information of the connectivity in the network. 

The network topology is generated by placing 100 nodes randomly over a 2km x 
2km area. The distance between any two nodes is at least half the transmission range, 
and every node has at least one neighbour with which it can communicate. The 
topology is fully connected. The minimum distance requirement between nodes 
ensures that the topology is evenly spaced and there is an upper bound on the node 
density. Each node is equipped with two 802.11b radios tuned to orthogonal channels 
such that we can assume that there is no interference between the channels. The 
channel assignment is static and redundant, i.e. every node operates on the same pair 
of channels. Instead of the frame capture model available in older versions of NS, we 
use the new physical interface extension that supports additive SINR. The 
transmission rate on each link is set using the distance/rate relationship defined in 
Table 1. To model loss and fading in NS2 we apply the Gilbert-Elliot loss model with 
an average loss ratio of 0.5.  

Table 1. Distance/Rate Relationship of Radios 

Distance 
(m) 

60 120 180 250 

Rate (Mbps) 11 5.5 2 1 

4.2   Link Quality Estimation 

First we evaluate ETX-R against ETX. We performed simulations to test the 
performance of the metrics under interference from neighbouring nodes. 5 topologies 
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of 50 nodes each are randomly generated. For each topology we performed 5 
simulations, each consists of one main data flow and three interference flows. The 
traffic rate of the main flow is increased until the maximum throughput can be 
established. The sending rate of the interference flows were increased in 50 pkt/s 
increments from 0 pkt/s to 100 pkt/s. Two sets of simulations were performed, one 
using ETX and the other using ETX-R as the link metric. The results in Fig. 3 show 
that ETX-R was able to select higher-reliability paths. As discussed before, the 
performance of ETX depends on the broadcast interval of probe packets as well as 
the rate of link state information exchange. ETX-R is able to reflect quicker the 
change in link quality if there are enough transmissions taking place. In order for 
ETX to reach the same responsiveness in our scenario, the intervals would need to be 
much smaller than 1 second, which would result in an unacceptable increase in 
overhead traffic. 

 

Fig. 3. Performance comparison between ETX and ETX-R 

4.3   WIMOP 

In this section we examine the performance improvement achieved as we add 
dynamic routing and opportunistic receiving to source-based multipath routing.  

Using the opportunistic routing techniques described in §3.3, we modified our 
prior work in WIM [2] and compared it with the original version. The intervals, 

and , for calculating the transmission count moving averages in WIMOP-S, are 
set to 2 seconds and 0.5 seconds, respectively. We performed simulations using 2 
and 3 paths. 

Fig. 4 shows the resulting packet loss rate and end-to-end delay with a range of link 
layer retransmission limits. The addition of opportunistic routing to source multipath 
routing improved the packet loss ratio and lowered end-to-end delay. The lowered 
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delay, in particular, is due to the fact that redirecting packets avoids incurring a large 
number of retransmissions at the problem link. Table 2 shows the proportion of 
packets that were transmitted using alternate hops due to temporary link deterioration 
on the primary hop.   

 

Fig. 4. Performance improvement of opportunistic source routing using WIM 

Table 2. Proportion of packets rerouted 

Nr 1 2 3 4 

Rerouted % 7.1 9.6 14.4 21.3 
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Fig. 5. Performance using different redundancy factor, Np, and number of paths, Nf 

4.4   DOMR 

In this section we evaluate the performance of distributed opportunistic multipath 
routing based on our algorithm described in §3.4. The performance of DOMR is 
evaluated against single path routing using WCETT [8], MORE, and sourced-based 
opportunistic multipath routing (WIMOP).   

Since MORE is a reliable file transfer protocol, it continues to resend packets to 
the destination until all packets in a batch are received and acknowledged. In order to 
evaluate its general performance as a routing protocol, we set a limit to the number of 
packets the source can send for a batch of packets to Np times the number of packets, 
the redundancy factor used in DOMR. After the limit is reached, the source will move 
on to the next batch.  

First we investigate the effect of varying the degree of redundancy, Np, and the 
path diversity, Nf. Fig. 5 shows that an increased redundancy improves the packet loss 
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ratio of the data transfer at the cost of a slight increase in delay. Fig. 5 also shows 
that, provided with the same degree of redundancy, increasing path diversity allows 
more opportunistic listening and forwarding to take place and results in better 
reliability.  

 

Fig. 6. Opportunistic routing performance comparison 

Fig. 6 and Fig. 7 show the result of the simulations. Both WIMOP and DOMR 
were able to achieve better reliability than MORE. DOMR also has a slight 
advantage over WIMOP in both reliability and end-to-end delay. The low delay 
achieved by using WCETT compared to others is due to the fact that traffic is 
forwarded along the best metric path, however the lack of redundancy makes the 
packet loss ratio significantly higher. The delay for MORE is not included in the 
comparison since packets are coded and transmitted in batches, resulting in large 
overall delay and making calculation and comparison of per-packet delay 
difficult.  
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Fig. 7. Cumulative Distribution Function of Traffic Flows Performance 

5   Conclusion 

This paper presented two opportunistic multipath routing algorithms. The first is a 
modification to our prior work using source-based multipath routing. The addition of 
opportunistic routing techniques enables the routing to dynamically bypass links 
which have deteriorated since the calculation of routes at the source. The second of 
our proposed algorithms is completely distributed, and relies on varying each 
potential forwarder’s forwarding probability to limit the number of duplicates in the 
network. We also evaluated using local link layer retransmission count to improve the 
accuracy of link quality estimation. Simulation results in NS2 showed that the 
addition of opportunistic routing further improved the reliability of source-based 
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multipath routing. Furthermore, both approaches were able to achieve better 
reliability than MORE. 
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Abstract. In Wireless Mesh Networks (WMNs), traffic is mainly routed by 
WMN Backbone (WMNB) between the mesh clients and the Internet and goes 
through mesh gateways. Since almost all traffic has to pass through one of the 
MGs, the network may be unexpectedly congested at one or more of them, even 
if every mesh router provides enough throughput capacity. In this paper, we 
address the problem of congestion of gateways while designing WMNs. We 
propose a simultaneous optimization of three competing objectives, namely 
network deployment cost, interference between network channels and 
congestion of gateways while guaranteeing full coverage for mesh clients. We 
tailor a nature inspired meta-heuristic algorithm to solve the model whereby, 
several trade-off solutions are provided to the network planner to choose from. 
A comparative experimental study with different key parameter settings is 
conducted to evaluate the performance of the model.  

Keywords: Wireless mesh network design problem, Multi-objective model, 
simultaneous optimization, Congestion of gateways, Meta-heuristic method. 

1   Introduction 

The success of the Wireless Mesh Network (WMN) technology has caused a 
paradigm shift in providing high bandwidth network coverage to users. The Wireless 
Mesh Network Backbone (WMNB) consists of mesh routers (MRs) interconnected 
with each other through point-to-point wireless links to provide connectivity to mesh 
clients (MCs). MRs responsible for providing internet access to clients are called 
access points (APs) while other more expensive MRs, that are equipped with a 
gateway capability through which they interface with Internet, are called mesh 
gateways (MGs).  

WMNs are highly reliable, scalable, adaptable and cost-effective. They are already 
pervasive in many diverse environments, such as home networking, enterprises, and 
universities. Nevertheless, users experience a number of problems, such as 
intermittent connectivity, poor performance and lack of coverage [1]. In Multi-Radio 
Multi-Channel (MR-MC) networks, MRs are equipped with multiple network 
interfaces, thus allowing simultaneous communications over orthogonal channels. 
However, since the number of available orthogonal channels is limited, interferences 
happen causing network performance degradation. A proper WMN design is a 
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fundamental task; if addressed carefully it can considerably improve the network 
efficiency in terms of coverage, throughput, delay and capacity. 

Basically, the design of WMNs involves deciding where to install the network 
nodes (given a set of candidate locations), which type of nodes to select (AP, MG or 
simple MR), how many of these nodes to install, and which channel to assign for each 
node interface, while guaranteeing users coverage, wireless connectivity and traffic 
flows at minimum cost.  

Exploiting the trade-offs among network deployment cost, network throughput, 
and congestion level of gateways, we propose in this study, a new approach to address 
the problem of WMNs design. Indeed, minimizing the cost requires stingy resources 
utilization (deploying fewer routers and/or gateways) which impacts the network 
performance. With few routers deployed, the traffic is routed on longer paths to get to 
its destination, thus increasing communications delays. With few gateways deployed, 
congestion may happen (since all traffic traverses gateways to and from the internet) 
affecting network throughput. Conversely, deploying more resources (higher 
deployment cost) helps providing shorter paths and less congested gateways; 
however, this may cause high interference levels and thus degrade network 
performance. In fact, optimizing one of these criteria will affect/undermine other(s) 
criteria(s). Therefore, it is difficult, if not impractical, to have a solution that is 
optimal in all criteria. 

In this paper, we define a multi-objective optimization model that minimizes the 
network deployment cost, maximizes the network throughput (by minimizing the 
network interference level), minimizes congestion level of gateways, and guarantees a 
full coverage to mesh clients.  

WMN design problem belongs to the set of Multi-commodity capacitated network 
design problems (MCNDPs). They are known to be hard combinatorial optimization 
problems for which several solution strategies have been developed. A number of 
these strategies involve the relaxation of some problem constraints and the 
strengthening of the model through the addition of valid inequalities [2]. In this study, 
we propose a multi-objective approach to search for the near-optimal set of non-
dominated planning solutions. This set of trade-off solutions is very much desired by 
engineers who prefer to have several solutions in hand before taking decisions. An 
evolutionary population-based multi-objective algorithm based on particle swarm 
optimization (PSO) is developed to solve the proposed model. 

Related research has mainly focused on the problem of performance improvement 
in order to effectively use WMNs; however, most of existing solutions assume a 
priori fixed topologies [3], [4], [5], [6]. Indeed, the design of a WMN is still in its 
infancy and many challenges remain open. Some studies [7],[8] consider topologies 
where gateways are fixed a priori, while others [9], [10], [11], [12], [13], [14], [15], 
[16], [17], [18] attempt to optimize the number of gateways given a fixed layout of 
mesh routers. Very recent contributions in, [19], [20] however, propose WMN 
planning schemes where the locations of routers and gateways are not fixed. 
Nevertheless, all these studies consider in a way or another minimization of a single 
objective based on the deployment cost. We also stress the fact that users’ coverage is 
not considered in [19] while QoS requirements, such as delay and throughput are not 
considered in [20]. None of these approaches tackle the issue of gateways congestion 
level in their problem formulation. 
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The key contributions of the paper can be summarized as follows: (1) a novel 
multi-objective optimization model; and (2) A meta-heuristic algorithm to resolve the 
model for real-size networks. To the best of our knowledge, there has been so far no 
real attempt to model WMN design problems using a pure multi-objective approach. 
The only work worth mentioning is presented in [11]; it concerns only gateways 
placement problem where locations of other mesh nodes are known a priori. Bing et 
al. [11] use a multi-objective approach but then aggregate the many objectives into a 
single one representing a weighted sum of objectives value. This is a classical 
approach to handle Multi-Objective Problems. However, the biggest problem with 
this aggregate approach is the inability to find solutions in non-convex fronts [21]. 
Moreover, the setting of the relative weights for the different objectives is subjective 
and often leads to favoring some and penalizing others. 

The remainder of the paper is organized as follows. Section 2 defines the WMN 
planning problem and presents the mathematical formulation of the problem solution. 
The solution approach and the population-based algorithm are described in Section 3. 
Section 4 evaluates the proposed WMNs planning approach and Section 5 concludes 
the paper.  

2   Network Model and Problem Formulation 

Let I be the set of positions of traffic concentrations in the service area (Traffic Spots: 
TSs) and L the set of positions where mesh nodes can be installed (Candidate 
Locations, CLs)  

The planning problem aims at:  

• Selecting a subset S ⊆ L of CLs where a mesh node should be installed so that 
the signal level is high enough to cover all TSs. This will constitute the set of 
APs. 

• Defining the gateways set by selecting a subset G ⊆ L of CLs where the wireless 
connectivity is assured so that all traffic generated by TSs can find its way to 
reach the nodes in G.  

• Maintaining the cardinalities of G and S small enough to satisfy the financial and 
performance requirements of the network planner. 

2.1   Network Model 

In order to describe the problem formally we introduce the following notation: 

Given n TSs and m CLs, let I={1,..,n} and L={1,..,m}. In the following, unless 
otherwise stated, i and j belong to I and L respectively. The cost associated to 
installing a mesh node j is denoted by cj, while pj is the additional cost required to 
install a gateway at location j. di is the traffic generated by TS i. ujl is the traffic 
capacity of the wireless link between CLs j and l. vj is the capacity of the radio access 
interface of CL j. The coverage and connectivity parameters are given respectively by 
the binary variables aij and bjl. aij takes the value 1 whenever TS i is covered by a 
mesh node in CL j. The parameter bjl indicates whether CLs j and l can be connected 
via a wireless link. We define other 0-1 decision variables xij , gj , tj in our formulation 
 



 Gateways Congestion-Aware Design of Multi-radio Wireless Networks 89 

Internet 

APs coverage 

MG 

AP 

MR 

MC 

yq
jl

gj

tj

xij

 

Fig. 1. WMN Planning Problem. A MC covered by many APs is assigned to only one AP. 

(see Fig. 1). The variable xij takes the value 1 if TS i is assigned to CL j while tj (gj ) is 
set to 1 if a router (a gateway) is installed in CL j. 

We consider a multi-radio multi-channel WMN and we suppose initially that the 
mesh nodes operate using the same number of radios R, each with k channels, (k>R) 
and k ∈ C, where C ={1,..,c} and c can be at most 12 orthogonal channels if 
IEE802.11a is used. Extra installation variables are added: zq

j =1 if a mesh node is 
installed in CL j and is assigned channel q, q≤ k, yq

jl =1 if a wireless link from CL j to 
CL l using channel q (q ≤ k) exists. Finally, we define the flow variables fq

jl and Fj. the 
first variable denotes the traffic flow routed from CL j to CL l using channel q, the 
second is the traffic flow on the link between a gateway j and the Internet. 

We represent our WMN as an undirected graph G(V,E), called a connectivity 
graph. Each node v represents a mesh node which can be AP, MR or MG. The 
neighborhood of v, denoted by N(v), is the set of nodes residing in its transmission 
range. A bidirectional wireless link exists between v and every neighbor u in N(v) and 
is represented by an edge (u,v). The maximum degree of G denoted by ∆ is bounded 
by the number of radio interfaces of each node v. Table 1 summarizes the notation 
used in the problem formulation. 

Table 1. List of Main Parameters/Variables Used in Model Formulation 

Par./V Description 

n Number of Traffic Spots (TSs) 

m Number of Candidate Locations (CLs) 

di Traffic generated by TSi 

ujl Traffic capacity of wireless link (CLj,CLl) 

vj Capacity limit for AP radio access interface 

cj A device cost installation 

pj A gateway additional cost installation 

R  Number of radio interfaces 

k Number of channels 

aij Coverage of TSi by CLj 

bjl Wireless connectivity between CLj and CLl 

tj Installation of a device at CLj 

gj Installation of a gateway at CLj 
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Table 1. (continued) 

xij Assignment of TSi to CLj 

zq
j Installation of a device at CLj , assignment of channel q, q<k 

yq
jl Establishing a wireless communication on q Between (CLj,CLl) 

fqjl Flow on channel q between (CLj,CLl) 

Fj Flow on the wired link from CLj to Internet 

Njl Set of links interfering with the link yq
jl  

2.2   Problem Formulation 

The planning approaches in [19], [20] focus on one or two optimization criteria at the 
expense of other network characteristics. Kodialam et al. [22] report that there exist 
multiple design criteria for WMNs; their proposal allows optimizing a single 
objective function at a time but no generic method for dealing with the multiple 
metrics is provided. The work in [12], propose a model (within a tool) to measure the 
performance of a designed WMN prior to its deployment. The main idea is to define: 
(1) a set of metrics that work as evaluation criteria for WMNs; and (2) a weighted 
combination of the metrics for a simultaneous use of multiple evaluation criteria in 
WMNs optimization. In the following, we describe the main criteria considered in our 
problem formulation. 

Deployment Cost. Minimum installation cost is a fundamental issue in deploying 
WMNs. Increasing the number of MGs may increase the network throughput and may 
lead to a smaller number of gateway bottlenecks. Thus, we need to determine the right 
places of APs and MGs that result in: (1) a minimum number of APs that provides 
full coverage; and (2) a minimum number of MGs that provides enough throughput 
while satisfying QoS constraints. The first objective function to optimize computes 
the total cost of the network including installation cost cj and additional MGs 
installation cost pj. 

( ).∑ + jjjj gptcMin  (1) 

Network Throughput. Because of the limited number of orthogonal channels, the 
spatial reuse of channels results in high level of interferences; this degrades the 
network performance by lowering its overall throughput. We optimize the network 
throughput by favoring topologies with well balanced channel reuse. The number of 
occurrences of a channel q’, denoted by Oq’, is used to compute the gap between the 
balanced allocation of channel q and the current allocation. 

CqqOOMax qqq ∈∀−= ','ϕ
     Where, 

CqyO
Llj

q
jlq ∈∀= ∑

∈,   

Our aim is then to minimize this gap; this is the second objective function of our 
model.  
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Fig. 2. Same topology with two different channel allocations. 
(a) O1 =2, O2 =3, O3 =4, O4 =2, O5 =1 (ϕ1=2, ϕ2=2, ϕ3=3, ϕ4=2, ϕ5=3), 
(b) O1 =2, O2 =2, O3 =3, O4 =2, O5 =3 (ϕ1=1, ϕ2=1, ϕ3=1, ϕ4=1, ϕ5=1). 

∑
∈Cq

qMin .ϕ  
(2) 

Illustration in Fig. 2 shows that, spatial channel reuse is better in (b) than in (a). The 
value of ∑ φq in (a) is equal to 12 while ∑ φq 

in (b) is equal to 5. This is caused by the 
unbalanced reuse of some channels (i.e. 2 and 3) in (a). 

Congested MGs. When all traffic to or from mesh clients (through APs) traverse a 
subset of network gateways, it may make these gateways congested; this leads to 
unfair/unbalanced use of gateways (i.e., some gateways are congested while others 
are barely used). In this paper, we consider fairness, in using gateways, as another 
performance metric to be optimized. 

One of the conflicting objectives we plan to optimize is to minimize this unfair use 
of MGs, measured by the standard deviation of flows entering network gateways, as 
given below. 

.
2

∑
∑

∈

∈

Gl l

Gl l

F

F
Min  (3) 

Full Coverage Criterion. The coverage is defined as the size of the physical area 
where TS has a route to the core network. The area depends on the locations of APs 
but more importantly on the amount of APs that have a route to the core network. APs 
have partially overlapping coverage areas as shown in Fig.1. The APs should be 
located such that all TSs are covered. Constraint (4) is used to make sure that a given 
TS i is assigned to only one CL j. Inequality (5) implies that a TS i is assigned to an 
installed and covering mesh node j.  

Iix
Lj

ij ∈∀=∑
∈

.1  (4) 

              
LjIitax jijij ∈∀∈∀≤ ,.  (5) 
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The optimization model is also subject to other constraints given as follows: 

( )∑ ∑∑
∈ ∈ ∈

∈∀=−−+
Ii Ll Cq

j
q
jl

q
ljiji LjFffxd .0  (6) 

LljCqy
u

f
q
jl

jl

q
jl ∈∀∈∀≤ ,,.  (7) 

∑
∈
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jiji Ljvxd .  (8) 

LjgMF jj ∈∀≤ .  (9) 

( ) LljCqzzby q
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q
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CqLljRFf j
q
jl ∈∀∈∀∈ ,,,  (15) 

Constraint (6) defines the flow balance for each mesh node j.  Constraint (7) stipulates 
that a flow on a link cannot exceed the traffic capacity of that link. Constraint (8) 
denotes that the aggregated demand received by mesh node j does not exceed the 
capacity of the radio access interface. Constraint (9) implies that the flow routed to 
the Internet is different from zero only when the mesh node installed is a gateway. M 
is a very large number to limit the capacity of the installed gateway. Constraint (10) 
forces a link between two CL j and CL l using the same channel q to exist only when 
the two devices are installed, wirelessly connected and tuned to the same channel q. 
Constraint (11) ensures that a device can be a gateway only if it is installed. 
Constraint (12) prevents a mesh node from selecting the same channel more than once 
to assign it to its interfaces (local channel interference). Constraint (13) with objective 
function (2) prevents local and global imbalances in channel allocation. Constraint 
(14) states that the number of links emanating from a node is limited by the number of 
its radio interfaces. It also states that if a channel is assigned only once to a mesh 
node, it is a sufficient condition for its existence. We consider the constraint (6) a soft 
constraint while the remaining constraints are considered hard constraints. The WMN 
planning system attempts to optimize the three objectives and satisfy all hard and soft 
constraints as defined above. 
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3   Solution Approach 

The rationale behind our planning is: 

1) The maximization of the network throughput, by minimizing the level of 
interferences;  

2) The minimization of gateways congestion level;  
3) The minimization of the total deployment cost by selecting a minimum number of 

routers/gateways and choosing their positions so that the network connectivity is 
ensured while providing full coverage to all mesh clients.  

WMN planning is a fairly complex problem; its difficulty lies in the fact that it tries to 
simultaneously address all the criteria. Joint optimization of the above criteria is 
defined as a multi-objective search problem. As stated earlier, solving a Multi-
Objective Optimization Problem (MOOP) returns a set of Pareto-optimal solutions. 
Each solution represents a different trade-off between the objectives that is said to be 
“non-dominated”. We use a multi-objective approach based on Particle Swarm 
Optimization (PSO) technique [21] to solve our planning problem. 

3.1   Solving Multi Objective Optimization Problem (MOOP) 

In the last two decades, there have been growing interests in the field of multi-
objective optimization to solve real-world problems. Good introduction to this field of 
research can be found in [21], [23]. Without loss of generality, we assume that the 
various objectives are to be minimized. Then, the optimization of a MOP can be 
formulated as: 

Minimize  y = f(x) = [f1(x) , f2(x), …, fN(x)] 
where x = [x1, x2, …, xD] ∈  decision space 
and     y = [y1, y2, …, yN] ∈  objective space 

One of the most difficult parts encountered in practical network design optimizations 
is the handling of constraints. For a constrained problem, the decision variables x are 
subject to a set of constraints. Every decision variable vector x in the decision space is 
evaluated through the objective functions. The objective values are then represented 
as points in the objective value space (Fig.3).  

Definition 1 (Pareto Dominance): For two decision vectors a and b, a is said to 
dominate b or  ap  b if and only if:                ∀i∈ {1,…,N}     fi(a) ≤ fi(b)    and 
                                                                         ∃i∈ {1,…,N}     fi(a) <  fi(b). 

Definition 2 (Pareto Optimality): A decision vector a is said to be Pareto Optimal if 
and only if a is non-dominated.  

Definition 3 (Pareto Front): The Pareto Front is a set of all Pareto Optimal solutions 
(non-dominated solutions) in the objective value space.  

Fig.3 shows that points that lie in the three dimensional area are dominated by the 
origin point (dotted point) of that area. 
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Fig. 3. Pareto Dominance, Optimality and the Front for 3 objective functions 

We adapt MOPSO, Multi-Objective Particle Swarm Optimization, as the 
optimization technique [21], [24] to solve the WMN design problem. We call the 
variant we use, VMOPSO. Apart from finding the non-dominated solutions, achieving 
a well-diverse Pareto solution front is the primary goal of the MOOP. We use a 
crowding distance mechanism in order to maintain diversity of Pareto front solutions 
and we incorporate a mutation factor (fmut) to boost the exploration capability of the 
standard MOPSO [21]. In the following, we provide more details on how the multi-
objective generic model is solved using VMOPSO. 

3.2   VMOPSO Algorithm 

Further the crowding distance incorporated as the deletion method applied on the 
external repository REP to maintain solutions diversity, we also add a constraint 
handling mechanism for solving constraints optimization problem, such as WMN 
design problem. 

The crowding distance value, initially defined in [26], is the average distance of 
two neighboring solutions. The boundary solutions with the lowest or the highest 
objective function value are given an infinite crowding distance values; thus, they are 
always selected. This process is done for each objective. The final crowding distance 
value of a solution is computed by adding the entire individual crowding distance 
values in each objective value. Personal best solution (pBest) and global best solution 
(gBest) are the most important parameters of a particle that the optimizer determines 
to guide the swarm, in order to obtain a front of optimal solutions. A formal 
description of VMOPSO is given below. 

 
Algorithm 1: VMOPSO Main Algorithm  
Input fmut: Mutation factor, MaxGeneration   
Output  REP:  Repository  
 

1: Initialize the swarm (Build feasible solutions that satisfy all 
the constraints defining the optimization problem) 

 For each particle i in the swarm  
a. Initialize feasible position,  
b. Set the personal best guide pBest to that position  



 Gateways Congestion-Aware Design of Multi-radio Wireless Networks 95 

c. Initialize velocity              /* see definition below*/ 
d. Specify lowerBoundi and upperBoundi /*0-1 for integer 

variables*/ 
e. Set the global best guide gBest to pBest 
End For 

2: Initialize the iteration counter t=0 
3: Evaluate all particles in the swarm /*evaluation of objective functions*/ 
4:    Store non dominated solutions found in step 1 into REP. 
5: Repeat 

a. Compute the crowding distance values for each j∈REP 
b. Sort REP in descending crowding distance values 
c. For each particle i in the swarm  

i. Set gBest[i] to the randomly selected particle from the 
top 10% of the sorted REP. 

ii. Compute the new velocity, position of particle i 
iii.  Check particle boundaries, if violated change particle 

search direction (i.e.,velocity(i) * -1)  
iv. If (t< MaxGeneration*fmut) then mutate  
v. Evalute particle i    

End for 
d. Check for constraints satisfaction 
e. Check for non dominance of all particles in the swarm, 

insert non-dominated and feasible solutions into REP and 
delete dominated solution from REP 

f. If REP is full then  
i. Compute the crowding distance values for each j∈REP 
ii. Randomly selected particle from the bottom 10% of the 

sorted REP (most crowded portion). 
iii. Replace it with the new solution.  

   End if 
g. Update pBest 
h. Increment t 

Until (t= MaxGeneration) 

During the exploration of the search space, each particle has access to two pieces 
of information: the best Potential Solution (PS) that it has encountered (pBest) and the 
best PS encountered by its neighbors (gBest). This information is used to direct the 
search by computing velocities: velocity[i] = iw * velocity[i] +r1 * (pBest[i] – 
position[i]) +r2* (REP[gBest] – position[i]), where r1, r2 are random numbers in the 
range of [0,1]. iw is the inertia weight. A large inertia value will cause the particles to 
explore more of the search space, while small one directs the particles to a more 
refined region. The importance of inertia weight was pointed out by Shi and Eberhart 
[25] who reported that 0.4 is the best value. 

3.3   Solving the WMN Planning Problem Using VMOPSO 

Physical Representation Layout. In [16] and [17], authors have shown the benefits 
of grid topologies over random topologies where coverage, connectivity, average fair 
capacity, and network throughput are better in grid topologies, especially square grid 
topologies, than random topologies. In this study, we adopt a square-grid-like layout 
as the physical representation of our WMN planning. Each grid cell corner is a 
Candidate Location CL where a mesh node can be installed. If a mesh node is 
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installed at a given CL, it establishes a wireless communication with its eight direct-
neighbors. This assumption will increase the chances of selecting a candidate 
neighbor among the eight with which a wireless link will be set up in the channel 
assignment procedure with respect to Constraint (13). 

Particles Encoding. In Particle Swarm Optimization, a particle, a position in the 
search space, represents a set of assignments that is a solution to the problem. In our 
case, a particle is a complex data structure that provides information about user 
connectivity (xij), device installation (tj) and (zq

j), device connectivity (yq
jl), gateway 

existence (gj), link flows (fq
jl), and gateway/backbone link flows (Fj). All decision 

variables are 0-1 value variables except flow variables (fq
jl, Fj) that are assigned real 

(float) values. A feasible solution must satisfy all hard and soft constraints. During the 
search, non-feasible solutions that violate only the soft constraint (6) can be included 
in the population. This increases the likelihood of a non-feasible solution to mutate 
and provide a feasible one in later generations. The followings are the phases 
involved in the resolution of the proposed model.  

Building Initial Feasible Solutions. WMN planning problem is a constrained 
optimization problem; therefore, the initial positions must represent feasible solutions, 
and thus, need to be designed carefully. Constructing an initial set of feasible 
solutions that satisfy the constraints (4) to (15) represents the most challenging part in 
our optimization process.  

First, we start by selecting randomly a CLj from the set of CLs that cover that TSi 
(Fig 4.a). An AP (Access Point) is then installed at this location CLj only if it has not 
yet been selected. By applying the same procedure to all TSs, we obtain the set S1 of 
APs locations that provide full coverage to all TSs. More formally, S1={ j∈L, CLj

 covers TSi, i∈I }. At this stage, constraints (4) and (5) are satisfied and the initial set 
contains vertices of a disconnected graph as shown in Fig.4.a.  

Once the coverage is done, there is a need to augment the set S1 by adding new 
MRs (mesh Routers) to connect the APs together. We apply a neighborhood based 
selection algorithm to find the next node to be inserted. The augmentation algorithm 
consists, mainly, of choosing the closest neighbor in one component graph to any 
node of a different component. Then, the path between the two nodes is augmented 
 

 
 
  
 
 
 
  

             
 

                                            (a)                                                     (b) 

Fig. 4. A Feasible Particle position example. (a): TSs assigned to CLs and a subset S1 is formed 
(b): S1 is augmented and MGs are selected. 
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(place a router j at the appropriate CLj j∈L-S1). The algorithm stops when the final 
graph is connected (see Fig.4.b) and finally, gateways are selected from the set of 
eligible positions to place gateways. For computational purposes, we use a symmetric 
adjacency matrix to represent the connectivity graph. We apply the fixed channel 
assignment algorithm described by Das et al. [27] and we implement Edmonds-
Karp’s max flow algorithm [28] to assign a value on each link yjl using channel q to 
route a flow. All remaining constraints (i.e., 6-15) are then satisfied. 

Breeding Potential Planning Solutions: The WMN Planning Algorithm. For each 
particle in the swarm, the iterative algorithm (Algorithm 2) consists of constructing a 
subset S1, mutating it, placing gateways and then assigning flows and channels. The 
most important phase is the repetitive task of constructing the set S1 of APs locations 
to cover all TSs and then mutating it over and over until it satisfies at least all hard 
constraints. Then, S1 is augmented to ensure the connectivity. 

After this solution-construction process, the velocities, the position and the fitness 
(values of the three objective functions) of the particles are computed. Then, some of 
these particles are inserted into the archive provided that they dominate or at least are 
non-dominated by the previously “archived” non-dominated solutions. 

Algorithm 2: Planning Solution  
Input fmut: Mutation factor, MaxGeneration      
Output  REP: External repository  
t=0;  
Construct_Initial_Soft&Hard_feasible_solutions(); 
While (t<MaxGeneration) 
 For each particle in the swarm 
     S1  Mutate(S1,fmut) ;  
     S   Augment(S1); 
     Y1  Construct_connectivity_matrix();  
    Y   Assign_channels(Y1); 
    G   PlaceGateways(); 
    Compute_flows() ;  
    Construct_New_Particle()  Endfor 
Compute_Velocities();  
Update_Positions(); 
Evaluate_Particles(); 
REP  Insert_feasibleNonDominated_Solutions(); 
Update_ParticuleBest(); 
t++ ;    
Endwhile 

A position in the search space is a solution to our planning problem; however, the 
values, returned by Update_Positions() procedure, are not guaranteed to be integers (0 
or 1). For this purpose, we add a final process that we call particle filtering to allow 
only particles with a considerable move (to the new position) to change to 0 
(respectively 1). If the difference between the two positions (initial and updated one) 
that a particle gets in the search space goes beyond a given threshold α  (based on 
experiments, we set α to 0.3), then the final position is the reverse of the initial one 
(i.e., 0 if it was 1 and vice versa); otherwise, the new position is discarded (the 
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particle remains in its original position). Consequently, all retained positions are then 
0-1 integers. 

3.4   Complexity Study 

Let the number of functions to be optimized be M, and the size of the swarm and the 
repository be n and N, respectively. In Algorithm 2, the complexity is mainly 
influenced by checking for feasible non-dominated solutions and the diversity 
computation operation. However, the cardinality of the set of feasible solutions 
generated iteratively is much lower than the size of the repository allowed, due to the 
number of constraints a solution has to satisfy. Consequently, the diversity 
computation function, based on a crowding factor calculation, is very rarely 
performed. For checking a particle for its non dominance within N+n particles, 
M(N+n) comparisons are needed. Therefore, the worst case complexity of this 
function will be O(M(n+N)2). Considering the worst case complexity by assuming 
that the repository truncation is possible, sorting on the basis of each objective will 
have a complexity of O(MNlog(N). Then, the worst case complexity (with n+N 
elements in the repository) is O(M(N+n)log(N+n)). Thus, the overall worst case 
complexity is O(M(N+n)2). 

4   Experimentations and Results Analysis 

In this section, we evaluate the performance of our approach. We consider the 
following key parameters of WMNs: the number of TSs n, the number of CLs m, the 
client demands di, and the number of radio interfaces R. The purpose of our 
experimental approach is to study the performance of our model by varying one 
WMN key-parameter at a time while maintaining others fixed. For this purpose, we 
define the Standard Setting (SS) of the WMN as the following: SS=[(n:150), (m:49), 
(di:2Mb/s), (ujl:54Mb/s), (vj:54Mb/s), (M:128Mb/s), (cj:200), (pj:8*cj,), (R:3), (k:7)]. 
The algorithm is coded in the Java programming language and all the experiments 
were carried out on a Pentium M 1.5 GHz. 

Unless stated otherwise, we use the standard setting SS. The positions of the n TSs 
are randomly generated. A run of our algorithm involves 200 generations each with a 
population size and archive size of 30 and 20 particles respectively. It must be noted that 
in our very recent experiments [29], mutating at a rate of 50% of the population leads to 
the best Pareto front of optimal solutions when compared to optimal solutions. Therefore, 
we take fmut=0.5 as our standard setting for the remaining experiments.  

4.1   Performance Evaluation  

For each of the following key parameter variation studies (called scenarios), results 
are reported after 10 runs. Additional filtering process is required to maintain the non-
dominance aspect of the collected Pareto fronts. We use OriginPro [30] to plot the 3D 
objective space graph of planning solutions. For a scaling purpose, the second and 
third objective values are multiplied by 103. In addition, for each scenario we plot also 
the devices utilization graphs (only cheapest solutions are considered) in terms of total 
number of mesh nodes (MN), access points (AP), gateways (MG), and links (Links). 
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Fig. 5. Effect of changing the number of candidate locations m 
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Fig. 6. Effect of changing the number of traffic spots n 

Effect of Changing the Number of Candidate Locations m. Notice, from Fig.5.a, 
that a larger size of grid can improve the network performance (congestion of 
gateways decreases), but also increases the total deployment cost, which is highly 
affected by the number of gateways deployed. Therefore, in practice, the network 
planner has to decide on the appropriate grid size that satisfies both cost and 
performance requirements. Notice also, that a 10x10-grid topology is shown to be the 
best in satisfying the Standard Setting (SS). As shown in Fig.5.b, the number of APs 
remains relatively stable. A higher number of CLs leads to an increase in the number 
of routers even for the same number of users. The fact of increasing the number of 
CLs increases the number of mesh nodes (AP, MR and MG) that are not connected to 
each other, which leads to install more MRs to construct multi-hop wireless paths 
between them. On the other hand, the increase of links to ensure connectivity 
constraints increases the network interference level, as shown in Fig. 5.a (BCR axis).  

Effect of Changing the Number of Traffic Spots n. We also study how our 
algorithm (Algorithm 2) would behave when n varies. Naturally, when n increases 
(i.e., more mesh clients need to be covered and connected) then more routers need to 
be connected to the backbone. As shown in Fig. 6.b, the number of APs is increased 
to cover more mesh clients, in the same time the number of MGs is increased to 
connect them to the Internet while a smaller increase of MRs is observed to satisfy 
connectivity constraints. Fig. 6.a shows that the more mesh clients are connected, the 
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Fig. 7. Impact of the number of radio interfaces on network planning 
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Fig. 8. Effect of varying traffic demand di on network planning 

more gateways are congested, if the deployment cost is not adjusted accordingly. 
Given a set of alternative solutions, the network planner makes his/her final decision 
by selecting the best solution that fits best his/her financial/performance requirements. 

Effect of Changing the Number of Radio Interfaces R. We gradually vary the 
number of radio interfaces from 2 to 5, each with 7 channels. The more radio 
interfaces we deploy the more links are established, and the less MGs we need. 
Notice, from Fig. 7.a, that R=4 provides the best Pareto front as it has a better 
solutions spectrum width and cardinality. Also, based on visual observation, the 
solutions of the same Pareto front (R=4) have less MGs congestion level compared to 
the other Pareto fronts. With respect to devices deployment, Fig.7.b, shows that the 
cheapest solution returned when R=4 is also the cheapest solution amongst all others 
(R=2, 3 and 5) as it requires a smaller number of APs, MGs, and MRs. Regarding the 
Pareto front, notice that increasing the number of radios increases the width of the 
spectrum of non-dominated solutions offered to the network planner. 

Effect of Varying Traffic Demand. We further study demand variation. The results 
(Fig.8.a) show that when increasing demand di from 1 to 5Mb/s, the number of APs 
increases. This is expected; new APs are added to guarantee coverage to all mesh 
clients under capacity constraints. Notice also that the number of MGs increases 
accordingly to satisfy connectivity constraints by creating new paths to the newly 
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added APs. However, there hardly exist feasible solutions when di is more than 
4Mb/s. This is because a 7x7 grid is insufficient to support the dixn demand. Fig. 8.b 
shows that when di increases, the interference level (BCR axis) and gateways 
congestion level increase for almost all Pareto solutions. 

4.2   A Comparison with Related Work  

Validating our results against other known models for WMN planning problems turns 
out to be “impossible” since it is unpractical to compare a set of Pareto (three-
dimension) optimal solutions with a one-dimension optimal solution. Moreover, there 
is no close related work that considers congestion of gateways when designing WMN 
from scratch. Nevertheless, we can at least check the one common objective function 
(deployment cost) to see whether the results fall in the same range. We compare our 
results to the (only) closest related work reported in [20] that considers WMN design 
from scratch. We refer to the model in [20] as AML and to ours as MOBD. The 
authors in [20] used the following parameters setup (di=3Mb/s, n=100, m=50, R=3 
and k=11.) and obtained a “single” planning solution which is the mean value over 10 
runs. Using the same parameters setup, we obtained 71 non-dominated planning 
solutions (some of them are shown in Table 2). We report our cheapest and most 
expensive planning solutions together with the single solution of AML in Table 3. 

The solutions of MOBD are numerous and diverse, ranging from very cheap 
solution (MOBD1 line in Table 3) to very expensive solution (MOBD2 line in  
Table 3) differing mainly by the measured performance indicators: (1) BCR: 
interferences over network channels; and (2) S.D: Gateways congestion level. 

Results in Table 2 show that our approach tends to provide some solutions which 
may be more expensive than that of AML in some instances. The network 
performance is increased by increasing overall network throughput (by minimizing 
network interferences) and by minimizing network bottlenecks (MG nodes). None of 
such performance considerations is considered in AML model formulation, which is 
essentially a single-objective model. This fact leaded us to compare only the common 
objective (cost objective function) on a single objective basis. Table 3 shows that 
MOBD generates from 10% less expensive solution to almost double-price solutions 
when compared to AML generated solution for the same parameters settings. 

Table 2. 9 solutions of MOBD,  
di=3Mb/s, n=100, m=50, R=3 and k=11 

MR AP MG Links Cost BCR S.D. 

21 12 3 74 9800 14 10.72 

25 15 4 78 12200 13 10.75 

27 15 4 80 12600 6 10.90 

28 18 4 86 12800 8 10.66 

29 16 4 90 13000 15 10.64 

21 13 5 70 13200 16 9.88 

21 14 5 70 13200 19 9.76 

21 14 6 70 15000 6 8.82 

34 17 9 124 23000 10 7.25 

Only the first 8 solutions and the last (71TH) solution are shown in TABLEII. 
 



102 D. Benyamina, A. Hafid, and M. Gendreau 

Table 3. Solutions of MOBD versus the solution of AML 

 MR MG Links Cost 

AML 23.65 3.3 21.35 10660.0$ 

MOBD1 21 3 74 9800.0$ 

MOBD2 34 9 57 23000.0$ 

 MOBD1: Cheapest solution, MOBD2: most expensive solution (cj=200$, pj=8* cj). 

5   Conclusion 

In this paper, we have addressed and formulated the WMN topology design problem. 
We have considered a simultaneous optimization of deployment cost, network 
interference level and congestion of gateways while satisfying other criteria. We 
proposed an efficient nature inspired search algorithm to solve the model formulated 
whereby different trade-off solutions are provided to the network planner to choose 
among. We carried out a detailed experimental study, to show and assess the 
effectiveness of our approach. In the light of the results shown in Section 4, and under 
many deployment scenarios, we observed the impact of the grid size and the number 
of radio interfaces on network performance. The variation of the number of mesh 
clients and the traffic demand has shown how network scalability is handled under 
our approach. Following the same strand, next we will investigate optimal gateways 
placement and its impact on network performance.  
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Abstract. Wireless Mesh Networks (WMN) have attracted increasing attention 
from the research community as a high-performance and low-cost solution to 
last-mile broadband Internet access. In the other side, Optical Burst Switching 
(OBS) is a promising access technology that uses optical fiber with burst 
switching paradigm. In this paper, we propose a novel Metropolitan Area 
Network (MAN) architecture, called Optical Burst Wireless Mesh Architecture 
(OBWMA) which integrates WMN at the user access side and OBS at the core 
of the MAN. OBWMA aims to combine advantages of both WMNs and OBS 
networks, such as large coverage at low cost and bandwidth availability. We 
specify the details of the interconnection and the internetworking of WMNs and 
the OBS network in OBWMA. Moreover, we develop an analytical model to 
compute the end-to-end delay in OBWMA in order to support flow requests 
with delay constraints. Furthermore, we propose a Control Bridge (CB) that 
ensures Quality of Service (QoS) mapping at the border between the WMN and 
the OBS parts. Also, we propose a burst assembly scheme, called Adaptive 
Hybrid Burst Assembly scheme (AHBA). Simulation results using ns-2 
demonstrate the feasibility of OBWMA and the validity of our analytical 
model. 

Keywords: MAN, WMN, OBS, QoS, DiffServ, Wireless Optical Convergence. 

1   Introduction 

Metropolitan Area Networks (MANs) are public networks aimed to interconnect 
high-speed core networks (Wide Area Networks) and relatively low-speed access 
networks (Access and Local Area Networks). In the context of Next Generation 
Networks (NGNs), MANs are required to offer the following characteristics [1]: 
dynamic bandwidth provisioning, scalability, upgradability, efficient and flexible use 
of resources, Quality of Service (QoS) differentiation, reliability, high throughputs 
and short delays. Meanwhile, end-users are becoming more and more bandwidth 
hungry because of data, voice and multimedia applications that have grown 
exponentially over the past several years; these applications are expected to continue 
growing over the next years. Thus, a MAN architecture which connects the end-user 
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to the Internet, while supporting the increasing bandwidth demand and satisfying 
NGNs specifications, is needed today. In this paper, we study the integration of 
WMNs and OBS networks in a MAN architecture that takes into consideration the 
above requirements. 

Wireless mesh networks (WMNs) have recently emerged as a promising 
technology for the next-generation wireless networks. A WMN consists of two types 
of nodes: Mesh Clients (MCs) and Mesh Routers (MRs). The MRs form an 
infrastructure which forwards the traffic between MCs and the Internet. In general, 
MRs have minimal mobility and operate just like a network of fixed routers, except 
being connected by wireless links through wireless technologies such as IEEE 802.11. 
A subset of the MRs is connected to the Internet (via wired or wireless links, e.g., 
802.16 links); they are called gateways. A WMN has numerous benefits, such as the 
reduction of installation costs because only a few MRs may have cabled connections 
to the wired network [2]. Moreover, it has a large-scale deployment since it is a multi-
hop network that offers long distance communications through intermediate nodes. 
Another considerable advantage is the reliability due to the redundant paths between 
each pair of nodes in the network.  

WMNs have been widely deployed to deliver wireless services for a large variety 
of applications, such as broadband home networking, community and neighborhood 
networking, metropolitan area networks, health and medical systems, etc. Some of the 
WMN features are to support ad hoc networking: capability of self-forming, self-
healing, and self-organization. Also, a WMN allows multiple types of network access, 
compatibility and interoperability with existing wireless networks and multi-channel 
multi-radio operation. This last feature is very important because it increases the 
network capacity. Indeed, IEEE 802.11 offers multiple non-overlapping channels 
(e.g., 3 and 12 channels for 802.11b and 802.11a, respectively). Each node could be 
equipped with multiple radios which increases significantly the throughput. 
Moreover, the integration of WMNs with other networks, such as the Internet, 
cellular, IEEE 802.16 and sensor networks, can be accomplished through the gateway 
and bridging functions in the MRs.  

In the other side, Wavelength Division Multiplexing (WDM) is an attractive 
technology to support the huge amount of bandwidth required by the core of the 
MAN network. It uses the potential capacity in optical fibers that contains many 
wavelengths able to carry (potentially) tens of Tbps using statistical multiplexing. 
This potential requires good switching technology to efficiently exploit it. OBS 
(Optical Burst Switching) [3] is a good switching paradigm candidate to fill this need. 
It has received an increasing interest from researchers over the last several years since 
it presents a good tradeoff between traditional Optical Circuit Switching (OCS) and 
Optical Packet Switching (OPS). OCS is relatively easy to implement but suffers from 
poor bandwidth utilization and coarse granularity; OPS has a good bandwidth 
utilization and fine granularity but suffers from complex implementations because of 
the immaturity of the current technologies, such as optical buffers and ultra fast 
optical switches [3]. 

In OBS networks, data packets with the same destination are aggregated in bursts 
of variable lengths at the ingress node; this process is called Burst Assembly. After 
burst assembly, a Control Packet (also, called Burst Header Packet) is sent, using a 
dedicated control wavelength, from source to destination in order to reserve the 
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required resources along a lightpath. This control packet is subject to Optical-Electric-
Optical (OEO) conversions at each core node (OBS switch) where it receives an 
appropriate processing to make resource reservation for its data burst. After a delay 
called Offset Time (OT), the corresponding data burst is sent, on one of the data 
wavelengths, through the same lightpath without any buffering requirement inside the 
OBS network. The huge bandwidth and the high flexibility of OBS, added to its 
simplicity of implementation (using the existing infrastructure), efficient utilization of 
resources, QoS and differentiated services support, make OBS an excellent candidate 
to play the role of a core network in a next generation MAN. 

Therefore, the integration of WMNs and OBS networks in a novel architecture is 
an interesting idea to explore. In this paper, we propose a novel MAN architecture, 
called Optical Burst Wireless Mesh Architecture (OBWMA), which is composed of 
WMNs at end-user access part and an OBS network at the core part of the MAN. 
Whereas WMNs offer coverage to the end-users, the OBS network connects several 
WMNs to the Internet using its huge bandwidth capacity. The operation of OBWMA 
and the internetworking between WMN and OBS is based on the Internet Protocol 
(IP) which is adopted as the basis of the NGNs. Our contributions in this paper can be 
summarized as follows: (a) A novel MAN architecture (OBWMA) integrating, for the 
first time, multi-channel multi-radio WMNs and OBS networks; (b) An analytical 
model to compute end-to-end delay in OBWMA; (c) A Control Bridge (CB) which 
ensures QoS mapping between WMN and OBS; and (d) A novel Adaptive Hybrid 
Burst Assembly scheme (AHBA). 

The paper is organized as follows: Section 2 presents related work. Section 3 
describes OBWMA architecture. In Section 4, an analytical model to compute the 
end-to-end delay inside OBWMA is presented. In Section 5, we present the proposed 
control bridge and burst assembly scheme. Section 6 presents simulation and 
analytical results. Finally, Section 7 concludes the paper. 

2   Related Work 

The concept of wireless and wired convergence is becoming more and more attractive 
in both academia and industry communities. This trend for reducing the gap between 
the wireless and the wired domains is motivated by the adoption of NGNs as a 
framework solution for the next generation Internet that recommends this kind of 
convergence. In [4], Fixed Mobile Convergence technology (FMC) is proposed. FMC 
provides seamless services via a combination of fixed (optical)/wireless broadband and 
wireless access network technologies. The authors in [5] proposed integrated optical 
and wireless services in the access network; they defined several optical wireless 
integration scenarios. The integrated network performance has been evaluated through 
simulations. Their results demonstrate that optical wireless integration decreases access 
point complexity, increases the capacity of wireless networks and promotes mobility in 
access networks. Decreasing access point complexity is achieved by integrating the 
optical access system (Optical Line Terminals (OLTs) of Passive Optical Network 
(PON)) and wireless base stations at the edge node. The authors in [6] studied a system 
that integrates GEneralized Passive Optical Network (GEPON) OLTs and WiMAX 
base stations at the edge nodes; the proposed system extends the WiMAX antenna 
using the GEPON optical link and the Optical Network Unit (ONU). The ONU 
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aggregates the incoming requests from the WiMAX subscriber stations and sends them 
towards the edge node. When the requests reach the edge node, the OLT interacts with 
the WiMAX base station to allocate the necessary bandwidth so that the subscribers get 
the required QoS when their traffic passes through the WiMAX and PON networks. 
The authors in [7] proposed an integrated network architecture composed of GEPON 
and WiMAX (802.16d/e) to reduce the capital and operational expenditure (CapEx and 
OpEx). To validate their architecture, they studied the QoS support and the wireless 
network throughput.  

We note that Passive Optical Network (PON) is often used in the context of 
wireless and optical convergence (from the optical side). However, PON uses Time 
Division Multiplexing (TDM) and often tree topology. Hence, we believe it is not 
appropriate to use PON as a core network; instead, it is more appropriate to use PON 
as an access network in the context of Fiber-To-The-Home (FTTH) paradigm. 

The authors in [8] proposed a simple paradigm based on connecting WLAN and 
OBS networks. They investigated the use of the two wireless access mechanisms: 
DCF and PCF; and different packet sizes without more details. In [9], the authors 
performed a simulation based study of TCP performance over an architecture 
composed of OBS at the core network and 802.11 at the access network. We believe 
that the contributions in [8] and [9] are in the right direction since they show the 
interest of interconnecting 802.11 and OBS technologies. However, they remain in 
the stage of proof of the concept without exploring the interconnection concept deeply 
and without a global view of the performance of the converged network (the wireless 
and the optical parts). Moreover, to the best of our knowledge, this is the first time 
that the integration of multi-channel multi-radio WMNs and OBS networks is studied. 

3   The Proposed Architecture 

Fig. 1 shows the structure of the proposed architecture where a number of WMNs (of 
medium size) are interconnected between them and connected to the Internet through 
a core OBS network. In fact, in this architecture, the gateways (one or more) of each 
WMN are connected to an OBS edge node. For a given OBS edge node, the WMNs 
connected to it are called home WMNs while the other WMNs (in OBWMA) are 
called foreign WMNs. The connection between an OBS edge node and their home 
WMNs could be performed using a dedicated device or simply using a wired 
connection. This point is discussed in subsection C. 

GWGW

 

Fig. 1. Overview of OBWMA 
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3.1   The WMN Part 

The first key part of OBWMA is the WMN part (see Fig. 2) where the MRs 
(e.g. 173, MRMR ) aggregate and forward the traffic from their MCs to the gateways. 

The MRs communicate with each other to form a multi-hop wireless network. This 
wireless network forwards the user traffic to the gateways (e.g. 21 PandP in Fig. 2) 
which are connected to the Internet and other WMNs in OBWMA via the OBS core 
network. 
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Fig. 2. A schematic sketch for WMN over OBS 

A WMN allows mesh nodes or gateways to communicate with each other without 
being routed through a central switch point, eliminating centralized failure and 
providing self-healing and self-organization. Although decisions on traffic are made 
locally, the network can be managed globally. Furthermore, since each MR may 
aggregate traffic flows for a large number of mobile MCs, the aggregate traffic load 
of each MR changes very rarely. In WMN infrastructure, some MRs are also 
equipped with a gateway capability through which they interface with the wired 
network (OBS core network in our case). In such networks, traffic is mainly routed by 
the WMN wireless backbone between the MCs and the Internet through the gateways. 
In addition, the traffic distribution is typically skewed as most of the user traffic is 
directed to/from the wired network. 

Providing QoS in the wireless part depends upon how well the network capacity is 
estimated. This estimation is difficult to obtain because, compared to wired networks, 
the links in WMNs are inherently shared (because of interferences) and difficult to 
isolate. This fact makes the performance of WMNs difficult to control. It is crucial to 
control the traffic to guarantee the QoS requirements (e.g., end-to-end delay) [10]. The 
reason is that interferences among links cause performance degradation, e.g., two 
interfering links that are active simultaneously often provide much less throughput than 
two separated links. To guarantee QoS, OBWMA accepts a new flow request only 
when the required flow end-to-end delay in WMN part is satisfied (see section 5). 
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Architecture and routing protocols mechanisms of WMNs have been extensively 
studied in literature [2]. In OBWMA, we use DSDV [11] as the routing protocol of 
the wireless Part. It is worth noting that any other routing protocol for WMNs can be 
used. 

3.2   The OBS Part 

The OBS core network of OBWMA is a ring network composed of a set of OBS 
edge/core nodes. In fact, each OBS node in the core network can receive and send the 
traffic of its home WMNs (which is the role of an OBS edge node) and route the 
transit traffic of foreign WMNs (which is the role of an OBS core node). The ring 
topology is widely used in MANs because of its characteristics of failure recovery and 
scalability. However, other kinds of topologies, such as mesh and regular topologies 
could be used for OBWMA. 

Burst assembly is a key mechanism in the OBS network where incoming packets 
from the client networks with the same destination are aggregated in data bursts 
according to some criteria, such as QoS (e.g., delay). There exist mainly three 
schemes of burst assembly [12]: (a) time-based schemes that use a maximum time 
threshold before forming the burst; (b) size-based schemes that use a maximum burst 
size threshold before forming the burst; and (c) hybrid schemes that use both time and 
size thresholds. For OBWMA, we propose an adaptive hybrid scheme, called 
Adaptive Hybrid Burst Assembly scheme (AHBA) which uses adaptive time and size 
thresholds to allow QoS mapping between WMN and OBS, i.e., the translation of 
QoS constraints from the wireless domain (represented by the WMN) to the optical 
domain (represented by the OBS network). AHBA is discussed in Section 5.B.  

In the OBS network, resource reservation has an end-to-end scope and it is 
performed by control packets which are sent on dedicated control wavelength(s). 
Whereas, generally, in OBS networks one-way reservation is adopted to minimize 
the end-to-end delay, two-way reservation allows preventing burst losses inside the 
OBS network at the cost of an increase of the end-to-end delay. For OBWMA,  
we adopt the one-way resource reservation scheme to alleviate the increase in  
end-to-end delay.  

Wavelength assignment has an important impact on OBS networks, especially, 
when wavelength converters are sparse or not used at all, at the core nodes. In fact, 
wavelength converters are expensive and have not yet reached their technological 
maturity. Thus, we do not use wavelength converters in the OBS core network. 

In OBS networks, Shortest Path routing (SP) is often used since it ensures optimal 
resource utilization. However, adaptive and multipath routing could be used to 
improve the burst loss rate performance. Nevertheless, adaptive and multipath routing 
approaches suffer from issues, such as routing path loops, out-of-order delivery and 
jitter [13]. Hence, we adopt SP routing for the OBS core network of OBWMA. 

3.3   WMN and OBS Interconnection and Internetworking 

The interconnection of WMNs and the OBS core network in OBWMA is ensured by 
simple wired connections between the gateways of WMNs and the OBS edge nodes. 
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This interconnection is performed in the electronic domain. It is worth noting that the 
storage capability of the electronic domain makes it omnipresent in WMN gateways 
and OBS edge nodes. However, this interconnection has to be carefully provisioned 
with bandwidth in order to prevent this part of the network from forming a 
bottleneck. Since narrowing the gap between wireless and optical worlds is one of 
the objectives of NGNs, we can use optical fibers for the wired connection. 
Nevertheless, electronic domain will always be present in gateways and OBS edge 
nodes because of the lack of optical buffers in one hand, and the advanced buffering 
technology of electronic domain in the other hand. Besides, a sophisticated device 
which incorporates a gateway with an OBS edge node in a single device could be 
conceived. Hence, this device will contain wireless, electronic and optical 
compartments. For economical and simplicity of realization reasons, we propose to 
use, exclusively, copper-based wired connections between gateways and OBS edge 
nodes in OBWMA. In fact, copper-based connections are cost effective and could be 
used with the existing WMN and OBS equipments, namely, gateways and OBS edge 
nodes. 

The internetworking between WMN and OBS is based on the Internet Protocol (IP) 
which is designated to be the cornerstone of the operation of next generation 
networks. Fig. 3 shows the protocol stack of OBWMA and Fig. 4 shows the packet 
flow inside it. In Fig. 3, we can see that the protocol stack of OBWMA is composed 
of the protocol stacks of WMN and OBS. Specifically, 802.11 protocol is responsible 
for the operation of the WMN part MAC layer while the OBS protocol is responsible 
for the operation of the OBS part.  
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Fig. 3. The protocol stack of OBWMA 

The interconnection between WMN and OBS parts is ensured by the 802.3 
protocol. Hence, when the user data traverses OBWMA from end to end, it passes 
through the WMN part MAC layer as a 802.11 frame. Then, at the interconnection 
MAC layer it becomes a 802.3 frame. Finally, it passes the OBS part layer two as a 
data burst, before becoming again a 802.3 frame at the MAC layer of the OBS egress 
node (see Fig. 4). 
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Fig. 4. Packet flow through the WMN and the OBS parts 

4   End-to-End Delay Performance Model 

As a next generation MAN network, OBWMA has to provide QoS guarantee 
capability. End-to-End delay is an important QoS constraint, especially, for delay-
sensitive traffic. To deal with this constraint, we propose an analytical model to 
compute end-to-end delay in OBWMA. We characterize the traffic as Poisson process 
with mean packet arrival rate iλ  packets/s for each node i  in the network (WMN or 

OBS node). It is well known that the combination of two or more Poisson traffics is 
Poisson traffic. For example, if a Poisson traffic A with mean packet arrival rate Aλ  

is combined with a Poisson traffic B with mean packet arrival rate Bλ  the resulting 

traffic is still Poisson but with mean packet arrival rate BA λλ + . Hence, if we 

suppose that the end-users traffic is Poisson, the incoming traffic in intermediate 
wireless MRs, gateways and OBS edge nodes is always Poisson. Furthermore, we 
assume that the packet size in WMNs is exponentially distributed with mean L and 
the maximum burst size in the OBS part is B. 

4.1   End-to-End Delay in WMN 

Before transmitting a packet, each node in a WMN counts a random timer which is 

exponentially distributed with mean Backoff duration 
ξ
1 . The average service time of 

a mesh router iMR , noted ib , using channel k  ∈ {1..NC} is expressed as follows: 

i

k
i INTER

L

b
−

+
=

1

1

θξ  (1)

where kθ is the bandwidth capacity of kth channel and iINTER  is the interference ratio 

representing interferences between iMR and its neighboring Mesh Routers (MRs). 
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In the case of no interferences, 

0=iINTER , (2) 

If interferences exist, we consider that all interfering MRs have the same probability 
to access the medium. In this case: 

)(∑ ∈
×=

ctNj
j

k
i

L
INTER λ

θ
, (3) 

where jλ is the packet arrival rate in a jMR , and ctN is the set of MRs that can 

contend for channel k. It is worth noting that iINTER is always in the range [0, 1], since 

when it reaches value 1, the average service time tends to infinity; in this case,  the 
majority of packets are dropped due to the high level of interferences. 

The end-to-end delay for each path in the WMN part is determined by computing 
delay at each intermediate MR as follows: 

∑ ∈
=

PATHi iWMN bd  (4) 

where PATH is the set of the nodes in the end-to-end path from the MC to the 
gateway. 

4.2   End-to-End Delay in OBS 

The delay in the OBS part is mainly composed of the assembly delay (at the edge 
node), noted ad , and the offset time delay, noted od . The offset time od  is the delay 

that separates the transmission of the control packet and the transmission of its data 
burst. This delay is useful to compensate the processing and the queuing time of the 
control packet at each intermediate node. Otherwise, the data burst could reach and 
surpass its control packet, in which case, it will be dropped since no resources have 
been reserved for it at this part of the OBS network. If AHBA scheme is used (see 
Section 5.B), a burst is formed if its length reaches size B  or if the maximum 
assembly time aT  is reached. Hence, the average number of packets in a burst at an 

OBS edge node e  is: 

⎣ ⎦),min( aeTL

B
N λ⎥⎦

⎥
⎢⎣
⎢=  (5) 

The WMN packet number p  in the assembly process at the OBS edge node e , will 

undergo delay pT  in average, where pT  is given by: 
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and the average assembly delay is: 
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Therefore, the mean OBS delay is: 

oaOBS ddd +=
 

(8) 

where od  is the sum of control packet queuing and processing times (at each 

intermediate node). Hence, we can estimate od  if we can estimate the mean number 

of hops in the OBS part of OBWMA. Since the traffic in WMN is, generally, destined 
to/from the Internet, we can estimate the mean number of hops in the OBS core 
network. This is performed by computing the mean number of hops between the OBS 
edge node (or nodes) connected to the Internet and the other OBS edge nodes. 

The end-to-end delay in OBWMA (i.e., the delay that a packet undergoes from the 
MC in the WMN part to the OBS egress node connected to the Internet) is calculated 
as follows: 

OBSWMNOBWMA ddd +=  (9) 

5   Quality of Service Provisioning 

Quality of service (QoS) provisioning is a mandatory functionality for NGNs. For this 
reason, we propose a QoS provisioning mechanism for OBWMA. This mechanism 
operates at the border between the OBS and WMN parts of the network. It is based on 
service differentiation. For service differentiation, and without loss of generality, we 
consider two classes of traffic: (a) Class of service 1 with quality of service 
requirements (e.g., delay); and (b) class of service 2 with no QoS requirements (best-
effort service). We suppose that user flow requests (at MCs) come with their classes 
of service (calss-1 or class-2) and their maximum end-to-end delays ( delay∆ ). In 

addition, the flow request packet contains a field for accumulated delay in the WMN 
part WMNd . WMNd  is updated at each intermediate WMN node. After the flow request 

is accepted, the 802.11 frames in the WMN part, the 802.3 frames in the 
interconnection part and the control packets in the OBS part contain a field for the 
class of service. This field takes value 1 for class-1 and value 2 for class-2. Fig. 5 
shows the main fields of the flow request packet. 

 

Fig. 5. Main fields of the flow request packet 

5.1   The Control Bridge  

In OBWMA, flow requests arrive from the WMN part to the OBS core network with 
end-to-end delay QoS requirements. In this paper, we consider only end-to-end delay, 
however, other QoS constraints could be considered (e.g., loss rate). Whenever the 
OBS edge node receives a flow request, it checks its class of service. Flows of class-1 
should have to be accommodated with firm guarantees of QoS constraints but flows 
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of class-2 could be accommodated with the available resources and without 
guarantees of QoS constraints. To do so, we propose a Control Bridge (CB) which 
ensures QoS (delay) mapping between the two parts of the network. Fig.6 depicts the 
architecture of the proposed CB. It has two interfaces connecting the OBS edge node 
and the 802.11 gateway. The CB is located at the OBS edge node and has a global 
view of the state of burst assembly buffers. 

For QoS mapping, we propose a novel burst assembly scheme (AHBA) with the 
main objective of realizing the mapping of delay constraints between WMN and OBS. 

 

Fig. 6. Control Bridge Architecture 

5.2   Adaptive Hybrid Burst Assembly Scheme 

For the burst assembly process, we suppose that each OBS edge node has one buffer 
for each other OBS edge node destination and each class of traffic. Hence, each 
assembly buffer is identified by (destination, class of service) where destination is the 
destination OBS edge node and class can take values 1 or 2. Adaptive Hybrid Burst 
Assembly (AHBA) is a burst assembly scheme which takes into consideration two 
parameters: (1) Maximum Assembly Time (MAT); and (2) Maximum Burst Size 
(MBS). In addition, using AHBA, the CB has the ability to act directly on the 
assembly buffers by tuning or fixing their parameters (e.g., MAT). Indeed, parameters 
MAT and MBS for traffic of class-2 are fixed. This is done by fixing the burst size to 
a suitable value (e.g., 10KB) and then fixing assembly time to a reasonable value. The 
assembly time has to prevent excessive waiting time for class-2 traffic packets in the 
assembly buffer when the arrival rate of these packets is very low. Generally, this will 
result in fixed (class-2) bursts size inside the OBS network, which is a suitable 
property for OBS networks performance [14]. For class-1 traffic, the CB could tune 
the maximum assembly time of a class-1 assembly buffer to meet the quality of 
service requirement of a flow request in terms of end-to-end delay. Hence, upon the 
receipt of a class-1 flow request, the CB checks whether the corresponding assembly 
buffer could satisfy its end-to-end delay constraint. If it is the case, the flow request 
could be accommodated; otherwise, the CB tries the possibility of tuning the 
assembly time of the corresponding class-1 traffic assembly buffer in order to meet 
the delay requirement of the flow request. Noting that a buffer assembly time could be 
decreased for a given flow request but it could not be increased again only after the 
end of this flow. To compute the delay of the flow request, the CB extracts the 
required end-to-end delay noted delay∆  and the WMN delay WMNd  from the flow 
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request packet. Then, the CB computes the OBS delay OBSd  using Eq. 8. The sum of 

WMNd  and OBSd  must be less or equal delay∆ : 

delayOBSWMN dd ∆≤+  (10) 

Otherwise, the CB tries to decrease the assembly time of the corresponding buffer by 
decreasing the maximum assembly time aT . However, excessively decreasing aT  

could result in forming data bursts of size near to that of an IP packet. This could 
eliminate the advantage of statistical multiplexing of the OBS core network and 
degrades its performance in terms of resource utilization. To tackle this issue, we 
introduce a new parameter, called MINimum Burst Size (MINBS), which is used to 
guarantee a minimum burst size. MINBS could be expressed as a multiple of an IP 
packet size L , e. g.: LMINBS ×= 3 , which means that the minimum number of IP 
packets in a burst is 3. Thus, Eq. 5 becomes: 

⎣ ⎦ )),,(( MINBST
L

B
MinMaxN aeλ⎥⎦

⎥
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⎢=  (11) 

 

 

Fig. 7. The operation of AHBA 

If a flow request delay requirement could not be met by decreasing the assembly 
delay ad , this request is simply rejected, and a reject message is sent back to its 

source node in the WMN part. Fig. 7 shows the operation of AHBA. 
It is worth noting that decreasing burst assembly time for a given flow and 

increasing it again at the end of this flow could increase the jitter of other flows in the 
network. However, this variation in the jitter is controllable and could be calculated; it 
is simply the difference between the assembly times before and after decreasing or 
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increasing the maximum assembly time aT . In addition, the value of the jitter could 

be sent to the corresponding destination OBS node, each time the maximum assembly 
time is increased or decreased. However, this is out of the scope of this paper. 

6   Numerical Results 

In this section, we conduct simulations using ns-2 simulator [15] and present 
numerical results of the proposed delay analytical model to evaluate the performance 
of OBMWA. Our goal is to: (a) validate the operation of OBWMA, especially, the 
interconnection of the WMN part and the OBS part using ns-2 simulator; (b) evaluate 
the proposed analytical end-to-end delay model and compare it to simulation results 
of the end-to-end delay; and (c) measure the impact of varying the maximum 
assembly time, the IP packet size in the WMN part and the burst size in the OBS part. 
We consider only end-to-end delay as the main metric in OBWMA. 

We use the topology illustrated in Fig. 8 to perform simulations where real-time 
traffic flows arrive at each wireless MR according to Poisson process. The traffic load 
expressed in the figures is the ratio [utilized bandwidth/ bandwidth capacity (with no 
traffic in the network)] at MR 1. 

GWGW

 

Fig. 8. Simulations topology 

For the WMN part, the radio transmission range r takes one of the following 
values: 150 meters, 200 meters and 250 meters and the transmission interference R of 
each wireless station is 550 meters. Also, we fix the WMN packet size to 1000 KB 
unless stated otherwise. 

For the OBS part, we assume that each single fiber link is bidirectional and has the 
same number of wavelengths. We fix the number of wavelengths to 12 wavelengths 
per fiber link. A larger number of wavelengths will have no impact on the presented 
results since it will increase the capacity of the OBS core network. Each OBS node 
can receive and route traffic. That means that each node in the OBS core network 
plays the roles of both edge node and core node at the same time. Moreover, unless 
stated otherwise, we fix burst assembly parameters as follows: (a) Maximum 
Assembly Time (MAT) to 0.1 s; (b) Maximum Burst Size (MBS) to 10000 KB. Also, 
we use Last Available Unused Channel with Void Filling (LAUC-VF) [16] algorithm 
for wavelength assignment in OBS edge nodes. 
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Fig. 9 shows the mean end-to-end delay for OBWMA using the analytical model 
and simulations. The results demonstrate clearly that the proposed model is quite 
accurate. In fact, while the mean end-to-end delay (over all of the loads) using the 
analytical model is 0.077, the mean end-to-end delay using simulations is 0.083; the 
standard deviation (over all of the loads) between the two is less than 2%. Moreover, 
Fig. 9 shows delay curves for WMN part and OBS part to show the contribution of 
each one of them to the overall end-to-end delay in OBWMA. We observe that OBS 
has the highest contribution to the end-to-end delay, especially, at very low loads. 
This is explained by the fact that burst assembly takes more time at low loads which 
affects the overall end-to-end delay. 

Fig. 10 shows the end-to-end delay when varying MAT from 0.1 to 0.3 s. The 
results show that the end-to-end delay decreases whenever the MAT decreases. 
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Fig. 9. End-to-End delay: analytic vs. simulations 
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Fig. 10. Impact of maximum burst assembly time (seconds) on end-to-end delay 

Fig. 11 shows the impact of varying WMN packet size on the delay. We consider 
values 500, 1000 and 1500 KB. We observe that the more the packet size increases, 
the more the delay decreases. This can be explained by the fact that at the same traffic 
load, when packet size is bigger, the number of packets in the WMN part is reduced 
and collisions are less likely to occur. Hence, the number of retransmissions due to 
collisions and, consequently, the delay are reduced. 
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Fig. 11. Impact of WMN packet size (KB) on end-to-end delay 
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Fig. 12. End-to-End delay when varying Burst size (KB) 

Fig. 12 shows end-to-end delay when varying maximum burst size in the OBS part 
of OBWMA. We set the maximum burst time to a large value (e.g., 10 s) to measure 
the real impact of burst size on end-to-end delay. We consider values: 1000, 10000 
and 100000 KB. As expected, the more the burst size is larger, the more the delay is 
bigger. However, differently from the other values, when burst size is 10000 KB, 
delay tends to decrease when the load increases. We can say that at this value of burst 
size, delay is sensitive to the traffic intensity since the ratio [WMN packet size / OBS 
burst size] is moderate in this case. Indeed, with burst size 10000 KB, the ratio is 
roughly 1/10 (recall that default WMN packet size is 1000 KB in our simulations). 
For the other burst size values, the ratio is 1/1 and 1/100 for burst size 1000 KB and 
100000 KB, respectively. 

7   Conclusion 

In this paper, we proposed a novel MAN architecture, called Optical Burst Wireless 
Mesh Architecture (OBWMA). OBWMA uses a set of wireless mesh networks for the 
access and an optical burst switching network as a backbone core network. To 
guarantee QoS in OBWMA, we developed an analytical model to compute end-to-end 



 Novel Analytical Delay Model and Burst Assembly Scheme 119 

delay and we proposed a novel adaptive burst assembly scheme (AHBA) for 
OBWMA. Also, we proposed a Control Bridge (CB) that coordinates QoS mapping at 
the border between WMN and OBS parts of OBWMA. Simulation results using ns-2 
simulator showed the feasibility of OBWMA architecture, the accuracy of the 
proposed delay analytical model and the relevance of the proposed burst assembly 
scheme (AHBA). 

In future work, we plan to consider bandwidth provisioning in the WMN and the 
OBS parts of OBWMA. 
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Abstract. Due to bandwidth constraint and highly dynamic topology in ad hoc 
network systems, one of the major challenges is the deployment of end-to-end 
quality-of service support mechanisms. Time-sensitive communications like 
video applications may be seriously disrupted if these QoS support mechanisms 
don’t exist. In this paper we propose a QoS routing protocol based on AODV 
(AQA-AODV), which creates routes according to application QoS 
requirements. We have introduced link and path available bandwidth estimation 
mechanisms and an adaptive scheme that can provide feedback to the source 
node about the current network state, to allow the application to appropriately 
adjust the transmission rate. The simulation results reveal the performance 
improvements in terms of packet loss and delay while the end-to-end 
throughput is not affected compared with the throughput achieved by other 
protocols like AODV.  

Keywords: Wireless ad hoc networks, quality-of-service aware routing, 
AODV, Bandwidth estimation. 

1   Introduction 

A mobile ad hoc network is a group of autonomous wireless devices organized 
themselves dynamically in a mesh topology. The key feature of this type of 
networking is the nonexistence of any permanent infrastructure. Perspective video 
communication over such networks can be expected in various scenarios, both in civil 
and military activities. However, hard communication conditions because the wireless 
channel is shared among adjacent hosts and network topology can change as hosts 
move, do intensify challenges against transmission of video packets. Especially when 
video applications generate a huge data volume that is delay-sensitive, bursty and loss 
of some important data segments, such as synchronization data, may seriously disrupt 
a long sequence of frames  [1]. Additionally, to maintain an acceptable playback 
quality, excessive communication delay is not tolerated.  
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The main issue is how to efficiently transmit a large volume of time-sensitive data 
given that many packets are dropped due to the fact that network resources are limited 
and time-varying.  

We propose a strategy based on a QoS-aware routing protocol that allows the 
source to adapt the transmission rate. Our protocol AQA-AODV (Adaptive QoS-
Aware AODV) is a modified and enhanced version of the Ad hoc On-demand 
Distance Vector [2] (AODV). More precisely, we have introduced link and path 
available bandwidth estimation mechanisms and an adaptive feedback scheme into 
the original AODV protocol. Similar mechanisms are studied in [3][4]. In addition, a 
QoS extension is added to the AODV control packets and the routing table. The only 
QoS metric considered in our solution is bandwidth for a QoS flow, because finding a 
route subject to multiple metrics in many cases is considered to be an NP-complete 
problem  [4]. The result is a QoS path finding mechanism that can provide feedback to 
the application about the current network state to allow the application to 
appropriately adjust the transmission rate. 

In order to test the performance of our protocol we have implemented the proposed 
protocol in the NS-2 simulator. Results indicate that the packet loss and packet delay 
decrease significantly, while the overall end-to-end throughput is not impacted, 
compared with routing protocols that do not provide QoS support. 

This paper is organized as follows. Section 2 describes the impact of packet 
forwarding over delay, packet loss and channel capacity in wireless ad hoc networks 
for very simple linear topology with very regular traffic patterns. Section 3 describes 
our proposed Qos-aware routing protocol that incorporates QoS into Ad hoc On-
demand Distance Vector (AODV). Section 4 presents the performance evaluation of 
our QoS-aware routing protocol and Section 5 offers some conclusions. 

2   Capacity of Ad Hoc Wireless Networks 

One of the limitations of wireless ad hoc networks is the achievable capacity due to 
the fact that nodes cannot simultaneously access the shared medium. More 
specifically, when a node is transmitting a packet, neighbor nodes within its 
Interference Range (IR), have to keep silent. This fact degrades the wireless data rate.  

This section examines the feasible capacity of a well known single linear network 
topology of nodes where the source of traffic is the first node, destination is the last 
node and the packets are being forwarded through the intermediate nodes. The source 
node sends data as fast as its MAC allows it. In this scenario only adjacent nodes are 
in transmission range of each other. A more detailed study is presented in  [6]. The 
results of our simulations are shown in the Fig 1. The simulation suggests that 
capacity along chain can be surprisingly low. We can see that, when the source node 
is sharing the channel with only 1 node, the throughput could reach up to 1.4 Mbps 
for 1000 bytes/packets, due to the overhead produced by RTS, CTS and ACK 
packets. When the hop count is increased, the maximum throughput of one flow is 
decreased substantially and falls down until 0.2 Mbps due to the overhead of MAC 
layer and the mutual interference between packets of the same flow, also called 
“Intraflow contention”  [7]. 
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Fig. 1. Relationship between maximum throughput and number of nodes along a linear network 
topology 

Fig. 2. Average end-to-end Delay (a) and Packet Loss (b) over linear topology of 7 nodes 

For a linear topology of 7 nodes where the source of traffic is the first node and the 
destination is the node 7, the packet losses are increased significantly when the 
maximum throughput that can reach a chain of 7 nodes (about 0.20 Mbps) is slightly 
exceeded by the source. Fig. 2 shows the increase of the end-to-end delay and packet 
losses, as the source increases its transmission rate.  

These results show that the relation between ad hoc routing and capacity suggests 
that any evaluation or implementation of a wireless ad hoc network requires an 
understanding of network capacity. In particular, 802.11 MAC interacts with 
forwarding impact over the end-to-end delay and packet loss, both important metrics 
for video transmission over wireless ad hoc networks. 

3   QoS-Aware AODV Protocol with Adaptive Feedback Scheme 

Our proposed routing protocol called AQA-AODV (Adaptive QoS-Aware Ad-hoc On-
demand Distance Vector), is an AODV-based protocol. Our key modifications include 
new fields in RREQ and RREP packets to the bandwidth requirements and a “session 
ID”, used to identify each QoS flow that is established. The solution in reference  [8] is 

 
(a) 

P
ac

ke
t L

os
s 

(%
)

 
(b) 



 Evaluation of a QoS-Aware Protocol with Adaptive Feedback Scheme 123 

an admission control based protocol. However, available bandwidth estimation and 
consumed bandwidth prediction algorithms are not defined. An important difference 
between our proposed protocol and other AODV-based solutions is the adaptive 
feedback scheme by which the source node can easily adapt its transmission rate 
according to the state of the route For this reason, nodes along the path must know 
their available resources (in terms of bandwidth) by using some algorithms.  

3.1   Route Discovery in AQA-AODV 

For route discovery, if a source node requires a route to a destination node with 
specific bandwidth requirements, it broadcasts a RREQ packet with the QoS 
extension to its neighbor nodes. The RREQ packet is rebroadcasted as in AODV until 
the RREQ packet reaches the destination node  [2]. Only the destination will be able to 
send the route reply. This will ensure that all nodes in the selected route satisfy the 
bandwidth constraints. When the destination node receives a RREQ packet, before 
sending the RREP to the source, local available bandwidth is checked and estimation 
of the intraflow contention is necessary, by using the relation between the number of 
hops and the end-to-end throughput. This will allow the node to estimate the 
bandwidth along a path while taking into account the contention between packets of 
the same flow. Finally, the RREP will be transmitted to the source with a modified 
header that includes the minimum value between required bandwidth for the source 
and the maximum bandwidth that all hosts along the route could support. Once an 
intermediate node receives the RREP packet, it compares its available bandwidth with 
the bandwidth indicated in the RREP. If its local available bandwidth is lower, it 
updates the min-bandwidth field in RREP, using its available bandwidth. Otherwise, 
the node forwards the RREP. This procedure will ensure that the source knows the 
min-bandwidth along the path which will be the maximum rate that it may transmit.  
Fig. 3 illustrates the overall operation of the key phases of AQA-AODV. 

3.2   Estimation of the Available Bandwidth in AQA-AODV 

AQA-AODV uses a similar method to one presented in  [9] to determine the available 
bandwidth at a node. To estimate the available bandwidth, BWav, nodes simply add 
up the size of packets sent, received and detected in a fixed period of time T.  The 
channel bandwidth when transmitting a packet is calculated using the equation (1). 

TsTr

S
BWav −

=  (1) 

In (1) S = RTS+CTS+HELLO+ACK+RTS+CTS+HELLOACK, i.e. the size of all 
packets (in terms of bits) sent from the source to destination during the period T, 
where T is equal to Tr –Ts. Ts is the time when the data packet is ready to be sent at 
the source, while Tr is the time when the ACK for the data is received at the source. 

With the information of the available bandwidth at the nodes, it is still not simply 
to compare the available data rate at node and the required data rate for one traffic 
when deciding whether the node satisfy the requirement, it has to check if the given 
flow fits or not into the n-hop route. The method to provide an estimation of the 
consumed bandwidth along the route used in AQA-AODV was adapted from  [10]. 
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Fig. 3. Overview of AQA-AODV 

4   Performance Evaluation 

Network Simulator (NS-2) has been used to test the performance of our QoS-aware 
routing protocol. This simulator implements the IEEE802.11 protocol for the MAC 
layer, working in the Distributed Coordination Function (DCF) mode with a channel 
data rate of 2 Mbps. The transmission range and interference range are 250 m and 550 
m respectively. 

The performance of our QoS-aware routing protocol was evaluated by comparing 
it with conventional AODV, which has no QoS support, using two simulation 
scenarios. The first scenario consists of a chain of nodes where the performance was 
evaluated as a function of the chain length. The second scenario consists of 30 nodes 
move in a 1000m x 1000m area according to the random waypoint model with pause 
time set to 20sec. The nodes move toward a random destination using a speed 
randomly chosen between 0 – 3 m/s. A random source-destination pair send packets 
using a request rate between 0,1 and 1,0 Mbps. All traffic flows are Constant Bit Rate 
(CBR) streams over UDP with a packet size of 1000 bytes. 

4.1   Simulations Results 

We evaluated the performance of AQA-AODV by measuring three parameters: end-
to-end data packet delay, packet loss and the maximum throughput achieved along the 
route. Each data point shown in the figures is the average of 10 simulations with 
different random seed. The results are presented as follows, according to the 
aforementioned scenarios. 

In the first scenario (static linear topology with variable length), the performance of 
AQA-AODV is tested as function of the number of hops on the path. Node 1 is the 
source of data traffic and the last node in the chain is the traffic sink. Fig. 4a shows 
the ability of our Adaptive CBR source to adjust its rate according to network status 
and according to the number of competing nodes. Initially the source required a 
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Fig. 4. Transmission rate (a), Throughput achieved along the path (b), Packet Loss (c), Average 
end-to-end delay (d) with variable chain length 

transmission rate of 0,9 Mbps. In a 2-nodes chain it is possible without leading 
network congestion. However, when chain has 3 or more nodes, this transmission rate 
is not supported efficiently. Therefore our adaptive source adjusts its data rate. While 
using AODV, the source sends packets to a fixed rate of 0,9 Mbps. 

As seen in Fig. 4b the total network throughput achieved with AQA-AODV is very 
close to throughout achieved using AODV. However, using AQA-AODV, the 
network congestion is significantly reduced. Therefore, the time used for waiting in 
the packet queue and contending for the channel decreases. In other words, our 
adaptive feedback scheme allows getting an important decrease in packet loss  
(Fig. 4c) and delay (Fig. 4d) without any bandwidth sacrifice. 

Fig 5 shows the results of our simulations in the mobile topology. In terms of 
packet loss, AQA-AODV shows great improvement over AODV, which achieves 
very high packet losses for some requested rates. For example, the packet loss is 
between 19% and 83% using AODV, whereas using AQA-AODV the packet loss 
remains lower than 24%.  Fig. 5b shows that the average end to end delay of AQA-
AODV is always below 0,4s, whereas, the end to end delay of AODV increases badly 
when the transmission rate increases from 200 kbps to 1000 kbps. With AODV, the 
maximum average end to end delay reaches 1,9s at 700 kbps, about 16 times higher 
than using AQA-AODV. As seen in Fig. 5c the total network throughput achieved 
with AQA-AODV is very close to throughput achieved using AODV. We would 
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Fig. 5. Packet Loss (c), Average end-to-end delay (b) and Throughput (c) with variable 
requested rate 

expect that the AQA-AODV protocol’s performance will degrade in scenarios with 
high mobility because the nodes will need a specific time for exchange information 
about the network status. 

5   Conclusions 

A novel QoS-aware routing protocol (AQA-AODV) is proposed in this paper for 
carrying out time-sensitive communications over wireless ad hoc networks. AQA-
AODV can avoid network congestion by a simple and precise cross layer approach 
with adaptive feedback scheme to provide information to the application about the 
network status. Our protocol incorporates bandwidth estimation through Hello 
packets and a prediction of consumed bandwidth that take into consideration the 
interference between packets of the same flow. Simulations show that this proposed 
scheme could reduce significantly both the dropping rate and the end-to-end delay 
without impact the overall end-to-end throughput.  

In the future, we plan to examine how to implement a predictive way to foresee a 
route break, which would avoid performance degradation in mobile environment. 
Hence, methods such as pre-emptive maintenance routing  [11] might be implemented 
to help the routing protocol to reduce the transient time when the required QoS in not 
guaranteed due to a route break. Also, our future work includes a mechanism to 
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periodically check that the available bandwidth is still available. In this paper, in 
terms of metrics used in the QoS extension, only data bandwidth is considered in the 
simulations. End-to-end delay could be added during the route discovery and 
maintenance in the routing protocol.  

Our ultimate goal is to provide a cross-layer framework where the video source 
exploits the feedback information from the underlying protocol (AQA-AODV) to 
tune a parameter on the source coding to adapt the traffic rate to the path. 
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Abstract. Wireless sensor networks are emerging as a convenient mech-
anism to constantly monitor the physical world. The volume of informa-
tion in such networks can be extremely large. And, to be meaningful
to applications, this information must be processed at the right level
of accuracy. However, there is an inherent trade-off between achieving a
high degree of data accuracy and the communication overhead associated
with achieving it. We present a simple mechanism for spatially approxi-
mate query processing. We present a protocol that leverages gossip based
routing to collect network data from a randomly selected set of nodes
at a user-defined level of accuracy. We extend this protocol to address
persistent queries, long running queries where network data is collected
periodically, by treating a persistent query as a temporal aggregate of
individual queries. Finally, we provide a novel protocol that dynamically
adapts its accuracy based on the quality of the responses to individual
requests in the persistent query. We describe this protocol in detail and
evaluate its performance through simulation.

Keywords: Adaptive fidelity, gossip.

1 Introduction

Sensor networks have been deployed in a wide range of applications that monitor
the physical world in real time such as intelligent construction sites, habitat
monitoring, and industrial sensing [19]. When sensor networks are deployed on a
large scale, however, there is an explosion in the amount of data to observe and
analyze. Requirements on the quality of data collected varies by application and
environmental changes. For example, a foreman might evaluate the safety of a
construction site by observing the movement of equipment in the site. A periodic
summary of data in the site may suffice until a construction truck moves into
the danger circle of a crane. At this point, more information should be obtained
and the worker should be warned about the danger in his environment. The data
fidelity should be increased only when behavior of interest is detected. In this
paper, we present a technique that automatically tunes the fidelity of data based
on user specifications for such applications.

We address two types of queries that are of value in sensor networks: one-
shot queries and persistent queries. A one-shot query is a one-time occurrence

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 131–147, 2009.
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in which the application requests data values from some or all of the nodes
in the network. This query has no relationship to other queries that may be
issued by the application. On the other hand, a persistent query is a long-lived
operation that provides periodic responses. We implement persistent querying as
a temporal aggregation of component one-shot queries. Doing so allows us to use
results of component one-shot queries to influence the behavior of subsequent
component queries.

Sensors are typically battery operated and hence extremely resource-
constrained. Communication costs account for a large amount of the battery
drain during operation, and sending large amounts of unnecessary data reduces
the network lifetime substantially. Two approaches have been proposed to re-
duce the query communication overhead—in-network aggregation (e.g., [14]) and
approximate querying (e.g., [17]). In-network aggregation techniques typically
build and maintain a tree over the network and distribute the aggregation op-
eration along all non-leaf nodes of the tree. In approximate query processing,
the response is typically provided to the user as an estimation of the correct
answer with deterministic or probabilistic guarantees quantifying the confidence
in the estimate. Both, in-network aggregation and approximate query process-
ing (AQP) have some attractive properties. In-network processing uses actual
data collected from sensors. AQP typically models the data at a base station
and periodically updates the stored model using values from the network [4].
Other approaches [20] form spatially correlated groups, and one node per group
participates in the query resulting in fewer messages being transmitted.

In networks with dynamic data values, it is beneficial to retrieve actual data
values and be less reliant on an a priori model. In this paper, we present a
querying technique that provides approximate querying by selecting a subset of
nodes and using actual data from these nodes at query time. This frees our ap-
proximation protocol from maintaining state information on the nodes and also
alleviates the need for all nodes to participate in every query. While it is possible
to accomplish this approximation using any number of underlying networking
protocols, we choose gossip routing [3,11]. In its basic form, on receiving a packet,
a node chooses to retransmit or drop a packet based on a threshold parameter,
p. When a node receives a query, if it chooses to retransmit the query, it actively
takes part in resolving the query; otherwise it drops the packet and reduces the
likelihood that its downstream neighbors participate. Such a protocol is inher-
ently approximate, as the number of nodes participating varies probabilistically
depending on parameter p. In addition to adapting itself nicely to AQP at a
conceptual level, gossip routing is robust to changes. Current in-network aggre-
gation and approximate algorithms tend to maintain a tree or a cluster based
overlay in which the failure of an intermediate node can lead to significant over-
head in rebuilding the aggregation framework. Gossip routing does not impose
any hierarchy on the network, and the overhead of performing successive queries
is impacted less by the node failures that are fairly common.

Another advantage of using gossip routing is that it allows us to make no
assumptions about the data or network characteristics. Some approximation
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algorithms cluster nodes with highly correlated sensor values [20] which requires
a priori knowledge of the range of data values in the network. Since we make no
assumptions about the data or network characteristics, we instead associate data
quality metrics with query responses. These metrics may include the number of
nodes participating, the variance of sampled data, and the spatial distribution
of the sampled nodes. For one-shot queries, the user can use this quality metric
as a yard stick by which to analyze his results [15]. For persistent queries, where
the query measures sensed conditions over a period of time, we use these data
quality metrics to adapt the query’s intended fidelity automatically. In this pa-
per, we present a mechanism to perform adaptive approximate query processing.
Because we view a persistent query as an aggregate of one-shot queries, we use
the data quality metrics associated with individual one-shot queries to adapt the
fidelity of the protocol for subsequent one-shot queries. Sensor network queries
can be broadly classified into two types— aggregate and stream queries. Aggre-
gate queries provide a single aggregated answer, like the average value of the
sensor network. Stream queries typically return a stream of data values from
different nodes in the network. In this paper, we focus on providing a protocol
for adaptive approximate query processing for aggregate queries. Previous work
on gossiping [1,5,16] has focused on computing aggregates in a completely dis-
tributed fashion. In contrast, we employ gossiping to retrieve a subset of data
and control the degree of hosts involved by analyzing the collected data (answers
to component queries in the persistent query) in a centralized manner.

The novel contributions of this work are as follows. First, we propose a proto-
col that incorporates gossip routing for spatially approximate query processing.
Second, we discuss the impact of exposing various data quality metrics and un-
derscore how an application can use them to interpret the quality of a response.
Third, we show how to incorporate data quality metrics to adapt the accuracy
of the AQP algorithm for persistent queries. Finally, we evaluate our protocols
and verify their utility.

The rest of this paper is organized as follows. Section 2 adapts gossip routing
to AQP. Section 3 evaluates gossip routing for the task of AQP. Section 4 provides
a mechanism to expose data quality and uses it to provide context. Using the
insights gained from evaluating the AQP protocol, Section 5 provides a protocol
that performs adaptive AQP, and Section 6 evaluates its performance. Section 7
discusses related work, and Section 8 concludes.

2 Gossip Routing Based AQP

In this section, we describe how gossip routing provides approximate responses
to applications’ queries. Gossip routing is based on probabilistic broadcasting, in
which a predetermined threshold, p, determines whether a node rebroadcasts or
drops a received packet. If p is one, then the behavior is equivalent to flooding. In
most networks, setting p to a value smaller than one can still result in a packet
reaching all nodes in the network with a very high probability. In gossip routing,
only a subset of nodes are involved in query execution. If the query is executed
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several times, this subset is likely to be different each time, thereby spreading
the load more evenly. However, since all nodes in the network do not participate
in every query, the result obtained is inherently approximate. In the rest of this
section, we explain how we adapt gossip routing to suit our needs.

id – A’s unique host identifier
neighbors – A’s logically connected neighbors
parent – A’s parent in the tree
p – A’s probability threshold for

broadcasting an incoming query
data – A’s data value obtained from its sensors

Fig. 1. State Variables for Protocol on Node A

We first evaluate a
basic gossip protocol
for providing approx-
imate query results.
The state variables for
each host in our pro-
tocol are shown in
Fig. 1. Only the state
for a single query is
shown; each query has
a duplicate set. Our
protocol uses two types of packets: Query packets and QueryReply packets. A
Query packet looks like:

〈query id , p, data request , sender , originator 〉.

The query id is used to ensure a node does not respond to or forward the same
query twice. The p value is the probability with which a receiving node should
retransmit the packet. The data request contains the application’s data needs
(e.g., the type of sensor reading desired). The sender of a query is the node
that forwarded the packet, while a query’s originator is the query issuer. A
QueryReply packet simply contains the data that is the response, the unique
query id number, and the id of the destination host (i.e., the query issuer):

〈query id , data, destination〉.

These two packet types are kept necessarily simple to accommodate resource-
constrained networks. To define the protocol’s behavior, we use I/O Automata
notation [13]. We show the behaviors of a single host, A, indicated by the sub-
script A on each behavior. Each action (e.g., QueryReceivedA(q) in Fig. 2) has
an effect guarded by a precondition. Actions without preconditions are input
actions triggered by another host. Each action executes in a single atomic step.
We abuse I/O Automata notation slightly by using, for example “send Query to
neighbors” to indicate a sequence of actions that triggers the QueryReceived
action on each neighbor.

The basic gossip protocol is very simple. When a node receives a query, it
first logs the query’s sender (q.sender ) as its parent and sends its sensor data
through its parent to the query issuer. It then uses the probability p to de-
termine whether it will forward this query to its neighbors. To prevent nodes
from processing the same query multiple times, a node checks whether it has
received the query previously (based on the query’s unique id) before processing
it. Fig. 2 shows this behavior in I/O Automata form. Also shown in the figure
is a node’s behavior in response to receiving a QueryReply; the node checks if
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it is the targeted destination; if not, the node forwards the packet to its parent.
This is a slightly simplified version of the protocol that only considers a single
query from a single application that is active at a given time in the network. The
protocol’s implementation maintains additional state to sort out the forwarding
information associated with different active queries.

Fig. 3 illustrates the pro-

QueryReceivedA(q)
Effect:

if !received(q.query id) then
parent := q .sender
r = 〈q.query id , data , q.originator 〉
send QueryReply(r)
p := rand()
if p ≥ q.p then

q.sender = A
send Query(q) to neighbors

end
end

QueryReplyReceivedA(r)
Effect:

if r.destination = A then
//*** send r.data to application ***//

else
send QueryReply(r) to parent

end

Fig. 2. Gossip based AQP

tocol with an example. The
value inside a circle is
a node’s data value. The
client is the node in the
center—the circle contain-
ing a PDA. In the figure,
the dashed lines correspond
to query replies, while the
thick lines indicate a query
being forwarded. The tu-
ples next to the response
line show the sensor read-
ings carried by the query
reply packets. Nodes with
concentric circles dropped
the packet. On receiving a
query from the application,
the client broadcasts it to
its neighbors {c, f, g and
h}. The query contains a
probability threshold spec-
ified by the application. In

this example, nodes f and h decide to drop the query. They each create a reply
packet containing their node identifier and data value and send it back to the
client. (The query identifier has been omitted from the figure for brevity.) Based
on the probability p, nodes c and g choose to forward the query. Both create
reply packets they send back to the client. Node c forwards the query to b and
d. When node c receives a reply from b or d, it simply forwards it to its parent,
the querier.

An application can aggregate the collected values or use individual readings
depending on its needs. A biologist checking the number of animals in the habitat
might be satisfied with an aggregate sum value. On the other hand, he might
want to build a map of their movement by using information from all the data
in his query response. Each query might probabilistically choose a different set
of sensors and, over a period of time, the biologist can build a complete picture
without having to query all the nodes every time. Since imprecision is an inherent
part of any approximate algorithm, we expose data quality metrics to provide
context to the query response. A very simple data quality metric is the number
of nodes that participated in the query. Consider a query where the user is
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Fig. 3. Protocol example

interested in sensor readings from nodes placed on cranes in an industrial site.
If he receives a stream response with just two crane values, when there are
10 cranes visible, he might choose to reissue the query with a higher p. While
counting the number of animals, the biologist will feel a lot more secure about
the query response he receives if he is provided a confidence interval along with
the average humidity. This can be done by exposing the data’s variance and the
number of nodes sampled. In the rest of this paper, we focus on situations where
it is beneficial to aggregate the data values returned from the sensor nodes. This
protocol works on the assumption that the client device provides the probability
p as an input. In the next few sections we show that changing p does in fact
affect the accuracy of the results. We also show how this simple protocol can be
leveraged to adaptively tune the accuracy of the result for persistent queries by
using the data quality metrics exposed.

3 Effectiveness of Using Gossip Routing for AQP

Our gossip protocol assumes that,

Fig. 4. Correlation of Sensor Grids

given a good value of p, one can
leverage gossip routing to perform
approximate query processing. In
this section we study the impact of
changing p and ascertain whether
this assumption holds in different
environments. We also develop in-
sights on how to manipulate p to
accommodate different application
requirements. To thoroughly evalu-

ate our protocol, we used the TOSSIM network simulator [12], which allows
direct simulation of TinyOS [6] code written for MICA2 motes.
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3.1 Data Set

For modeling sensor data we used a tool provided by Jindal and Psounis [9]1. The
tool generates spatially correlated synthetic data for sensor networks of varying
sizes. The data traces generated have been shown to be very close to physical phe-
nomenon observed in the real world. Since our goal is to investigate the feasibility
of using gossip routing to perform approximate query processing, this tool pro-
vides us a convenient way to test under different simulated environments. We gen-
erated spatially correlated sensor data for a 150m x 150m grid. The tool takes in
an input parameter β which allows us to manipulate the degree of spatial correla-
tion in the sensor network. A higher value of β makes a node more likely to choose
a data value independent of its neighbors’, thus producing spatially uncorrelated
data. We varied the value of β to 0.001, 0.018 and 0.33, producing sensor networks
with high, medium and low data correlations respectively. Fig. 4 shows example
surface plots of two data traces we used; the plot on the left shows highly corre-
lated data, while the right shows a data trace that is significantly less correlated.

3.2 Simulation Setup

We generated synthetic traces cor-
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responding to the distribution of
temperature data in a sensor net-
work field. Given the synthetic
data, we explore whether using gos-
sip routing is effective in perform-
ing approximate query processing.
The protocol is used to query data
from the network and compute the
value of the average temperature.
We used a uniform random place-
ment of sensor nodes. To model
the radio transmissions, we used
TOSSIM’s disc model with a radius of 10 feet. The number of sensor nodes
in the network was set to 100. Error bars indicating 95% confidence intervals are
included in the graphs whenever possible.

We posit that increasing p will increase the accuracy of our protocol. Fig. 5
confirms that the relative mean error across all responses does decrease as p
becomes larger. The accuracy increases because the number of nodes responding
with a data value increases as p gets larger. It increases from about 5 to 23 nodes
as p varies between 0.1 and 1. The figure plots the normalized error against
different values of p for data sets with three different correlation levels. The
absolute error is the difference between our protocol’s computed average and
the actual average provided by an oracle. The normalized error is the absolute
error normalized by the correct average provided by an oracle. The normalized
error decreases as p increases, regardless of the data distribution, although the
1 The source code for the tool is provided at http://www-scf.usc.edu/~apoorvaj/

tool.html

http://www-scf.usc.edu/~apoorvaj/
tool.html
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decrease is much more pronounced when the underlying data is less correlated.
This is intuitive because, when all nodes have more or less the same data value,
sampling more nodes will not produce a large change in the final answer. We
can infer from this graph that using a large p is of limited value when the data
is highly correlated. Even when querying very few nodes, by setting p to a low
value, a gossip protocol can produce an answer very close to the correct response.
This is one of the key insights we use in Section 5 to automatically adapt the
protocol for persistent queries even when there is no.
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However, increasing the number
of nodes involved in a query comes
with the overhead of increased num-
ber of transmitted messages. Fig. 6
plots the increase in overhead asso-
ciatedwith raising thevalue ofp. For
example, when p is increased from
0.5 to 1, the number of messages
transmitted increases almost seven
fold. As radio transmission accounts
for a large amount of the energy
consumption in battery powered de-
vices, choosing the right value of p
provides a good lever to trade en-
ergy for accuracy while performing
approximate query processing.
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In addition to the number of
nodes participating, an important
factor to consider is the spatial dis-
tribution of the nodes that respond.
Fig. 7 shows the spatial distribu-
tion of the nodes participating in a
query. The bins on the horizontal
axis represent the distance from of
the responding nodes the querier.
For example 20-30 represents nodes
between 20m and 30m from the
query issuer. The vertical axis is the percentage of nodes that responded out
of all nodes that were reachable from the querier at that distance range. When
the retransmission probability is low, the response obtained is a local one, i.e.,
it is biased towards nodes close to the querier. However, even when the retrans-
mission probability is high, the percentage of nodes responding to the query
decreases as we move away from the querier. This effect is not only due to the
value of p but is also impacted by packet collisions. This is confirmed by the fact
that the percentage drops to a low value even when the network is being flooded.
The farther a node is from the querier (e.g., nodes in the 80-90 bin are about 9
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hops away on average), the greater the chance of a collision related packet drop
either during query or response prorogation.

To isolate the impact of p alone on the spatial distribution of the query, we
wrote a version of our protocol in Java and compared the results with the results
generated using TOSSIM. Fig. 8 plots the difference between what we achieved
and what we could have achieved ideally. Each data point represents 100 runs in
the simulator. From the figure we can see that collisions have significant impact
when the value of p is high. This behavior is acceptable for the immersive sensor
network applications we target since the nature of the query is often localized
around the query issuer. Remote distributed sensing applications, like long term
industrial monitoring, require a smooth sampling of nodes by using fine-grained
notions of location to route sampling messages. However, this requires the proto-
col to have prior knowledge of the application scenario, the physical confines of
its operating area, and fine-grained location information for every node. While
our approach to approximate query processing can be adapted for remote dis-
tributed sensing applications by setting a relatively high value of p, it is better
suited to a vast number of immersive sensor network applications, that can be
deployed in an ad hoc fashion to create a picture of more local data.

4 Data Quality Metrics

Imprecision is an intrinsic part of any approximate query processing system. Dif-
ferent quality metrics such as the number of nodes participating in the query, the
variance of the underlying data, and the spatial distribution of the nodes pro-
vide the application different types and amounts of confidence when interpreting
a query response. While this information can be useful for one-shot queries in
helping the application determine the usefulness of the returned data [15], it
can be even more beneficial to persistent queries that can adapt their querying
behavior over time. We expose data quality metrics associated with a collective
response to a query that can influence the subsequent course of action. Some
example data quality metrics for aggregate sensor queries are:
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– Number of Nodes Participating (N): Knowing that a large number of nodes
participated in the query may be sufficient to represent the quality of a
returned query result. If the number of nodes is too low, an application may
choose to re-issue the query with a higher p.

– Variance (V): Knowing the variance across the returned data samples can
also be very useful to an application. If the variance is low, the application
may issue subsequent similar queries with a much lower value of p to reduce
overhead. A high variance within data that is expected to be correlated indi-
cates a poor sampling, and subsequent queries will benefit from a larger p.

– Locality (L): When sensor nodes are able to attach location to their readings,
exposing the data’s spatial distribution can add useful context. An easy
alternative is to expose the distribution of the hop counts from the querier.
This can give a good intuition for how spatially distributed are the nodes
contributing to the response. A user might be able to fine tune his results
successfully by just varying p. Alternatively, he may decide that the best
way to get non-local results is to flood the network or use a sophisticated
adaptation function (discussed in detail in Section 5), if he is interested in
long term sensing style results.

These quality metrics can be exposed with very little additional computation or
communication overhead. In the next section, we focus on using these metrics
to dynamically tune the sequence of queries that constitutes a persistent query.

5 Adaptive Approximate Querying Protocol for
Persistent Queries

We implement a persistent query as a sequence of one-shot queries. We refer to
a particular one-shot query within a persistent query as a round. In our adaptive
model, the protocol can use the data quality metrics associated with the previ-
ous rounds to parameterize the protocol’s execution for the next round. Using
the data quality metrics exposed, an application developer can write an adapta-
tion function that dynamically changes the behavior of a protocol for persistent
queries, after considering data dynamics and user preferences. In this section
we demonstrate the feasibility of our approach using an example adaptation
function.

5.1 Adaptation Function

One can write complex functions in which combinations of locality and variance
influence adaptation. However it becomes difficult for the application to express
domain knowledge in a straightforward manner. Often, a simple function can
capture the essence of the required adaptation. For example, an application that
monitors chemical leaks must decide if the data obtained in any given round is
significantly different from the previous rounds and change the query behavior
accordingly. A good adaptation function should specify the value beyond which
a chemical leak becomes dangerous, and tune the next round of the query based
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on the response obtained. We present one such adaptation function; it is con-
ceptually simple and yet shows a high degree of success during adaptation. In
this section, we focus on queries that obtain the approximate average value of
the network, as it is the most typical summary statistic used in long term moni-
toring applications. Our adaptation function uses the confidence intervals of the
average to change the retransmission probability in the next round if necessary.
Confidence intervals, are often used to signify the likely range of an estimated
value based on some samples from the data. The standard formula for computing
the confidence length:

ConfidenceLength(CL) = 1.96 ∗ σ/
√

(n)

σ is the standard deviation of the data, and n is the number of samples. The
constant 1.96 indicates 95% confidence in the computed estimate.

Confidence lengths can be calculated easily but are an unintuitive way to
express user preferences. It is easier for an application to express the extent of
error it is willing to tolerate. We call this the Tolerable Error :

TolerableError (TE ) = 100 ∗ CL/µ

TE can be easily expressed by the application as a single value. For example,
a value of 10% indicates that the confidence length computed from a query
response should be no more than 10% of the mean of the samples. A confidence
length is small only when a large number of nodes participate or when the data
is highly correlated (i.e., the standard deviation is small). Consequently, the
error for a query round will be small for the same reasons. We now show how to
use a simple adaptation function that employs this Tolerable Error to perform
adaptive approximate query processing for persistent queries. Fig. 9 updates
our query processing algorithm to of expanded state. First, the node stores the
application-specified Tolerable Error (TE) for each persistent query. The state
variable p becomes a list of p values, one for each round of the persistent query.
They are indexed by i, the number of the round with which the particular p is
associated. We also introduce a timer, queryTimer, which fires when it is time to
issue a new round of the persistent query. It is at this time that the results for the
previous round are delivered to the application. Finally, the variable replyList
stores the samples constituting a round until the round is complete. The protocol
shown in Fig. 9 is a simplified version of the actual implementation. We check
the query-id before processing a node’s reply packet to ensure that all responses
belong to the same round.

The figure shows the replacement behavior for the QueryReplyReceived
action. Instead of immediately forwarding replies to the application, our pro-
tocol stores them in the replyList, and waits to aggregate the replies for the
application before the next query round. We add the action SendPersistent-
QueryRound to the formalization. This action is timer driven; when the timer
expires indicating it is time to send the next one-shot query for this persistent
query, this behavior is enabled. It first computes the average and the error for
the samples received in the previous round and sends the result to the applica-
tion. It then compares the error to the application-specified tolerable error TE.
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QueryReplyReceived(r)
if r.destination = A then

replyList := replyList ∪ r
else

send QueryReply(r) to parent
end

SendPersistentQueryRound()
Precondition:

queryTimer expires
Effect:

average := computeAverage(replyList)
error := computeError(replyList)
//*** send average and error to application ***//
diff := TE − error
if |diff | < 1 then

increment := 0.05
else

increment := 0.20
end
if diff > 0 then

increment := −increment
end
pi+1 := pi + increment
if pi+1 > 1 then

pi+1=1
end
if pi+1 < 0.1 then

pi+1=0.1
end
reset queryTimer

Fig. 9. Updated Query Processing Algorithm

Our example protocol uses the TE very simply. If the error is close the tolerable
error, the protocol makes only a small adjustment in the value of p (an adjust-
ment with a magnitude of 0.05). Otherwise the protocol makes a bigger step (an
adjustment with a magnitude of 0.20). A more sophisticated adaptation would
use a continuous adjustment scale, where the magnitude of the increment is com-
puted relative to the magnitude of the TE directly. The increment is adjusted
based on whether p should be raised or lowered, and then pi+1 is calculated.
Finally, the value of p is adjusted if it went outside the range of 0 − 1. This
is a simplified example that matches what was used in our experiments. Other
adaptation algorithms can be designed that use a larger history (more than just
the error in the last round) so that the changes are not as abrupt. Our goal
was to demonstrate the efficacy of the technique even when using a relatively
simple adaptation function. In the next section, we show that even this simple
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adaptation protocol is quite capable of dynamically trading message overhead
for desired accuracy.

6 Evaluation

In this section, we evaluate the performance of the simple adaptation mecha-
nism outlined in Section 5. This provides an example of how a combination of a
parameterizable protocol and data quality metrics can generate a protocol that
incurs the least amount of overhead possible while still satisfying application-
defined requirements. We assume the application is sampling a field of sensors
all measuring the same thing (e.g., the temperature of animals in a farm). The
application expects the values to be similar; therefore the deviation of the re-
sults from a mean is a reasonable adaptation point. The application provides a
Tolerable Error (as described in the previous section), and the protocol adapts p
to dynamically target this Tolerable Error. We use the same experimental setup
as outlined in Section 3. Once again, we have three types of data sets represent-
ing data with correlation varying from high to low. We provide 95% confidence
intervals for our results. A persistent query is run for 300 seconds, and a new
query round is issued every 25 seconds.
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Fig. 10 shows the num-
ber of nodes responding to
the query as the required
Tolerable Error is increased.
A low value of tolerable er-
ror indicates an application
that requires a high degree
of accuracy. Conversely, a
high Tolerable Error indi-
cates that the application
does not require high fidelity
data. When the Tolerable
Error is very low (left of the
graph), a large number of
nodes need to be involved
to satisfy this requirement.
When the requirement is less
restrictive, receiving results
from far fewer nodes will suffice. In our experiments, p is set to 0.5 during the
first round. As the rounds progress, the adaptation function enforces a change in
p based on the computed error. If the error is low, p is progressively increased;
if it is high, p is decreased. The average value of p for the persistent query
varies from 0.92 (1% TE) to about 0.16 (20% TE). Fig. 10 clearly shows that
our protocol changes the number of nodes involved (and hence the communi-
cation overhead) progressively while taking into account application constraints
regardless of the nature of the underlying data. However, it also shows that the
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underlying data can impact the number of nodes required to successfully match
user expectations. In most cases, the number of nodes required to get the same
result quality when the data is loosely correlated is much more than when the
data is highly. When the data is loosely correlated, the standard deviation is
high, resulting in a large computed error value.

Fig. 11 takes a deeper look at the adaptation process when the application
specifies that the Tolerable Error is 5%. The X axis shows the round number of
the persistent query. The Y axis in the top figure shows the computed error at
each round. The bottom figure shows the retransmission probability (expressed
as a percentage) used by the query for each round. The first round’s one-shot
query is issued with a probability of 50%. When the data is not correlated, the
application is unable to meet the required error of 5% (dashed line in the top
graph), and consequently ends up increasing its retransmission probability to
100% very quickly . Even when p is set to 1, the protocol is still unable to attain
the user required error, but it does manage to reduce the error from 11% to 8%.
The same algorithm behaves differently when the data is moderately correlated.
It is relatively close to the desired Tolerable Error at about 50% retransmis-
sion probability. Consequently, it reduces its retransmission probability in small
amounts until it reaches the desired degree of data quality. Once it satisfies the
application’s accuracy requirements, it hovers around that value for the remain-
ing rounds. Given highly correlated data, our adaptive protocol can achieve the
application’s Tolerable Error easily with the starting value of p set to 50%. Con-
sequently, it tries to minimize the number of nodes involved in query processing.
As can be seen from the top graph, the computed error increases slightly as the
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rounds progress but remains well below the Tolerable Error. The bottom graph
shows that the retransmission probability drops drastically from 50% to about
17% by the end of 12 rounds. This translates to only about six nodes being
involved in the query. Thus, the protocol has adaptively traded a slight loss in
accuracy for a large savings in communication overhead because the accuracy
loss was well within application tolerable levels.

The data used in our experiments is not jointly Gaussian. In spite of that,
confidence intervals have proven to be a good point of adaptation. This suggests
that gossip routing can be successfully parametrized for a large number of data
distributions. From these results it can be seen that there is a large benefit to be
gained from dynamically adapting the behavior of a persistent protocol based
on results gathered in the previous rounds. Allowing the application to specify
accuracy constraints and using that as a benchmark to adapt a protocol’s be-
havior dynamically can lead to an ideal number of nodes answering a query. This
helps answer the query effectively within the bounds of application tolerability
and reduce communication overhead.

7 Related Work

Our work is broadly related to three classes of systems that exist in the literature.

Approximate Query Processing: Since performing in-network aggregation [14]
by distributing the computation through out the network can be quite expen-
sive, approximate querying techniques were designed to provide estimates of an-
swers. CAG [20] creates clusters where nodes with highly correlated data form a
group, and only the cluster head is involved in transmitting data. CAG’s empha-
sis is network structure maintenance while ours is to adapt the approximation
technique based on the dynamics of the network. Also, we avoid the overhead
associated with maintaining grouping mechanisms like trees or clusters. Other
approximate query processing algorithms [4,7] create models of data at the base
station, and the querier interacts with the base station. The base station main-
tains estimates of the data at the sensor nodes and employs different techniques
to keep its estimate accurate with the actual data. Our approach queries actual
data at query time and also does not require any state maintenance mecha-
nism to compute the estimates. In addition, we expose data quality metrics to
add context to a query response. Finally, Backasting [18] is a technique where
adaptive sampling is used to perform estimation of a spatial field and identify
interesting objects, e.g., the boundary of a physical space. Adaptation is used
to determine if a region is of interest by sampling a few nodes initially and then
imposing a hierarchy. We focus on using adaptation over an extended period of
time for persistent queries and impose no hierarchy.

Gossip Routing: We chose a gossip routing based protocol because it naturally
lends itself to selectively sampling data from nodes. There has been extensive re-
search in using the concept of gossiping for a variety of tasks. Several researchers
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have incorporated gossip routing in the sensor networks domain [3,5]. Their fo-
cus is typically on studying the coverage of gossip routing for different network
topologies. In contrast, we focus on using gossip routing as a mechanism to per-
form adaptive approximate query processing. One interesting variant is where
nodes update the probability of retransmission based on the relationship be-
tween nodes in the network hierarchy [11]. Nodes are inferred to be organized
as parents, children or siblings and these relationships are used to tune the re-
transmission probabilities. This is complementary to our work and can be used
in conjunction to adapt our protocol to network topology and data distribu-
tion simultaneously. Gossip routing has also been used to perform distributed
aggregate computation [10] by making nodes gossip which leads to an eventual
convergence on a common value. The convergence rates of these algorithms is
typically pretty slow.

Query Consistency: There has been some recent work in assessing the validity of
a query response highlighting how network disruptions can render the answer to
a query completely arbitrary [2,8,15]. Most of these systems use validity metrics
to give an idea of the correctness of the response in the presence of node failure.
Our data quality metrics provide relatively cheap context along with a query
response and use this context directly for automatic adaptation in persistent
queries.

8 Conclusion and Future Work

We presented a simple yet effective protocol to perform approximate query pro-
cessing by leveraging gossip routing. We exposed meta-data in the form of qual-
ity metrics and demonstrated how they add context to a query response in both
one-shot and persistent queries. Finally, we provided a protocol that uses the
data quality metrics to automatically adapt approximate query processing for
persistent queries. Our results demonstrate that we can effectively trade off user
defined accuracy for overhead. In future, we plan to run our protocol on a real
sensor network deployments and plan to incorporate temporal approximation.
In addition we plan to incorporate the benefits of geographic scoping as shown
in [5,16] into our adaptive algorithm.
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Abstract. To achieve required sensing coverage for a very long period of time
is an important and challenging problem in sensor network design. Recently,
Tong et al. have proposed a node replacement and reclamation (NRR) strategy,
and designed an adaptive rendezvous-based two-tier scheduling (ARTS) scheme.
However, the ARTS scheme only considers point coverage but not area coverage,
which is required in many applications. To address this limitation, we propose in
this paper a new implementing scheme for the NRR strategy based on a novel
staircase-based scheduling model. Extensive simulations have been conducted to
verify that the proposed scheme is effective and efficient.

Keywords: Sensor Networks, Reclamation and Replacement, Duty-cycle
Scheduling.

1 Introduction

In a wireless sensor network (WSN), sensor nodes are powered by batteries that can op-
erate for only a short period of time, resulting in limited network lifetime if batteries are
not replaced. The limited lifetime may disable its application in long-term tasks such as
structural health monitoring for bridges and tunnels, border surveillance, road condition
monitoring, and so on. Hence, many energy conservation schemes [1] were proposed to
battle the constraint. These schemes can slow down the rate of energy consumption, but
cannot compensate energy consumed. Fully addressing the problem requires energy to
be replenishable to sensor nodes. One approach is to harvest energy from various envi-
ronmental sources [2, 3, 4, 5, 6] such as the sunlight. The amount of energy that a solar
cell can harvest is proportional to its surface area, but it is infeasible to equip a tiny sen-
sor node with a large-size solar cell. The amount of available solar energy also depends
on uncontrollable conditions such as cloudiness of the sky. Therefore, it is likely that
the energy harvested is limited and unable to satisfy the needs of sensor nodes. Another
approach is to incrementally deploy new sensor nodes to take over sensor nodes running
out of energy. However, this approach is costly because sensor node hardware cannot
be reused, and more importantly, it causes pollution to the environment because dead
batteries and hardware are left in the environment. Therefore, seeking an effective and
efficient way to guarantee long-term energy supply has persisted as a big challenge.

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 148–166, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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Recently, Tong et al. [7] proposed a node reclamation and replacement (NRR) strat-
egy. With this strategy, a robot or human labor called mobile repairman (MR)
periodically reclaims sensor nodes of low or no energy supply, replaces them with
fully-charged ones, and brings the reclaimed sensor nodes back to a place called energy
station (ES) for recharging. An adaptive rendezvous-based two-tier scheduling (ARTS)
scheme [7] has also been designed to realize the NRR strategy. However, the ARTS
scheme only considers point coverage [8,9]. That is, it is assumed that sensor nodes are
deployed to monitor points of interest scattered in a network field, while in many appli-
cation scenarios such as border surveillance, guaranteeing area coverage [10, 11, 12] is
desired.

To address the limitation of the ARTS scheme, we propose in this paper another
implementing scheme of the NRR strategy to achieve guaranteed area coverage in long-
lived sensor networks. Our proposed scheme consists of three tightly coupled compo-
nents: (i) the protocol for sensors to coordinate their duty-cycle scheduling locally, (ii)
the protocol for sensors and the ES to communicate with each other, and (iii) the al-
gorithm for the ES to determine how to perform node reclamation and replacement on
demand. These three components work together to achieve the following objectives:
(a) required area coverage is guaranteed without disruption in the field monitored by
the sensor network; (b) energy is replenished to the sensor network in an on-demand
fashion to ensure infinite lifetime of the network and energy efficiency. The major
contributions of this paper are as follows:

– To the best of our knowledge, this is the first effort that defines and addresses the
problem of ensuring area coverage for an infinite period of time in sensor networks,
under the node reclamation and replacement framework.

– We design a novel staircase-based scheduling model to address the important and
challenging problem of achieving infinite network lifetime with limited number
of backup sensor nodes. We have also found interesting results such as the mini-
mum/maximum number of backup nodes that are needed to achieve infinite net-
work lifetime. These results can help users of the proposed scheme to choose
appropriate system parameters.

– Extensive simulations have been conducted to verify the effectiveness and effi-
ciency of the scheme, as well as the validity of the findings we have discovered
in theory.

The rest of the paper is organized as follows: Section 2 describes the system model. An
overview of the proposed scheme is presented in Section 3, which is followed by the
detailed description in Section 4. Section 5 discusses some fundamental and practical
issues. Section 6 reports simulation results. Section 7 summarizes related work, and
finally Section 8 concludes the paper.

2 System Model

We consider a network of n sensors, denoted as s1, s2, s3, · · · , sn, is deployed to a
continuous field for long-term monitoring. The monitored field is divided into m small
areas, denoted as a1, a2, a3, · · · , am, such that, within any area ai, the required sensing
coverage level is the same at any point of the area.
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ES

MR

Fig. 1. System architecture

As shown in Fig. 1, the whole NRR system is composed of an energy station (ES),
a mobile repairman (MR), and a sensor network. The ES stores a certain number (de-
noted as x) of backup sensors, and can recharge energy to sensors. The MR can be a
human technician or a mobile robot. The MR can traverse the sensor network, reclaim-
ing sensors of no or low energy, replacing them with fully-charged ones, and bringing
the reclaimed ones back to the ES for recharging. Other assumptions of the system are
as follows:

– All sensors are time synchronized. Time is divided into phases. A phase is a basic
scheduling unit for duty-cycle scheduling; i.e., a sensor will not change its mode
(active or sleeping) during a phase.

– A sensor has two modes: active and sleeping. For every phase, if a sensor is in the
active mode, its energy is reduced by a fixed amount; if it is in the sleeping mode,
its energy is unchanged. Let the energy of a fully-charged sensor be e. If a sensor
is in the active mode all the time, its lifetime is denoted as T .

– For each area, the required sensing coverage level varies from Nmin to Nmax,
subject to certain (e.g., Gaussian) distribution.

– Each area is deployed with Nmax + Nback (Nback is an integer greater than or
equal to 1) disjoint sets of sensors, where each set of sensors can completely cover
the area. That is, every point in the area can be covered by at least one sensor in
each of the sets. We call these sets coverage sets. The reason for having more than
Nmax sets of sensors is to avoid service disruption at the time of node reclamation
and replacement (Note: node reclamation and replacement cannot be completed in
non-negligible time; hence, reclamation and replacement will inevitably disrupt the
working of nodes that are reclaimed or newly placed).

– The MR has orientation and localization ability such that it can travel to designated
locales and perform sensor replacement task. In this paper, we assume that the MR
is able to carry x sensors a time. This can be relaxed to the case that the capacity of
MR is smaller, and the trip scheduling algorithm studied in [7] may be applied to
address this problem.

– Charging a sensor at the ES takes non-negligible time, which is denoted as τ . Note
that, sensors can be recharged in parallel, we assume that it is possible to recharge
all x backup sensors managed by the ES at the same time.
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Design Goal. In this paper, we aim to design a collaborative scheduling scheme for
sensors and the node reclamation and replacement algorithm for the ES/MR, such that
(i) the sensor network can maintain the required area coverage for an infinite period of
time, and (ii) the number of travels the MR should take is as small as possible (i.e., the
average interval between two consecutive replacement trips is as large as possible).

3 Overview of the Proposed Scheme

3.1 Key Ideas

To achieve guaranteed area coverage for an infinite period of time, two necessary tasks
should be performed: firstly, sensors should collaboratively schedule their duty-cycles
to achieve required area coverage; secondly, sensors and the ES/MR should coordinate
to replenish energy into the network through node reclamation and replacement.

If the ES have unlimited number of backup sensors to use and the reclamation/
replacement can be finished instantly, the above two tasks can be achieved easily. For
example, any existing collaboratively duty-cycle scheduling schemes [13] can be ap-
plied for the first task; as for the second task, whenever an area is short of alive sensors,
a request is sent to the ES, which then dispatches the MR to reclaim and replace sensors
for the area. In reality, however, the backup sensors owned by the ES are limited and
should be not too large for economic reasons, and the recharging take non-negligible
time. Using the above naive approach, it may happen that, at some time instance, 1000
sensors should be replaced while the ES has only 500 backup sensors.

To address the above problem, the duty-cycle scheduling of sensors and the node
reclamation and replacement activities should be carefully planned. In our design, we
propose a staircase scheduling model for this purpose. The key ideas are as follows:

Coverage Set-level Scheduling. In each area, sensors are grouped into disjoint coverage
sets, where nodes in each single coverage set can together cover any points in the area.
Sensors are scheduled in the unit of coverage sets.

Intra-group Staircase. In each area, coverage sets are scheduled in a thoughtful way
that, the required area coverage is guaranteed and meanwhile, the remaining energy
levels of different sets are kept different, which form a staircase among the sets. Hence,
different sets can be reclaimed and replaced at different time instances. As to be elab-
orated later, this facilitates the ES/MR to temporally reuse limited number of backup
nodes to maintain lifetime.

Inter-group Staircase. Intra-group staircase may not be sufficient. It is likely that each of
multiple areas needs to replace one of their coverage sets at the same time instance, and
the demanded number of backup sensors could exceed what can be offered by the ES.
To avoid this inter-group congestion of demands, our delicately designed scheduling
strategy ensures that different areas issue demands at different time instances. This
way, inter-group staircase is formed to further scatter demands and thus provide more
flexibility to the ES/MR to plan the reclamation and replacement activities.
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Redundancy for Flexibility. If the replacement requests issued by every area should
be satisfied immediately by the ES/MR, the flexibility for performing reclamation and
replacement activities will be strictly limited. At least, the number of trips taken by the
MR may be too large, which may incur high system maintenance overhead. To address
this issue, redundant nodes are deployed to areas to form backup coverage sets. With
these backup sets, replacement requests can be satisfied with some delay, which allows
the ES/MR to use one trip to satisfy multiple requests to reduce the maintenance cost.

3.2 Framework

Based on the above key ideas, the framework of our scheme is summarized as follows:

Duty-Cycle Scheduling. In our scheme, sensors in each area ai are grouped into Nmax+
Nback disjoint coverage sets, denoted as cs1, cs2, · · · , cs(Nmax+Nback), where nodes in
each coverage set can together sense every point in the area. The sensors in the same
coverage set are scheduled together as an integral entity. Hence, sensors in the same
coverage set have similar remaining energy at any time; to simplify scheduling, we
assume all sensors in the same coverage set have the same remaining energy level. All
coverage sets fall into two categories: Nmax primary sets and Nback backup sets. At any
phase, only primary sets can be scheduled, and a coverage set can change its role from
primary to backup and vice versa. Each sensor knows which coverage set it belongs to,
and also maintains the information of the remaining energy levels of sensors in other
coverage sets. Therefore, every sensor in each area has a consistent view regarding the
remaining energy levels of sensors in the same area.

In each area, a head is elected among all sensors through a certain collaborative
selection algorithm [14], and the role is rotated among the nodes to balance energy con-
sumption. At the beginning of each phase, the head broadcasts the coverage requirement
for the current phase, i.e., the number of coverage sets (called coverage number) that
shall be active. How to determine the coverage number is application-dependent and
out of the scope of this paper. A possible approach is, the coverage number is deter-
mined based on the observations by active sensors in the last phase; if some event was
detected in the last phase, the coverage number may be increased and vice versa. At
the beginning of a phase, all sensors will wake up and listen to the broadcast of the
coverage number. Upon receipt of the coverage number, each sensor runs our proposed
duty-cycle scheduling algorithm independently to determine whether it should be active
or not. Since all sensors in an area have the consistent view about the remaining energy
level of all nodes in the same area, they will arrive at the same scheduling decision.

Interactions between Area Heads and the ES. Our duty-cycle scheduling algorithm en-
sures that, different primary sets will use up their energy at different time instances.
Shortly before a primary set (say, csi) of sensors uses up its energy, it hands over its
duty to a backup set (say, csj), which has full energy. After the handoff, csi becomes
a backup set waiting to be reclaimed and replaced, while csj becomes a primary set.
Meanwhile, the head of the area sends a ready message to the ES with the number of
sensors in csi, which is the number of sensors that need to be reclaimed and replaced.
Specifically, the ready message has the following format:
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ready〈a, csi, c〉,
where a is the ID of the area, csi is the ID of the coverage set needing to be reclaimed
and replaced, and c is the total number of sensors in the csi.

If a primary set is about to use up its energy, and there is no backup set with fully-
charged nodes to which the primary set can hand over its duty to, the head of the area
sends out a deadline message to the ES. Specifically, the deadline message has the
following format:

deadline〈a〉,
where a is the ID of the area.

Node Reclamation and Replacement. Alg. 1 formally describes how the ES responds
to the above ready and deadline messages. Specifically, when the ES receives a ready
message, it accumulates the total number of sensors that are ready to be replaced. The
ES will dispatch the MR when either of the following conditions is true: (i) It receives
a deadline message; or (ii) the total number of sensors that are ready to be replaced
exceeds x.

Algorithm 1. Reclamation and Replacement Scheduling: for the ES

Notations:
x: number of backup sensors
R: set of ready messages that have not been served
t: total number of sensors that are ready to be replaced

Initialization:
1: R ← φ
2: t ← 0

Upon receipt of a ready message: ready〈a, cs, c〉
3: R ← R ∪ ready
4: t ← t + c
5: if t >= x then
6: Dispatch the MR to serve the earliest x replacement requests.
7: t ← t − x
8: R ← R − {served requests}
Upon receipt of a deadline message: deadline〈a〉
9: Dispatch the MR to serve all pending replacement reqeusts
10: R ← φ
11: t ← 0

4 Detailed Description of the Scheme

The duty-cycle scheduling scheme is performed at each sensor in each area at the begin-
ning of each phase. The input to the duty-cycle scheduling scheme is (i) the estimated
remaining energy level of every sensor in all coverage sets and (ii) the coverage num-
ber for the current phase. The output of the scheme is the coverage sets that should be
active in the current phase. To ease understanding, we first describe how the scheduling
scheme works when the coverage number of every area is fixed (i.e., Nmax), which
is followed by the general case where the coverage number of every area is variable
ranging from Nmin to Nmax.
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4.1 A Special Case: Fixed Coverage Requirement

Suppose for each area ai, the number of sensors in each coverage set of area ai, 1 ≤ i ≤
m, is denoted as ci. Since areas are divided based on coverage requirement, ci could
be different for different areas. For each area ai, 1 ≤ i ≤ m, we need to schedule all
Nmax primary coverage sets at any phase.

For all the Nmax primary coverage sets, we let their remaining energy per node form
a “staircase”, and the height of each stair is

e

Nmax
,

where e is the amount of full energy of a sensor. The formation procedure of this stair-
case is discussed later.

Fig. 2 shows an example where the monitored field consists of four areas. Each row
in Fig. 2 shows the snapshot of remaining energy of each coverage set in each area at
different time points. As can be seen, out of five coverage sets in each area, one is in the
backup role, and the other four are in the primary role. The remaining energy per node
of the four primary coverage sets forms a staircase with a stair height of e/4.

In our scheme, we define an order in which areas are visited by the MR to reclaim
and replace sensors in these areas. For any two areas that are to be visited consecutively,
their staircases have a phase difference δ, where δ and the height of a stair have the
following relation:

e

Nmax
= mδ, (1)

where m is the number of areas. In Fig. 2, areas are sorted as a1, a2, a3, a4. As can be
seen, at time point 0, the staircase of primary coverage sets in a2 is e/16 higher than
that of the primary coverage sets in a1, the staircase of the primary coverage sets in a3
is also e/16 higher than that of the primary coverage sets in a2, and so on. This phase
difference remains as time evolves.

Since the coverage requirement is always Nmax, all the four primary coverage sets
will be active at any time. When the primary coverage set with the minimum energy
drains of its energy, it will (i) shift its duty to a backup coverage set, which has full
energy; (ii) becomes a backup set. Meanwhile, the head of the area will send a ready
message to the ES, and the full energy backup coverage set will become a primary
coverage set.

In Fig. 2, at time t = T/16, the primary coverage set with the minimum energy in a1
drains of its energy, and shifts its duty to the only backup coverage set. A ready message
is also sent to the ES. Since at this time, the total number of nodes that are ready to be
replaced is 16, which is less than x = 32, the MR will wait. At time t = T/8, the
primary coverage set with the minimum energy in a2 drains of its energy, and shifts its
duty to the backup coverage set. A ready message is also sent to the ES. At this time,
the total number of nodes that are ready to be replaced equals to x. Thus, the MR makes
a replacement tour, replacing nodes in the backup sets of a1 and a2. Similarly, the MR
makes another replacement tour at t = T/4, replacing nodes in the backup coverage
sets of a3 and a4.
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Fig. 2. Example 1: duty-cycle scheduling. Each bar represents a coverage set. Nmax = 4,
Nback = 1, m = 4, and x = 32. Each coverage set in every area has 16 sensors. “w” means
primary set, and “b” means backup set.

One noteworthy fact is that, in this example, recharging x sensors should be com-
pleted in T/8. We have derived a relation between recharging time and the minimum
number of backup sensors needed, which is to be discussed later.

Staircase Formation. In the above, we assume that the staircase structure is already
formed. However, when a sensor network starts operating, all sensors in the sensing
field have full energy. To form the staircase structure, we propose the following method.
Without loss of generality, we assume the pre-defined visiting order to the areas is
〈a1, a2, · · · , am〉. When a primary coverage set in a1 consumes δ energy1, it shifts its
duty to a backup coverage set, and becomes a backup coverage set itself. The head of
area a1 also sends a ready message to the ES. Similarly, when a primary coverage set
in a2 consumes 2δ energy, it shifts its duty to a backup coverage set, and becomes a
backup coverage set itself. Besides, the head of area a2 sends a ready message to the
ES. In general, a primary coverage set in ai will make the role transition and trigger
ready message reporting after it consumes iδ energy.

1 Since all primary coverage sets will have the same remaining energy at that time, we randomly
pick one.



156 B. Tong et al.

/16t T=

1
7/8
3/4
5/8
1/2
3/8
1/4
1/8
0

1a

t T=13 /16t T=9 /16t T=5 /16t T=
w b ww ww w ww b w w wwb w w wwb w w wb w

Fig. 3. Example 2: initial staircase formation of area a1 in Fig. 2. δ = T/16

The next time for role transition and ready message reporting in a1 is after a primary
coverage set with the minimum energy has consumed mδ energy after the first role
transition. The third time for role transition and ready message reporting in a1 is after
a primary coverage set with the minimum energy has consumed mδ energy after the
second role transition; and so on. Other areas will follow the same rule to conduct their
role transitions and ready message reporting. After time T , the staircase structure will
be naturally formed. Fig. 3 shows an example of staircase formation of area a1 in Fig. 2.
Note that, the staircase shown at (t = T ) is the same as that at (t = 0) in Fig. 2.

4.2 General Case: Variable Coverage Requirement

In this section, we consider the general case that the required coverage number is not
always Nmax, but varies in range [Nmin, Nmax].

Given an area ai, 1 ≤ i ≤ m, we let the remaining energy per node of its Nmax

primary coverage sets, denoted as w1, w2, · · · , wNmax , form a staircase as described
above. Assume ei, 1 ≤ i ≤ Nmax represents the remaining energy of coverage set wi.
Without loss of generality, we have e1 < e2 < e3 < · · · < eNmax , where the difference
between any two consecutive terms is mδ. The duty-cycle scheduling is performed
phase by phase.

Assuming the coverage number for the first phase is q0, Nmin ≤ q0 ≤ Nmax, we
will need to schedule q0 primary coverage sets. In our scheme, we schedule primary
coverage sets {w1, w2, w3, · · · , wq0} for the first phase. If the coverage number for the
next phase is q1, Nmin ≤ q1 ≤ Nmax, we will need to schedule q1 primary coverage
sets. In this case, we will schedule coverage sets

w(q0+1) mod Nmax
, w(q0+2) mod Nmax

, · · · , w(q0+q1) mod Nmax

In other words, we adopt a round-robin scheduling policy while maintaining the
staircase structure.

In this case, whenever each area ai uses up its primary coverage set with the mini-
mum energy, its head sends a ready message to the ES if there are backup coverage sets
with full energy. If all the backup coverage sets have empty energy before the primary
coverage set with the minimum energy is about to use up its energy, the head will send
a deadline message to the ES.

The formal duty-cycle scheduling algorithm for the variable coverage number case
is described in Alg. 2.
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Fig. 4. Example 3: duty-cycle scheduling. Each bar represents a coverage set. Shaded bars are
scheduled in the current phase. Nmax = 4, Nback = 1, m = 4, and x = 32. Each coverage set
in every area has 16 sensors. Phase length is T/16.

Fig. 4 shows an example. In this example, the length of a phase is T/16, and the
coverage number is two for the first four phases for all areas. As can be seen, in the first
phase, the two primary coverage sets with the minimum remaining energy in all areas
are scheduled. In the second phase, the next two primary coverage sets in all areas are
scheduled. This process is carried on.

At time t = T/16, the head of area a1 sends out a ready message to the ES. The
MR will not make a replacement tour since the number of sensors that are ready to be
replaced, 16, is less than x = 32. At time t = 3T/16, the head of area a2 sends another
ready message. At this time, the number of sensors that are ready to be replaced reaches
x, and thus the MR conducts a replacement.

Staircase Formation. The staircase formation procedure for the variable coverage num-
ber case is the same as that for the fixed coverage requirement case.
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Algorithm 2. Duty-Cycle Scheduling for the variable coverage requirement case: for sensors in
primary coverage set wi, 1 ≤ i ≤ Nmax

Notations:
q: coverage number in phase p
bj , 1 ≤ j ≤ Nback: Nback backup coverage sets

var start; // start position of primary coverage sets for phase p.

1: if wi ∈ {wstart, w((start+1) mod Nmax),· · · ,w((start+q−1) mod Nmax)} then
2: Schedule coverage set wi.
3: if wi drains of its energy then
4: Randomly choose a backup coverage set with full energy, bj .
5: Coverage set wi changes its role to backup.
6: Coverage set bj changes its role to primary.
7: start ← (start + q) mod Nmax

5 Discussions

5.1 Lower Bound of Required Number of Backup Nodes

Since charging batteries takes non-negligible time, the energy replenishment rate is
affected by the number of backup nodes owned by the ES. Assuming the number of
backup nodes is x, the time to recharge a sensor is τ , and full energy of a sensor is e,
the energy replenishment rate is

xe/τ

This rate should be large enough to compensate energy consumption of the network
even in the worst case scenario. Specifically, the worst case energy consumption rate
occurs when the coverage number in each area is Nmax.

Consider area ai, 1 ≤ i ≤ m, in which each coverage set has ci sensors. Nmax

coverage sets will each consume e/Nmax energy in T/Nmax time, where T is a sensor’s
lifetime. Thus the total energy consumption of area ai in T/Nmax time is

ciNmax
e

Nmax
= cie

It follows that the energy consumption rate in area ai is cieNmax/T .
The total energy consumption rate over all areas is

e

T

m∑
i=1

ciNmax

We have

xe

τ
≥ e

T
Nmax

m∑
i=1

ci

x ≥ τ

T
Nmax

m∑
i=1

ci (2)
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5.2 Upper Bound of Number of Backup Nodes

In the proposed scheme, the MR only replaces sensors in backup coverage sets for
each area. The reason is that replacement will disrupt sensor nodes’ operation. By not
replacing the Nmax primary coverage sets, service disruption is avoided.

As a result, at one time, the maximum number of sensors that are ready to be replaced
in area ai is Nbackci, and the total number of sensors that are ready to be replaced over
all areas is

Nback

m∑
i=1

ci (3)

In general, this is the upper bound for x in the sense that if x > Nback

∑m
i=1 ci, the

surplus backup sensors will never be used.
However, there is an exception when the lower bound calculated by Eq. (2) is greater

than the upper bound calculated by Eq. (3). This case is discussed in the following.

5.3 Impact of Node Recharging Time

If sensor recharging time at the ES is very long, it is possible that the lower bound of x
calculated by Eq. (2) is greater than the upper bound calculated by Eq. (3). Here we face
a dilemma: On one hand, x should be greater than the calculated lower bound in order
to guarantee the coverage requirement over an infinite period of time; on the other hand,
if x is greater than the calculated upper bound, the surplus sensors will not be used. We
propose the following method to address this issue.

Assume the lower bound of x calculated by Eq. (2) is denoted as l, and the upper
bound calculated by Eq. (3) is denoted as h. Given sensor recharging time τ , we list its
divisors by natural numbers 2, 3 · · · , and for each divisor, we calculate a lower bound
l′ using Eq. (2). This process stops l′ < h. Assume at this time the divisor of τ is
τ/k, k ≥ 2.

If we have kh ≥ x ≥ kl′, then the x backup sensors can be divided into k batches.
All sensors in a batch will start being recharged at the ES at the same time. Further, we
order the k batches into a sequence, and the start times for any two consecutive batches
in the sequence being recharged differ by τ/k. In other words, the system generates
x/k, h ≥ x/k ≥ l′, fully charged sensors every τ/k. This way, the proposed scheme
works as the regular case.

5.4 Some Practical Issues

Next, we discuss some practical issues in implementing the proposed scheme.
First, sensor nodes may fail at any time. Our scheme can tolerate sensor failures, i.e.,

failed sensors will be replaced by the MR. We employ the following method to detect
sensor failures. At the time for scheduling (i.e., at the beginning of a phase), if a primary
coverage set w is chosen to be active in the phase, all sensors in the coverage set will
send a message to the head of the area. If the head does not receive the message from a
sensor u for more than a threshold of times, it considers u has failed, and then sends a
failure message to the ES. The MR will replace the failed sensor in its next replacement
trip.
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Second, our scheme requires communication between active sensors and the head of
each area in every phase. Since the size of an area is typically small, the imbalance in en-
ergy consumption among sensor nodes for forwarding data packets is limited. Further,
we factor the maximum energy consumption for packet forwarding into total energy
consumption at each sensor.

Third, the head of each area will report ready and deadline messages, which may
travel a long route. However, reporting of these messages is infrequent since they are
only sent out when the area have consumed considerable amount of energy, which is on
the magnitude of sensor batteries’s lifetime.

6 Performance Evaluation

We built a custom simulator using C++ to evaluate the performance of the proposed
scheme.

6.1 Experimental Settings, Metrics and Methodology

Table 1 shows system parameters we used in the simulation. We consider a sensor net-
work composed of 80 areas. Each area has (Nmax + Nback) disjoint coverage sets, and
each of which is able to cover the whole area. The number of sensors in each coverage
set is a random number, which complies to a Gaussian distribution, Gau(16, 3), with
mean of 16.

In the experiments, we normalize the full energy level of a sensor to 1440 units
and the energy consumption rate is 0.1 unit/minute if the sensor is active. Thus, each
sensor’s lifetime T is 240 hours, i.e., 5 days. The length of a phase is set to 10 minutes.
Coverage numbers for each area vary between Nmin and Nmax. Nmin is set to 1, and
Nmax is set to 4 in all experiments.

In reality, coverage number is determined by the application, as well as the real-time
frequency and distribution of events. In our simulation, coverage number complies to

Table 1. General experimental settings

field size 500m ∗ 500m
# of areas 80
sensing range 20m
transmission range 40m
Nmin 1
Nmax 4
Nback {1, 2, 3}
recharging time 6 hours
sensor’s lifetime time 240 hours (5 days)
# of sensors per coverage set Gau(16, 3)
sensor’s full energy 1440 units
phase length 10 minutes
energy consumption rate 0.1 unit/minute
cut-off time 4800 hours (200 days)
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a truncated Gaussian distribution, which is Gau(µ = Nmin, σ = 2) truncated to the
range [Nmin, Nmax].

The performance metrics include:

– Average replacement interval: Average time between two consecutive replacement
tours made by the MR.

– Average utilization of the MR: The MR may not carry x sensors in each replacement
tour due to the replacement deadlines set by each area. Average utilization of the
MR is the average ratio of the number of backup sensors actually carried by the
MR to x.

– Distribution of replacement intervals: To ease reclamation/replacement planning, a
distribution of replacement intervals with smaller variance is preferred in practice.

We consider the following sets of scenarios: (i) All areas have the same coverage num-
ber at any time, and (ii) All areas subject to the same distribution of coverage numbers,
but coverage numbers in all areas are independent of each other. For each experiment,
our proposed scheme is executed for a long time period, starting at 0 and ending at a
cut-off time. The cutoff time is set to 4800 hours, i.e, 200 days, for all experiments. Fur-
thermore, we run each simulation for 50 times for the metrics of average replacement
interval and average utilization of the MR, and 500 times for the metric of distribution
of replacement intervals, and take average for each of the metrics.

6.2 Scenario I: Same Coverage Number for All Areas

In this experiment, coverage number is the same for all areas at any phase. The number
of backup coverage sets, Nback, varies among {1, 2, 3}. The results are shown in Fig. 5.
Fig. 5(a) and Fig. 5(b) show the trend of average replacement interval and utilization
of the MR when coverage number complies to the truncated Gaussian distribution. As
can be seen, given the number of backup coverage sets, average replacement interval
increases as the number of backup sensors, x, increases in an approximately linear
fashion. At the same time, the utilization of the MR keeps at 1. However, when x reaches
a certain value, the average replacement interval levels off, and at the same time, the
utilization of the MR starts to drop.

For example, given one backup coverage set for each area, when x exceeds 1300, the
average replacement interval stops increasing, and the utility of the MR drops to 0.95.

The reason for this phenomenon is explained as follows. Since all areas have the
same coverage number, their primary coverage sets consume their energy at the same
rate. Further, in our scheme, the remaining energy of primary coverage sets in any two
consecutive areas according to the pre-defined visiting order has a phase difference
δ. Therefore, the time instances for the heads in all areas to send ready messages are
evenly distributed as time evolves.

When x is small, the time instances when the number of sensors that are ready to be
replaced exceeds x are always ahead of arrival of any deadline message. Thus, the MR
will replace x sensors in each replacement tour, which results in a full MR utilization.
Further, given the total amount of energy consumption of the network until the cutoff
time, the total amount of energy that is needed to be replenished into the network is
fixed. As a result, average replenish interval increases with x in a linear fashion.
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Fig. 5. Scenario I: Same Coverage Number for All Areas

On the other hand, when x exceeds the upper bound of x calculated by Eq. (3), which
is between 1200 and 1300 in this experiment, a deadline message will arrive before
the number of sensors that are ready to be replaced reaches x. Therefore, replacement
interval stops to increase at this point. Furthermore, since the number of backup sensors
that are actually used stays at the upper bound value, as x increases, the utilization of
the MR decreases in a reciprocal fashion.

The results show that given a fixed number, Nback, of backup coverage sets, we
cannot raise average replacement interval over a certain value by simple increasing x.
Instead, Nback will need to be increased.

Fig. 5(c) shows histograms of replacement intervals for three different parameter
sets. In Fig. 5(c), the first number in a pair of parentheses is the number of backup
coverage sets, and the second number is x. For example, “(1,1000)” means one backup
coverage set and 1000 backup sensors. Note that for all the three parameter sets, the
utilization of the MR is 1. As can be seen in Fig. 5(c), replacement intervals cluster in
a small range. For parameter set (1,1000), the mean of replacement intervals is 98.53,
and the standard deviation is 2.35.

6.3 Scenario II: Same Coverage Number Distribution for All Areas

In this experiment, all areas have the same value of Nmax = 4, and their coverage
numbers comply to the same probability distribution. However, coverage numbers of
different areas are independent of each other. In addition, we assume in each area,
coverage numbers at different phases are independent of each other.
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Fig. 6. Scenario II: Same Coverage Number Distribution for All Areas

Fig. 6(a) and Fig. 6(b) show very similar patterns as in Fig. 5(a) and Fig. 5(b),
respectively. This can be explained as follows.

Since coverage number is a random variable between Nmin and Nmax, and coverage
numbers at different phases are independent of each other, the summation of coverage
numbers over a large number phases can be approximated with a Gaussian distribution
by the Central Limit Theorem. According to our experiment settings in this experiment,
it takes 360 phases for a sensor to consume energy to the amount of the stair height (i.e.,

e
Nmax

). Since all area’s coverage number complies to the same distribution, their sum-
mation of coverage numbers over a large number of phases can be approximated with
the same Gaussian distribution with the same mean. Thus, all areas consume energy at
approximately the same average rate.

Furthermore, our scheme maintains a phase difference δ among the staircases in
different areas. Thus, the time instances for all areas to send out ready message are
approximately evenly distributed as time evolves. Therefore, both average replacement
interval and utility of the MR follow the similar pattern as in Fig. 5.

One notable difference between Fig. 6 and Fig. 5 is in the histograms of replacement
intervals. The histograms in Fig. 5(c) are taller and narrower than the corresponding
ones in Fig. 6(c), which implies smaller standard deviations. This is because the inde-
pendence of coverage numbers of the areas brings more variance in terms of the interval
between two consecutive time instances when the number of sensors that are ready to
be replaced reaches x.
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Fig. 7. Variable Gaussian distribution

6.4 Variable Distribution of Coverage Numbers

In this experiment, all areas have the same values of parameters Nmin and Nmax,
and their coverage numbers comply to the same truncated Gaussian distribution and
are independent of each other. In the prior experiments, we always truncate Gau(µ =
Nmin, σ = 2) to the range [Nmin, Nmax] to get truncated Gaussian coverage numbers.
In this experiment, we set Nmin = 1, Nmax = 4, and truncate Gau(µ = t, σ = 2)
to the range [Nmin, Nmax], where t varies in {Nmin, Nmin + 1, · · · , Nmax}, i.e.,
{1, 2, 3, 4}. We only consider one backup coverage set in this experiment.

Fig. 7 shows the trend of average replacement interval and utilization of the MR
when t varies.

As can be seen, when t is larger, average replacement interval is smaller. This is
because larger t implies higher energy consumption rate of the network, and thus the
MR needs to replace sensors more frequently. On the other hand, the value of x where
average replacement interval levels off and the utilization of the MR starts to drop is the
same for all the values of t. This is because the distribution of coverage numbers does
not affect the upper bound of x according to Eq. (3).

7 Related Work

Recent studies [15, 16] have explored mobility to mitigate the energy issues. These
schemes work in a “preventive” way and try to relieve sensor nodes from some respon-
sibilities by leveraging mobile nodes. However, when a certain number of sensor nodes
are drained of energy, the network cannot heal itself and thus cannot operate for a long
time, which is required by long-term surveillance applications.

To enable self-healing of a sensor network and for other purposes, Wang et al. [17]
introduce mobile sensors to replace sensors died of energy depletion. In a long-time
surveillance application, eventually, all the sensor nodes need to be replaced by the mo-
bile nodes, which increases the network cost. Schemes [18, 19] that propose to employ
unmanned aerial vehicles or robots to repair networks have the following drawbacks:
i) Infinite number of backup sensors is assumed. ii) Intensive communication between
sensors and base station(s), and sensors and robots, is required.
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Another approach to address the energy issues is to take advantage of ambient en-
ergy [3,5,6] in the environment, e.g., solar energy. As mentioned in Section 1, practical
solutions are still under investigation.

8 Conclusion

In this paper, we proposed an on-demand node reclamation and replacement scheme for
long-term surveillance sensor networks based on the area coverage model. Our scheme
periodically replaces sensors drained of energy given a fixed number of backup sensor
nodes, and guarantees that the coverage requirement of the network is satisfied over an
infinite period of time. The simulation results show our scheme are both effective and
efficient.
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Abstract. The use of mobile sensors is of great relevance to monitor criti-
cal areas where sensors cannot be deployed manually. The presence of data
collector sinks causes increased energy depletion in their proximity, due to
the higher relay load under multi-hop communication schemes (sink-hole
phenomenon). We propose a new approach towards the solution of this
problem by means of an autonomous deployment algorithm that guaran-
tees the adaptation of the sensor density to the sink proximity and enables
their selective activation.

The proposed algorithm also permits a fault tolerant and self-healing
deployment, and allows the realization of an integrated solution for
deployment, dynamic relocation and selective sensor activation.

Performance comparisons between our proposal and previous
approaches show how the former can efficiently reach a deployment at
the desired variable density with moderate energy consumption under a
wide range of operative settings.

1 Introduction

The deployment of mobile sensors is attractive in many scenarios. For example,
mobile sensors may be used for environmental monitoring to track the disper-
sion of pollutants, gas plumes or fires. They may also be used for public safety,
for example to monitor the release of harmful agents as a result of an accident.
In such scenarios it is difficult to achieve an exact sensor placement through
manual means. Instead, sensors may be deployed somewhat randomly from a
distance, and then reposition themselves to provide the required sensing cover-
age. We formally prove the termination of our approach. The potential of such
applications has inspired a great deal of work on algorithms for deploying mo-
bile sensors. Most of this work has addressed the deployment of homogeneous
sensors to achieve a uniform coverage of a certain density in a specific Area of
Interest (AoI). When the sensor network centralizes the communications towards
a single or a few sinks, the energy depletion due to communications is uneven
and may possibly cause the so-called sink-hole phenomenon [1, 2, 3] . In this
paper we address this practical and challenging problem by deploying sensors

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 167–182, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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at variable densities to ensure uniform energy depletion even under imbalanced
communication load.

We propose an algorithm which is based on a generalization of the Push &
Pull approach presented in [4]. In summary, our contributions are:

– We identify the models of load imbalance caused by centralized communi-
cations towards one or more sinks in the network and propose a density
function that models the varying density requirements over the AoI as a
consequence of those unbalanced communications;

– We propose a new algorithm based on the known Push & Pull algorithm so
as to allow it a more direct control over the placement of redundant sensors,
to provide a sensor deployment at variable controlled density;

– We extend a virtual forces based algorithm to operate in a scenario with
variable density requirements, in order to make fair comparisons between
our approach and the one based on virtual forces.

The Push & Pull algorithm is practical as it provides very stable sensor behavior,
with fast and guaranteed termination and moderate energy consumption. It does
not require manual tuning or perfect knowledge of the operating conditions,
and works properly if the sensor positioning is imprecise. The algorithm does
not require any synchronization during the deployment phase. The achieved
deployment permits the use of alternate sensor activation that can be adopted
if a loose synchronization is possible during the operative phase of the network.
Because it converges quickly and does not require a priori knowledge of the
deployment environment, it is also well suited for dynamic environments in which
multiple sinks can be dynamically placed in consequence to dynamically changing
missions.

The paper is organized as follows. Related work is presented in Section 2. In
Section 3 we motivate the problem and introduce some preliminary concepts.
Section 4 is the core of the paper and presents a new algorithm for variable
density sensor deployment. In Section 5 we show how to exploit the described
algorithm to jointly solve the problem of sensor deployment, dynamic relocation,
self-healing and selective activation. Section 6 is devoted to summarize a virtual
force based algorithm that we use to perform experimental comparisons whose
results are shown in Section 7. Section 8 concludes the paper addressing some
final remarks.

2 Related Work

Various solutions have been proposed to the problem of mobile sensor self-
deployment. The majority of them are either based on the virtual force ap-
proach (VFA) or on computational geometry models. According to the VFA
technique [5, 6, 7, 8] the interaction among sensors is modelled as a combina-
tion of attractive and repulsive forces. Other solutions [9,10] have been inspired
by different physical models. All these approaches require a laborious tuning
of thresholds and constants to determine the magnitude of the forces and to
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control possible oscillations. The choice of these values influences the resulting
deployment, the overall energy consumption and the convergence rate.

Most of the deployment methods based on computational geometry model the
deployment problem in terms of Voronoi diagrams or Delaunay triangulations
[11,12]. Similarly to the VFA approach, these proposals rely on the off-line tuning
of key parameters to avoid movement oscillations.

All the above mentioned solutions do not address the sink-hole problem. Only
[13] presents a unified solution for sensor deployment and relocation crowding
sensors in the presence of events. This approach could be adopted to increase the
sensor density in proximity of the sink. On the contrary, papers dealing with the
sink-hole problem explicitly, only focus on static sensor deployment [14,2,3,15].

The aim is to mitigate the effects of the uneven energy depletion due to
communication with a sink by means of a variable density deployment. In the
next section we will detail some of these results that will be useful for our
contribution.

Many works deal with the k-coverage deployment problem. In [16], Vu and
Verma reduce the problem of sensor placement with a redundancy of at least k
sensors to the problem of distributing k points evenly on a torus manifold by
minimizing the Riesz energy. In [17] the k-coverage sensor deployment problem is
considered in both cases of the binary and probabilistic sensing models. They also
distinguish the problem of sensor placement in the case of the different relation
between the sensing radius rs and communication radius rc, i.e. rc <

√
3rs and

rc ≥
√

3rs and propose two different dispatch schemes.
The k-coverage sensor placement can be obtained by shrinking a grid deploy-

ment until the k-coverage is achieved. In both [4] and [18] the shrinking is used
to obtain a denser hexagonal grid.

In the present work a redundant coverage with adaptive redundancy level
k, is obtained by superimposing several grid translated from each other to the
purpose of achieving a variable controlled density deployment. Furthermore the
k-coverage is exploited to the purpose of ensuring uniform energy depletion by
performing a selective activation of the sensors.

3 Density Requirements in the Presence of Centralized
Communications towards the Sink

Li and Mohapatra address the sink-hole problem in [2]. The authors analyze the
applicative context of environmental monitoring and data gathering. In this con-
text they assume that each sensor generates new traffic with a constant bit rate
(CBR) and sends it to the sink via multi-hop communications. The examined
deployment consists of a uniform random placement of devices over the AoI,
where N is the total number of devices and Anet is the measure of the area of
the AoI, hence the uniformly deployed density is ρ = N/Anet. Sensors transmit
their packets to the destination by selecting the next-hop which is closest to the
destination.
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The authors propose a model to evaluate the per-node energy consumption,
by considering three main contributions, namely energy spent for sensing, trans-
missions and receptions. They divide the AoI into several concentric circular
crowns of radius equal to the transmission range r, centered at the sink position.
The energy consumption of the sensors is then calculated separately in each
crown.

According to this model the per-node energy consumption of the i-th crown
is the following:

ECRringith = α1b + γ1
(M2

π − (i + 1)2)
2i + 1

b + (β1 + β2r
n)

(M2

3 − i2)
2i + 1

b (1)

where i = 0, 1, . . . , (M
2 − 1), and the parameters are the following: b is the

constant bit rate generated by each sensor, α1, β1, β2 and γ1 are technology
dependent constant factors that are considered in the definition of the three
energy contributions mentioned above, and the AoI is divided into M

2 concentric
circular crowns with a step size of r meters.

Also Olariu and Stojmenović deal with the sink-hole problem in [3]. The
authors also consider a uniformly deployed sensor network, with devices trans-
mitting the same number of reports towards the sink. The authors conclude that
the energy consumption of sensors located inside the i-th circular crown centered
at the sink, and determined by the radii ri−1 and ri, is as follows:

Ei =
T

ρπ

[
1 −

r2
i−1

rk
2

]
(ri − ri−1)α + c

r2
i − r2

i−1
(2)

where T is the number of tasks handled by the network during its lifetime, c is
a technology dependent positive constant, α > 2 is the power attenuation and ρ
is the sensor uniform density over the AoI.

Finally the problem of uneven energy depletion due to many-to-one commu-
nications is addressed in [1] under nonuniform sensor deployment. The authors
find a suboptimal deployment technique to ensure energy efficiency and mitigate
the sink-hole problem. They propose to deploy sensors into circular crowns at
different densities where the ratio between the sensor densities of the adjacent
(i + 1)-th and the i-th crowns is equal to

ρi+1

ρi
=

(2i − 1)
q(2i + 1)

(3)

and q > 1 is the geometric proportion defining the increase in the number of
sensors from the outer to the inner crowns. The circular crowns are centered at
the sink position, and are dimensioned so as to ensure that the sensors of each
crown act as forwarders for the outer crowns.

The authors assume a constant bit rate generated by each sensor and two
energy contributions due to transmissions and receptions.

In this paper we refer to the above mentioned work [1] to define the non-
uniform density requirements to be addressed by the deployment algorithm in
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order to balance the energy consumption among the sensors of the network. By
deploying the sensors according to Equation (3) the proposed approach ensures
the network energy efficiency and prolong the network lifetime avoiding the
generation of sink holes due to communications.

4 Variable Density Self Deployment of Mobile Sensors

The proposed algorithm, called δ-Push&Pull, is inspired by the algorithm intro-
duced in [4], to which we made major modifications to the purpose of deploying
sensors at variable densities according to position dependent requirements.

Given a point P in the AoI, we define δ(P ) the coverage density required in
position P . Let V be a set of equally equipped sensors able to determine their
own location, endowed with boolean sensing capabilities and isotropic sensing
and communication model. Notice that location capabilities are only necessary
to recognize the borders of the AoI while, in order to make movement decisions,
each sensor only needs to know the position of its communicating neighbors.

As in its original counterpart, according to δ-Push&Pull, the sensors aim at
realizing a complete coverage of the AoI and a connected network by means of a
hexagonal tiling deployment, where the side of each hexagon is set to the sensing
radius rs. The hexagonal tiling is realized by snapping the necessary number of
sensors over the AoI in grid positions located in correspondence to the vertices
of a triangular lattice with side

√
3rs. Such sensors will be referred to as snapped.

Given a snapped sensor x, we refer to Hex(x) as to the hexagonal area that is
covered by the sensor x and to Px as to the position of the sensor x.

At the same time, δ-Push&Pull deploys redundant sensors over the covered
area, by distributing them at variable density, according to δ(P ) as follows: the
number of sensors that will be located in Hex(x) centered at Px is nδ(Px) �
�δ(P ) · 3

√
3

2 r2
s	.

The nδ(Px) − 1 sensors utilized to obtain the desired density in a specific
hexagon will be indicated as adjunct-snapped sensors. The sensors located in
Hex(x) which are neither snapped nor adjunct-snapped will be named slaves of
x. We hereafter refer to S(x) as the set of slave sensors of x.

The algorithm starts with the concurrent creation of several tiling portions.
Every sensor not yet involved in the creation of a tiling portion gives start
to its own portion in an instant which is randomly selected in a given time
interval. Such a starter sensor is called sinit. The algorithm consists of four
main interleaved activities: snap, push, pull and merge.

Snap Activity
The sensor sinit elects its position Pinit as the center of the first hexagon of
its tiling portion. It collects information on the sensors in radio proximity, that
will compose the set L(sinit). Among the sensors located in its own hexagon,
sinit chooses up to nδ(Pinit) − 1 sensors for the role of adjunct-snapped. Such
sensors will remain in their original hexagon and will not participate in the fol-
lowing activities. The sensors belonging to L(sinit) which have not been declared
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adjunct-snapped can be used to cover adjacent hexagons. To this purpose, sinit
selects at most six sensors among those belonging to L(sinit) and makes them
snap to the center of adjacent hexagons. Such deployed sensors, in turn, give
start to their own selection and snap activity, thus expanding the boundary of
the current tiling portion. This process continues until no other snaps are possi-
ble, because either the whole AoI is covered, or the boundary tiles do not contain
any unsnapped sensors.

Sensor x starts the push activity if slave sensors are still present in Hex(x)
after the adjunct-snapped declaration and the adjacent positions are all covered
by snapped sensors. By contrast, sensor x starts the pull activity if (1) the
number of adjunct-snapped sensors is lower than necessary to fulfill the density
requirement, or (2) some hexagons adjacent to Hex(x) are left uncovered and x
has no slaves.

All the snapped sensors position the adjunct-snapped sensors in their hexagon
according to a same common rule. This way it is possible to obtain the desired
distribution of sensors over the hexagon area. Moreover, it is possible to perform
a selective sensor activation which allows energy saving during the operative
phase of the network, giving rise to alternate activation of different hexagonal
grids composed by adjunct-snapped sensors in the same position. Obviously,
these adjunct grids have the same coverage and connectivity features of the
main hexagonal grid, that is the grid composed by the snapped sensors.

Push Activity
After the completion of their snapping activity, snapped sensors may have slave
sensors located inside their hexagon. In this case, they pro-actively push such
slave sensors towards the areas demanding a higher number of sensors. Conse-
quently, slave sensors being in overcrowded areas migrate to zones with unsatis-
fied density requirements.

In order to avoid endless cyclic movements of slaves, we introduce the following
δ-Moving Condition. The offer of slave sensors by a sensor x to a sensor y located
in radio proximity is allowed if and only if:

{|S(x)| > (|S(y)| + 1)} ∨ {|S(x)| = (|S(y)| + 1) ∧ id(x) > id(y)}

where id(·) is a function initially set to the unique identity code of the sensor
radio device.

If the δ-Moving Condition is verified, sensor x can push at least one of its
slaves towards the destination hexagon Hex(y) selected as the one that needs
a higher number of sensors to fulfill the local density requirements or to fill an
adjacent coverage hole; among the slave sensors which can be pushed to the
destination, x selects the closest to Hex(y).

Pull Activity
The sole snap and push activities are not sufficient to ensure the maximum
expansion of the tiling and the achievement of a deployment at the required
density. In the δ-Push&Pull algorithm, the pull activity starts whenever a sensor
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x notices either a hole in its adjacent snapping position or a density in Hex(x)
that is lower than nδ(Px).

Snapped sensors may detect a coverage hole adjacent to their hexagon and
may not have available sensors to make them snap. Similarly, a snapped sensor
may need more adjunct-snapped sensors than available to fulfill the density
requirements. In these cases, they send hole trigger messages, and re-actively
attract non-snapped sensors and make them fill the hole or the density gap.

In order to start the pull activity, sensor x broadcasts an invitation message at
a higher and higher number of hops, until it receives an acceptance of invitation
from a snapped sensor having a redundant slave. The inviter acknowledges the
acceptance message if it has not found a number of slave sensors sufficient to
fill the hole or the density gap, or reject it otherwise. In the former case, an
agreement has been reached between the two sensors and the slave can start
moving. When the snapped sensor that is performing the pull activity reaches
its objective (to fill either the hole or the density gap), it stops sending slave
invitation messages.

Merge Activity
The possibility that many sensors act as starters can give rise to several tiling
portions with different orientations. In order to characterize and distinguish each
tiling portion, the time-stamp of each starter is included in the header of all
exchanged messages. Then, messages coming from sensors located in different
tiling portions include different starter time-stamps. When the boundaries of two
tiling portions come in radio proximity with each other, the one with older starter
time-stamp absorbs the other one by making its snapped sensors move into more
appropriate snapping positions. Hence this activity provides a mechanism to
merge all the tiling portions into a unique regular and uniformly oriented tiling.

We conclude this description of the algorithm with an activity called role
exchange. According to the previous description of δ-Push&Pull, slaves con-
sume more energy than snapped and adjunct-snapped sensors, because they are
involved in a larger number of message exchanges and movements. We introduce
a mechanism to balance the energy consumption over the set of available sensors
making them exchange their roles. This mechanism is similar to the technique
of cascaded movements introduced in [19]. Namely, any time a slave has to make
a movement across a hexagon as a consequence of either push or pull activities,
it evaluates the opportunity to substitute itself with the snapped and adjunct-
snapped sensors of the hexagon it is traversing. The criterion at the basis of this
mechanism is that two sensors exchange their role whenever the energy imbal-
ance is reduced. As a result, the energy balance is significantly enhanced, though
the role exchange has a small cost for both the slave and the snapped sensor
involved in the substitution. Indeed, the slave sensor has to reach the center of
the current hexagon and perform a profile packet exchange with the snapped
sensor that has to move towards the destination of the slave. A profile packet
contains the key information needed by a sensor to perform its new role after a
substitution.
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4.1 An Example of the Algorithm Execution

Figure 1 illustrates the interleaved execution of the algorithm actions through
an example. For simplicity, we do not consider the role exchange activity.

Figure (a) shows a starting configuration in which a sink is positioned in the
central point of the right vertical side of the AoI and requires a density variation
in its proximity. The sensor 8 assumes the starter role.

This sensor snaps three of its slaves, as shown in figure (b), where the id values
of such snapped sensors are highlighted.

Figure (c) shows that the snapped sensor 8 has some un-snapped sensors in
its hexagon, and therefore starts the push activity towards its three adjacent
hexagons. In the meantime, the sensor 4 acts as starter and another grid portion
is initiated. As it is in a zone with density requirement 4, it designates the sensors
20, 36 and 11 as adjunct-snapped.

In Figure (d) the snapped sensor 19 detects a coverage hole. As it has an un-
snapped sensor in its hexagon, it performs the snap activity. The sensor 6 must
satisfy a density requirement 2, so it designates the sensor 34 as adjunct-snapped.
Notice that the snapped sensor 1 does not have any hole around its hexagon, so
its slave remains where it is; furthermore, it does not execute any push action
as the Moving Condition is not satisfied. The snapped sensor 8, having many
slaves, continues its push activity. At the same time, the snapped sensor 4 snaps
three of its slaves. Figure (e) shows that, while the snapped sensors 4 and 8
continue their push activities, the sensors 3 and 7 start the pull activity, as both
detect a coverage hole and do not have any slaves to snap, so new sensors are
snapped in the left grid.

In view of the pull activity, some sensors arrive in the hexagons of sensors 3
and 7, and become adjunct-snapped. The same happens in the right grid, with
sensors 15, 28 and 31 – see Figure (f). The sensors 4 and 8 continue their push
activity.

In Figure (g) the snapped sensors 4 and 8 continue their push activity while
some new sensors are snapped. In the meantime, the snapped sensors in the zone
with density requirement 4 designate some adjunct-snapped sensors.

As soon as the grid portions come in radio proximity with each other, the tiling
merge activity is started (Figure (h)) and a unique grid is built. The adjunct-
snapped sensors located inside the hexagon of the sensor 31 will change their status
from adjunct-snapped to slaves, because the sensor 31 has been snapped outside
the AoI in consequence of the merge activity. Finally, Figure (j) concludes this
example, showing the last activities performed to completely cover the AoI.

5 Joint Solution to Sensor Deployment, Selective
Activation, Self-healing and Dynamic Relocation

5.1 Selective Activation

Our approach relies on the availability of a sufficient number of sensors to cover
each hexagonal tile at the required density, namely with a given number of
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 1. Algorithm execution: an example

adjunct-snapped sensors. If the necessary number of sensors is available, the al-
gorithm achieves a complete coverage, with a regular pattern that permits the
use of topology control algorithms [20] and allows a selective sensor activation
which saves energy during the operative phase of the network. As already high-
lighted, each snapped sensor will place its adjunct-snapped in fixed positions
according to a predefined oriented pattern inside each hexagonal tile.

The deployment of the adjunct-snapped sensors according to the same pattern
in each tile with the same density requirements, allows us to define a selective
activation pattern. The selective activation of the sensors in a pattern guarantees
the continuity and completeness of the coverage of the tiles that belong to the
same circular crown.

When in an AoI there are crowns with different density requirements, tempo-
rary holes can appear along the boundary of these zones since sensors in different
positions of the hexagons are activated in neighboring areas. This situation is
described in Figure 2. Observe that the coverage discontinuity of Figure 2(b) is
only intermittent, and many real applications may not suffer from it. Indeed, for
some applications a continuous sensing of the AoI is not required, for example in
the case of monitoring systems for the detection of pollutant levels, temperature
or humidity conditions. In these cases, the monitoring activity can rely on the
sole interpolation of local measurements taken at discrete points in the AoI.

By contrast, other more critical applications require that every point in the
target area be accurately monitored, for example when the sensors are deployed
to monitor the presence of human-life threats such as radioactive or chemical
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(a) (b)

Fig. 2. Coverage holes at the borders of the circular crowns during the execution of
the alternate activation of the adjunct-snapped sensors

plumes or a forest fire. In these cases, coverage discontinuities can be eliminated
by positioning the adjunct-snapped sensors in the wiggle region of the snapped
sensor. Indeed, the wiggle region has been defined in [18] as the region com-
prising all those points in which a sensor could be repositioned such that full
coverage is maintained. Of course, the adoption of the wiggle region requires a
slight shrinking of the hexagonal lattice. In particular, if w is the radius of the
circle inscribed in the wiggle region, then the grid size must be set to

√
3(rs −w),

instead of
√

3rs. It follows that in order to create a wiggle region that is suffi-
ciently large to accommodate all the adjunct-snapped sensors, it is necessary to
deploy a larger number of sensors.

Notice that only a loose clock synchronization is actually necessary to perform
the described selective activation scheme.

5.2 Self-healing and Dynamic Relocation

The proposed algorithm ensures that, when a sufficient number of sensors are
available, the density requirements defined in correspondence to the center of
each tile, will be fulfilled. Nevertheless, the algorithm does not give any indication
on where to place redundant slave sensors, which instead are uniformly spread
over the network as a consequence of the push activity. The redundant slave
sensors will thus be available to recover possible failures. More in detail, as soon
as a coverage hole is detected by the sensors located in proximity (for example,
the detection may happen thanks to a periodic polling scheme or signalled by
a failing sensor whose battery is almost exhausted), the detecting sensors can
restart the algorithm with the consequence that the hole is immediately covered
or a pull activity is executed to attract the closest slave sensors. The redundant
slave sensors can thus be dynamically relocated to respond to pull invitations
issued by the sensors located nearby failed devices. This process endows the
network with self-healing and self-adapting capabilities that are not present in
previous solutions.

In addition, a sensor network application may require sensor relocation capa-
bilities (see [13, 19]) also to respond to dynamically occurring events when the
deployment of new sensors is not possible, and the only choice is to re-use and
move the available ones. In consequence of a dynamically occurred event, each
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snapped sensor may declare a new density requirement, which better reflects the
required position dependent accuracy.

This way the new set of redundant slave sensors become available to respond
to new pull invitations necessary to reactivate the algorithm execution and fulfill
the new density requirements.

6 On the Use of the Virtual Force Approach for the
Deployment over a AoI with Variable Density

In order to evaluate the performance of the δ-Push&Pull algorithm proposed
in this paper, we compare it with an algorithm based on virtual forces called
Parallel and Distributed Network Dynamics (PDND), proposed in [21]. In PDND
the force exerted by the sensor si on the sensor sj is modelled as a piecewise linear
function. It is repulsive when the distance between si and sj is lower than an
arbitrarily tuned parameter r∗; it is attractive when the distance is larger, until
it vanishes at another arbitrarily set distance. In order to ensure the convergence
of PDND, the formulation of this force must respect the condition of Lipschitz
continuity. In this case, the single sensor movement is limited by an upper bound
that guarantees that the potential energy is always decreasing, hence avoiding
oscillations.

PDND works under the assumption that density requirements are uniform
over the AoI. In order to make the algorithm achieve a variable density deploy-
ment, we need to redefine the force that one sensor exerts on the others. Accord-
ing to the algorithm PDND, this implies the definition of the rest distance r∗ at
which the force exerted by two interacting sensors is null. More specifically, we
assign to all sensors inside a region with the same density requirement a position
dependent virtual sensing radius. In particular, we set the virtual sensing radius
of a sensor as inversely proportional to the density requirement in its position.
We consider a value of r∗ that allows to minimize the overlaps among sensing
disks, obtained as a combination of the sensing radii of two interacting sensors
i and j, ri and rj , namely r∗ = ri + rj . This value of r∗ models the interaction
between two sensors trying to position themselves so that their sensing circles
are tangential.

It is to notice that the discontinuity of the density requirements over the AoI
implies a discontinuity in the force function, that no longer respects the Lipschitz
condition. For this reason, the convergence of the algorithm PDND is no longer
guaranteed. In this particular setting, PDND looses its peculiar characteristic
of guaranteed convergence and behaves as all the other algorithms based on
virtual forces that, since the inspiring model is inherently dynamic, are prone to
oscillations. In order to halt the execution of the PDND algorithm, we introduce
a centralized oscillation control method as in [6]. By examining the history of
movements of each sensor, we determine if oscillations are going on by checking
if the sensor has moved back and forth around the same location many times.
More formally, we say that a sensor is in an oscillatory state if in the last m
movements it has not moved away more than εm meters from the barycenter of
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such movements. We artificially terminate the algorithm as all the sensors are
in an oscillatory state. We highlight that, although impractical, this oscillation
control is of benefit for the performance of PDND and, for this reason, our
comparisons are fair.

7 Simulation Results

In this section we compare our proposal with the PDND algorithm, adapted to
our context as described in Section 6. To this purpose, we developed an OPNET
based simulator. We use the following parameter setting: rtx = 10 m, rs = 5
m, sensor speed v = 1 m/sec. We consider a squared AoI of 120 m × 120
m with three concentric circular crowns, centered at the sink position, located
at the center of the AoI. According to [1], each crown has a different density
requirement increasing geometrically towards the sink as described by Equation
3. In particular, we set the density requirement of the most external zone to
one sensor per hexagon, and we use a parameter q = 1.2 for the geometric
progression. In such a setting, the crown density requirements are 1, 2, 4 and 12
sensors per hexagon as we move from the outer to the inner crown.

We consider a random sensor initial deployment, as depicted in Figure 3(a).
Figure 3(b) and 3(c) show an example of the final deployment achieved with 950
sensors by δ-Push&Pull and PDND, respectively. As it will be explained in the
following, PDND achieves a more uniform deployment at the cost of a higher
energy consumption and deployment time.

In order to compare the performance of the two algorithms we increase the
number of deployed sensors from 800 to 1100. The results are obtained by aver-
aging over 30 simulation runs.

Figure 4(a) shows the completion time, i.e. the time required to reach the
final deployment. Recall that the PDND algorithm is artificially halted since it
does not guarantee the termination. Despite this external intervention to halt
the execution of PDND, the termination time of δ-Push&Pull is two orders of
magnitude shorter than PDND. The slowness of PDND is due to the limitation
to the distance each sensor is allowed to traverse at each round. On the other
hand, δ-Push&Pull let sensors traverse entire hexagons at each movement, thus
resulting in a shorter termination time.

Figure 4(b) shows the average traversed distance. δ-Push&Pull has a decreas-
ing traversed distance as the number of sensors increases. This is due to the fact
that less sensors have to be pulled in order to achieve the desired density as
the number of deployed sensors increases. The PDND algorithm shows a higher
traversed distance than δ-Push&Pull due to the oscillating movements typical
of virtual force based solutions.

The average number of starting/stopping actions is shown in Figure 4(c). This
is an important metric for mobile sensor deployment algorithms, because start
and stop actions consume high energy [11]. PDND shows an average number
of starting/stopping two orders of magnitude higher than δ-Push&Pull. As for
the deployment time, this is due to the short distance each sensor can traverse
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(a)

(b) (c)

Fig. 3. Initial configuration (a). Final deployment under δ-Push&Pull (b) and
PDND (c).

at each round. δ-Push&Pull, instead, moves the sensors precisely and without
oscillations, resulting in a lower number of movements.

We now consider the average energy consumption of a sensor under the two
algorithms. A sensor consumes energy due to communications (sending and re-
ceiving messages) and movements (travelling and starting/stopping movements).
We consider two cumulative energy consumption metrics, namely the average
energy spent in communication and the average total energy consumed by sen-
sors. Such metrics are expressed in energy units: the reception of a message
corresponds to one energy unit, a single transmission costs the same as 1.125
receptions [22], a 1 meter movement costs the same as 300 transmissions [11]
and a starting/stopping action costs the same as 1 meter movement [11].
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Fig. 4. Performance comparisons between δ-Push&Pull and PDND

Figure 4(c) shows the energy spent in communications and the total energy
consumption. As expected, PDND has worse performance under both metrics.
On the one hand, the energy spent in communications is higher because of
the high number of rounds required by PDND to terminate. Indeed, under
PDND, each sensor advertises its position to the neighborhood at each round. δ-
Push&Pull, instead, has no round based communications, and messages are only
exchanged to perform the algorithm activities. On the other hand, the higher
number of starting/stopping actions as well as the higher traversed distance, re-
sult in a major total energy consumption of PDND with respect to δ-Push&Pull.

We finally evaluate the two algorithms considering the quality of the achieved
deployments. We compared the percentage of AoI not meeting the desired density
at the end of the algorithm execution. The results are shown in Figure 5. The
regularity of the deployment achieved by PDND results in a better fulfillment
of the requirements. However, such regularity is achieved at the cost of a higher
energy consumption and a longer deployment time. δ-Push&Pull consumes two
orders of magnitude less energy with respect to PDND, and is able to achieve
a final stable deployment in a much shorter time. It shows a small gap in the
percentage of area not meeting the desired density, that decreases as the number
of sensors increases. This gap corresponds to the boundaries between adjacent
circular crowns. Indeed, the density requirement of a tile is advertised according
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Fig. 5. Percentage of area not meeting the density requirements

to the position of its snapped sensor. Nevertheless, when a tile is crossed by the
boundary line of a circular crown, one of the two sections lies on a crown where
the density requirement is different from the one declared by the snapped sensor.

8 Conclusions

We proposed an original algorithm for mobile sensor self deployment, according
to which sensors autonomously coordinate their movements to achieve a com-
plete coverage with variable density. The sensor density varies so as to uniform
the energy depletion due to communications towards the sink. The final deploy-
ment consists in a hexagonal tiling with a variable number of sensors deployed
in each tile. Simulations show that our algorithm performs better than previous
approaches in terms of several performance parameters. Furthermore we dis-
cussed some of the benefits related to the regularity of the obtained deployment.
In particular we show how the regularity of the sensor distribution can be ex-
ploited to implement energy saving techniques and to achieve fault tolerance and
self-healing capabilities.
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Abstract. The real-time control data delivery system of the Critical
Infrastructure (i.e. SCADA - Supervisory Control and Data Acquisi-
tion system) is important because appropriate decisions cannot be made
without having data delivered in a timely manner. Because these ap-
plications use multiple heterogeneous resources such as CPU, network
bandwidth and storage, they call for an integrated and coordinated real-
time scheduling across multiple resources to meet end-to-end deadlines.
We present a design and implementation of iDSRT - an integrated
dynamic soft real-time system to provide fine-grained end-to-end de-
lay guarantees over WLAN. iDSRT takes the deadline partitioning ap-
proach: end-to-end deadlines are partitioned into multiple sub-deadlines
for CPU scheduling and network scheduling. It integrates three impor-
tant schedulers: task scheduler, packet scheduler and node scheduler to
achieve global coordination. We validate iDSRT in Linux and evaluate
it in an experimental SCADA test-bed. The results are promising and
show that iDSRT can successfully achieve soft real-time guarantees in
SCADA system with very low packet loss rate compared to available
commodity best-effort systems.1

Keywords: Multi-resource scheduling, Quality-of-service, WLAN.

1 Introduction

Distributed real-time embedded (DRE) systems are key components of appli-
cations for critical infrastructures such as electric grid monitoring and con-
trol. These applications may use multiple heterogenous resources such as CPU,
network bandwidth and storage. For example, a Phasor Measurement Devices
(PMU) in a power substation samples voltage and current at the rate of 60Hz.
Sampled data is compressed and encrypted by an embedded processor and sent
over a wired/wireless LAN. End-to-end delay of PMU data has to be guaran-
teed for real-time monitoring purpose. Another example is surveillance cameras
1 This material is based upon work supported by the National Science Foundation

under Grant CNS-0524695 and Vietnam Education Foundation. Any opinions, find-
ings, and conclusions or recommendations expressed in this material are those of the
author(s) and do not necessarily reflect the views of those agencies.
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in a power substation (similar to [21]). A group of wireless cameras and sensors
are placed around the substation for surveillance purpose. Each camera/sensor
periodically captures a video frame compressed by an embedded processor and
transmitted over a wired/wireless LAN. As shown in these examples, the het-
erogeneity and interactions of multiple resources in these applications call for
an integrated and coordinated real-time scheduling across multiple resources
to meet end-to-end deadlines. Unfortunately, even though scheduling for any
single resource has been studied extensively, there has been little work done
for integrated and coordinated real-time scheduling to meet end-to-end timing
constraints (cf. see Section 6).

In this paper, we address the problem of integrated and coordinated schedul-
ing of CPU and WLAN to meet end-to-end delay requirement. We use SCADA
(Supervisory Control and Data Acquisition) systems for power substation mon-
itoring as our case study. The general model of SCADA data WLAN is shown
in Figure 1. This is a typical scenario specified in [1][2][3]. The scenario includes
both real-time monitoring/control and non real-time management applications.
Intelligent Electronic Devices (IEDs) periodically send sampling measurements
(such as voltage, current, temperature) or video frames (for surveillance pur-
pose) to a gateway. The gateway collects and processes sampling measurements
(e.g. decompress, decrypt), issues necessary control actions to IEDs and reports
necessary information to the control center. The delay requirement in this sce-
nario is in the order of milliseconds [4]. In addition to the real-time monitor and
control functionality, both the gateway and IEDs need to handle other manage-
ment tasks. For example, the gateway may upload a configuration file to IEDs
via a secure protocol (e.g. SSL).

We present a design and implementation of iDSRT - an integrated dynamic
soft real-time system to provide fine-grained end-to-end delay guarantees over
single-hop wireless networks. To guarantee end-to-end deadlines, iDSRT takes
deadline partitioning approach. Specifically, end-to-end deadlines are partitioned
into multiple sub-deadlines for CPU scheduling and network scheduling. The par-
titioning is done in such a way that the total system utilization is minimized for
a given task set. To enforce sub-deadline guarantees at each scheduler, it employs
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IED
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Fig. 1. SCADA data delivery de-
ployment over Wireless LAN in a
Power substation
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EDF (Earliest Deadline First) scheduling algorithm for both the task scheduler,
called DSRT (Dynamic Soft real-time CPU scheduler), and the packet scheduler,
called iEDF (Implicit EDF). The coordination between these two schedulers is
executed by a novel Coordinator entity, called iCoord, sitting at the middle-
ware layer. iCoord is the key component to deal with the inherent problem of
scheduling for wireless network: the shared medium problem. Essentially, iCoord
is a distributed node coordination scheduler that ensures every scheduler at each
node coordinates with each other to meet end-to-end deadlines. Thus, iCoord
plays the role of node coordination scheduler. Therefore, iDSRT has a unique
approach: the integration of three important schedulers: task scheduler, packet
scheduler and node scheduler.

In summary, our contributions in this paper are 1) the design of an integrated
architecture with protocols and algorithms providing soft real-time end-to-end
delay guarantees built on top of commodity Linux operating system and 802.11
MAC layer, 2) implementation of iDSRT including an augmented DSRT, iEDF
and the Coordinator middleware and 3) performance study of iDSRT in an
SCADA testbed of wireless nodes.

The rest of the paper is organized as follows. Section 2 presents our system
model, notations and assumptions. In Section 3.1, we show the architecture of iD-
SRT and an overview of its components. Section 3.2, Section 3.3 and Section 3.4
give the details of iCoord, DSRT and iEDF. Section 4 presents necessary de-
tails of iDSRT implementation. In Section 5, we show our evaluation of iDSRT.
Section 6 gives the related work and finally, Section 7 concludes the paper.

2 Models and Definitions

2.1 Network Model

We consider a single-hop wireless network model where each node is within
one hop to the gateway as shown in Figure 1. There are n clients (i.e. IEDs)
N1, N2, .., Nn and a server S (i.e. gateway). Client Ni has mi (mi ≥ 0) real-time
(RT) applications/streams and may have best-effort (BE) applications/streams
running simultaneously. RT applications stream the data from the client to the
server. Each RT application/stream will conform to its QoS specification in terms
of end-to-end delay (EED) requirement.

EED is the sum of the delay at the sending side (i.e. at the client side), the
propagation delay and the delay at the receiving side (i.e at the server side).
Controlling any of these components will affect EED. Our system, however, only
controls the delay at the sending side. We assume the propagation delay is negligi-
ble compared to other two delay components. Furthermore, the receiving delay
incurred at the gateway, including computation delay and MAC transmission
delay, is small too. The reason is that we assume the gateway is a device with
powerful computation and communication capabilities compared to the clients.
Hence, controlling of this small delay component does not have much effect on
the EED and it is also not the focus of our study.
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The sending delay consists of the computation delay incurred by the OS
scheduling and the communication delay incurred by the network scheduling.
This delay component can be controlled by assigning deadlines to the compu-
tation and communication sub-tasks at each client(see Section 2.2). As long as
these sub-tasks are finished on time by the OS scheduler and network scheduler,
the EED requirements can be met.

In our model, BE applications may stream data to the server. These applica-
tions, if not monitored and enforced properly, can affect the QoS performance of
other RT tasks because they are not aware of real-time constrains. Typical BE ap-
plications in a power substation are FTP application for downloading/uploading
devices’ configuration or data encryption for secure communication. These
network- and computation-intensive applications may exhaustively consume
network and CPU resources in the system if not constrained.

2.2 Task Model

We model the RT streaming applications as RT networked tasks, at the client
side, composed of the computation and communication sub-tasks. The end-to-
end delay requirement of streaming applications is now transformed into the
end-to-end deadlines of the RT networked tasks used for scheduling.

Formally, we denote Aij for the jth RT networked task/application on the
client Ni

2 where i = 1..n, j = 1..mi. We also denote AS as the networked task
running on the server S. Each task Aij has a period Pij . It has two sub-tasks
ACPU

ij and ANet
ij that needs to be processed in order (see Figure 2). That means,

within period Pij , the sub-task ACPU
ij needs Cij time unit for sampling and

processing data. After the data gets processed, the sub-task ANet
ij needs Rij

time units to send it to the server task AS on server S over the wireless network
G. The deadline Dij of task Aij is equal to the period Pij . Both Cij and Rij are
CPU and network resources consumed in time. Cij is calculated by the number of
consumed cycles over the CPU frequency. We assume the frequency of the CPU
is fixed. Similarly, Rij is the time of task Aij and its underlying OS/network
protocol stack to transmit a packet of size PSij bytes over the wireless MAC
with measured bandwidth Bij at node Ni, i.e. Rij = PSij/Bij to the server S.

3 iDSRT Framework
3.1 Overview Design of iDSRT

Our first goal is to design/establish a scheduling and coordination framework of
three important schedulers (i.e. the task scheduler, the packet scheduler and the
node scheduler) that deliver end-to-end soft real-time guarantees in the system.
The second goal is that the system should be able to run on a commodity
platform (e.g. commodity Linux-based operating system and 802.11 MAC layer).

Each node Ni will consider time-sensitive scheduling of a) RT tasks Aij , i =
1..n, j = 1..mi under competition of best-effort tasks, b) network packets of
2 The terms “RT application Aij” and “RT task Aij” are used exchangeably.
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connections belonging to the RT networked application Aij and BE tasks at the
node Ni and c) node Ni with respect to other nodes Nk, k = 1..n, k �= i due to
the shared access to wireless medium.

The scheduling and coordination framework resides in the middleware, net-
work and OS layers as shown in Figure 3 and it is called iDSRT . It allows RT
and BE applications to run together and share resources in controlled manner.
RT applications rely on iCoord (Integrated Coordination) - a distributed mid-
dleware component residing in the control plane of the protocol stack. It receives
QoS specification from RT applications, performs RT application profiling, and
does the QoS negotiation on behalf of the RT applications Aij . Its central role is
managing resource allocation within each node Ni and among nodes Ni, i = 1..n
and S in G to ensure end-to-end delay guarantees (see Section 3.2).

Any potential conflicts among RT tasks Aij , j = 1..mi and BE tasks on node
Ni are resolved by the Dynamic Soft-Real-time CPU Scheduler, called DSRT
[15]. DSRT guarantees CPU resources for RT applications by using an adap-
tive EDF scheduling algorithm. It is “soft” because it does not manage other
resources of the hardware and thus does not prevent the preemptions due to non-
CPU hardware interrupts. However, the soft guarantees are within the timing
bounds of SCADA tasks. Section 3.3 will give more details.

The last component in the iDSRT framework is the iEDF (Implicit Earlier
Deadline First) packet scheduler. Essentially, iEDF is a network packet scheduler
residing on-top of the MAC layer. It takes the implicit contention approach to
schedule transmission slots according to the EDF policy. It manages the packet
queue of each node and makes sure all nodes agree on the same packet to transmit
over the shared medium within a specific time slot (see Section 3.4).

3.2 Integrated Middleware Coordination (iCoord)

iCoord is a distributed middleware component which coordinates all system
scheduling components to ensure RT applications meet their deadlines. It op-
erates in the control plane of the node’s protocol stack to provide the node
registration service, task profiling and coordination services. Its services are a
set of middleware libraries whose computation overhead is charged to the call-
ing tasks’s computation. Figure 4 shows the middleware control architecture of
iCoord. iCoord consists of two modules: Local iCoord residing on each client Ni

and Global iCoord residing on the gateway S. Local iCoord is in charge of co-
ordinating system components at each node Ni and communicates with Global
iCoord to assist in inter-node scheduling with other nodes’ Local iCoord(s).
Global iCoord executes global services on server S, where Local iCoord executes
local services on each client Ni. Together, they ensure distributed utility services,
such as the coordination service, registration service and the profiling service.
Figure 7 summarizes the protocol within iCoord.

Registration Service is a service that takes care of the registration of real-
time applications. Essentially, every RT application has to register with iDSRT
because un-registered applications are treated as BE applications. First, the
registration is done via the Local iCoord Registrator. The registration request
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from an RT application Aij includes 1) a tuple of (pid, saddr, sport, daddr, dport)
where parameter pid, saddr, sport, daddr, dport are the process identifier, the
source address, the source port, the destination address, the destination port
respectively. These parameters are used to uniquely identify each real-time com-
munication application Aij , 2) Period Pij(µs) and 3) a requirements Cij(µs) on
CPU resource and network resource Rij(µs) measured by the profiling services.

The Local iCoord Registrator sends the registration information of this ap-
plication to the Global iCoord Registrator. After the Global iCoord Registrator
acknowledges the successful registration of the application Aij , the Local iCo-
ord Registrator returns a unique ID calculated from the tuple of registration
information to the application. Finally, the Local iCoord Registrator invokes the
CPU and network profiling services to approximate the CPU and network usage
of the application (i.e. Cij and Rij). Finally, it sends the profiles of this task
to the Global iCoord Registrator so that the node admission control, inter-node
scheduling and coordination can be performed.

Profiling Service consists of the CPU and network profiler on each client
Ni. These profilers are invoked after the registration phase. The CPU usage is
measured by having DSRT run several instances of RT task Aij . Similarly, the
network profiling is done by measuring the packet round-trip-time between the
networked application at the client Ni and the server S.

Coordination service is a distributed middleware component. Similar to the
Registration service, the Coordination service has a Global Coordinator at the
gateway S and a Local Coordinator at each node Ni. The Global Coordinator at
the gateway gathers profiles of all RT applications from the Global Registrator
and performs the deadline assignment algorithm (discussed in the next sub-
section ). Then, it sends this information to all Local iCoord Coordinators. The
information includes deadline assignments for the inter-node (i.e. DNet

ij ) and
intra-node (i.e. DCPU

ij ) scheduling of all the tasks in the system G.
Upon receiving the deadline assignment of all tasks, the Local Coordinator

confirms with DSRT and iEDF about the acceptance of these local tasks. At
the end of this phase, each Local iCoord Coordinator notifies the Global iCoord
Coordinator that node Ni is ready, and all local components DSRT, iEDF and
Local iCoord wait for the SYNC message from the Global iCoord Coordinator.
In the last phase, the Global Coordinator waits for all acknowledgments from
Local Coordinators and broadcasts the SYNC message. The SYNC message start
the run-time of the whole system.

Deadline Assignment Problem: As mentioned in the previous section, we
employ the EDF algorithm for CPU scheduler (DSRT) and the network sched-
uler (iEDF). These two schedulers (DSRT and iEDF) must coordinate with each
other so that the end-to-end deadline of RT applications Aij can be met. The
approach we take is partitioning the end-to-end deadline into sub-deadlines for
the CPU scheduler and network scheduler. Thus, as long as the CPU scheduler
and the network scheduler can schedule the sub-tasks correctly, the end-to-end
deadlines will be guaranteed. The deadline assignment algorithm is executed by
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the Global Coordinator whenever there is a newly arrival task. It is essentially
a convex optimization algorithm where the deadline is split such that the total
stress factor of the two sub-systems is minimized while still satisfying the ad-
mission control criteria of the CPU scheduler and the network scheduler. Please
refer to our technical report for more information.

3.3 DSRT (Dynamic Soft Real-Time Scheduler)

DSRT is responsible for CPU task scheduling according to their deadlines. Specif-
ically, on client Ni, it manages real-time CPU tasks ACPU

ij , j = 1..mi as modeled
in Section 2.2. To achieve this objective, DSRT is composed of three basic com-
ponents, the Admission Control, the Earliest-Deadline-First (EDF) Scheduler
and the Cycle Demand Adaptor.

On a node Ni, before using the realtime capabilities of the system, a new
RT task ACPU

ij must register itself with iCoord as a RT task in the DSRT.
Specifically, it must specify its period, its worst case execution time and its
relative deadline3. The admission control for DSRT on a node Ni is the EDF
schedulability test. It means, ∀L ∈ DLset, L ≥

∑mi

j=1(�
L−DCP U

ij

Pij
� + 1)Cij where

DLset = {dkl|dkl = lPik + DCPU
ik , 1 ≤ k ≤ mi, l ≥ 0} is the set including

all tasks’ deadlines less then the hyper-period of all periods (i.e. least common
multiplier of Pi1, .., Pimi).

If the condition is met, the task ACPU
ij is added to the running queue of the

EDF Scheduler and is scheduled to run in the next period. If the task cannot
complete its job in the allotted time, due to demand cycle variations, the Overrun
Timer will preempt the task to best-effort mode. In this case, the task ACPU

ij

will only be allowed to run after all other real-time tasks have used their allotted
CPU time. The Overrun Timer removes the task from the running queue and
adds it to the overrun queue. Tasks in best-effort mode compete against each
other and use the standard OS non-realtime scheduler (Linux in the case of our
implementation). Therefore, they cannot get a guaranteed CPU allocation.

If the deadline DCPU
ij is not met, the Cycle Demand Adaptor will keep track

of this event. If it detects that the change in the cycle demand is persistent and
that assigned deadlines are not met, it will try to increase the allotted cycle
demand for this particular task ACPU

ij . In that case the Cycle Demand Adaptor
will query the DSRT admission control to verify whether there are enough CPU
resource to increase the allotted resource for the task ACPU

ij .

3.4 iEDF (Implicit Earliest Deadline First Packet Scheduler)

iEDF is a distributed network scheduler that takes an “implicit contention”
approach to perform the EDF packet scheduling algorithm [7][8]. Each client uses
iEDF as its network scheduler. Conceptually, this network scheduler is actually
an outgoing-packet scheduler working on top of the MAC layer. It manages
how packets are prioritized to ensure they will meet the deadlines. Technical
information will be given in Section 4.2.
3 The information Cij and DCPU

ij is provided by iCoord as explained in Section 3.2.
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iEDF is an implicit contention scheduling which uses EDF as the packet
scheduling algorithm. At any time slot, all clients agree on a RT task ANet

ij

to access the shared wireless medium according to the EDF policy. Specifically,
for a client Ni, RT tasks ANet

ij , j = 1..mi running on Ni are called local RT net-
work applications and other RT applications running on other clients are called
remote RT network applications. iEDF at each client Ni maintains the deadline
assignment and task information of remote RT network tasks in addition to its
local RT network tasks disseminated via iCoord (see Section 3.2).

Once iEDF has all network task deadline information, it creates a “shadow
network task” for each remote network task. The shadow network task has the
same period, deadline and transmission time as the network task being shadowed.
When the shadow network task ANet

kj , j = 1..mk “executes” on Ni, i �= k, it does
nothing but sets up a timer to wake up after the transmission of ANet

kj . On waking
up, the shadow network task again notifies iEDF that the remote network task
is supposed to finish. On this event, iEDF schedules another RT network task,
either local or remote (shadow) for the next transmission. In this way, iEDF
is doing the EDF scheduling algorithm in a distributed manner. Furthermore,
packet collisions will rarely happen because iEDF at each client aims to ensure
and comply to the global deadline assignment. Figure 5 shows an illustration of
this implicit contention.

Even though the principle of iEDF is simple, there are couple of issues that
we need to address. The first issue is the correct estimation of the transmission
time of the shadow network task. For any particular transmission, the remote
network task ANet

kj may finish earlier than expected due to worst case profiling
and estimation of Rkj . It may also finish later than expected due to the noisy
and unreliable channel. In the former case, iEDF ignores the early transmission
and accepts the waste of idle network resource. In the latter case, iEDF actually
has to avoid starting another transmission to minimize the packet collisions. To
resolve this issue, iEDF only needs to over-hear the wireless network to know
when the remote network task finishes. This is a simple solution yet enough to
resolve the scheduling issues. The second issue is that even though iEDF is a
network scheduler and consumes non-negligible CPU resource for scheduling. To
resolve this issue, we let the network task’s CPU consumption to be charged to
the computation time of the corresponding RT applications.

4 Implementation

4.1 DSRT Implementation

DSRT was originally implemented by Chu et al. [15] in Linux Kernel 2.4. Due to
incompatibilities with Linux Kernel 2.6, DSRT is implemented from scratch in
Linux Kernel 2.6. However, our implementation of DSRT is considerably different
and includes important contributions to the original work. The main contributions
are discussed below.
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DSRT originally used the Liu and Layland scheduling model [17], in which the
deadlines are considered to be equal to the periods. The coordination algorithm in
iDSRT requires a more generalized model in which the real-time scheduler supports
deadlines less than or equal to the periods. Our implementation of DSRT uses this
model instead. Other important difference is that our implementations used new
mechanisms developed for precise task accounting, including the CPU timestamp
counter available in most modern processors and the new High-Resolution Timer
Interface available in the most recent versions of the Linux Kernel 2.6 [10]. The
use of this new mechanism allowed us to reduce the number of modifications to
the standard kernel. It also allowed us to provide better precision and scheduling
granularity than the previous implementation.

DSRT implements nine new system calls allowing RT tasks to communicate
with it. These system calls provide DSRT with information required to reserve
CPU resource and prioritize a task according to its QoS requirements. In these
system calls the task ACPU

ij specifies average cycle demands used to calculate Cij

(dividing by the CPU frequency), deadline DCPU
ij and period Pij . DSRT provides

information about the performance and the status of the RT task, including the
number of times a task tried to overrun and the statistical CPU utilization.

Our DSRT implementation needs only one kernel patch on the file sched.c to
provide CPU accounting for each task. Linux currently provides such mechanism
in the kernel but only with maximum resolution of 1 jiffy (number of iterations of
the kernel per second)4 while we need high precision task accounting to the mi-
crosecond resolution. Simply increasing the jiffy resolution will cause enormous
kernel overhead. In our implementation, we measure CPU usage of real-time
tasks in cycles instead of jiffy. This is achieved by adding a hook in schedule()
function. This hook is called every time that a context switch is about to occur.
It allows us to measure the elapsed cycles between the current and the previ-
ous context switch and therefore precisely account for the CPU time of each
task. Once done, the number of cycles is converted to time unit by dividing the
number of cycles by CPU frequency. The rest of the DSRT is implemented as a
kernel module. We use high-resolution timers provided in the kernel to ensure
that tasks wake up at precise time and to prevent overruns from greedy BE
and RT tasks. The context-switching is implemented as a two-halves operations
where interrupts from the timer signals a high-priority kernel thread to preempt
the running application.

DSRT has a new data structure to store the QoS parameters Cij , D
CPU
ij , Pij

of the task containing information about the state of the RT task used by both
the EDF scheduler and the Cycle Demand Adaptor. When a new RT task makes
a request for QoS guarantess to DSRT, DSRT creates a new instance of this data
structure (called srt task struct) containing information about the state of the
particular RT task. This task is also cross-referenced with the task struct struc-
ture defined by the Linux scheduler to ensure proper communication between
the Linux scheduler and DSRT. More precisely, the data structure contains a
pointer to the associated task struct structure, necessary information about the

4 Within Linux 2.6.10, a jiffy is by default 4ms.
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state of the RT task in the DSRT scheduler5, the period, the cycle demand re-
quested, the number of deadlines missed, the number of periods in which the
task tried to overrun and the statistical CPU usage in cycles.

Conceptually, DSRT implements 3 runqueues that allow the EDF scheduler
and the overrun timer to schedule the tasks. The first runqueue is for the RT
task process currently ready to run. The second one is for the RT task processes
that are running in best effort mode because they overrun. The last one is for
the RT task processes that are awaiting for the beginning of the next period.
We implement these runqueues as a single list of processes sorted by the EDF
policy. We use the information stored in the srt task struct about the state of
the task to differentiate among different runqueues. We avoid implementing more
runqueues due to unnecessary kernel overhead. The computational complexity
of the DSRT scheduler is O(log(n)), where n is the number of RT tasks.

To further minimize the number of changes required to the Linux scheduler,
the DSRT scheduler does not load or schedule the RT tasks directly, instead it
relies on the Linux scheduler. The DSRT simply rises the priority of the running
RT tasks to the highest RT priority available on the system, and requests a
reschedule to the Linux kernel. This triggers a context switch and forces the
Linux scheduler to pick the task that DSRT wants to be scheduled next. To
preempt a running RT task to best effort mode when the overrun timer expires,
it simply suffices to lower RT task’s priority in the Linux scheduler to normal and
rise the priority of another RT task. When all the RT tasks have completed the
running job, they yield the CPU by invoking the sched() function. Upon the call,
the Linux scheduler will take care of scheduling all the BE tasks including iDSRT
aware and non-iDSRT aware tasks. The DSRT scheduler remains idle until one
of the RT tasks begins a new period. This approach makes the implementation
simple and ensure maximal compatibility with non-iDSRT aware tasks.

4.2 iEDF Implementation

iEDF is a queuing discipline in Linux. It communicates with the Local Coordi-
nator via the /proc/ file system. This interface includes create/modify/delete a
local (shadow) task ANet

ij and a SYNC signal with the Local Coordinator. iEDF
maintains the information of the tasks ANet

ij by a double linked list data struc-
ture. Each shadow task in iEDF is implemented as a kernel timer that simulates
the same behavior as the corresponding task. Note that even though iEDF may
have many timers for shadow tasks, Linux Kernel 2.6 implements these timers
as a single high resolution kernel timer to reduce the overhead.

iEDF maintains a FIFO queue for packets of each application. Each entry in
a FIFO queue is a pointer to sk buff kernel data structure of a real packet. Thus,
iEDF works on pointers to packets to avoid any extra data copy overhead. In
addition, iEDF maintains a bitmap representing applications that have packets
in the FIFO queues (i.e. one bit per application). Whenever a packet of a RT

5 Note that a RT task ACPU
ij can also become BE task if it violates its assigned deadline

DCPU
ij (cf. Section 3.3).
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application enters the queue, the corresponding bit is set to 1. This bit will
be set to 0 when the last packet leaves the corresponding queue. To look up
applications with non-empty FIFO queue, iEDF uses ffs() operator on the
bitmap to efficiently search for the 1-bit. Similar to DSRT, the complexity of
iEDF scheduling is O(log(n)), with n equal to the number of RT tasks.

5 Evaluation

5.1 Experiment Setup

We evaluate iDSRT in a SCADA test-bed of 7 nodes. Each node is a IBM T60
Dual Core 1.66Ghz laptop with 802.11a/b/g Atheros-based wireless card. We
disable one core to emphasize the impact of DSRT on CPU scheduling. All
laptops run Linux kernel version 2.6.16 with high-resolution timer patch.

We setup the laptops as shown in Figure 8. There is one laptop acting as a
gateway. The rest of the laptops are clients. These laptops are emulated IEDs
in a wireless SCADA testbed. Each client laptop connects to a real IED such as
a Digital Relay and a Phasor Measurement Unit via serial ports. The gateway
laptop connects to a SCADA server via Ethernet. To ensure that the gateway is
more powerful than the clients, we set the CPU frequency of the server to the
highest one (1.66 Ghz) and the CPU frequency of the clients to 1Ghz. All of
laptops operate on 802.11a mode and are placed such that they are within the
transmission range of each other. The network operates on the channel that has
least interference to minimize external effects.

5.2 Scenarios

The RT application in the experiment is a regular periodic task creating/reading
and sending a packet every 30ms. This is a typical RT task and time requirement
for IED devices measurements (e.g. Phasor Measurement Unit devices) as spec-
ified in [4]. Each packet encapsulating a PMU measurement with the RTP-like
header has the size of 128 bytes. The RTP-like header contains the sequence
number for calculating packet losses and time-stamp for clock synchronization
and delay calculation. Other parameters of RT applications such as computa-
tion time, network transmission time, sub-deadlines are measured and assigned
by iDSRT. To scale up the experiments, each client may have more than one
RT application. Specifically, we keep adding the RT applications in the system
until the admission control fails. Note that for any number of RT applications
in the system, these RT applications are distributed equally to clients. For ex-
ample, if there are 10 RT applications in the system, each client has �10/6� = 1
application and the remaining four are assigned to any four clients.

Our goal is to to make sure that the system can provide real-time guarantees
even there are competing BE applications. On each client we run a very CPU-
intensive BE application to compete for the CPU resource. Furthermore, we
setup three BE TCP flows from three clients to the server. These three TCP
flows will always try to send as much as they can when getting a chance.
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5.3 Evaluation Metrics

We compare our iDSRT system against three other systems. The first one, named
as “BestEffort” is the combination of commodity Linux and 802.11 MAC. The
second one, named as “DSRT only”, is the system with DSRT enabled and iEDF
disabled (i.e. DSRT and 802.11 MAC) and the last one, named as “iEDF only”
has iEDF enabled only and DSRT disabled (i.e. Linux CPU scheduler and iEDF)
. The metrics we use are 1) RT end-to-end delay from a client Ni to the gateway
S, and 2) the percentage of packet losses of RT applications Aij and 3) the
percentage of missing deadlines of RT applications Aij .

All measurements above are done at the gateway S. In every experiment,
each application sends 1000 samples, which takes 30ms × 1000 = 30s to finish.
The end-to-end delay is measured as the time difference from the packet sent
at the client to the time that packet received at the server6. The percentage
of packet losses are measured by counting the missing sequence numbers. Simi-
larly, the percentage of missing deadlines is measured as the number of packets
that are received later than the deadline at the gateway. Also, in each scenario,
experiments are repeated 5 times to get the average measurements.

5.4 Experiment Results

End-to-End Delay: Figure 9 shows the end-to-end delay of different systems.
The x-axis represents the total number of applications. The y-axis shows the av-
erage end-to-end delay in ms. In general, only iDSRT can guarantee the deadlines
while the other systems cannot. BE system cannot handle the RT applications
well because it does not prevent CPU-intensive application and TCP flows from
exhausting CPU and network resources. This makes sense because BE system is
designed for general purpose, not for real-time purpose.

DSRT-only system prioritizes RT processes and schedules them according to
their deadlines. The CPU resource for RT processes is “reserved”, i.e. BE pro-
cesses cannot compete for that reserved resource. That is the reason why DSRT-
only system performs better than the BE system. However, because DSRT-only
system can only provide RT guarantee on the CPU resource and it lacks of the
RT network scheduler, the end-to-end delay cannot be guaranteed.

iEDF-only system performs worst due to two reasons. The first one is the lack
of support from the RT CPU scheduler (i.e. DSRT). The BE CPU scheduler (i.e.
Linux scheduler) is done in a round-robin fashion and is not aware of application
deadlines. Consequently, packets arrive to iEDF in an aperiodic fashion, which
may be earlier or later than the slots iEDF reserves for network transmission. If
a packet of a RT task arrives to iEDF later than the slot reserved for its network
part, it can only be transmitted until the next reserved time slot releases. This
causes cascading missing deadlines of a RT task and can only be fixed with a
coordination from the CPU scheduler. This explains why it performs worse than
the BE system. The other reason is the shared nature of wireless medium among

6 The clocks of these clients are synchronized on every wireless transmission.
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clients which makes consumed network resource grow quickly as the number of
RT applications increase. That is why iEDF does not scale as good as DSRT.

iDSRT with the integration of DSRT, iEDF and iCoord performs the best.
This result validates our design idea in which node scheduler, packet scheduler
and task scheduler have to coordinate very well. Missing any components will
not be sufficient to provide soft real-time guarantees.

It is also important to emphasize that iDSRT needs a good profiling and
an admission control. In our scenario, iDSRT cannot accept more than 13 RT
applications due to the admission control. We did run more than 13 applications
and the results basically show that, not admitted RT tasks perform much worse
than in BE system because most resources in iDSRT are reserved for admitted
RT tasks. This, again, underscores the importance of QoS guarantees: once RT
tasks are accepted, they will receive what promised by the system.

Missing deadlines: Figure 10 shows the percentage of missing deadlines of
the four systems under various total number of applications. The x-axis shows the
total number of applications. The y-axis is the percentage of missing deadlines.
Generally, BE system and DSRT-only system have similar percentages of missing
deadlines (30% to 40%). In these systems, the main cause for missing deadline is
the lack of network scheduling. iEDF-only performs worst as expected due to the
lack of support from CPU scheduling and higher resource-consuming rate of each
application. iDSRT performs best and has only around 15% missing deadlines.

This figure also shows the nature of “soft” RT guarantees. The reasons for
missing deadlines, even in the case of iDSRT, are preemptions due to hardware
interrupts, non-preemptive nature of network scheduling (i.e. iEDF cannot pre-
empt a packet being sent) and the unreliable nature of the wireless medium.
These are also the reasons for the small fluctuations in the graphs. However,
iDSRT with a low average end-to-end delay (around 15ms) and a reasonable
missing deadlines (around 15%) is still the best to achieve soft RT guarantees.

To further support the need for the coordination, we show the maximum
delay of each systems in Table 1. This table essentially shows the worst end-to-
end delay of each system in our experiments. It is clearly shown that iDSRT has
the smallest worst end-to-end delay with the deviation of 5ms. In other words,
iDSRT misses 15% of deadlines but the deviation is bounded in 5ms.

Packet Losses: Figure 11 shows the packet losses of four systems. All systems
have very low packet loss rate (less than 0.1%). iEDF in this case shows the

Table 1. Maximum EED (ms)

#Apps Best Effort DSRT-only iEDF-only iDSRT
6 90.06 90.54 51.58 34.17
7 93.75 88.40 69.90 35.38
8 96.88 92.34 82.82 35.59
9 482.05 101.30 102.43 33.78
10 508.31 109.15 138.21 33.59
11 505.76 97.77 154.13 34.17
12 516.69 128.25 164.42 34.63
13 558.37 136.11 169.35 35.25
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Fig. 11. Packet Loss

advantage of very low (almost no) packet losses due to the distributed scheduling
mechanism. iDSRT, again, inherits the advantage of both DSRT and iEDF to
achieve almost no packet loss.

6 Related Work

There has been large amount of research work that address individual, part of
the end-to-end RT problem and can be classified into three categories: real-time
operating system, real-time wireless network and end-to-end delay guarantee.
The first category addressing real-time operating system has been extensively
explored. Typical work in this category includes hard real-time solutions such
as RTLinux [6]; firm real-time solutions such as Rialto [16], SMART[19], KURT
[23] and soft real-time solutions such as DSRT [15], GraceOS [27]. RTLinux
[6] is a period scheduler but it does not have admission control, the scheduler
is a priority-based and non-preemptive. Thus, it does not support applications
having deadlines and does not fit in our framework. The Rialto OS [16] focuses on
the reservation of the resources. Its application model does not consider deadlines
or periods but rather utilization constraints that the system must meet. The
Resource Kernel is similar to our proposed work, they provide feedback to the
application and use the concept of deadlines and periods. Their approach is not to
coordinate the different reservations but to use a priority inheritance algorithm
with a bounded waiting time. SMART [19] uses an EDF scheduler and a weighted
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fair queue scheduler. It uses the Liu and Layland model [17], however they do not
consider other resources or any coordination. KURT [23] uses a high-resolution
timing system and a tickless kernel. However, it does not provide any guarantees
and does not use admission control or reservation of resources. GraceOS [27] is
a power-aware soft real-time OS. Its goal is to minimize the power usage of the
system based on the QoS constrains specified by each application.

The second category addressing real-time wireless network has been also well
explored. A typical work is the 802.11e standard [5]. Although 802.11e becomes
the standard and commercially available, its prioritization mechanism does not
work well when there are multiple flows with the same priority. In fact, it even
increases more collisions due to its aggressive medium access parameters such as
smaller CWmin and CWmax. Besides 802.11e, there are plethora of work involv-
ing with MAC design such as dynamic contention adaptation [25][26], RI-EDF
[8] or Wireless Token Ring [9]. Even though these schemes can work well, they
require MAC modifications. iDSRT requires no modifications of the MAC layer
and thus has the advantage of deployability and compatibility. We believe that
with the wide-spread availability of 802.11-based hardware, it is much cheaper
and more applicable to have a solution working on top of and independent of
802.11 MAC. Several works sharing this view include Overlay MAC [20] and
middleware-based control [14] [13]. These systems, however, do not integrate
the CPU scheduling into the real-time system and cannot provide a complete
end-to-end delay guarantee. iDSRT does this by integrating all three important
schedulers: task scheduler, packet scheduler and node scheduler.

In the third category, essentially, previous work has shown the need for inte-
grating the task scheduler and the network scheduler referred to as multi-resource
coordination/reservation and scheduling problem [11][12][24][22][21]. In [22][18],
the approach is to allocate the resources such that the end-to-end delay can be
guaranteed while optimizing the general resource utilization. Xu et al. [24] tries
to provide best end-to-end QoS level for an application under the constraints of
resource availability in wired networks. In [11][12] end-to-end delay is achieved
by assigning deadlines for each resource such that the number of future applica-
tions admitted is maximized. However, these works do not address the need for
the coordination among the nodes because it considers the wired networks. In the
wireless scenario, nodes share the wireless medium and thus need to coordinate
with each other. The node scheduler is required and this motivates the need for
the Coordinator. iDSRT addresses both issues. Thus, it works in the wireless
scenario as shown in the paper and should work in the wireline scenario.

7 Conclusions

We have shown an integrated soft real-time scheduling framework, i.e. multi-
resource allocation and scheduling for periodic soft-real-time tasks in wireless
LAN environment. This is the first integrated system that considers both schedul-
ing and coordination of three important entities in WLAN: the RT tasks, the
RT packets and the nodes that share the wireless medium. The result of iDSRT



iDSRT: Integrated DSRT Architecture 201

clearly show that augmented Linux and 802.11 WLAN technologies are feasible
for critical infrastructures such as PowerGrid SCADA systems and can yield
delay and loss guarantees currently only achievable over the wired network with
modified general purpose kernels. We believe that iDSRT allows an easy deploy-
ment of general purpose hardware and software in PowerGrid substation, while
preserving a major requirement of the real-time guarantees.
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Abstract. Introducing cell breathing in cellular networks into wireless local 
area networks (WLANs) for load balancing is beneficial since no special 
modification of clients. However, fairness and effectiveness is quite challenging 
in cell breathing. In this paper, a supply-demand model (SDM) based on cell 
breathing technique is proposed to allocate continuous or discrete power to APs 
for fair and effective load balancing. SDM classifies the beacon power of an AP 
into two kinds: the demand power and the supply power. The former is the ideal 
power that an AP is supposed to have while the latter is the power the AP 
actually transmits. Finding the deterministic global optimal solution, SDM 
makes the demand and supply power as equal as possible and the load on APs 
balanced. Because SDM does not need multiple iterations to compute the 
optimum, it can avoid frequent user handoffs resulting from frequent power 
change. Finally, SDM is extended to support a broader range of load definition 
and the generalized relationship between beacon power and load. The 
simulation results show the proposed scheme is fair for realizing load balancing 
and effective for improving throughput. 

Keywords: Load balancing, cell breathing, power assignment. 

1   Introduction 

In WLANs, load imbalance usually comes up, which incurs two problems: lower 
network throughput and worse quality of service (QoS). In the carrier sense multiple 
access (CSMA)-based WLANs, all clients have equal rights to access the wireless 
medium. Thus, in a congested AP, there exists a higher probability that multiple 
clients access the wireless medium at the same time, resulting in a large number of 
transmission collisions. As a consequence, more bandwidth will be consumed for 
retransmissions, leading to lower network throughput. Moreover, longer backoff 
periods are needed to avoid collisions, thus resulting in longer transmission delay. 
                                                           
∗ This work is supported by NSFC Project (no. 60873252), International S&T Cooperation Program 

of China (no.2008DFA11630), National Major Basic Research Program of China (no. 
2007CB307105, 2009CB320501, 2009CB320503), postdoctoral foundation (no.20090450391). 
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However, the IEEE 802.11 standard, the protocol of WLANs, does not provide any 
method for load balancing. To make up this deficiency, both industry and academia 
have proposed some solutions [1-10], most of which require clients to select APs 
based on not only the received signal strength indicator (RSSI) but also the load on 
the APs. This requirement needs clients to have special software/hardware supports.  
In real networks, WLAN clients could be heterogeneous with different AP selection 
policies, which make it hard to cooperate with APs for load balancing due to 
proprietary schemes of different device providers. 

To solve the above problems, some researchers [11-13] introduce the concept of 
cell breathing in code division multiple access (CDMA) network into WLANs for 
load balancing. In fact, cell breathing is a side effect in CDMA networks in the sense 
that the coverage and capacity of a CDMA cell are reduced with the increase of user 
number. However, it can be a load balancing technique in WLANs if some optimal 
strategies are applied.  

When cell breathing method is used in WLANs, if an AP is heavily loaded, it will 
reduce the power of beacons to shrink its coverage area for reducing the serving of 
new clients as shown in Fig. 1(a); if the AP is lightly loaded, it will increase the 
power of beacons to expand its coverage area for attracting new clients as shown in 
Fig.1 (b). 

                             
 (a) (b) 

Fig. 1. Example of cell breathing (a) AP is heavily-loaded (b) AP is lightly-loaded 

Reducing data transmission power of an AP will degrade the channel quality of all 
its associated users, not only those who tend to shift to other APs, but also those who 
still associate with the current AP. To solve this problem, cell breathing technique 
separates the transmission power of data and beacons. It only adjusts the power of 
beacons because the beacon power only affects the cell dimension and has no impact 
on the loss rate and transmission latency of data packets.  

In cell breathing method, clients are not required any modification. They select an 
AP only according to the default mode of IEEE 802.11. Therefore, it can be realized 
easily and has a broader application prospect. 

Although conceptually simple, implementing cell breathing is surprisingly 
challenging. We explain this problem through the following Example. 
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Example: Consider a WLAN with three APs, A, B and C and ten users. For 
simplicity, we assume that all users generate the same traffic load, and all APs have 
the same bit rate and data transmission power. At the beginning, due to the extremely 
different beacon power, the network load is quite imbalanced as shown in Fig.2 (a). 
To solve this problem, we use the cell breathing method that increases the beacon 
power of APs A and C, and decreases that of AP B. From the viewpoint of load 
balancing, we can obtain two optimal results as shown in Figs. 2(b) and (c). Both 
client-to-AP mappings can realize load balancing, but their throughput is different. 
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Fig. 2. Challenges in Cell Breathing 

The difference between Figs. 2(b) and (c) is whether user g accesses AP B or A, 
which leads to different throughput. When each AP’s data transmission power is same 
and without considering other factors, the throughput of a user is proportional to its 
received power [12] which is in turn inversely proportional to the distance between 
the user and AP [14]. Because user g is nearer to AP B, the throughput when it 
accesses B is higher than accesses AP A. 

In reality, WLANs offer more complicated scenarios. So our challenge is to 
propose an effective cell breathing method to find an optimal power assignment that 
achieves load balancing while providing higher throughput. In addition, another 
challenge is to avoid the frequent power change, because it will induce non-negligible 
handoff latency. 

This paper proposes a cell breathing scheme based on the supply-demand model 
(SDM). It classifies the beacon power of an AP into two kinds: the demand power and 
the supply power. The former is the ideal power that an AP is supposed to have while 
the latter is the power the AP actually transmits. SDM makes the demand and supply 
power as equal as possible while the load on APs balanced. The proposed scheme 
inherits the advantages of cell breathing method, and may have the following 
potential contributions: 

1) It finds the deterministic global optimal mapping between users and APs instead 
of relying on local optimization heuristics. More importantly, it does not need 
multiple iterations for finding the optimum, avoiding frequent user handoffs 
caused by frequent power change. 

2) It supports a broad range of load definition besides the user number. 
3) It is applicable to both continuous power and discrete power assignment. 

The simulation results show that our SDM-based cell breathing scheme is fair for 
realizing load balancing and effective for improving throughput. 

The rest of paper is organized as follows: related works are shown in Section 2 
while the problem formulation is given in Section 3. SDM are presented in Section 4, 
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and how to assign power through SDM-based cell breathing method is described in 
Section 5, which is extended in Section 6. The performance evaluation is discussed in 
Section 7 while conclusions are offered in Section 8. 

2   Related Works 

Load balancing in WLANs is an important issue that has attracted significant 
attentions from both industry and academia. From industry perspective, several 
vendors [1-4] have supported load balancing in their WLAN products. For example, 
Cisco’s load balancing solution [1] is based on the client number, signal strength and 
bit error rates. D-link [2], Proxim [3] and Airflow [4] take into account the actual AP 
traffic in their solutions. In these proprietary products, APs need to broadcast their 
load information to clients through beacons, and each client is required to select the 
AP with the lightest load. 

From academic perspective, several algorithms have been proposed to distribute 
the load based on different load metrics, such as the client number [5], the capacity 
available for a new station that uses the fastest modulation (AAC) [13], the 
aggregated downlink and uplink traffic [6], the channel idle time [7], the channel 
utilization estimate (CUE) [8]. Balachandran et al. [9] proposed to select an AP in 
light of not only its RSSI but also the minimal bandwidth that the AP can offer. 
Bejerano et al [10] proved the strong correlation between fairness and load balancing, 
and used load balancing techniques to obtain near-optimal max-min fair bandwidth 
allocation. 

All the above schemes require the clients to have special supports for AP selection. 
To avoid revising clients, some researchers [11-13] introduced the concept of cell 
breathing in CDMA networks into WLANs for load balancing. 

Bejerano and Han [11] presented a cell breathing method for load balancing in 
WLANs, which is based on two algorithms: one minimizes the load of the most 
congested AP(s), and the other produces an optimal min-max load balancing solution. 
These methods can maximize network throughput while providing fairness. However, 
if only the currently associated user set and each user’s load are known, their 
algorithms need multiple iterations to converge to an optimum. Because each iteration 
will actually change the beacon power which may trigger some clients to move 
among the coverage areas of APs from time to time, this method may induce non-
negligible handoff latency up to 1.3 seconds [7].  

Bahl et al. [12] proposed another cell breathing scheme. Different from [11], this 
scheme does not need multiple iterations. Once the topology of APs and clients is 
given, an optimal mapping of clients to APs can be found with the help of linear 
programming. However, their method needs to know the distance between each AP-
client pair, hence increasing the algorithm complexity. 

Garcia et al. [13] adopted a cell breathing method to adjust the cell size according 
to the signal to noise ratio (SNR) received by each client in the AP’s coverage area. 
To obtain the SNR information, their scheme needs the help of some new standards 
such as the IEEE 802.11k or h. 
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3   Problem Formulation 

In this section, the problem formulation is given. As described above, cell breathing 
method separates the transmission power of data and beacons. So we call the beacon 
signal strength indicator a user receives as RSSI-B while the data signal strength 
indicator a user receives as RSSI-D. 

Due to without any special modification of clients, default WLAN users select APs 
only according to RSSI-B of APs However, RSSI-D of APs that they receive actually 
affects the data link quality. In our scheme, to reflect the relationship between AP and 
users’ data link quality, users are classified into two types: 

Definition 1: A primary user of AP i ( 1,2,..., )i N= is defined as a user whose RSSI-D 
sensed from AP i is the loudest, where N is the maximum AP number in the network. 

Definition 2: A handoff user of AP i is defined as a primary user of other APs, who 
currently associates with AP i ( 1,2,..., )i N= . 

Obviously, a user of AP i ( 1,2,..., )i N=  is either a primary user or a handoff user.  
In our scheme, time is divided into equal length intervals. The number of primary 
users belonging to each AP at any time interval makes up the primary user vector, 
which is defined as: 

Definition 3: The primary user vector 1 2( ) [ ( ) ( ) ... ( )]NP k p k p k p k= , where 

( )ip k is the primary user number of AP i ( 1,2,..., )i N=  during the kth time interval, 

1, 2,...k = .  
In addition, despite the user type, the number of users connecting to each AP at any 

time interval makes up the user vector, whose definition is: 

Definition 4: The user vector 1 2( ) [ ( ) ( ) ... ( )]NU k u k u k u k= , where  ( )iu k is the 

number of users that associate with AP i ( 1,2,..., )i N=  during the kth time interval, 

1, 2,...k = . 

Obviously, both 
1

( )
N

i
i

p k
=
∑ and 

1

( )
N

i
i

u k
=
∑  are the total user number in the network 

during the kth time interval. 
For the sake of simplicity, we assume that the AP deployment ensures a high 

degree of overlaps among the range of adjacent APs as in [11]. And then our problem 
is when the primary user vector is given, how to find the optimal user vector to make 
each user associate with the AP providing the data link quality as good as possible 
while guaranteeing the load balancing on APs. To solve the problem, we propose 
SDM as described in the next section. 

4   Supply-Demand Model 

4.1   Formulations of Demand and Supply Power 

SDM classifies the beacon power of an AP into two kinds: the demand power and the 
supply power. The former is the ideal power that an AP is supposed to have while the 
latter is the power the AP actually transmits.  
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According to the definition of primary users, an AP should serve its primary users 
as many as possible to provide better data link quality to users. At the same time, 
when the AP is light-loaded while its neighbors are congested, it should serve some 
users of its neighbors to relieve their load. So, an AP should have enough beacon 
power to attract the primary and handoff users. 

According to [12], the larger the beacon power is, the more users that request to 
associate with an AP. Here, we assume the relationship between the associated user 
number and the beacon power to be linear correlation. Actually, our model is still 
workable when this assumption is replaced by other relationship as described in 
Section 6. Therefore, the demand power of AP i at the kth time interval, denoted 
as ( )id k , can be formulated as follow: 

1

( ) ( ) ( ( 1) ( 1))
N

i i i ij j j
j

d k p k f q d k s kα
=

= + + ⋅ − − −∑  ( 1,2,..., )i N=  (1) 

Formula (1) includes two parts. The first part ( )i ip k fα +  is the power of AP i needed 

to attract the primary users at the kth time interval. This part is proportional to the 
primary user number. Here, 0α >  is the proportionality coefficient and if is a 

constant reflecting the external factors (e.g., geomorphology, buildings or trees) that 
affect AP i to provide power for attracting users. 

The second part 
1

( ( 1) ( 1))
N

ij j j
j

q d k s k
=

⋅ − − −∑ is the power provided by AP i to 

attract handoff users at the kth time interval, where ( 1)jd k −  and ( 1)js k − are the 

demand power and supply power of AP j at the (k-1)th time interval respectively. This 
part is closely related to the power provided by the neighbor APs at the (k-1)th time 
interval. During the (k-1)th time interval, if the demand power in the  neighbors of AP 
i is larger than the supply power, i.e. ( 1) ( 1)j jd k s k− > − , their primary users will be 

compelled to shift. As a result, AP i should increase its power to attract these handoff 
users, and vice versa. In Formula (1), ijq is the power-impact factor of AP j to AP i. 

The power-impact factors of all APs constitute the power-impact factor matrix, whose 
definition is: 

Definition 5: The power-impact factor matrix { }ij N NQ q ×= , where ijq is the power-

impact factor of AP j to AP i. In particular, ijq is the fraction of primary users in AP j 

who shift to AP i due to power deficiency in AP j resulting from its congestion; or ijq  

is the fraction of handoff users in AP j who comes from AP i due to the excessive 
power in AP j because of its light load. Note 0ijq = , if AP j is not the neighbor of AP 

i or i=j. Apparently, 
1

1 ( 1,2,..., )
N

ij
i

q j N
=

= =∑ . 

In our scheme, a WLAN client requires neither special support nor change in the 
standard. It chooses APs only according to the received RSSI-B. As a result, ijq is 
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only related to those factors that affect the RSSI-B received by users, such as the 
distance between APs, the geomorphology, buildings, trees and other obstacles. 

Likewise, we also assume that the supply power of AP i during the kth time 
interval, denoted as ( )is k , is proportional to the number of its associated users, 

( )iu k . So ( )is k can be formulated as follow: 

( ) ( )i i is k u k fα= +  ( 1,2,..., ; 1, 2,...)i N k= =    (2) 

4.2   Optimal User Vector Solution 

According to Formulas (1) and (2), we obtain the following definition: 

Definition 6: The supply-demand deficit vector is 1 2( ) [ ( ) ( ) ... ( )]NM k m k m k m k= , 

where ( )im k is the supply-demand deficit of power in AP i during the kth time interval. 

With respect to Formulas (1) and (2), ( )im k ( 1,2,..., ; 1, 2,...)i N k= = can be calculated 

as: 

1

( ) ( ) ( )= ( ) ( ( 1) ( 1)) ( )
N

i i i i ij j j i
j

m k d k s k p k q d k s k u kα α
=

= − + ⋅ − − − −∑       

( 1,2,..., ; 1, 2,...)i N k= =  

(3) 

Formula (3) can be rewritten using vector form: 

( ) ( ) ( 1) ( )M k P k M k Q U kα α= + − ⋅ −  (4) 

Aiming at our problem described in Section 3, we need to find ( )U k that realizes two 

objectives: (i) minimizing the supply-demand deficit of power to make the supply 
power and demand power as equal as possible; (ii) making the load of each AP 
approach to the mean load of its neighbors to realize load balancing. So we can get 
the following formula: 

min  (1- ) ( ) ( ) ( ( ) ( ))( ( ) ( ))

. .    ( ) ( )

        [1 1 ... 1]

T T

N

T

M k M k U k U k U k U k

s t U k A P k A

A

ϕ ϕ+ − −
=

=

 (5) 

In Formula (5), the first part guarantees the objective (i) while the second part 
guarantees the objective (ii). [0,1]ϕ ∈  is the weight coefficient. 

1 2( ) [ ( ) ( ) ... ( )]NU k u k u k u k=  is the mean value vector. 
1

( ) ( )
iA

i j i
j

u k p k A
=

=∑ , 

where iA is the neighbor number of AP i ( 1,2,..., )i N= . In addition, the constraint 

condition guarantees 
1

( )
N

i
i

p k
=
∑ =

1

( )
N

i
i

u k
=
∑ = the user number in the network. By taking 

the derivative of Formula (5), the optimum is obtained as: 
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2

2

(1 )( ( ) ( 1)( )) ( )
( )

(1 )

P k M k Q Q U k
U k

α ϕ ϕ
α ϕ ϕ

− + − + +=
− +

 (6) 

where 

1 1 1

2 2 2

1 1 1

.....

.....

........... ...... ......

.....

.....
N N N

N N N

q N q N q N

q N q N q N

Q

q N q N q N

q N q N q N
− − −

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

and 
1

  1,2,...
N

i ij
j

q q i N
=

= =∑ . 

5   Power Assignment Based On SDM 

5.1   Continuous and Discrete Power Assignment 

In actual scenario, some APs can adjust their power to any values, while others only 
to certain discrete values. In this section, we explain how to use SDM to realize cell 
breathing when the power of AP is continuously adjustable and only a set of discrete 
values as shown in Figs. 3 and 4 respectively. 

1 initialize (0), (0) and  time slot sequence number 1;

2 IF(a time interval terminates) 

2.1 obtain the neighbors' supply-demand deficit in power;

2.2 estimate  ( ) and compute ( ),  ( ),  ( );

2.3 FOR (

D S k

P k D k U k S k

←

1; ; ) 

2.3.1 IF( ( ) )  ( ) ; ( ) ( ) ;

2.3.2 IF( ( ) ) ( ) ;

2.4 1;

MAX MAX
j j j j j j j

MAX MAX
j j j j

j j N j

u k u u k u s k u k f

s k Pow s k Pow

k k

α
= ≤ + +

> ← ← +

> ←

← +

 

Fig. 3. Cell Breathing for Continuous Power 

1 initialize (0), (0) and  time slot sequence number 1;

2 IF (a time interval terminates)

2.1 obtain the neighbors' supply-demand deficit in power;

2.2 estimate  ( ) and compute ( ),  ( ),  ( );

2.3 FOR(

D S k

P k D k U k S k

j

←

1 2

1; ; )

2.3.1 IF( ( ) ) ( ) ;  ( ) ( ) ;

2.3.2 FOR each power in [ ... ];

2.3.2.1 find a power level which is closest to ( );    

2.4 1;

MAX MAX
j j j j j j j

MAX
j j j

j

j N j

u k u u k u s k u k f

Pow Pow Pow

s k

k k

α
= ≤ + +

> ← ← +

← +

 

Fig. 4. Cell Breathing for Discrete Power Level 
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In both figures, MAX
ju is the maximum user number that AP j can serve. In Fig.3, the 

power of AP j can change from 0 to MAX
jPow ; however, in Fig. 4, the power level of 

AP j is a set of discrete values, say 1 2[ ... ]MAX
j j jPow Pow Pow , ( 1,2,..., )j N= . 

5.2   Some Key Parameters 

From the figures, each AP needs to initialize its demand power and supply power. To 
obtain the primary users, we set both (0)id and (0)is of beacons equal to the data 

transmission power of AP i. 
When each AP transmits beacons with the same power as that of data, the beacons’ 

RSSI is the same as that of data, i.e. RSSI-D=RSSI-B. Because cell breathing does 
not need any modification of clients, RSSI-D may be the most easily obtained 
parameter reflecting data link quality. Thus, when RSSI-D=RSSI-B, the strongest 
RSSI-B received by a user from an AP means that the AP can provide the best data 
link quality to the user. Because the primary users of an AP are those who can obtain 
the loudest RSSI-D, when (0)id and (0)is of beacons equal to the data transmission 

power of AP i, the users who request to associate with AP i according to RSSI-B are 
just its primary users.  

In addition, except the first time interval, at the beginning of other time intervals, 
our scheme needs to estimate the number of primary users in AP i. For this purpose, 
we use the following formula: 

( ) ( 1) ( ) ( )i i ni l ip k p k p k p k= − + −  ( 1,2,..., )i N=  (7) 

In Formula (7), ( )nip k is the number of newly arrival primary users in AP i during the 

kth time interval and ( )l ip k is the number of primary users who leave AP i during that 

interval. Now ( )nip k  and ( )l ip k  can be estimated from some empirical data, while 

( 1)ip k −  can be calculated in terms of ( 1)iu k − , and the power supply-demand 

deficit of AP i and its neighbors. 
When the power of AP i is enough at the (k-1)th time interval, the power of its 

neighbors have two statuses: (i) the power of all neighbors is enough; (ii) the power of 
a part of or all neighbors is shortage. In status (i), evidently, ( 1) ( 1)i ip k u k− = − ; in 

status (ii), some users of AP j ( ij C∈ ) will roam to the range of its neighbors, where 

Ci is the set of AP i’s neighbors with power shortage. We denote the number of such 
users as ( 1)jH k − . Because the power of AP i is lightly loaded, it should serve a 

fraction of users coming from AP j. In light of the definition of power-impact factor, 
we know the number of handoff users from AP j is ( 1)ij jq H k − . As a result, in status 

(ii), 
1

( 1) ( 1) ( 1)
iC

i i ij j
j

p k u k q H k
=

− = − − −∑ . When the power of AP i falls short during 

the (k-1)th time interval, the primary users of this AP will shift to other APs. In this 
scenario, ( 1) ( 1) ( 1)i i ip k u k H k− = − + − . Here, ( 1)iH k −  ( 1,2,..., )i N=  can be 
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obtained according to the power supply-demand deficit of AP i and its neighbors, and 
the relationship between power and the number of users. 

6   SDM Extension 

As shown in Formulas (1) and (2), SDM has two main assumptions: (a) the user 
number is linearly direct proportional to the beacon power transmitted by an AP; (b) 
the load metric is user number. In fact, our model can work without the above 
assumptions. In this section, we extend SDM to a broader application range. The 
extended demand power is defined as follow: 

1

( ) ( ) ( ( 1) ( 1))
N

i i ij j j
j

d k d k q d k s k
=

= + ⋅ − − −∑  (8) 

where ( )id k is defined as the primary demand power, formulated as: 

1( ) ( , )i i id k G L f=   (i=1, 2,…, N) (9) 

In Formula (9), the definition of if is the same as that in Section 4. iL  is the load 

which has two kinds: the primary load and the minimum expected load, as defined as 
follow: 

Definition 7: The primary load of AP i is the load that can obtain the best QoS when 
it is served by AP i (i=1, 2,…, N) instead of other APs. 

Apparently, the primary user is a special case of the primary load. 

Definition 8: The minimum expected load of AP i is the minimum load that AP i (i=1, 
2,…, N) expects to serve. 

The extended supply power is given in Formula (10), where iL is the actual load 

served by AP i. 

2( ) ( , )i i is k G L f=        (i=1, 2,…, N) (10) 

Formulas (9) and (10) show that ( )id k  is the function of iL  and if , and ( )is k is the 

function of iL  and if . The form of 1( )G •  and 2 ( )G •  can be fitted by the empirical 

data about the relationship between power and load.  
Besides generalizing the relationship between power and load, another key 

extension is load definition. The load in the extended SDM is not tied to the user 
number, but supports a broad range of load definition. For example, the load can be 

traffic, the channel idle time [7], CUE [8].  Correspondingly, iL can be the primary 

traffic (generated by primary user), the minimum expected channel idle time, the 
minimum expected CUE. In the extended model, APs can get its load through real-
time measurement, or through users by means of some new standards, such as the 
IEEE 802.11 k or h. 
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After extending the definitions of demand power and supply power, the optimal 
mapping between the APs and users can be solved through the method introduced in 
Sections 4 and 5. 

7   Performance Evaluation 

In this section, we compare the performance of our scheme with the default WLAN 
AP selection scheme. As described above, default WLAN users select APs only 
according to their RSSI-B. Although our scheme has the same AP selection criterion, 
the APs adjust their beacon power dynamically according to the network load. 

In our simulation, we randomly place 20 APs in a 500m × 500m area. The 
distributions of clients have two scenarios: random pattern and hotspot pattern. To 
realize these distributions, we number all APs and appoint APs 19 and 20 as the 
serving APs in hotspot areas. The probability that clients are nearest to these two APs 
is hotP , while the probability that other clients are nearest to APs 1-18 are equal, i.e. 

(1 ) 18hotP− . Therefore, the user-distribution is in random pattern when the fraction 

of primary users in each APs is 1/20, while it is in hotspot pattern when 0.1hotP > . 

The simulation sets the proportional coefficient 1α =  and the weight 
coefficient 0.6ϕ = . For simplicity, we assume the constant reflecting the external 

factors ( 1, 2,..., ) 0if i N= = and let the power-impact factor only relate to the distance 

among APs. In addition, we assume that all APs have the same transmission power of 
data. As a result, the primary user of one AP is the user whose distance to this AP is 
the closest. Each element in the power-impact factor matrix can be calculated by 
Formula (11), where ( , )dis i j is the distance between AP i and j. 

( , ) ( , )
1, 2,...,

0
j

i
k Aij

dis i j dis j k j A
q i N

otherwise

∈

⎧ ∈⎪= =⎨
⎪
⎩

∑
 (11) 

We compare SDM with default WLAN scheme in terms of load balancing and the 
normalized system throughput, TN, which is defined as the fraction of time that the 
channel is used to successfully transmit payload bits. TN can be calculated using 
Formula (12) [15]. 

[ ]

(1 ) (1 )
s tr

N
tr s tr s tr s c

P P E P
T

P P P T P P Tσ
=

− + + −
 (12) 

where trP  and sP  can be calculated as: 

1 (1 )n
trP τ= − −  (13) 

1(1 )n
s trP n Pτ τ −= −  (14) 
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2(1 2 ) ((1 2 )( 1) (1 (2 ) )) 0.5

2 ( 1) 0.5

mW pW

W

ρ ρ ρ ρτ
ρ

⎧ − − + + − ≠
=⎨

+ =⎩
 (15) 

Here trP denotes the probability that there is at least one transmission in a given slot 

and sP  denotes the probability that the transmission is successful; τ  is the probability 

that a user transmits data; n is the number of clients that associate with an AP. The 
meanings and values of other parameters are shown in Table.1 [15]. 

Table 1. Simulation Parameters 

Para. Description Value  
[ ]E P  Average packet payload size (measured in 

50 sµ  slot time units)  
163.68 slot time units 

σ  Duration of an empty slot time 50 sµ  

sT  Average time the channel is sensed busy 
because of a successful transmission 

179.64 slot time units 

cT  Average time the channel is sensed busy during 
a collision 

174.26 slot time units 

ρ  Conditional collision probability 0.6n 
W Minimum contention window 128 
m Maximum backoff stage 5 
 
In addition, for the sake of simplicity, we assume the data transmission power and 

the frequency of APs are set reasonably so that the interference among APs can be 
ignored. 

Figs. 5, 6 and 7 show the load on the APs in SDM and default WLAN scheme 
when the total user number in the network is 30, 60 and 90 respectively. The load in 
the simulation is measured by the number of users. In Fig.5, 0.1hotP = , which means 

that the distribution of users is in random pattern. In Figs.6 and 7, hotP = 0.3 and 0.5 
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Fig. 5. Load on APs ( 0.1hotP = ) 
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Fig. 6. Load on APs ( 0.3hotP = ) 
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Fig. 7. Load on APs ( 0.5hotP = ) 

respectively, implying that the distributions of users are in hotspot pattern and the 
probabilities that users are closest to APs 19 and 20 are 30% and 50%. Note that the 
APs are sorted by their load in increasing order. 

Fig. 8 shows how the sum of normalized system throughput of all APs changes 
with the total number of users in the network. It can be seen that the throughput 
increases as the increase of total user number. Moreover, the throughput in our 
method is greater than that in the default WLAN scheme. The reason is that the 
default WLAN users prefer to connect to the nearest APs. As a consequence, when 
many clients are nearest to one AP, they do not connect to other APs even though this 
AP is heavily loaded. In the CSMA-based WLAN, the more users converge to one 
AP, the larger is the transmission collisions, which leads to lower throughput. While 
in our method, the near-average load in each AP reduces the transmission collisions, 
thus enhancing the overall throughput. 
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Fig. 8. Throughput comparison 

8   Conclusion 

We propose a cell breathing scheme based on SDM for continuous and discrete power 
assignment. It finds an optimal mapping between users and APs for providing better 
data link quality to users and realizing load balancing. To this end, our scheme makes 
the demand power and supply power as equal as possible and the load on the APs 
balanced. Finally, we extend SDM by generalizing the relationship between power 
and load and defining the load in a broader sense. The simulation results demonstrate 
that our scheme is fair for realizing load balancing and effective for improving 
throughput. 
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Abstract. This paper evaluates the performance of QoS-aware Mobile
IP Fast Authentication Protocol (QoMIFA) compared to the well-known
Simple QoS signaling protocol (Simple QoS) via simulation studies mod-
eled in the ns2. The evaluation comprises the investigation of network
load impact on both protocols with respect to the time required to reserve
resources, number of dropped packets per handoff and number of packets
sent as best-effort after the handoff is completed and until resources are
reserved. Our simulation results show that QoMIFA is capable of achiev-
ing fast and smooth handoffs in addition to its capability of reserving
resources very quickly. QoMIFA is approximately 97.75 % and 73.92 %
faster than Simple QoS with respect to the average time required to re-
serve resources on downlink and uplink, respectively. It drops 79.63 %
less on downlink and 46.6 % less on uplink and results in 98.40 % less
packets sent on downlink as best-effort.

Keywords: QoS, RSVP, Mobility Management, MIFA.

1 Introduction

Ubiquitous access to information anywhere, anytime and anyhow is an important
feature of future All-IP mobile communication networks, which will interconnect
existing and future communication networks via a common IP core and provide
higher data rates at lower costs. Achieving the goals of All-IP mobile communi-
cation networks forces network providers to overcome many challenges. A main
challenge is how to guarantee suitable QoS for real-time services while moving
from a point of attachment to another. In other words, how to achieve a fast
re-reservation of resources during and after the handoff?.

Current IETF standard used to support mobility in IP-based networks is
Mobile IP in its two versions, version 4 (MIPv4) [1] and version 6 (MIPv6) [2].
Due to the long latency resulting from MIP, it is only applicable to support global
mobility, termed as macro mobility as well. To avoid the problems of MIP and
to satisfy the requirements of delay-sensitive applications, various solutions for
mobility management have been developed. One of the well-known solutions is
Mobile IP Fast Authentication Protocol (MIFA) [3], which is capable of achieving
fast and smooth handoffs. MIFA lacks, however, of supporting QoS.

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 218–231, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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The ReSource reserVation Protocol (RSVP) is the well-known solution intro-
duced to support QoS [4]. It enables Internet applications to obtain different
QoS for their data flows by reserving resources along the path between sender
and receiver. RSVP lacks, however, of mobility support.

To provide QoS and mobility management simultaneously, many proposals
proposed to couple between mobility and QoS solutions, so that handoffs are
executed and simultaneously resources are reserved. QoMIFA [5] is one of the
best proposals achieving such coupling. This protocol integrates between MIFA
as a mobility management protocol and RSVP as a solution for QoS. The idea
is to introduce a new object called “Mobility object” to RSVP control messages.
This object is utilized to encapsulate MIFA control messages inside, which results
in supporting QoS and mobility simultaneously.

This paper aims at providing a detailed performance evaluation of QoMIFA
compared to Simple QoS with respect to the time required to reserve resources
on downlink as well as uplink, number of dropped packets per handoff on each
direction (uplink or downlink) and number of downlink packets sent as best-effort
after the handoff is completed and until resources are reserved. The performance
evaluation is achieved via simulation studies modeled in network simulator 2
(ns2) [6].

The rest of this paper is organized as follows: section 2 highlights the state
of the art. Section 3 presents the performance evaluation of QoMIFA compared
to Simple QoS. Finally, section 4 concludes with the main obtained results and
future work.

2 State of the Art

The schemes coupling between QoS and mobility solutions can be broadly classi-
fied into three categories, namely hard coupled, loose coupled and hybrid coupled
solutions [7]. Hard coupled solutions attempt to extend existing mobility man-
agement or QoS protocols to simultaneously support both. Well-known example
is the Wireless Lightweight Reservation Protocol (WLRP) [8]. In contrast to
hard coupled approaches, loose coupled solutions separate between the proto-
cols managing mobility and those providing QoS. However, changes occurring in
one of them force performing some actions in the other. Well-known examples are
Localize RSVP (LRSVP) [9], Mobile RSVP (MRSVP) [10], Hierarchical Mobile
RSVP (HMRSVP) [11], Simple QoS Signaling Protocol for Mobile Hosts in the
Integrated Services Internet [12], etc. Finally, hybrid coupled solutions aim at
reducing the signaling burden resulting from sending mobility and QoS control
messages by extending QoS control messages to include signaling for mobility or
vice versa. QoMIFA is a well-known example.

WLRP utilizes RSVP to reserve resources. The Mobile Node (MN) periodi-
cally transmits reports including information about beacons received to the serv-
ing Base Station (BS), which determines based on these reports the candidate
BSs the MN may move to. Following this, the serving BS requests resources
for the MN to be reserved passively in each candidate BS. This ensures QoS
guarantee for the MN after the handoff.
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The main objective of LRSVP is to localize RSVP reservation in an access
network by introducing a new proxy to split the RSVP session into two sessions.
The first is between the Corresponding Node (CN) and proxy, while the second is
between the proxy and MN. LRSVP introduces two new control messages to the
messages known from RSVP, namely a PATH Request and PATH Request Tear
message. The two messages are used to accelerate the reservation of resources
on the new path and the release of resources on the old path.

MRSVP extends RSVP to understand mobility. It distinguishes between two
types of resources reservation, namely active and passive reservation. The agent
serving the MN is called a serving proxy, while the agents to which the MN may
move from the serving agent are referred to as remote proxy agents. MRSVP
functions as follows: the MN sends a Mobility SPECification message (MSPEC)
to the CN. This message contains remote proxies IP addresses. The CN sends
then active PATH messages to the serving as well as remote proxies. The serving
proxy responds by sending an active RESV message, while each remote proxy
sends a passive RESV message. Passive RESV messages result in reserving re-
sources passively for the MN. When the MN moves to one of the remote proxies,
it activates the resources reserved passively and so on.

HMRSVP integrates RSVP with MIPRR [13]. The RSVP session between the
MN and CN is split in the Gateway Foreign Agent (GFA) controlling the MIPRR
domain. The MN is assigned two Care of Addresses (CoAs), a Domain CoA
(DCoA) and Local CoA (LCoA). The MN registers the DCoA with the Home
Agent (HA). Notice that this address represents the GFA, while the LCoA repre-
sents the point of attachment and is registered with the GFA. Resources reserva-
tion outside the access network is configured for the stable DCoA. When the MN
moves inside the domain, it only reestablishes the session to the GFA. To acceler-
ate the handoff and resources reservation when movements between FAs belong-
ing to different MIPRR domains are possible, resources are reserved passively in
neighbor FAs not belonging to the current domain where the MN may move to.

Simple QoS integrates between RSVP and MIPv4. This protocol solves the
problems related to packets tunneled from the HA to the MN’s CoA. This is
achieved by establishing an extra RSVP session between the HA and CoA to
serve tunneled packets. Fig. 1 presents the handoff procedure and resources
reservation on downlink. When the MN moves to a new Foreign Agent (FA),
it registers the new CoA with the HA. Once the HA is notified, it establishes
RSVP-tunnel between itself and the new FA. Once the CN sends a PATH mes-
sage to the MN, the PATH message is intercepted by the HA and forwarded
through the tunnel towards the MN. Upon receiving the encapsulated PATH
message by the FA, it decapsulates and sends the message to the MN, which
replies a RESV message following the same route of the PATH message. Resource
reservation on uplink is totally different since the MN sends a PATH message
towards the CN. The PATH message is intercepted by the first crossover router,
which replied a RESV message towards the MN. Alternatively, the MN can use
a reverse tunnel from the new FA to the HA.

As mentioned previously, QoMIFA integrates RSVP with MIFA. It extends
RSVP through introducing a new object called “Mobility object” used to



Comparative Analysis of QoMIFA and Simple QoS 221

MN FA CN

Reg_Req

HA

Tunnel PATH

E2E RSVP session

Reg_Req

E2E  PATHE2E  PATH
E2E  PATH

E2E  RESV
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E2E  RESV E2E  RESV
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Reg_Rply
Reg_Rply

Fig. 1. Handoff procedure of Simple QoS protocol (downlink scenario)

encapsulate control messages of MIFA. The operation of QoMIFA can be briefly
described as follows: the current FA serving the MN determines groups of neigh-
bor FAs where the MN may move to from the current FA. Neighbor FAs are
notified of the MN in advance of the handoff occurrence. This notification re-
sults in storing RSVP path states for the MN in each neighbor FA. Resources,
however, will not be reserved passively. Once the MN moves to one of these neigh-
bors, it sends a PATH message, containing the Registration Request(RegRqst)
message encapsulated in the “Mobility object”, to the new FA. The new FA
in turn exchanges necessary PATH and RESV messages containing MIFA con-
trol messages with the old FA. Thereafter, the new FA sends a RESV mes-
sage to the MN including the Registration Reply(RegRply) encapsulated in the
“Mobility object”, see Fig. 2. As a result, the uplink session between the old

MN New FA Old FA CNHA

Downlink Data

PATH<RegReq>
PATH<PFA Notifcation>

PATH <HA Notifcation>

RESV< Previous FA Acknowledgement>

PATH

RESV <HA Acknowledgement >RSEV <RegRply>

PATH

Uplink Data

RESV
RESV

PATH

RESV

Downlink Data

PATHTEAR

PATHTEAR

PATHTEAR

PATHTEAR

Fig. 2. Handoff procedure of QoMIFA
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and new FA is established. Once the MN receives a PATH message from the
old FA, it sends a RESV message to establish the downlink session. Thus, a
bidirectional session is established between the old FA and MN to forward the
MN’s data packets until the HA is informed and a new reservation is estab-
lished. After that, the old resources will be released by means of PATHTEAR
message.

The main results can be summarized as follows: hard coupled solutions are
more efficient. However, they are more complex and less applicable. The oppo-
site is seen by loose coupled solutions, which are less efficient, less complex and
more applicable. The best performance is achieved by hybrid solutions, which
inherit the advantages of hard as well as loose coupled solutions. Table. 1 pro-
vides a detailed comparison between the approaches coupling between mobility
management techniques and QoS mechanisms.

Table 1. A qualitative comparison between the approaches coupling between mobility
management techniques and QoS mechanisms

RSVP problems WLRP HMRSVP MRSVP LRSVP
Simple

QoS
QoMIFA

Tunneling problem Yes Yes Yes Yes Yes Yes

Triangular routing 
problem

Yes Yes Yes Yes Yes Yes

Elements supporting 
QoS

MN, HA, 
FA,

CN, all 
FAs

MN, HA, 
FA, CN, 

GFA

MN, HA, 
FA, CN, all 

remote
Proxies

MN, AR, the 
proxy, cross-

over node

MN, HA, 
FA, CN

MN, HA, 
FA, CN

Doubled resources 
during handoffs

No No No No No No

Security No No No Yes No Yes

Avoiding over-
reservation in all 
subnets

No Yes No Yes Yes Yes

Route recovery for 
handoffs

Up to the 
old FA

Up to the 
GFA

Up to the 
anchor 
node

Up to a 
crossover-

node

Up to the 
HA

Up to the 
old FA

Passive reservation Yes
Only for

inter
domain

handoffs

Yes No No No

3 Performance Analysis

So as to evaluate QoMIFA compared to Simple QoS, both are modeled in ns2
and simulated deploying the same network topology under same assumptions.
Simple QoS is selected as a candidate to compare with QoMIFA due to the fact
that Simple QoS requires minimal changes to the network architecture, thus, it
is simple to be employed in existing access networks. Our evaluation comprises
studying the impact of network load on the time required to reserve resources,
number of dropped packets per handoff and number of packets sent as best-effort
until the reservation is accomplished. The following describes the applied simu-
lation scenario and discusses the obtained results.
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3.1 Simulation Scenario

The evaluation was achieved deploying a hierarchical network topology as de-
picted in Fig. 3.
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Fig. 3. Used network topology

A domain of 4 sub-domains, each has the same structure, is used. Each sub-
domain includes 4 FAs. The distance between cells center of each two neighbor
FAs is 198 m. A Gateway (GW) is placed on the uppermost level of the hierarchy
in the domain and interconnects the domain with other nodes. The distance
between the GW and each FA in the domain is 4 hops. There exist 160 MNs
in the domain, 10 equally distributed MNs in the coverage area of each FA.
All MNs are registered with the same HA, which is placed outside the domain.
Active MNs communicate with 6 CNs placed outside the domain as well. The
transmission delay on each link between each two subsequent hops inside the
domain is 5 msec. The link between the HA and GW has a transmission delay of
25 msec, while the links between the GW and CN1, CN2, CN3, CN4, CN5 and
CN6 have delays of 27, 23, 28, 27, 23 and 28 msec, respectively. All links have a
bandwidth of 100 Mbit/s. During the simulation, an active MN is tracked. The
selected MN moves from FA0 to FA15 (in sub-domain D) at a speed of 36 km/h.

As mentioned previously, we aim at a detailed analysis of the load impact. For
this purpose, 80 MNs are made active, while the remaining 80 MNs stay in idle
mode. Active MNs exchange constant bit rate UDP uplink and downlink streams
(each has a packet arrival rate of 20 packets per second and a fixed packet size of
500 bytes) with CNs, while idle MNs only produce signaling traffic. The number
of active MNs in the range of each FA is changed among 2, 3 and 4 in addition to
the observed MN as depicted in Fig. 4. In order to stress the simulation results,
several measurements were achieved. More concrete, each scenario was repeated
10 times, which resulted in 150 handoffs for each measurement.
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Fig. 4. Load distribution in the range of each FA

3.2 Resources Reservation Latency

Fig. 5 presents the distribution function of the time required to reserve resources
on uplink when employing QoMIFA and Simple QoS. The time required to re-
serve resources on uplink is defined as the time duration required to achieve a
handoff and reserve resources for uplink UDP streams.
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Fig. 5. Distribution function of time required to reserve resources on uplink when
employing QoMIFA and Simple QoS under different network loads

This figure shows that the time required to reserve resources on uplink af-
ter the handoff employing QoMIFA is significantly reduced compared to Simple
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QoS. The reason lies in the coupling between mobility and RSVP control mes-
sages in the case of QoMIFA. This coupling results in performing a handoff and
simultaneously reserving resources. This is not the case for Simple QoS, which
executes the handoff first and reserve resources following that. Let us consider
the situation where each FA serves two active MNs, each has a bidirectional
background stream on downlink as well as on uplink. While resources on up-
link are reserved in less than 187 msec after all handoffs employing QoMIFA,
only 43.75 % of the reservations have been accomplished in less than 187 msec
employing Simple QoS. QoMIFA remains performing well when increasing the
number of active MNs to be 3 in the range of each FA. Reservation of resources
on uplink requires less than 187 msec in 96.22 % of the handoffs, while Simple
QoS reserves resources on uplink in only 13.14 % of the handoffs in less than 187
msec. Increasing the load in the network so that 4 active MNs are located in the
range of each FA, results in a deterioration of the performance of both proto-
cols. The figure shows that QoMIFA requires no more than 187 msec to reserve
resources on uplink for 44.55 % of the handoffs. In contrast, clear performance
deterioration is seen by Simple QoS. According to the simulation results, the
minimum latency required to reserve the required resources on uplink is 162.89
msec.

Similar results are derived from Fig. 6, which shows the minimum, average
and maximum latency required to reserve resources on uplink employing the
both studied protocols under the mentioned loads.
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Fig. 6. Minimum, average and maximum time required to reserve resources on uplink
when employing QoMIFA and Simple QoS under different network loads

Simulation results show that QoMIFA is 61.64 %, 71.2 % and 88.91 % better
than Simple QoS with respect to the average time required to reserve resources
on uplink after the handoff when the number of active MNs in the range of each
FA varies between 2, 3 and 4, respectively. Notice that the difference between the
performance of QoMIFA and Simple QoS increases as the load in the network
increases, which means that Simple QoS is more load-sensitive than QoMIFA.
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Let us now study the time required to reserve resources for downlink traffic,
see Fig. 7, which presents the distribution function of the time required to reserve
resources on downlink when employing QoMIFA and Simple QoS in the applied
topology under different loads. Again, the time required to reserve resources on
downlink is determined as the time duration required to complete the handoff
as well as to reserve resources for the downlink UDP streams.
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Fig. 7. Distribution function of the time required to reserve resources on downlink
when employing QoMIFA and Simple QoS under different network loads

The first result that can be obtained from this figure is that QoMIFA is
significantly better than Simple QoS. This is because QoMIFA requires only
contacting its old FA to reserve bidirectional RSVP-tunnel between the previous
and new CoA of the MN. In contrast, Simple QoS has to contact it’s HA and
establish RSVP-tunnel between the HA and new FA. Another result that can be
observed is that the performance of QoMIFA with respect to the time required
to reserve resources on downlink is comparable to its performance regarding
the time required to reserve resources for the uplink traffic. More concrete, for 2
active MNs in the range of each FA, the resources on downlink are reserved in less
than 247 msec after all handoffs employing QoMIFA, while only approximately
14 % of the reservations can be accomplished in less than 247 msec employing
Simple QoS. QoMIFA still outperforms Simple QoS when increasing the number
of active MNs to be 3 in the range of each FA. For instance, resources reservation
on downlink requires less than 247 msec in 81 % of the handoffs employing
QoMIFA, while Simple QoS achieves the reservation on downlink in only about
10 % of the handoffs in less than 247 msec. Increasing the load so that each
FA serves 4 active MNs affects significantly the performance of Simple QoS.
QoMIFA performance is affected as well, it remains, however, better than Simple
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QoS. Reserving the resources on downlink requires less than 247 msec in 25 %
of the handoffs when employing QoMIFA, while Simple QoS requires less than
247 msec to reserve resources on downlink in only 2 % of the handoffs.

Notice that Simple QoS performs in networks where each FA serves 2 active
MNs better than when each FA serves 3 active MNs in approximately 54 % of
the handoffs. For networks with 2 and 3 active MNs in the range of each FA,
Simple QoS performs comparable in about 10 % of the handoffs. In the remaining
handoffs, Simple QoS is better when there are only 2 active MNs in the range
of each FA. This is because of the random nature of the simulation.

Simple QoS consumes significantly more time to complete the reservation for
the downlink traffic than that required to reserve resources for the uplink traffic.
The reason for this is that the PATH message sent towards the HA from the MN
operating Simple QoS is intercepted by the crossover router existing on both the
path between the HA and old FA and the path between the HA and new FA.
The crossover router answers directly by a RESV message. Notice that we do
not use a reverse tunnel between the new FA and HA for the uplink traffic, see
[12]. On the contrary, the PATH and RESV message are exchanged between the
MN and HA for the downlink traffic since the PATH message is initiated by the
HA.

Similar results to those derived from Fig. 7 can be observed in from Fig. 8,
which presents the minimum, average and maximum time required to reserve
resources on downlink employing QoMIFA and Simple QoS under the mentioned
loads.
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Fig. 8. Minimum, average and maximum time required to reserve resources on down-
link when employing QoMIFA and Simple QoS under different network loads

The figure shows a significant performance improvement employing QoMIFA
compared to Simple QoS. The reason has been discussed above while discussing
Fig. 7. According to the simulation results, QoMIFA outperforms Simple QoS
by 98.16 %, 97.56 % and 97.53 % with respect to the average time required to
reserve resources on downlink after the handoff when the number of active MNs
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in the range of each FA varies between 2, 3 and 4, respectively. Again, this figure
shows that QoMIFA is less load-sensitive than Simple QoS. The main reason
behind this behavior is that QoMIFA requires only contacting its old FA and
reserve resources between this old FA and the new one. Thus, only the load
between the old FA and new one is of importance for QoMIFA. For Simple QoS,
control messages should climb up to the HA. Therefore, the load in the core
network affects strongly the performance of Simple QoS.

3.3 Number of Dropped Packets

Fig. 9 shows the minimum, average and maximum number of dropped packets
per handoff on uplink employing QoMIFA and Simple QoS in the used topology
under the mentioned loads. The results show that QoMIFA performs 51.26 %,
37.64 % and 50.91 % better than Simple QoS when the number of active MNs
in the range of each FA varies between 2, 3 and 4, respectively. This is because
QoMIFA performs the registration and reservation of resources simultaneously,
while Simple QoS performs the handoff first and reserves resources on uplink
after that.
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Fig. 9. Minimum, average and maximum number of dropped packets per handoff on
uplink resulting from employing QoMIFA and Simple QoS under different network
loads

Fig. 10 shows the minimum, average and maximum number of dropped pack-
ets per handoff on downlink employing QoMIFA and Simple QoS in the used
topology under the mentioned loads. Notice that the average, minimum and
maximum number of dropped packets per handoff increase while increasing the
load. This is also expected since the handoff latency increases as network load
increases, thus, more packets get lost during the handoff. The figure shows also
that Simple QoS results in significantly more dropped packets than QoMIFA
under all studied loads. The reason behind this behavior is the fast handoffs
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Fig. 10. Minimum, average and maximum number of dropped packets per handoff on
downlink resulting from employing QoMIFA and Simple QoS under different network
loads

achieved by QoMIFA that only requires, as mentioned previously, contacting its
old FA. In contrast, Simple QoS registers with the HA each time the MN moves
in the network. The registration with the HA consumes long time especially if
the network is high loaded. According to the achieved results, QoMIFA performs
84.71 %, 72.52 % and 80.86 % better than Simple QoS when the number of active
MNs in the range of each FA varies between 2, 3 and 4, respectively.

3.4 Number of Best-Effort Packets

This section analyzes the number of packets sent toward the MN as best-effort
packets. As known, best-effort packets are the packets sent to the MN after
the completion of the handoff and until the resources for downlink traffic are
reserved. Fig. 11 shows the minimum, average and maximum number of pack-
ets sent on downlink as best-effort employing QoMIFA and Simple QoS in the
applied network topology under the mentioned loads.

The figure shows that the number of packets sent as best-effort employing
QoMIFA is minimized. This is because of the coupling between mobility support
and resources reservation in QoMIFA. The old FA gets informed as it receives
the PATH message from the MN via the new FA. It starts, therefore, at this
time sending packets as best-effort and simultaneously reserves resources for the
downlink traffic. Due to the fast reservation QoMIFA achieves, only few packets
are sent as best-effort. In contrast, the MN operating Simple QoS registers first
with the HA. After the HA gets informed, it begins forwarding data packets as
best-effort to the new CoA of the MN. After the MN completes the handoff,
it starts reserving resources for the downlink traffic. This consumes, of course,
a considerable time, which in turn results in forwarding considerable amount
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Fig. 11. Minimum, average and maximum number of best-effort packets sent on down-
link when employing QoMIFA and Simple QoS under different network loads

of data packets without QoS guarantee. Clearly, this degrades the performance
and is not desirable. According to our simulation results, Simple QoS forwards
approximately 98.41 % more packets as best-effort than QoMIFA does.

4 Conclusion

In this paper we have evaluated the performance of QoMIFA and Simple QoS
under different loads. The evaluation has been achieved by means of simulations
for both protocols using ns2. The evaluation comprises the investigation of net-
work load impact on both protocols with respect to the time required to reserve
resources, number of dropped packets per handoff and number of downlink pack-
ets sent as best-effort after the handoff is completed and until the resources are
reserved.

Our simulation results have shown that QoMIFA is capable of achieving fast
and smooth handoffs in addition to reserving resources very quickly. This is
due to the hybrid coupling between MIFA and RSVP, which enables a simul-
taneous support of mobility as well as QoS. QoMIFA outperforms Simple QoS
under all studied loads. It reserves resources very quickly, minimizes the number
of dropped packets per handoff and minimizes the number of packets sent as
best-effort. Our results have shown that QoMIFA is approximately 97.75 % and
73.92 % faster than Simple QoS with respect to the average time required to
reserve resources on downlink and uplink, respectively. For the average number
of dropped packets per handoff on downlink and uplink, QoMIFA is 79.63 %
and 46.6 % better, while regarding the number of packets sent as best-effort on
downlink, QoMIFA is approximately 98.40 % better.
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Currently, we are studying the impact of the network load on TCP through-
put. Moreover, we are investigating the impact of MNs speed on the performance
of both protocols deploying UDP as well as TCP traffic.
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Abstract. Pervasive computing applications envision sensor rich com-
puting and networking environments that can capture various types of
contexts of inhabitants of the environment, such as their locations, activ-
ities, vital signs, and environmental measures. Such context information
is useful in a variety of applications, for example to manage health infor-
mation to promote independent living in “aging-in-place” scenarios. In
reality, both sensed and interpreted contexts are often ambiguous, lead-
ing to potentially dangerous decisions if not properly handled. Thus, a
significant challenge facing the development of realistic and deployable
context-aware services for pervasive computing applications is the abil-
ity to deal with these ambiguous contexts. In this paper, we propose
a resource optimized quality assured context mediation framework for
resource constrained sensor networks based on efficient context-aware
data fusion and information theoretic sensor parameter selection for op-
timal state estimation. The proposed framework provides a systematic
approach based on dynamic Bayesian networks to derive context frag-
ments and deal with context ambiguity or error in a probabilistic manner.
Experimental results using SunSPOT sensors demonstrate the promise
of this approach.

Keywords: Context-awareness, Ambiguous contexts, Bayesian
networks, Multi sensor fusion, Information theory, SunSPOT.

1 Introduction

Recent research in smart environments offers promising solutions to the increas-
ing needs of pervasive computing applications; our work has demonstrated the
use of such environments to support the elderly in home based healthcare appli-
cations [21]. Essential to such applications is human-centric computing and com-
munication, where computers and devices adapt to users’ needs and preferences.

We focus on the computational aspect of user-centric data to provide context-
aware services; we demonstrate this through an application for intelligent inde-
pendent living. Given the expected availability of multiple sensors of different
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types, we view context determination as an estimation problem over multiple
sensor data streams. Though sensing is becoming increasingly cost-effective and
ubiquitous, the interpretation of sensed data as context is still imperfect and am-
biguous. Therefore, a critical challenge facing the development of realistic and
deployable context-aware services is the ability to handle ambiguous contexts.
The conversion of raw data into high-level context information requires pro-
cessing data collected from heterogeneous distributed sensors through filtering,
transformation, and even aggregation, with a goal to minimize the ambiguity of
the derived contexts. This context processing could involve simple filtering based
on a value match, or sophisticated data correlation, data fusion or information
theoretic reasoning techniques. Only with reasonably accurate context(s), can
applications be confident to make high quality adaptive decisions. Contexts may
also include various aspects of relevant information; they may be instantaneous
or durative, ambiguous or unambiguous. Thus, the mapping from sensory out-
put to the context information is non-trivial. We believe context-aware mediation
plays a critical role in improving the accuracy of the derived contexts by reduc-
ing their ambiguity, although the exact fusion or reasoning technique to use is
application and domain specific.

1.1 Related Work

Pervasive computing applications such as the Aware Home [18], Intelligent
Room [5] and House n [13] do not provide explicit reusable support for users
to manage uncertainty in the sensed data and its interpretation, and thereby
assume that sensed contexts are unambiguous. Toolkits enable the integration
of context into applications [8], however, they do not provide mechanisms for
sensor fusion or reasoning about contexts’ ambiguity. Although other work has
proposed mechanisms for reasoning about contexts [25], it does not provide well
defined context-aware data fusion models nor address the challenges associated
with context ambiguity. Distributed mediation of ambiguous contexts in aware
environments [7] has, however, been used to allow the user to correct ambiguity
in the sensed input.

Middleware has also effectively supported context-aware applications in the
presence of resource constraints (e.g., sensor networks), considering requirements
for sensory data or information fusion [1]. DFuse [15] facilitates dynamic trans-
fer of application level information into the network to save power by dynam-
ically determining the cost of using the network. In adaptive middleware for
context-aware applications in smart homes [11], the application’s quality of con-
text (QoC) requirements are matched with the QoC attributes of the sensors
through a utility function. Similarly, in MiLAN [10], applications’ quality of
service (QoS) requirements are matched with the QoS provided by the sensor
network. However, the QoS requirements of the applications and available from
the sensors are assumed to be predetermined and known in advance. In per-
vasive computing environments, the nature (number, types and cost of usage,
and benefits) of such sensors available to the applications usually vary, and it
is impractical to include a priori knowledge about them. Entropy-based sensor
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selection heuristic algorithms [9,16,26] take an information theoretic approach,
where the belief state of a tracked object’s location is gradually improved by
repeatedly selecting the most informative unused sensor until the required accu-
racy level of the target state is achieved. The selection of the right sensor with the
right information at the right moment was originally introduced in [24], while the
structure of an optimal sensor configuration constrained by the wireless chan-
nel capacity was investigated in [2]. By eliminating the simplifying assumption
that all contexts are certain, we design a context-aware data fusion algorithm
to mediate ambiguous context using dynamic Bayesian networks. An approach
to intelligent sensor management that provides optimal sensor parameter selec-
tion in terms of reduction in ambiguity in the state estimation process has not
been considered before. We propose a quality of context function to satisfy the
application quality requirements and take an information theoretic approach to
decide an optimal sensor configuration.

1.2 Our Contributions

Our approach fuses data from disparate sensors, represents abstract context
state, and reasons efficiently about this state, to support context-aware services
that handle ambiguity. Our goal is to build a framework that resolves informa-
tion redundancy and also ensures the conformance to the application’s quality
of context (QoC) bound based on an optimal sensor configuration. We state an
optimization problem using a generic QoC function to determine the optimal
tolerance range of the sensors that satisfy the specified quality of context at
a minimum communication cost. Then we propose a Dynamic Bayesian Net-
works (DBNs) [14] based model that uses the sensed data to interpret context
state through fusion and an information theoretic reasoning technique to select
the optimal sensor data values to minimize ambiguity. We build a system using
various SunSPOT sensors for sensing and mediating user context state. Exper-
iments demonstrate that the proposed framework is capable of determining the
user context state and reducing the sensing overhead while ensuring acceptable
context accuracy.

This paper is organized as follows. Section 2 describes the basic concepts of our
context model and the quality of context (QoC) optimization problem. Section 3
describes the context-aware data fusion model based on DBNs for resolving
ambiguity. In Section 4 we study the structure of an optimal sensor configuration
to minimize the state estimation error from an information theoretic point of
view. We evaluate our approach in Section 5, and Section 6 concludes.

2 Context Model

Context-aware data fusion in the face of ambiguities is challenging because the
data in sensor networks is inherently uncertain. We make use of a space-based
context model [19] and extend it with quality of context (QoC) attributes. This
model captures the underlying description of context related knowledge such as
context attribute (ai), context state (Si) and situation space (Ri), and attempts
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to incorporate various intuitions that should impact context inference to pro-
duce better fusion results as shown in Fig. 1. For specific definitions of these
parameters see [22].

2.1 Quality of Context Model

Despite recent developments in sensing and network technology, continuous mon-
itoring of context is still challenging due to resource constraints. Consequently,
the amount of information transmitted to a fusion mediator should be minimized
to prolong network lifetime. The idea of exploiting temporal correlation across
successive samples of individual sensors to reduce communication overhead is
addressed in [4]. The focus there was on meeting the quality requirements for a
particular class of aggregation queries, whereas we focus on arbitrary relation-
ships between a context state and the underlying sensor data. Thus we define
Quality of Context (QoC) [12] as a metric for minimizing resource usage. We
assume that the application processes an aggregation query with its QoC spec-
ified by a precision range Q, which implies that the aggregate value computed
at the mediator at any instant should be accurate within ±Q.

We aim to evaluate the update cost of a sensory action A for a given task
while ensuring the conformance to the application’s QoC bound. Let us denote
the update cost (in terms of communication overhead) as Uj

i if indeed sensor Bi

has to report its sample value at time j. Then, we aim to minimize
∑

i∈Bm
Ui(qi),

where Ui denotes the expected average update cost and explicitly indicates its
dependence on the specified precision interval qi (tolerance range). Intuitively,
Ui is inversely proportional to qi, since the value of the reporting cost increases
as the interval shrinks. This update cost also depends on the hop count hi,
the length of the uplink path from sensor Bi to the mediator. Accordingly,
minimizing the update cost can be rewritten as: minimize

∑
i∈Bm

Ui(qi, hi). If the
underlying data samples evolve as a random-walk model [12], we have Ui ∝ hi

(q2
i )

resulting in the following optimization function: minimize
∑

i∈Bm

hi

(q2
i ) .

To define the QoC function, we consider three parameters associated with the
context attribute: q (the accuracy range of sensor data), Q (the accuracy range of
the derived context attribute) and ℘ (the fidelity of the context attribute being
derived). Thus, the QoC function is ℘ = f1(q1, Q) for sensor B1. In other words,
given tolerances on q1 and Q, we can say how often (in an ergodic sense), the
fused context attribute estimation will lie within ±Q. Similarly, when we consider
two sensors B1 and B2 jointly, the QoC function should be ℘ = f12(q1, q2, Q).
In this way, for m sensors, there are 2m − 1 (all possible combinations except
no sensors) functions f(.), indicating the relationship between context attribute,
context fidelity, and precision range. Given these continuous functions, the ap-
plication now says that it needs a precision bound (on the context attribute) of
Q́ with a fidelity of at least ℘́. Then, the problem is:

Problem 1. Find the combination of q1, q2, ..., qm that satisfies
f1,...,m(q1, q2, . . . qm, Q́) ≥ ℘́, and yet minimizes

∑
i∈Bm

hi/(qi)2.
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The problem of optimally computing the qi values can be represented by the
Lagrangian:

minimize
n∑

i=1

hi

q2
i

+ λ ×
[
f1,...,m(q1, q2, . . . qm, Q́) − ℘́

]
. (1)

Finding an exact solution to Eqn 1 for any arbitrary f(.) is an NP-complete prob-
lem [3], though there are certain forms of f(.) that prove to be more tractable.
An attractive case occurs when the ith sensor’s individual QoC function has the

form fS(i) = νi ∗ exp− q2
i

ηi , where ηi and νi are sensitivity constants for sensor si.
A larger value of ηi indicates a lower contribution from sensor si to the infer-
ence of context state S. Moreover, for a selection of m sensors, the resulting f(.)
function has the form:

fS(m) = 1 −
∏
i∈m

(1 − fS(i)) (2)

We solve this by taking the Lagrangian optimization, i.e, we solve for

minimize
∑
i∈m

hi

q2
i

+ λ

[
1 −

∏
i∈m

[1 − (νi ∗ exp− q2
i

ηi )] − ℘́

]
. (3)

and prove the following Lemma.

Lemma 1. The combination of q1, q2, ..., qm that satisfies the QoC function
f1,...,m(q1, q2, . . . qm, Q́) ≥ ℘́ and minimizes the objective function is

h1 ∗ η1 ∗ (1 − ν1 ∗ exp(− q2
1

η1
))

q4
1 ∗ ν1 ∗ exp(−q2

1
η1

)
= . . . =

hm ∗ ηm ∗ (1 − νm ∗ exp(− q2
m

ηm
))

q4
m ∗ νm ∗ exp(−q2

m

ηm
)

Proof. The above expression follows immediately by taking partial derivatives
of the Lagrangian in Eqn 3 and setting them to 0 as shown below. In our case:

minimize
∑

i∈Bm

hi

q2
i

subject to:1 −
∏

i∈Bm

[1 − νi ∗ exp− q2
i

ηi ] ≥ ℘́ (4)

Taking log we can rearrange the constraint of Eqn 4,

log(1 − ℘́) ≥
∑

i∈Bm

log(1 − νi ∗ exp− q2
i

ηi ) (5)

Considering this, we form the Lagrangian constraint,

minimize
∑

i∈Bm

hi

q2
i

+ λ

[
log(1 − ℘́) −

∑
i∈Bm

log(1 − νi ∗ exp− q2
i

ηi )

]
(6)
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Taking the partial derivative of the Eqn 6 with respect to qi and equating it to
0, we find

λ =
hi ∗ ηi ∗ (1 − νi ∗ exp(− q2

i

ηi
))

q4
i ∗ νi ∗ exp(−q2

i

ηi
)

(7)

which proves the optimal choices of qi from Lemma 1.

This optimization problem helps us to choose the values of q1, q2, . . . , qm for a
given set of sensors m, that minimizes the total cost while ensuring the required
accuracy.

3 Context-Aware Data Fusion

A characteristic of pervasive computing is that applications sense and react to
context, information sensed about the environment and its occupants, by provid-
ing context-aware services that facilitate applications’ actions. Here we develop
an approach for sensor data fusion in a context-aware environment considering
the underlying space-based context model and a set of intuitions it covers; we use
a context-aware healthcare example to explicate our model. We propose a DBN
based model in our previous work [20] that we briefly outline in the remainder
of this section.

3.1 Dynamic Bayesian Network Based Model

Our motivation is to use the data fusion algorithm to develop a context-aware
model to gather knowledge from sensor data. Dynamic BayesianNetworks (DBNs)
provide a coherent and unified hierarchical probabilistic framework for sensory
data representation, integration and inference. Fig. 1 illustrates a DBN based
framework for a context-aware data fusion system consisting of a situation space,
context states, context attributes, a sensor fusion mediator and a network of
information sensors.

Let us assume a situation space Ri to confirm using the sensory information
sources B = {B1, . . . , Bm}, a set of measurements taken from sensors labeled
from 1 to m. The context attribute most relevant should decrease the ambiguity
of the situation space aR

j the most; we will select the one that can direct the
probabilities of the situation space to near one (for maximum) and zero (for
minimum). Let Vi be the ambiguity reducing utility to the situation space Ri.
Then the expected value of Vi, given a context attribute at

i from sensor Bi, which
has K possible values, can be represented as:

Vi =
K

max
i=0

N∑
j=0

[P (aR
j |at

i)]
2 −

K
min
i=0

N∑
j=0

[P (aR
j |at

i)]
2 (8)

where i ∈ {1, 2, . . .m} identifies the sensor that provides the attribute. This
context attribute can be measured by propagating the possible outcome of an

information source, i.e., P (aR
j |at

i) = P (aR
j ,at

i)
P (at

i)
.
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Fig. 1. Context-Aware Data Fusion Framework based on Dynamic Bayesian Networks

Considering the information update cost and ambiguity reducing utility, the
overall utility can be expressed as:

Ui = αVi + (1 − α)(1 − Ui) (9)

where Ui is the update cost to acquire the information by sensor i with a knowl-
edge of the QoC bound, and α denotes the balance between ambiguity reduction
and cost. Eqn. 9 represents the contributions to ambiguity reduction and cost
to achieve the desired level of confidence. We can observe from Eqn. 9 that the
utility value of ai increases with the ambiguity reducing utility and decreases
with increasing acquisition cost. The most economically efficient disambiguation
sensor action A∗ can be chosen with the help of the following decision rule:
A∗ = arg maxA

∑
j U(B, aR

j )P (aR
j |B); where B = {B1, . . . , Bm} is a set of mea-

surements taken from sensors labeled from 1 to m at a particular point of time.
By incorporating the temporal dependence between the nodes as shown in Fig. 1,
the probability distribution of the situation space we want to achieve can be de-
scribed as: P (R, A) =

∏T−1
t=1 P (St|St−1)

∏T−1
t=1 P (Rt|Bt)P (R0); where T is the

time boundary. This sensor action strategy must be recalculated at each time
slice since the best action varies with time.

4 Optimal Sensor Parameter Selection

Considering that most sensors are battery operated and use wireless commu-
nication, energy-efficiency is important in addition to managing changing QoC
requirements. For example, higher quality might be required for certain health-
related context attributes during high stress situations such as a medical emer-
gency, and lower quality during low stress situations such as sleep. Fig. 2 shows
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Fig. 2. State-based Context attribute requirement graph with the required QoC

the context attributes requirement graph for a personal health monitor and
includes multiple states for each vital signs that can be monitored depending
upon the context state of the patient. For example, the Fig. 2 shows that when
a patient is lying in a distressed state and the blood pressure is low, the blood
oxygen level must be monitored with a quality of .7 and the blood pressure must
be monitored with a quality of .8. So the problem here is to decide what type
of information each sensor should send to the fusion center to estimate the best
current state of the patient while satisfying the application QoC requirements
for each context attribute by minimizing the state estimation error.

In this section, we introduce a formalism for optimal sensor parameter selec-
tion for state estimation. We define optimality in terms of reduction in ambi-
guity in the context estimation. The main assumption is that state estimation
becomes more reliable and accurate if the ambiguity or error in the underlying
state estimation process can be minimized. We investigate this from an informa-
tion theoretic perspective [6] where information about the context attribute is
made available to the fusion center by a set of smart sensors. The fusion center
produces an estimate of the state of the situation based on intelligent analy-
sis on the received data. We assume that the noisy observations across sensors
are independent and identically distributed (i.i.d) random variables conditioned
on the binary situation R (we assume situation R here as binary for ease of
modeling). Each sensor attribute has a source entropy rate H(ai). Any sensor
wishing to report this attribute must send H(ai) bits per unit time, which is the
entropy of the source being measured assuming that the sensor is sending the
exact physical state. Of course, different sensors contribute in different measures
to the error in state estimation. So, the problem is to minimize the ambiguity
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(or keep it within a specified bound), while not exceeding the shared link rate
Q. Thus by maximizing the a posteriori detector probability we can minimize
the estimation error of the random variables based on noisy observations from
a set of sensors at the fusion center to accurately reconstruct the state of the
situation [2].

Problem 2. Let B be the vector of sensors and A be the set of attributes, then
imagine a (B × A) matrix where Bmi = 1 where sensor m sends attribute ai.
Then, the goal is to find a matrix (B ×A) within the capacity constraint Q which
minimizes the estimation error of the situation space.∑

m

∑
i

H(ai) ∗ Bmi < Q and minimize [Pe = P{R̃ �= R}] (10)

where R̃ is an estimate of the original state R.

4.1 Problem Explanation

We assume R to be a random variable drawn from the binary alphabet {R0, R1}
with prior probabilities p0 and p1, respectively. In our case, each sensor needs
to determine a sequence of context attributes for a sequence of context states
{Sm,t : ∀t = 1, 2, . . . , T } about the value of situation R. We assume that random
variables Sm,t are i.i.d., given R, with conditional distribution pS|R(.|Ri). The
sensors could construct and send a summary Zm,t = πm(Sm,t) of their own
observations to a fusion center at discrete time t. The fusion center then produces
an estimate R̃ of the original situation R. Thus we need to find an admissible
strategy for an optimal sensor-attribute mapping matrix (B ×A) that minimizes
the probability of estimation error Pe = P{R̃ �= R}.

Definition 1. A set of decision rules πm for an observation X → {1, 2, . . . ām}
where ām is the number of attributes admissible to sensor Bm with the admissible
strategy denoted by π, consists of an integer M in (B × A) matrix, such that

M∑
m=1

∑
i

H(ām.ai) ∗ Bmi < Q

The evaluation of message zm,t = πm(sm,t) by sensor Bm is forwarded to the
fusion center at time t. Since we are interested in a continuous monitoring scheme
here, we consider that the observation interval T tends to ∞. But the associated
probability of error at the fusion center goes to zero exponentially fast as T
grows unbounded. Thus we can compare the transmission scheme through the
error exponent measure or Chernoff information:

E(π) = − lim
T→∞

1
T

log P (T )
e (π) (11)

where P
(T )
e (π) denotes the probability of error at the fusion center for strategy

π considering the maximum a posteriori detector probability. We use Π(Q) to
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capture all admissible strategies corresponding to an independent frequently
varying multiple access channel with capacity Q and redefine our problem as
follows:

Problem 3. Find an admissible strategy π ∈ Π(Q) that maximizes the Chernoff
information:

E(π) = − lim
T→∞

1
T

log P (T )
e (π) (12)

4.2 Results

Let us consider an arbitrary admissible strategy π = (π1, π2, . . . , πM ) and denote
the space of received information corresponding to this strategy by:

γ = {1, 2, . . . , ā1} × {1, 2, . . . , ā2} × . . . × {1, 2, . . . , āM} (13)

where (π1(x1), π2(x2), . . . , πM (xM )) ∈ γ; for all observation vectors
(x1, x2, . . . , xM ) ∈ XM . Since the maximization of the a posteriori detector
is basically the minimization of the probability of estimation error at the fusion
center, we could just approximate this probability of error for a finite obser-
vation interval T and measure the error exponent corresponding to strategy π
using Chernoff’s theorem [6].

Next we consider pZ̃|R(.|R0) and pZ̃|R(.|R1) as the conditional probability
mass functions on γ, given situations R0 and R1. Now for z̃ = (z1, z2, . . . zM )
and i ∈ 0, 1 :

pZ̃|R(z̃|Ri) = Pi {x̃ : (π1(x1), π2(x2), . . . , πM (xM )) = z̃}

=
M∏

m=1

Pi{πm(um)} (14)

where the probability of event W is Pi{W} under situation Ri, and πm(um) =
{x : πm(x) = zm}.

Theorem 1. Using Chernoff’s theorem [6], the best achievable exponent in the
probability of error at the fusion center is given by

E(π) = − min
0≤k≤1

log

⎡⎣∑
z̃∈γ

(pZ̃|R(z̃|R0))k(pZ̃|R(z̃|R1))1−k

⎤⎦
where π ∈ Π(Q) is given. Using Theorem 1 we can restate our original problem
as follows

Problem 4. Maximize the Chernoff information

E(π) = − min
0≤k≤1

log

⎡⎣∑
z̃∈γ

(pZ̃|R(z̃|R0))k(pZ̃|R(z̃|R1))1−k

⎤⎦
corresponding to an admissible strategy π ∈ Π(Q).
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The problem of finding the optimal decision rules π = (π1, π2, . . . , πM ) is hard
even when the assignment vector (ā1, ā2, . . . , āM ) is fixed a priori. Hence we try
to derive a set of simplified conditions for Problem 4. Thus we state the following
Lemma, where we obtain an upper bound of the contribution of a single sensor
to the Chernoff information and find sufficient conditions for which having Q
sensors in the (B × A) matrix, each sending one bit of information, is optimal.

Lemma 2. For strategy π, the contribution EBm(π) from a single sensor Bm

to the Chernoff information E(π) is bounded above by the Chernoff information
E∗ contained in one context state S,

EBm(π) ≤ E∗ ≡ −min
0≤k≤1

log
[∫

X

(pS|R(x|R0))k.(pS|R(x|R1))1−kdx

]
(15)

Proof. Proof shown in the Appendix.

Let us represent E1(πm) as the Chernoff information corresponding to a single
sensor with decision rule πm, i.e.,

E1(πm) = −min
0≤k≤1

log

[
ām∑

zm=1

(P0{πm(um)})k(P1{πm(um)})1−k

]
(16)

and let Πb be the set of binary functions on the observation space X .

Lemma 3. Consider a binary function π̃b ∈ Πb such that E1(π̃b) ≥ E∗
2 . Then

having Q identical sensors, each sending one bit of information is optimal.

Proof. Let strategy π = (π1, π2, . . . , πM ) ∈ Π(Q) and rate Q be given. We con-
struct an admissible strategy π′ ∈ Π(Q) such that E(π′) ≥ E(π). We divide the
collection of decision rules {π1, π2, . . . , πM } into two sets; the first set contains
all of the binary functions, whereas the other is composed of the remaining de-
cision rules. We also consider Ib to be the set of integers for which the function
πm is a binary decision rule: Ib = {m : 1 ≥ m ≥ M, πm ∈ Πb}. Similarly, we
define Inb = {1, 2, . . . , M} − Ib. Considering the binary decision rule π̂b ∈ Πb,
we express E1(π̂b) ≥ max{maxm∈Ib

{E1(π̂b)}, E∗
2 }. Since by assumption π̃b ∈ Πb

and E1(π̃b) ≥ E∗
2 , we infer that such a function π̂b always exists. Observing that

m ∈ Inb implies that ām ≥ 2, which in turn yields H(ām.ai) ≥ 2. Considering
the alternative scheme π′, where π′ is an admissible strategy, we replace every
sensor with index in Inb by two binary sensors with decision rule π̂b. This new
scheme outperforms the original strategy π as shown in Eqn 17.

E(π′) = (| Ib | +2|Inb|)E1(π̂b) ≥ |Ib|E1(π̂b) + |Inb|E∗

≥
M∑

m=1

[
− min

0≤k≤1
log

[
ām∑

zm=1

(P0{πm(um)})k(P1{πm(um)})1−k

]]

≥ − min
0≤k≤1

log

⎡⎣∑
z̃∈γ

(
M∏

m=1

(P0{πm(um)})k(P1{πm(um)})1−k

)⎤⎦
= E(π) (17)
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The Chernoff information at the fusion center is monotonically increasing in
the number of sensors for a fixed decision rule π̃b. State estimation error can
be minimized by augmenting the number of sensors in π′ until the capacity
constraint Q is met.

The strategy π being arbitrary, we conclude that having Q identical sensors in
the (B × A) matrix, each sending one bit of information is optimal in terms of
reducing the state estimation error. This configuration also conveys that the gain
offered through multiple sensor fusion exceeds the benefits of getting detailed
information from each individual sensor.

5 Experimental Components and Evaluation

We use the SunSPOT [23] (Sun Small Programmable Object Technology) device
for context sensing and mediation, which is a small, wireless, battery powered ex-
perimental platform. Each free-range SunSPOT contains a processor, radio, sen-
sor board and battery; the base-station Sun SPOT contains a processor and radio
only. The SunSPOT uses a 32-bit ARM9 microprocessor running the Squawk
VM and programmed in Java, supporting the IEEE 802.15.4 standard. In our
context sensing and performance evaluation we will use various built-in sensors
available with the SunSPOT sensor board.

5.1 Empirical Determination of Context Estimates

We used the accelerometer to measure the tilt value of the SunSPOT (in degrees)
when the monitored individual was in three different context states: sitting,
walking and running. From the collected samples, we computed the 5th and 95th

percentile of the tilt readings, corresponding to each state. Table 1 shows the
resulting ranges in the accelerometer tilt readings observed for each of the three
states. The results indicate that there is an observable separation in the ranges
of the tilt values for the three different states. This suggests that the states can
be distinguished reasonably accurately even under moderate uncertainty in the
sensor’s readings.

Similarly, we also used the SunSPOT light sensor to measure the light level
for different user contexts. Intuitively, low values of ambient light intensity may
be indicative of a ‘sleeping’ state, while higher values of light intensity are likely
to result when the individual is ‘active’. Table 2 shows the observed ranges for
the light values for each of these two states. The accuracy of context from the
light sensor is, however, much lower, as users may often be inactive (e.g., sitting),
even under high illumination.

5.2 Measurement of QoC Accuracy and Sensor Overheads

To study the potential impact of varying the tolerance range on each sensor
and the resulting tradeoff between the sensor reporting overhead, we collected
traces for the SunSPOT motion and light sensors for a single user who engaged
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Table 1. Calibrated Accelerom-
eter Sample Values for different
Context State

Range(5 − 95th percentile) Context
of Tilt Values (in degree) State
85.21 to 83.33 Sitting
68.40 to 33.09 Walking
28.00 to −15.60 Running

Table 2. Light Sensor Values (lumen) for
different Context State

Avg. Range of Light level (lumen) Context State
LightSensor.getValue() = 10 to 50 Turned on → active
LightSensor.getValue() = 0 to 1 Turned off → sleeping
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in a mix of three different activities (sitting, walking and running) for a total of
≈ 6 minutes (2000 samples at 5.5Hz). We then used an emulator to mimic the
samples that a sensor would have reported, given the trace, for a given q, and
compared the context inferred from the values reported by the emulation against
the ground truth. Fig. 3 shows the resulting plots for the ‘total number of samples
reported’ (an indicator of the reporting overhead) and the corresponding QoC
(defined as 1 - error rate) achieved, for different values of the tolerance range
(qm) for the motion sensor. Fig. 4 plots the corresponding values vs. the tolerance
range (ql) for the light sensor.

As the figures demonstrate, there is, in general, a continuous drop in the
reporting overhead and the QoC accuracy as q increases. However, as seen in
Fig. 3, a QoC of ≈ 80% is achieved for a modestly large q value of 40. Moreover,
using this tolerance range reduces the reporting overhead dramatically by ≈ 85%
(from 1953 → 248). This suggests that it is indeed possible to achieve significant
savings in bandwidth, if one is willing to tolerate marginal degradation in the
accuracy of the sensed context. A similar behavior is observed for the light sensor
(q = 4 incurs a 5% loss in QoC vs. a ≈ 65% reduction in reporting overhead).
However, as the difference between the lumen ranges for Active vs. Sleeping is
only ≈ 10 (Table 2), increasing q actually leads to a sharp fall in the QoC.
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5.3 The Benefit of Joint Sensing

We also investigated how the use of readings jointly from both sensors affects the
inferencing accuracy vs. tolerance ranges. We consider the individual to be in a
sitting, walking or running state whenever the motion sensor tilt values lie within
the corresponding range and the light sensor values indicate an active state.
Fig. 5 uses a three-dimensional plot to illustrate the observed inferencing fidelity
when the tuple (qm, ql) is jointly varied. This confirms the QoC accuracy is now
less susceptible to individual q variations. Fig. 6 confirms this benefit by plotting
the QoC vs. q obtained using the light sensor against that obtained by using both
light and motion sensors (the q ranges of both being identical). Clearly, the QoC
obtainable from the combination of the two sensors is much higher than that
of a single sensor. This confirms that the gain obtained by having more sensors
exceeds the benefits of getting detailed information from each individual sensor
in accordance to our information theoretic analysis. Through this evaluation
we observed it is indeed possible to significantly reduce the sensors’ resource
usage while satisfying the application quality requirements in pervasive care
environments.

6 Conclusion

This paper presents a framework that supports ambiguous context mediation
based on dynamic Bayesian networks and information theoretic reasoning, ex-
emplifying the approach through context-aware healthcare applications in smart
environments. Our framework satisfies the applications’ quality requirements
based on a resource optimized QoC function, provides a Bayesian approach to
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fuse context fragments and deal with context ambiguity in a probabilistic man-
ner, and depicts an information theoretic approach to minimize the error in the
state estimation process. A SunSPOT context sensing system is developed and
subsequent experimental evaluation is done.
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Appendix

Proof of Lemma 2: We consider the contribution of sensor Bm. The Chernoff
information for strategy π = (π1, π2, . . . , πM ) is given by

E(π) = − min
0≤k≤1

log

⎡⎣∑
z̃∈γ

(pZ̃|R(z̃|R0))k(pZ̃|R(z̃|R1))1−k

⎤⎦
= − log

[
M∏

m=1

(
ām∑

zm=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

)]

= −
M∑

m=1

log

[
ām∑

zm=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

]

= − log

[
ā1∑

z1=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

]

−
M∑

m=2

log

[
ām∑

zm=1

(P0{πm(um)})k∗
(P1{πm(um)})1−k∗

]
(18)
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where the Chernoff information E(π) is maximized at k∗. So we can conclude
that contribution of sensor Bm to the Chernoff information E(π) can not exceed

− min
0≤k≤1

log

[
ām∑

zm=1

(P0{πm(um)})k(P1{πm(um)})1−k

]
(19)

which in turn is upper bounded by the Chernoff information contained in one
context state S. So, the Lemma 2 confirms that the contribution of a single sensor
to the total Chernoff information can not exceed the information contained in
each observation. Hence we derive the sufficient condition based on the Lemma 2
for which having Q binary sensors is optimal.
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Abstract. The paper presents an analysis of short- and long-term changes in the 
QoS of intercontinental connections. First we will show that despite fast and 
numerous advances in physical layer, link layer, router capacity and new 
telecommunication cables deployment, QoS measures are hardly progressing in 
long-term (years) perspective. Transatlantic (North America – Europe) 
connections will be thoroughly analyzed. Next we will show that due to 
submarine cable breakages temporary network performance is unpredictable. It 
may be much poorer than average and sometimes drops below the acceptable 
level – case study is provided. Even if the links are fully operational, due to the 
rerouting the QoS may deteriorate in the case of cable fault in another part of 
the World. The research is based mainly on data taken from IEPM (Internet 
End-to-end Performance Measurement) database.  

Keywords: QoS measurement, large scale networks, performance, reliability. 

1   Introduction 

It is well known that the term “quality of service” is used in many meanings ranging 
from the user’s qualitative perception of the service to a set of quantitative connection 
parameters (RTT, jitter, throughput, packet loss rate) necessary to achieve particular 
service quality. In the paper we will mostly use the second meaning of the term. This 
meaning is consistent with IETF approach presented in RFC 2386 [4].  

It is relatively easy to provide high quality of service in short-distance, local 
connections. Small number of network devices, usually homogenous and managed by 
single service provider facilitates optimization with such techniques as MPLS, RSVP, 
header compression, TCP and web acceleration, redundancy and so on.  

On the other hand accomplishing high QoS in intercontinental connections is 
particularly tough problem. First of all packet delay is much longer, with 
approximately 4.5 µs per each kilometer of fibre and more network devices 
introducing delays. Long-distance communication channels are usually shared by 
many users and institutions. They are heterogeneous: they carry different types of 
traffic: data, phone calls, ATM (Automated Teller Machine) transactions, they consist 
of diverse network devices. All that means: 

− transient nature of IP behavior, 
− more complex management,  
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− more bottlenecks  
− more points of failure, 
− more difficult and time consuming diagnosis and fixing after a failure. 

Repairing intercontinental submarine cable after breakage (especially in the case of 
earthquake) may take weeks and even months. Achieving high reliability with 
redundancy is very expensive. In addition network resources are administered by 
various network providers, with diverse and occasionally conflicting objectives.  

There are many services for Internet performance measurement1.  Some of them 
are integrated with databases with present and past measurements. The example is 
IEPM PingER, a service monitoring performance of Internet links, developed at 
SLAC (Stanford Linear Accelerator Center) and operating since 1995 (with data 
stored since 1998). Monitoring is based on more than 300 distributed hosts. Hosts 
send periodically pings for each tested connection. The measurement results are 
written to database. PingER database is used in the next parts of the paper. 

2   Long-Term QoS Changes in Transatlantic Connections 

2.1   Transatlantic Cables Deployment 

Long distance connections are based on telecommunication cables and satellite 
transceivers. Satellite transmission QoS is relatively low, with significant delay 
and small bandwidth (e.g. one way signal propagation via geostationary satellite  at 
36 000 km altitude takes 260 ms [6]) and shorter design life (10-15 years 
compared to about 25 years for cable). So long distance communication is based 
mainly on cables. It may be assumed that 95% of all intercontinental links are 
based on cables. 

Transoceanic cables are used since 1858. In 1988 first fibre-optic cable TAT-8 
had been laid in North Atlantic with capacity of 280 Mbit/s. Since that year many 
 

Table 1. Transatlantic (North America-Europe) cables operated in 1998 [www.iscpc.org] 

Year of operation start Name Bandwidth [Gbit/s] 
1988 TAT-8 0.28 
1989 PTAT-1 0.42 
1992 TAT-9 0.56 
1992 TAT-10 0.56 
1993 TAT-11 0.56 
1994 CANTAT 3 2.5 
1994 Columbus-II 1.68 
1996 TAT-12/13 15 
1998 Gemini 115 
1998 AC1 40 

                                                           
1 For example: http://www.internettrafficreport.com/ or http://visualroute.visualware.com/ 
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Table 2. New transatlantic (North America-Europe) cables deployment in 1999-2008 
[www.iscpc.org] 

Year of operation start Name Bandwidth [Tbit/s] 
1999 Columbus III 0.04 
2000 AC-2 0.64 
2001 Hibernia Atlantic 0.16 (lit) 

1.92 (designed) 
2001 TAT-14 1.87 (lit) 

3.2 (designed) 
2001 VSNL Transatlantic 5.12 
2001 FLAG Atlantic 1 4.8 
2003 Apollo 3.2 (designed) 

 
transoceanic cables were deployed in North Atlantic with growing capacity per 
cable. 

It may be assumed that total capacity of North Atlantic cables operated in 1998 
was equal roughly to 150 Gbit/s (table 1). Approximate, total bandwidth of several 
North Atlantic cables deployed from 1999 to 2008 is 15 Tbit/s (table 2). Data are 
based on ICPC (International Cable Protection Committee) resources. 

So we have approximately 100-fold increase in total submarine connections 
bandwidth in 10 years time. This is consistent with the rate in which DWDM fibre 
links are improved.  

2.2   Lasting Trends in Performance 

Introduction. IEPM database2 preserves Internet performance data for many 
connections (pairs of monitoring sites) throughout the World [3]. The number of 
connections monitored at the given date varies in time. In the period 1998-2008 
among 47 and 154 connections between Europe and USA were monitored. The 
connections are tested with packet sizes of 100 and 1000 bytes. In the next part 
average values of QoS parameters of the connections with 100 bytes per packet are 
provided. 

Average, yearly (1998-2008) values of QoS parameters for Europe to USA 
connections are presented in table 3. The communication channels are asymmetric, 
so the parameters for reverse direction (USA to Europe connections) are different 
(table 4). Generally USA to Europe parameters are worse than Europe to USA. For 
example, more of the time, Europe to USA throughput is greater than USA to 
Europe (figure 1). The difference is in the range of about 140-600 kbit/s or  
20-25%. 

All analyzed QoS parameters have improved in a given period of time. 
Nevertheless the improvement pace is not smooth and rather slow compared to other 
computer and network performance indicators (e.g. bandwidth of Ethernet or Moore’s 
Law). 

                                                           
2 http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl 
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Table 3. Long-term changes of QoS on transatlantic (Europe to USA) connections 

Year RTT  [ms] Jitter [ms] Throughput [kbit/s] Packet loss [%] 
1998 219 0 530 5.0 
1999 213* 160 531 4.3 
2000 171 143 840 1.8 
2001 153 3.7 1385 0.8 
2002 151 149 1525 1.0 
2003 150 227 1788 0.4 
2004 146 82 1899 0.6 
2005 155 348 2472 1.6 
2006 155 84 2271 1.9 
2007 154 1.9 1958 5.5 
2008 154 2.1 2985 0.7 

* Value calculated after excluding 2 anomalous numbers of RTT from the IEPM PingER database. 
Without excluding the numbers RTT for 1999 would be at the level of 9120 ms. 

Table 4. Long-term changes of QoS on transatlantic (USA to Europe) connections 

Year RTT  [ms] Jitter [ms] Throughput [kbit/s] Packet loss [%] 
1998 237 0.0 391 3.7 
1999 233 853 429 5.1 
2000 206 154 609 2.8 
2001 252 69 1026 1.2 
2002 227 46 1294 0.9 
2003 183 3.8 1712 0.8 
2004 169 3.5 2622 0.6 
2005 158 66 2523 0.4 
2006 171 1.6 2301 0.1 
2007 172 1.4 1716 0.2 
2008 177 1.2 2371 0.5 

 

“(…) it would be easy to telegraph from Ireland to 
Newfoundland at a speed of at least from eight to ten words per 
minute.”   Samuel F.B. Morse, 1856 

Throughput. Throughput is a fraction of bandwidth. In the given period of time 
we’ve observed roughly 100-fold increase in total available bandwidth between 
North America and Europe (see 2.1). On the other hand, average throughput 
enhance is much smaller and irregular. In 1998 and 1999 throughput remained at 
the level of about 400-500 kbit/s. The following years brought relatively low 
increase to 2.4-3.0 Mbit/s (figure 1). So we’ve observed about 6-fold increase. 
This 2.4-3.0 Mbit/s throughput is enough for mail, web access and several  
VoIP channels but is much below threshold necessary for video applications with 
PAL-MPEG2 coding. 
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Fig. 1. Long-term changes of average throughput on transatlantic connections 

100

120

140

160

180

200

220

240

260

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

Year

m
s

USA to Europe Europe to USA

 

Fig. 2. Long-term changes of average RTT on transatlantic connections 

RTT and Jitter. RTT is total propagation time needed to transfer IP datagram from 
one host to another and back. It includes delays in a fibre and all intermediate network 
devices (routers, switches, repeaters, transmit and receive terminals). Typical length 
of North Atlantic cable is between 6000 and 7500 km. The speed of infrared waves in 
a fibre3 is close to 220 000 km/s, so the signal travels one way through the cable in 
27-34 ms. In the worst case transmit terminal in submarine optical fibre system adds 
13 ms delay and receive terminal 10 ms delay [6]. 

In 1998 average RTT remained at the level of roughly 220-240 ms. It decreased to 
the level of 150-180 ms in the first 4 years of 2000’s and stayed at this level to 2008 
with minor fluctuations (figure 2). So, one-way datagram delay is 75-90 ms. This 

                                                           
3 In fact the speed is dependent on wavelength but the variations are negligible in this case.  
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value is well below ITU-T 200 ms threshold for absolute (mouth to ear) delay in VoIP 
applications in which users are very satisfied [6]. On the other hand the requirements 
for control and feedback in medical operations are hardly satisfied (it is assumed that 
one-way delay should be less than 80 ms in this case [5]). 

Assuming that average one way delay between North America and Europe (in 
2008) is in the range 75-90 ms, the cable propagation time (27-34 ms) is about 1/3 of 
the total delay and 2/3 is introduced by network devices.  

The greatest fluctuations of average values are observable in jitter. It changes from 
below 2 ms up to several hundreds ms. 

Packet Loss Rate. Average packet loss rate slightly improves in time. In 1998 it was 
at the level of 4-5%. It decreased to the level below 1% and stays at this level with 
some temporary deteriorations (e.g. elevated 5.5% rate in 2007 for Europe to USA 
connections). Packet loss rate below 1% is recognized as acceptable for interactive 
applications such as VoIP4. 

3   Short-Term Fluctuations in Normal Operation 

Section 4 presents large changes to average daily QoS in the case of submarine cable 
fault. Before we present and analyze the data we should see how QoS parameters 
fluctuate (table 5) during normal operation time (without cable faults). The same 
 

Table 5. Short-term fluctuations of QoS on exemplary Europe to India (n2.cern.ch to 
n1.cnieds.bangalore.in) connection during normal operation (16-28 January 2008) 

Date RTT  [ms] Jitter [ms] Throughput 
[kbit/s] 

Packet loss [%] 

Dec 2007 
average 184 7.9 1244 0.3 

Jan 16 185 7.7 1027 0.4 
Jan 17 180 6.8 564 1.3 
Jan 18 193 9.2 1910 0.0 
Jan 19 194 10.3 1901 0.0 
Jan 20 179 7.1 2059 0.0 
Jan 21 194 9.4 1022 0.3 
Jan 22 205 9.2 1801 0.0 
Jan 23 213 16.0 893 0.4 
Jan 24 201 10.3 1333 0.2 
Jan 25 197 10.3 461 1.7 
Jan 26* - - - - 
Jan 27 187 6.3 811 0.6 
Jan 28 193 8.0 1394 0.2 
Jan 29 190 10.4 524 1.4 

* Data for January 26 are not available in the PingER database. 

                                                           
4 Assuming other measures (delay, jitter) are at the satisfactory levels. Additionally, voice 

quality is related to the character (random or bursty) of the losses. 
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exemplary Europe to India5 connection is evaluated in both cases (between n2.cern.ch 
and n1.cnieds.bangalore.in).  

Fluctuations of QoS in the given period of regular operation time are visible. Minor 
fluctuations are observable in RTT and packet loss rate. RTT changes in the range of 
179-213 ms. Packet loss rate do not exceeds 1.7%. Jitter stays below 16 ms (this is 2x 
more than average December 2007 jitter). Highest increases and decreases are 
noticeable in throughput. On January 20 it reaches more than 2 Mbit/s (166% of 
December 2007 average), but on January 25 it drops below 0.5 Mbit/s (37% of 
December 2007 average).  

On the sidelines we may analyze weekdays fluctuations. Some minor fluctuations 
are visible in the average QoS of particular days of week. Throughout a given period 
of time (e.g. year) Saturdays and Sundays have highest average QoS and Mondays 
have lowest (it may be seen also in table 5: in the period 16-28 January 2008, highest 
throughput and lowest RTT are on Sunday, January 20). Nevertheless in a given week 
of the year it is not possible to predict a day with the highest QoS level. 

4   Short-Term Fluctuations in the Case of Cable Fault 

4.1   Submarine Cable Faults 

Network reliability and performance is disrupted by intentional and unintentional 
factors: malicious software, spam, hackers and disasters (e.g. earthquakes). First 3 
factors are widespread. Damages imposed by the factors are usually restricted to 
single services and are short-lived. On the other hand disasters are uncommon but 
their impact is long-lived. They disrupt Internet services, telephone calls and ATM 
transactions.  

Intercontinental cable faults6 are relatively infrequent (in 2003 annual fault rate 
was at the level of one fault per 10000 km of cable [7]). In the case of faults channel 
redundancy plays an important role. In the Atlantic, cable breaks happen repeatedly 
(more than 50 cable repairs are yearly in the Atlantic) but due to the high level of 
redundancy (about 20 cables connect nowadays Europe with North America) they are 
almost invisible to end users. On the other hand disasters on Mediterranean inflict big 
impact on Internet services. Submarine cables are prone to being affected by 
earthquakes, storms, fishing and anchors. 70% of faults are attributed to human 
activity with fishing as the major cause [7]. Usually, earthquake extent of the damage 
is much greater than anchor cut, the cable may suffer several breaks. The severed 
ends could be buried by deep-sea landslides or washed kilometers from their previous 
positions. It may take many days to just find the cable and months to full service 
restoration. 

In November 2003 TAT-14 (USA-Europe) cable fault occurred. Many Internet 
service providers in UK experienced some problems. As TAT-14 is a dual, bi-directional 

                                                           
5 India is an IT outsourcing centre, with Bangalore as India’s Silicon Valley, so the connections 

to India’s networks are particularly important for US and European businesses. 
6

 Satellites are also vulnerable, they may move away from orbit or may collide (e.g. on 
February 11 2009 Iridium Satellite collided with Russian Cosmos 2251 satellite, an incident 
resulted in limited disruptions of Iridium service). 
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ring of cable, a single serious fault should not be enough to break it, as traffic would still 
be able to flow between the countries on the ring. Unfortunately, a part of the cable near 
the USA coast had already suffered a technical fault few days earlier, which meant there 
was no built-in redundancy. 

In May 2003 6.8 magnitude earthquake with epicenter near Algiers damaged five 
submarine cables. All Algerian voice, mobile and Internet traffic was disrupted. The 
last repair completed only 6 weeks after the earthquake. 

In June 2005 SMW 3 cable had been cut off Karachi. Pakistan lost all terrestrial 
Internet connectivity. The outage of services lasted 12 days.  

On December 17, 2006, CANTAT-3 cable connecting Iceland with Europe and 
Canada was damaged. Most notable effects of the event was a temporary shut-down 
of data-communications by Iceland's universities and hospitals which rely exclusively 
on CANTAT-3's services. It took more than 7 months, until July 29, 2007 before 
service was fully restored.  

On December 26 2006 a 7.1-magnitude Hengchun earthquake south of Taiwan 
knocked seven submarine cables out of service, impairing communications from 
North America to China, Taiwan, Japan and Korea as well as inside North and 
Southeast Asia. Cables accounting for 90% of telecommunications capacity of the 
region had been broken. It took 49 days to repair all the cables.  

On January 30 2008 a series of accidents with Mediterranean cables started  
(p. 4.2).  

On December 19 2008 five submarine cables (including SMW 3, SMW 4, FLAG, 
Seabone) had been cut near Sicily due to 5.3 magnitude quake in the central 
Mediterranean. The cut disrupted Internet and telephone services in the region and in 
parts of the Middle East and South Asia [2]. 

4.2   Case Study 

Introduction. January 2008 Mediterranean accident is an interesting research subject 
from many points of view. It consisted of several events. It occured in the area of high 
traffic and relatively small connection redundancy. It showed that cable faults have 
high and distributed impact on Internet performance. It demonstrated several 
problems with current Internet infrastructure. The accident is well documented. News 
networks provided many reports. IEPM preserved data (RTT, throughput, jitter) on 
net performance during the accident. RIPE [9] (Réseaux IP Europeens) and Renesys 
[8] researched IP route changes. 

Accident Timetable. The accident was a series of events. Cables from Europe to 
Middle East and Asia were affected: January 30, 2008 about 4:307 SMW 4 cable 
(deployed in 2005, total capacity 1.28 Tbit/s) near Alexandria was damaged, January 
30 about 8:00 FLAG cable (deployed in 1997, total capacity 10 Gbit/s) near 
Alexandria was damaged. The two cables carry about 70% of the traffic between 
Europe and the Middle East. February 1 about 6:00 FALCON cable near Dubai was 
damaged, February 8 SMW 4 cable was repaired, February 9 FLAG cable was 
repaired, February 10 FALCON cable was repaired [9]. It is assumed that the cables 
were damaged by anchors.  

                                                           
7 All times are UTC. 
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Table 6. Fluctuations of QoS on exemplary Europe to India (n2.cern.ch to 
n1.cnieds.bangalore.in) connection during cable fault 

Date RTT [ms] Jitter [ms] Throughput [kbit/s] Packet loss [%] 
Dec 2007 
average 184 7.9 1244 0.3 

Jan 28 193 8.0 1394 0.2 
Jan 29 190 10.4 524 1.4 
Jan 30* - - - - 
Jan 31 614 6.8 40 23.0 
Feb 1 563 66.5 38 30.9 
Feb 2 502 13.0 54 18.4 
Feb 3 479 6.8 131 3.5 
Feb 4 526 14.7 106 4.4 
Feb 5 658 8.5 561 0.0 
Feb 6 619 22.1 434 0.2 
Feb 7 486 6.7 194 1.5 
Feb 8 369 5.9 564 0.3 
Feb 9 184 1.4 786 0.6 

Feb 10 193 8.7 874 0.5 
Feb 11 195 10.6 1897 0.0 

* Data for January 30 are not available in the PingER database. 

IP Rerouting. Three general types of effects to IP routing are possible in the case of 
submarine cable cut: immediate loss of connection between some networks after the 
failure, much smaller number of available AS (Autonomous System) paths and likely 
rerouting with a use of backup paths. These backup paths are longer and offer poorer 
performance. A good indication of the impact is the number of IP address network 
prefixes, that are announced in BGP messages. If prefix to a given network is not 
announced to routing peers then the network is not reachable. In some countries 
(Egypt, Kuwait, Sudan), immediately after the failure, more than 30% of the prefixes 
were removed from BGP announcements. The total number of AS paths decreased 
and many networks disappeared from the routing tables. The number of changes in 
AS paths rapidly increased in the region. Not more than 10% of paths change daily in 
normal operation routing mode. This measure grew, in the region, to above 60% on 
January 30. This higher than normal and fluctuating (between 10–30%) paths change 
percentage persisted up to February 18. Additionally, average AS path length (the 
number of different ASes between two distant networks) increased slightly, around 
the time period of the cuts from 5.5 to about 6.  

This was caused by rerouting of some connections. Europe-Asia connections were 
rerouted through the SMW 3 (deployed in 1999, total capacity 20 Gbit/s) cable or 
fibres taking the way around the globe (Europe-USA-Asia). Due to the limited 
bandwidth and traffic increase on these new routes it was difficult to quickly converge 
routing tables on alternate topologies [9]. This is an effect of distance-vector 
algorithm for BGP routing optimization. It will be shown (table 7) that traffic 
rerouting had significant impact not only on rerouted connections but also on some of 
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the USA to Asia connections. IP routes modifications resulted directly in significant 
changes of RTT, throughput and packet loss rate. Parameters returned fully to their 
values from before accident only several days after the time in which all repairs were 
completed.  

Fluctuations of performance parameters on exemplary Europe to India connection 
(between n2.cern.ch and n1.cnieds.bangalore.in) are presented in the table 6 and 
discussed in the next subsections. It is evident that the connection was directly hit by 
the cable cut.  

Since the incident had indirect impact on QoS in other parts of the World, network 
parameters on exemplary USA to India connection (between n8.doe.gov and 
n1.cdacmumbai.in) are presented in the table 7 and discussed in the next subsections. 

Table 7. Fluctuations of QoS on exemplary USA to India (n8.doe.gov to n1.cdacmumbai.in) 
connection during cable fault 

Date RTT [ms] Jitter [ms] Throughput [kbit/s] Packet loss [%] 
Dec 2007 
average 257 7.5 223 4.2 

Jan 28 255 4.1 203 5.1 
Jan 29 254 4.4 224 4.2 
Jan 30* 456 12.5 39 43.3 
Jan 31 515 18.6 34 45.2 
Feb 1 401 18.7 53 30.5 
Feb 2 421 14.9 58 22.7 
Feb 3 382 15 128 5.7 
Feb 4 369 13.8 98 10.4 
Feb 5 357 9.2 145 5.1 
Feb 6 348 6.2 114 8.7 
Feb 7 356 11.5 79 17.2 
Feb 8 362 24.1 110 8.6 
Feb 9 387 32.9 168 3.2 

Feb 10 320 15.8 203 3.2 
Feb 11 257 2.7 220 4.3 

Throughput. Average monthly throughput (assuming TCP connections with 100 
bytes per packet) for Europe to India connection was in December 2007 at the 
level of 1244 kbit/s. It rapidly decreased on January 31 to 40 kbit/s. That means 
30-fold worsening. It should be observed that this is unacceptable throughput level 
for VoIP services. Throughput remained below 1000 kbit/s up to February 10 
(figure 3). 

Similarly, average monthly throughput for USA to India connection was in 
December 2007 at the level of 223 kbit/s. It rapidly decreased on January 30 to 39 
kbit/s. Throughput remained well below 200 kbit/s up to February 9 with temporary 
improvement (to 145 kbit/s) on February 5 (figure 3). 
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Fig. 3. Fluctuations of throughput during cable fault 

RTT and Jitter. Average monthly RTT in December 2007, for exemplary Europe to 
India connection, was 184 ms. Connections between Europe and India had been 
significantly affected: RTT increased 3x on January 31 to above 600 ms. Changes 
were inflicted by traffic rerouting through USA networks which started to carry 
additional traffic. In consequence connections between USA and India had been 
affected too: average RTT (USA to India) increased 2x on January 31 from 257 ms 
(average in December 2007) to 515 ms. RTT increased due to longer routes, more 
routers and longer queues in routers, which have to carry additional traffic. Average 
RTTs started to improve after January 31 and returned with fluctuations (especially 
on February 4-5 on Europe to India connection) to their values from before the 
accident after 12 days (figure 4).  

Average monthly jitter for Europe to India connection was (in December 2007) at 
the level of 7.9 ms. It slightly increased during first 2 days to 10.4 ms and sharply 
increased on February 1 to above 66 ms. Next days it started to improve with 
oscillations. Average monthly jitter for USA to India connections was in December 
2007 at the level of 7.5 ms. It increased during first 2 days to 19 ms. The highest jitter 
24–33 ms appeared on February 8 and 9, at the time of cables repairment. 

Packet Loss Rate. Average monthly packet loss for Europe to India connection was 
in December 2007 at the level of 0.3%. It increased after cable fault up to 30.9%. This 
level of packet loss means total unavailability of interactive services including e.g. 
control and feedback for remote medical operations [5]. Average monthly packet loss 
for USA to India connections was in December 2007 at the level of 4.2%. It increased 
on January 31 to 45%. Packet loss rate temporarily recovered in next few days. On 
February 3 we observe decrease for Europe to India and USA to India connections. In 
both cases the level not greater than about 6% has been achieved. In the next few days 
it fluctuated between 0 and about 20% and returned to its values from before the 
accident on February 9. 
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Fig. 4. Fluctuations of RTT during cable fault 

Cable Cut Impact on QoS. Internet survived the accident. Nevertheless the disaster’s 
impact on QoS was: significant, long-lived and widespread (cable cut near Alexandria 
degenerated USA to Asia connections which do not use the cable). The performance 
parameters during the accident decreased to unacceptable (for interactive 
applications) levels. Internet performance have been changing in unpredictable way 
(it is seen for example on throughput and RTT data). The effects of submarine cable 
cut accident are notably different from the effects of hacker attack on Internet server. 
The analyzed accident was not an exception. Similar accidents in the future should be 
expected. Generally we are not able to predict time and place of the accidents (e.g. 
earthquakes are hardly predictable) [1]. 

5   Conclusions 

Intercontinental connections performance is upgrading very slowly and irregularly. 
Compound growth of throughput for exemplary transatlantic connections in 10 years 
is just 6-fold on average. The increase rate is lagging behind other computer and 
network performance indicators. At the same 10-years time total North Atlantic 
bandwidth increased approximately 100 times. This is related to fiber transmission 
capacity and DWDM link speed, which grow by a factor of about 200 in the decade. 
Similarly, according to Moore’s Law computer power increase in the same period is 
100-fold. The router capacity, which takes advantage of the Moore’s Law increases at 
approximately the same rate. Hard disk data areal density grows also at the similar 
rate. Ethernet bandwidth is growing exponentially from 10 Mbit/s in 1989 to 10 
Gbit/s in 2002 and 100 Gbit/s in 2010 (2010 is feasible year of the new standard 
ratification) – this means 10000-fold increase in 20 years. Discrepancy between 
different factors influencing IT performance is visible. 

QoS of intercontinental connections is hardly predictable. Day to day fluctuations 
are large, even in normal operation time. Irregular disasters with submarine cable 
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faults make this predictability more complicated. In the case of such fault temporary 
level of performance may rapidly drop to unacceptable value (e.g. throughput 40 
times lower than average). Some cable faults have high and distributed impact on 
Internet performance. Significant QoS deterioration may last days and sometimes 
weeks and months. Such disasters have impact on many telecommunication services: 
email transfers, web access, telephone calls and ATM transactions. There are 
differences between cable fault and intentional attack consequences. In a typical case 
damages imposed by hackers and malicious software are usually short-lived and 
restricted to single computer or service. 

It is clear that many things should be done to improve QoS on long-distance 
connections. The changes ought to be implemented in networks as well as in hosts 
and applications. 

Network (fibre) redundancy should be carefully planned at every infrastructure 
level. For example, for end user it is pointless to use two ISPs if both utilize the same 
international cable. Of course more cables are needed. Their location should be better 
planned. Existing cables should be upgraded so that they are operating at a percent of 
their potential capacities, leaving plenty of room not only for future traffic growth but 
also for rerouted (in the case of disaster) traffic. BGP protocol should be upgraded or 
replaced with completely new one EGP protocol. Routing table convergence time 
should become important optimization criterion. More efficient implementations of 
TCP (MulTCP, HighSpeed TCP) should be integrated with common operating 
systems. 

Globally used services should be based on data mirroring, caching proxies, CDNs 
(Content Delivery Networks). Applications, which vary in their QoS requirements 
should be better profiled before determining appropriate classification and routing 
treatment. Both versions of IP are ready for such data classification. Routers should 
be aware and able to carry differentiated traffic. To save bandwidth real time 
applications should be based on more efficient codecs. RTP/UDP/IP header 
compression should be broadly utilized.  

Of course it is easy to recommend actions, procedures, modifications and much 
harder to apply them. Suggested improvements are not easy to implement but many of 
the techniques, algorithms, protocols and their implementations are already available. 
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Abstract. Several research and production networks now provide mul-
tiple Gbps dedicated connections to meet the demands of large data
transfers over wide-area networks. End users, however, have not been
able to see corresponding increase in application goodputs mainly be-
cause (i) such rates have pushed the bottleneck from the network to the
end system, and (ii) the traditional transport methods are not optimized
for handling host dynamics. Due to the sharing with unknown back-
ground workloads, the data receiver oftentimes lacks sufficient system
resources to process packets arriving from high-speed dedicated links,
therefore leading to significant packet drops at the end system. We pro-
pose a rigorous design approach for a new class of transport protocols
that explicitly account for the dynamics of the running environment to
maximize application goodputs over dedicated connections. The control
strategy of the proposed transport method combines two aspects: (i) the
receiving bottleneck rate is predicted based on performance modeling,
and (ii) the sending rate is stabilized at the estimated bottleneck rate
based on stochastic approximation. We test the proposed method on
a local dedicated connection and the experimental results illustrate its
superior performance over existing methods.

Keywords: Transport control, dedicated networks, performance
modeling.

1 Introduction

Many large-scale scientific, engineering, and e-commerce applications require the
rapid transfer of vast amounts of data on the order of terabytes or petabytes.
Efforts to improve the data transfer performance in the shared Internet met little
success due to the variable limited available bandwidth in response to cross
traffic. Dedicated networks provisioning multiple Gbps connections have been
recognized to be a promising solution and a number of high-performance network
initiatives are currently underway including Dynamic Resource Allocation via
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GMPLS Optical Networks (DRAGON) [1], UltraScience Net (USN) [17], Circuit-
switched High speed End-to-End Transport ArcHitecture (CHEETAH) [20], and
others.

However, end users have not been able to see corresponding goodput1 increase
in their applications mainly because (i) such rates have pushed the bottleneck
from the network to the end system, and (ii) the traditional transport methods
are not optimized for handling host dynamics. Due to the lack of a system-wide
advance reservation scheme, the data receiver running in a shared computing en-
vironment with other resource-demanding workloads oftentimes could not obtain
sufficient system resources to process packets arriving from high-speed dedicated
links, therefore leading to significant packet drops at the end system.

The current research efforts on transport protocol design are mainly focused
on TCP enhancements and rate-based application-level protocols over UDP. The
widely deployed TCP, which has been proved to be remarkably successful in
the Internet, is not adequate to achieve high goodput in wide-area dedicated
networks because the Additive Increase Multiplicative Decrease (AIMD)-based
congestion control algorithm is not well suited for links with high Bandwidth
Delay Product (BDP). In TCP, packet loss is detected either by timeout of an
unacknowledged segment or several duplicated acknowledgements. If packet loss
is caused by network congestion, TCP is able to achieve a reasonable link uti-
lization. However, many observations have shown that packet loss is a poor
indicator of network congestion, especially in high-speed dedicated networks
where congestion has been pushed to the end system. Various TCP enhance-
ments have been proposed to improve throughput performance, including TCP
vegas [5,16], Scalable TCP [12], High Speed TCP for large congestion win-
dows [14], XCP (eXplicit Control Protocol) [11]. and many others [8]. Diverging
from TCP’s AIMD control, a number of UDP-based high-performance transport
protocols use non-AIMD rate control to overcome TCP’s throughput limitation
for high BDP networks. These protocols include Hurricane [18], SAUBUL (Sim-
ple Available Bandwidth Utilization Library)/UDT (UDP-based Data Trans-
fer) [9], FRTP (Fixed Rate Transport Protocol) [19], RBUDP (Reliable Blast
UDP)/LambdaStream [10], and Tsunami [2].

However, the main design goal of the aforementioned transport methods based
on either TCP or UDP is still to address the congestion over network links, not to
account for the dynamics of the end system. As a matte of fact, besides process-
ing power, many other host factors including NIC-system-application interac-
tions, memory/buffer management, CPU scheduling, and disk I/O, collectively
contribute to the complex end-system dynamics and play a significant role in
determining the application goodput in high-speed dedicated networks. There-
fore, to maximize application goodputs, transport protocols need to incorporate
a performance-adaptive mechanism through which the data sender and receiver
could suitably adjust their sending and receiving activities in response to the
system dynamics.

1 Goodput only counts the user payload and is equivalent in value to throughput if
packet duplicates and protocol headers are negligible.
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The goal of our work is to present Performance-Adaptive Prediction-based
Transport Control (PAPTC) that explicitly accounts for the dynamics of the
end system to maximize application goodputs over dedicated connections. With
rigorous design and careful analysis, the control strategy of PAPTC combines
two aspects: (i) the receiving bottleneck rate is predicted based on performance
modeling, and (ii) the sending rate is stabilized at the estimated bottleneck rate
based on a stochastic approximation (SA) method. We construct a mathemati-
cal model for the data receiving process and employ an autoregressive method
to predict the receiving bottleneck rate, which is sent back to the sender for
rate control. To account for both network and host dynamics and achieve quick
convergence, we adjust the source rate for goodput stabilization at the estimated
receiving bottleneck rate using the Robbins-Monro SA algorithm: the source rate
is continuously adjusted to match the bottleneck receiving rate at a strategically
selected interval. We test the proposed method on a local dedicated connection
and the experimental results illustrate its superior performance over existing
methods.

The rest of the paper is organized as follows. In Section 2, we briefly outline the
framework of PAPTC structure. In Section 3, we present a performance model
for the data receiver, and in Section 4, we describe the rate control algorithm
for the data sender. The implementation details and experimental results are
provided in Section 5.

2 Framework of PAPTC Structure

PAPTC employs a UDP-based transport control structure for disk-to-disk data
transfer as shown in Fig. 1. The sender (source) reads data sequentially from
its local storage device as a set of UDP datagrams of Maximum Datagram Size
(MDS), each of which is assigned a unique continuous sequence number and
loaded into the sender buffer. The source sending rate rS(t) at time t is regulated
by a pair of congestion window W (t) and sleep or idle time (i.e. inter-window
delay) T (t). The receiver (destination) accepts incoming datagrams in the order
of their arrival and keeps track of the datagram sequence numbers in a checklist.
The received datagrams are immediately forwarded to a disk I/O module that
handles datagram reordering if necessary and writes them to the disk in order in
the background. Based on the status of the datagram checklist, an either positive
or negative acknowledgment (ACK) of lost datagrams during an interval I(t) is
generated and sent periodically to the sender for retransmission.

As shown in Fig. 1, the data flow moves from source to destination along the
solid lines and the acknowledgment feedback follows the dotted lines from des-
tination to source. In this transport structure, there are two control operations
represented by two shaded elliptic boxes: (a) source rate control through idle
time and (b) ACK event interval control. The transport performance over high-
speed dedicated channels critically depends on the strategies implemented for
these two control operations. Many transport control protocols send a positive
acknowledgment for a received data packet, which is necessary for shared lossy
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Fig. 1. Transport control structure for disk-to-disk data transfer

links in Internet environments. However, dedicated channels usually provide very
reliable connections where packet loss rarely occurs. At high data rates, gener-
ating and sending acknowledgments at the receiver consumes CPU time and
may interfere with the host receiving process. Similarly, accepting and process-
ing acknowledgments at the sender may also affect the host sending process. To
achieve peak performance over dedicated channels, we employ a mixed acknowl-
edgment mechanism that sends an either positive or negative acknowledgment
after a carefully selected period of time. An appropriate delay time of mixed ac-
knowledgments is adaptively determined for network connections based on link
and host properties.

3 Performance Model for Data Receiver

We present an analytical study on the impact of system properties on the perfor-
mance of transport protocols. To instantiate the analysis, we consider the Linux
kernel.

3.1 Packet Processing Issues

For convenience, we plot in Fig. 2 an overview of Linux packet processing that in-
volves the NIC hardware, device drive, kernel protocol stack, and application [7].
When a new packet arrives, the NIC generates an interrupt and the packet is put
into the kernel buffer by the card DMA engine. In general, heavily engaging the
CPU in other compute-bound tasks during an interrupt may severely hinder a
running process. To avoid flooding the host system with too many interrupts, the
interrupt coalescence scheme collects multiple packets and generates one single
interrupt for them, therefore reducing the amount of time that the CPU would
otherwise have to spend on context switching to serve multiple interrupts. The
Linux kernel uses sk buff structure to hold any single packet. The pointers of
sk buff are held in a ring buffer in the kernel memory and manipulated through
the network stack. If there are no free pointers in the ring buffer, incoming pack-
ets will be dropped by the kernel silently. From the ring buffer, the packets are
delivered to the corresponding receiving function of the IP layer, which examines



PAPTC over Dedicated Links 269

Fig. 2. Packet processing flow in Linux

the packets for errors and then forwards them up to the INET Socket layer (such
as TCP or UDP), which in turn checks for errors and copies the packets into
the socket receive buffer. Then, the waiting application wakes up and returns
from a corresponding receive system call that copies the data from the kernel
into the application buffer. The flow control mechanism of TCP is implemented
to avoid packet drops in the receive buffer. However, the UDP receive buffer
might be overflowed if the packet receiving process can not acquire enough CPU
cycles to consume the data in the buffer due to CPU contention. In this case, all
incoming packets are discarded, hence wasting the protocol processing resources
and impairing the application performance.

The Linux packet processing flow shows that packet drops by the kernel could
happen in either the ring buffer, or the socket receive buffer, or both. Since the
data receiving process has a lower priority than the packet processing by the
kernel and the Interrupt Service Routine (ISR), packets are more likely to drop
in the socket receive buffer. Although UDP is buffered on both the sender and
receiver sides, we focus on the analysis of the receiver side since the receiver is
under considerably more system strain than the sender.

3.2 Mathematical Model for Data Receiving Process

Linux 2.6 is a preemptive multi-processing kernel whose scheduling policy is
priority-based and is explicitly in favor of I/O bound processes in order to pro-
vide a fast process response time (interactive processes are I/O bound). Processes
are initially assigned with static priorities, which can be modified dynamically
by the scheduler to fulfill scheduling objectives. The Linux scheduler calculates
a dynamic priority through the static priority and interactivity of the process.
A process with a higher interactivity is assigned with a higher dynamic priority
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Fig. 3. Data receiving process running model (PDRP representing the data receiving
process)

and hence runs more frequently. On the contrary, CPU bound processes receive
a lower dynamic priority. The timeslice of a process is determined by its dynamic
priority per round of execution. Thus, important processes are assigned a longer
timeslice that enables these processes to run longer. The old Linux CPU sched-
uler recalculates each task’s timeslice using an O(n) algorithm implemented as
a loop over each task; while the newer Linux scheduler maintains two priority
arrays, an active array and an expired array, with O(1) complexity for priority
updating. Processes move from the active array to the expired array when they
exhaust their timeslices. Recalculating all timeslices is just to switch the active
and expired arrays [15].

Based on the above analysis, the running behavior of the data receiving pro-
cess is shown in Fig. 3. Let tDRP and tEXP be the CPU time and the expired
time assigned to the data receiving process, respectively, and tTOT be the total
CPU time assigned to all the running processes. We have:

tDRP = timeslice(PDRP ). (1)

tTOT = timeslice(PDRP ) +
n∑

i=1

timeslice(Pi), Pi �= PDRP . (2)

The expired time for the data receiving process is:

tEXP = tTOT − tDRP . (3)

From Eqs. 1, 2 and 3, we know that the running time of the data receiving process
is contingent on its own priority and the system load, which includes all interrupt-
related processing and handling as well as the load of concurrent processes. Note
that interrupt handling has the highest priority and is always scheduled to run
before other tasks. Hence, a system with a high interrupt rate is not able to
respond to the data receiving process immediately, resulting in a decreased data
receiving rate. In an extreme case where the system is completely occupied for
handling interrupts, the data receiving process could be temporarily suspended,
resulting in significant packet losses in the socket receive buffer. Similarly, a
system heavily loaded with concurrent processes could not guarantee enough
CPU cycles for the data receiving process because processes with higher priorities
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may starve the data receiving process. To increase the data receiving rate, one
needs to either increase the data receiving process’ priority or reduce the system
load. However, reducing the system load does not seem to be a viable solution
since the data receiving process typically runs with other concurrent resource-
intensive workloads in a shared computing environment.

We denote the packet processing rate through the kernel protocol stack as λ
and the effective service rate of the data receiving process as µ in the unit of bits
per second (bps). Therefore, 1

µ is the time the receiving process takes to copy
an incoming packet from the kernel socket receive buffer into the application
buffer. We wish to determine an appropriate size of the UDP’s receiving buffer
to match the kernel packet processing rate λ with the data receiving rate µ. Let
t be the time in seconds and m be the UDP buffer size in bytes. The time to
deplete m when the packet receiving process runs out of its time slice is given
by:

t =
m
λ

. (4)

On the other hand, the time to deplete m when the CPU time is available to
process the arriving packets is given by:

t =
m

λ − µ
. (5)

At time t, the kernel socket receive buffer is not able to accept any new packets
and thus will have to drop them. The depleted UDP buffer results in the drop
of the UDP datagrams received by the kernel.

3.3 Predicting Bottleneck Processing Rate at the Receiver

We collected source rates, goodputs, loss rates and retransmission rates over the
USN-ESnet hybrid channel using a UDP-based transport profile generator [18],
as shown in Fig. 4. These profiles illustrate how the destination acknowledgement
interval together with the source rate affects the transport performance over
dedicated channels. We observed that the peak goodput is achieved with low loss
and low retransmission rates, which inspires us to derive the desired bottleneck
rate.

Let Tts be the timeslice of the data receiving process in one round and Ttp be
the average time required for copying one packet from the socket receive buffer
to the application buffer. The average processing rate µ in this round can be
calculated as:

µ =
Tts

Ttp · tTOT
. (6)

We consider two cases. (i) If λ > µ, the socket receive buffer will become full after
time t, as shown in Eqs. 4 and 5. In this case, the data receiving process is not
able to consume all the packets arriving from the network, resulting in packet
loss in the socket receive buffer. At high data rates, generating and sending
packets retransmission requests at the receiver consume CPU time and may
significantly interfere with the data receiving process. (ii) If λ < µ, the data
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Fig. 4. Goodput, loss and re-transmission profiles of PLUT over 9900 mile 1Gbps
USN-ESnet hybrid connection

receiving process has sufficient CPU cycles to consume the packets but there are
no enough packets in the socket receiving buffer. In this case, the socket receiving
buffer could become empty and there are still idle CPU cycles, both of which are
a waste of system resources. The transport profiles show that the receiver cannot
achieve the peak goodput in either case. So, µ is the corresponding bottleneck
processing rate for achieving peak goodput on the receiver side.

We know that Linux 2.6 is a preemptive multi-processing kernel whose schedul-
ing policy is priority-based and is explicitly in favor of I/O bound processes in or-
der to provide a fast process response time (interactive processes are I/O bound).
The timeslice of a process is determined by its dynamic priority per round of ex-
ecution. Thus, important processes are assigned a longer timeslice that enables
these processes to run longer. So in order to get a longer timeslice to increase the
value of µ, the data receiving process should be given a high priority.

In practice, we can sample µ at an carefully selected interval ∆. We denote
such a sequence of µ samples as < µT >= ...µT−1µT µT+1.... If µT+k is known for
k > 0, we could predict µT+k+1 in some way. We define the following notations
to facilitate the description of the prediction strategy:

– µT : the service rate of the data receiving process at the T -th measurement.
– µT+1: the prediction service rate for the (T + 1)-th measurement.
– N : the number of historical data points used for the prediction of µT+1.

We measure the prediction quality by the mean squared error, which is the
average of the square of the difference between predicted values and actual values.
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We treat the sequence of periodic samples of µ as a linear time series. We employ
the autoregressive (AR) model [3,6], a common approach for modeling univariate
time series:

Xt = δ + φ1Xt−1 + φ2Xt−2 + ... + φpXt−p + At, (7)

where Xt is the time series, At is the white noise, and δ is a constant. The value
of p is called the order of the AR model. After measuring µt, we can predict the
value of µt+1 at time (t + 1) using the AR model.

4 Rate Control for Data Sender

Based on the performance model, the receiver sends the predicted bottleneck
rate back to the sender periodically. If the sender just simply fix data sending
rate at the bottleneck processing rate, it will not yield the highest goodput at
the receiver which in turn involves accounting at some level for both network
and host dynamics. Let rS(t) be the rate at which packets are sent and let l(t) be
the fraction of them that are lost before being read by the receiver, and hence
have to be retransmitted. Let x(t) be the fraction of rS(t) that corresponds
to retransmitted packets. Thus the flow rS(t) is composed of two streams of
rates gS(t) and x(t)rS(t) corresponding to packets sent for the first time and
retransmissions, respectively. In general the data processing rate µR(t) at the
receiver depends on rS(t), l(t) and x(t). The effect of randomness necessitates
the utilization of stochastic approximation methods, which has a non-trivial
effect on the underlying transport method: the step sizes used in parameter
adaptation must be appropriately varied as per conditions such as in classical
Robbins-Monro case [13]. To take into account the random effects, we define
processing-rate regression as

GR(r) = E [µ̂R(t)|rS(t) = r] . (8)

Similarly, we have loss-fraction and retransmission-fraction regressions defined
as

L(r) = E
[
l̂(t)|rS(t) = r

]
and X(r) = E [x̂(t)|rS(t) = r] . (9)

Let µ∗ be the attainable bottleneck processing rate at the receiver over a given
dedicated connection. The objective of APPTC control is to stabilize r(.) at a
suitable rate r∗, such that:

GR(r∗) = µ∗ = r∗[1 − X(r∗)], (10)

which ensures that peak throughput is attained at low loss rate.
At time step k, for the measured source rate r̂S(k), measured processing rate

µ̂R(k), and measured retransmission rate x̂(k), the equation r̂(k) = µ̂(k)/[1 −
x̂(k)] is only approximately satisfied. For r̂S(k) = a(k) · µ∗(k) and µ̂R(k) =
α · µ∗(k), the coefficient function are typically a(k) >= 1 and α(k) <= 1. Thus
there are two possible estimates of µ∗(k) based on r̂S(k) and µ̂R(k), which yield



274 X. Lu et al.

two different values. We consider the following general form that combines these
two estimates:

µ̂∗(k) = [r̂S(k)(1 − x̂(k))]β µ̂R(k)1−β , 0 ≤ β ≤ 1, (11)

where β is determined by host and link properties. Typically, r̂S(k) and x̂(k)
are more stable compared to µ̂R(k) since the the former are not subject to
connection-level variations. For the specific case where α(k) = 1/a(k), we have
µ̂∗(k) =

√
r̂S(k)ĝR(k). To account for randomness in measurements and the

effects of delay and its variation of sending rate r̂S(k) on processing rate mea-
surement µ̂R(k), we apply a dynamic version of Robbins-Monro method [13] to
adjust the source rate to achieve the target bottleneck processing rate µ∗(k) at
the receiver:

r̂S(k + 1) = r̂S(k) − ρk[µ̂R(k) − µ̂∗(k)], (12)

where the time step adjustment coefficient is given by ρk = b/kγ for 0.5 < γ < 1.0
and b > 0, a suitably chosen constant. The sending rate will increase if the
measured processing rate λ̂R(k) is less than the estimated maximum attainable
processing rate µ̂∗(k) at low sending rates; while in the source rate control zone
approaching the peak processing rate, the processing rate measurement may
exceed the maximum processing rate estimate due to increased retransmission
rate, causing the sender to back off.

The step sizes satisfy the Robbins-Monro property namely,
∞∑

k=1
ρk = ∞ and

∞∑
k=1

ρ2
k < ∞. We assume that the errors satisfy the following martingale property

for r̂S(k) = r:

E [ĝ(k) − ĝ∗(k)|r̂S(k) = r] = GR(r) − [r(1 − X(r)]βGR(r)1−β ,

which essentially assumes that the errors are not correlated across the time steps
other than through r̂(.). Then the limit behavior of Eq. 12 is specified by the
Ordinary Differential Equation (ODE) (Chapter 5, [13]):

dr̂

dt
= E [µ̂∗(k) − µ̂R(k)] = E [µ̂∗] − GR(r̂).

Under low loss condition, we approximate

E[µ̂∗] = [r̂(1 − X(r̂)]βGR(r̂)1−β .

Then under the conditions (A.1), (A.3-4), the solution to ODE is given by the
stationary point corresponding to

GR(r̂)

[
1 −

(
r̂[1 − X(r̂)]

GR(r̂)

)β
]

= 0,

which in turn corresponds to GR(r̂) = r̂[1−X(x̂)] = µ∗. Thus the limit behavior
of this algorithm is to stabilize at sending rate R̂S(k) → r̂ such that µ̂R(k) → µ∗
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Table 1. Goodput performance comparison (Mbps) without concurrent workloads

10 cases without load #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 Std. Dev.
PAPTC 878 860 867 863 860 864 872 860 869 868 5.915
UDT 835 861 836 860 826 857 848 848 842 832 12.296

Tsunami 669 662 679 687 667 667 664 666 696 680 11.275

as k → ∞. Alternatively, the required stability property can be derived for this
algorithm using the monotonic property of GR(.) and X(.) to show this con-
vergence result as in [4]. Thus, this step ensures that PAPTC probabilistically
stabilizes at the bottleneck processing rate λ∗ of the connection while ensuring
the low loss rate. Informally, by maintaining rS(t) = µ, we would achieve an
average goodput of g∗, and an increase (decrease) in r∗ results in an increase
(decrease) in M(r∗).

5 Implementation and Experimental Results

The proposed transport protocol is implemented according to the architecture
shown by Fig. 1, written mostly in C++ on Linux operating system.

5.1 Types of Acknowledgment

The proposed PAPTC protocol is implemented in C++ in Linux. We consider
four different types of acknowledgment at the receiver: NXT (Next), RXM (Re-
transmission), TNT (Timeout Next), and TMO (Timeout Retransmission). For
every normal ACK control period, if all datagrams received so far are in conti-
nuity, an “NXT” ACK is generated and sent to the sender; otherwise if there
are lost datagrams (i.e. “holes” in the datagram checklist), the receiver compiles
a list of lost datagram sequence numbers and sends them with a “RXM” ACK.
If no datagram is received within a certain period of time, a timeout event is
triggered where the receiver sends either a “TNT” ACK if all datagrams re-
ceived so far are in continuity, or a “TMO” ACK enclosing the lost datagram
sequence number list if there are “holes” in the datagram checklist. For all ACK
types, the receiver measures the current bottleneck processing rate and sends
it to the sender as part of the acknowledgment. On the sender side, for each
incoming acknowledgment, we apply rate control as described in Section 4 using
the bottleneck processing rate measurements enclosed in the acknowledgment.

5.2 Experimental Results

For performance comparison, we run PAPTC, UDT (version 4.4) and Tsunami
on a local dedicated connection, which is provisioned by a back-to-back link be-
tween two Linux boxes with kernel 2.6.27. Each Linux box is equipped with a 1
Gigabit NIC, AMD Athlon(tm) 64X2 Dual Core Processor 5000+, 2 GBytes of
RAM, and 900 GBytes of SCSI hard drive. A CPU-bound program named cpub-
urn is specifically designed and executed to emulate concurrent host background
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Table 2. Goodput performance comparison (Mbps) with 2 concurrent cpuburn
processes

10 cases with 2 cpuburn proc. #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 Std. Dev.
PAPTC 816 802 813 801 807 818 808 815 807 806 5.889
UDT 716 718 734 717 716 717 718 718 726 741 10.601

Tsunami 670 676 676 669 679 675 661 668 639 671 11.549

Table 3. Goodput performance comparison (Mbps) with 4 concurrent cpuburn
processes

10 cases with 4 cpuburn proc. #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 Std. Dev.
PAPTC 655 654 643 646 644 682 635 656 665 633 14.622
UDT 613 623 615 626 610 623 629 620 618 622 5.934

Tsunami 622 625 621 622 628 626 623 625 626 621 2.424
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Fig. 5. Goodput performance comparison without concurrent load

workloads. We conduct three sets of transport experiments, in each of which,
10 files are transferred using three transport methods. In the first set of experi-
ments, no cpuburn process is executed while in the other two sets of experiments,
2 and 4 concurrent cpuburn processes are launched, respectively. The goodput
performance measurements and standard deviations for three transport meth-
ods are tabulated in Tables 1, 2, and 3, and their corresponding performance
curves are plotted in Figs. 5, 6, and 7 for a better visual comparison. From these
measurements, we observe that the amount of concurrent background workloads
has a significant effect on the performance of each transport method. Tsunami
is relatively insensitive to the change of concurrent workloads at a sacrifice of
its goodput performance. Similar to PAPTC, UDT also adapts to the workload
changes but adopts a somewhat more conservative rate control than PAPTC.



PAPTC over Dedicated Links 277

1 2 3 4 5 6 7 8 9 10
620

640

660

680

700

720

740

760

780

800

820

Index of file transfer cases

G
oo

dp
ut

 (
M

bp
s)

 

 

PAPTC
UDT
Tsunami

Fig. 6. Goodput performance comparison with 2 concurrent cpuburn processes
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Fig. 7. Goodput performance comparison with 4 concurrent cpuburn processes

In all the cases we studied, the proposed PAPTC protocol consistently achieves
higher goodputs than the other two methods in comparison.

6 Conclusion

We developed PAPTC to support high-speed data transfers over dedicated chan-
nels. To account for the host dynamics and the random components in transport
performance measurements, we designed control strategies based on performance
modeling and stochastic approximations to achieve sustained high goodputs at
a low packet loss. We implemented and tested PAPTC over a back-to-back con-
nection and the experimental results illustrated its superior performance over
existing methods.
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Abstract. For the dimensioning of shared resources, the latency and
utilization of the service is a vital design characteristic. The throughput
and latency is as important for e.g. network streaming applications as in
e.g. (small-scale) distributed embedded systems interacting with physical
processes.

Calculating latencies of a system involves the analysis of the queue
sojourn times. The analysis of queue sojourn time depends on the model
of the load. While for fixed and known load, natural and determinis-
tic worst-case models are a good choice, highly variable loads are more
appropriately modeled in a stochastic fashion.

For the analysis of stochastic load models, the load is often assumed
to be stochastic independent and time-invariant. Analysis of loads with
auto-correlation or modelling of different streams that are correlated (or
dependent in general) requires a highly tuned and specialized model to
capture all effects.

In this work we apply a queuing sojourn time analysis of streams with
stochastic load models with upper and lower bounds guaranteed under
any stochastic dependency. The experimental results show how big the
effect of dependencies really is and that stochastic load dependency is
vital to the calculation of resource utilization and response times (or
transmission delays). We propose the use of Fréchet bounds and probabil-
ity boxes to allow real-time analysis of stochastic models with unknown
dependencies.

1 Introduction

Safety critical systems rely on the timely processing of all signals and guarantee
a reaction before a deadline, a minimum throughput or other performance char-
acteristics. The duration of processing is as important as the correctness of the
result under hard real-time requirements. The violation of a single deadline is
considered fatal. To verify the correct operation, a real-time analysis that calcu-
lates upper bounds for the system response time has to be performed. In order
to allow for tractable analysis, the components of the systems are abstracted.
Deterministic real-time analysis characterizes the load by an upper bound of the
processing time. In uniprocessor scheduling analysis this is called the worst-case
execution time (WCET). Variable execution time due to input data or state

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 280–296, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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dependency or performance variation due to unpredictable systems (e.g. out-
of-order processors and caches) are not captured. Thus determinstic analysis
can lead to severe overestimations as the WCET can be much higher than the
average execution time.

Stochastic uniprocessor performance analysis, which were pioneered in soft or
firm real time systems, tackle this pessimism by modelling the execution time
of tasks more precise: instead of a single worst case execution time, a task is
characterized by a series of execution times together with a probability.

The precision of the load descriptions comes with a higher computational cost
and, more important, further restrictions that are imposed on the analysed sys-
tem: The mathematical foundation of the proposed stochastic analyses requires
the explicit knowledge of every stochastic load dependency.

We want to assess the effects of (uncaptured) dependencies between tasks.
The dependency information between distributions is of critical importance to
the correctness of the results. For researchers in risk management the effect of
dependency in stochastic models is well known. Initial work by Bernat et al.
recasts methods presented for financial research into the realm of worst-case
execution time analysis. Our work is based on the findings presented in [2]. We
published parts of the presented work also in [9].

The presented work is based on scheduling analysis for uniprocessors. The
central aspect of our work, the dependency aware analysis of stochastic models
is not at all limited to the domain of uniprocessor scheduling. The central results
can be transferred quite straightforward to other domains of stochastic analysis,
as our model assumes a system with a single prioritized queue, a single (preemp-
tive) server, a deterministic arrival model and a general load model with possible
stochastic dependencies.

2 Related Work

Timing analysis of real-time systems traditionally characterizes tasks by their
period and worst case execution time (WCET). The WCET of tasks is deter-
mined by different analytical methods. Methods like [15] decompose the analysis
of tasks into an analysis of the runtime of code segments without (or more ad-
vanced with a limited number of) conditional branches and the synthesis of an
upper bound WCET of all possible analyzed code segments that constitute the
task under analysis.

These deterministic analysis yields a single value as WCET which is true under
all circumstances. This WCET is then reused in a scheduling and system analysis
to calculate end-to-end reponse times. Eventually end-to-end response times
are compared against the application defined deadlines. Due to the high lever
of abstraction, deterministic models, that characterize system load by a single
WCET value, yield poor results for applications with highly variable system
loads. E.g. multimedia streaming is a well-studied application domain where the
consideration of the load variance improves analysis results considerably.
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Specialized load models have been suggested for the analysis of multimedia
streaming applications. These stochastic models try to capture a detailed pre-
sentation of the variance. Some models are so detailed, that they are fitted to the
content and must be adapted, when video or audio content is modified. A sur-
vey [10] lists 19 different models proposed for VBR streaming applications. The
models’ statistical features can vary when exchanging application content. [17]
identifies critical parameters in the dependency structure of streaming video ap-
plication content that statistic models traditionally used fail to model. [12] con-
centrates on the autocorrelation of VBR video streams and gives examples for
the effects on buffer sizing. These load models are specifically tailored to match
the exact application and analysis method. Some of these models also demand
lengthy computations or excessive memory. The proposed models do consider
the intra stream dependencies of the load and also consider multiple levels of
auto-correlation within the stream load. On the other hand, detailed analysis
of the specific load is required and even more important, the computation with
these models is highly resource consuming. We aim for a compositional system
level analysis and the amount of specialization required for these models does
not seem suit our goals, as some parts (or the environment) of the system might
not be fully known during analysis (see below for effects of unknown statistical
dependencies).

Concerning the stochastic scheduling analysis for systems, frameworks such
as [1, 5, 14] execution time distributions. The distribution is due to changing
input data requiring different processing, due to machine state (caches, branch
predictors etc) or due to error and exception handling. The model is more pre-
cise, but the proposed analysis algorithms are only applicable if the tasks are
stochastic independent [3]. The requirement of stochastic independence inhibits
the applicability to a bigger class of systems.

Calculations with stochastic variables with unknown dependencies have been
studied extensively and are a common tool in risk theory [4]. Bernat et al. use
in their approach [3] only a single possible distribution which they assume as
the worst case convolution, the comonotonous convolution. Later Bernat et al.
[2] state that neither the assumption of independence, nor the comonotinicity
are safe approximations and propose the use of the supremal convolution, which
is an upper bound on all possible convolutions. Further they use copulas to
separate the modelling of stochastic behaviour of a single task and the stochastic
dependency between tasks.

In this work we focus on the cause and effect of stochastic dependencies in
systems of multiple, concurrent, potentially interacting tasks. We integrate the
safe calculations with stochastic variables under unknown dependencies with
the stochastic scheduling analysis proposed by Diaz, Kim et al. Our methods
give more insight into the system reponse not only by giving a reliable upper
bound on the stochastic response times, but as well a lower bound. The difference
between lower and upper bound gives direct feedback about the potential impact
of dependencies.
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3 Motivating Example

Consider the near-empty queue displayed in figure 1 which is part of a real-time
systems with deadline requirements. The queue contains two jobs j0,0 and j0,1
that just arrived. We want to calculate the finish time F0,1 of the second job in
the queue.

Both jobs belong to a task τ0 with the observed execution time distribution
FC′

0
shown in figure 1. The finish time F0,1 is easily found to be the sum of the

individual execution times F0,1 = C0,0 + C0,1.
As the distribution of C0,0 and C0,1 is given, we can calculate response time

distribution as the sum of the execution times assuming mutual independence.
If, however, the execution times are not mutually independent, the assumption

can lead to wrong results. We will construct two corner-cases to explain the
potential errors. For simplicity both examples rely on the fact that the jobs are
colored and that the color changes the odds of the execution times.

We assume red takes 10 time units to process and blue takes 2 time units to
process. Further we assume that the source feeding the queue acts in a color-
keeping burst mode: it emits two events of the same color and pauses for a long
time.

Thus the queue can only contain two red or two blue jobs, the resulting
joint distribution is shown in the middle graph of figure 2. Comparing the left
and the middle distributions, we can see that the initial assumption has a 0.25
underestimation of the probability that the joint processing takes at least 20
time units.

Assuming the same setup, but with the source constantly changing color and
keeping the burst length of two jobs, we get a queue which can only contain one
red and one blue job. This source will have a response time distribution given on
the right of figure 2. The graph shows just a single possible execution time with
probabilty 1.0; queues which take 2 time units on the first job, take 10 time units
on the second job (and vice versa). This leads to a constant sum of 12 time units.
Again we can see that the initial independency assumption underestimates the
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Fig. 1. Simple queue with a single task & the observed exec. time distribution
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probability: this time for the deadline of 12 time units. This difference translates
directly into unsafe predictions. Assuming the system has a deadline requirement
that F0,1 is below 20 time units in at least 70% of all cases (P (F0,1 < 20) ≥ 0.70).
The first and the last graph of figure 2 do fulfill this requirement. The middle
graph shows that the system would not meet the requirement P (F0,1 < 20) =
0.50. The middle graph is, obviously, most pessimistic for the stated requirement.
It is, however, not alway most pessimistic, and thus cannot be used as the worst
case convolution: Changing the deadline requirement to P (F0,1 < 10) ≥ 0.25 we
can see that the first and the middle graph fulfill the requirement, but the third
graph does predict system failure.

All these different scenarios are based on the same individual execution time
distributions FC′

0
. This error in the analysis is due to the uncaptured dependencies

between the random execution times. These dependencies have to be excluded
or they have to be considered by the analysis to guarantee the correctness of the
result.

4 Problem Statement

Given a set of tasks S = {τ1, τ2, ..τn}. τi = (Ci, di, M). Where Ci is the execution
time and di is the relative deadline of task τi and M is real number between 0
and 1. Ci is a discrete random variable with probability mass function fCi(c) =
P (Ci = c) and cumulative probability function FCi(c) = P (Ci ≤ c). (Where
P (x) is the probability that in the specific system the event x is observed.)
Furthermore a series of jobs τi,j = (τi, ai,j) with task τi and an arrival time ai,j

is given.
We assume a static priority preemptive scheduling. The tasks τi i ∈ N are

w.l.o.g. ordered by priority. Jobs violating their deadlines are instantly killed.
For each job τi,j the response time is given by the random variable Ri,j . Job

τi,j is said to fulfill its QoS requirement (di, M) if FRi,j (di) ≥ M . We are seeking
to find for all jobs τi,j bounds (Ri,j , Ri,j) to the distributions of the response
time Ri,j fulfilling ∀r ∈ N.FRi,j (r) ≥ FRi,j (r) ≥ FRi,j (r). These bounds should
be valid under arbitrary dependencies.
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5 Independent Jobs

First, we reproduce the results for the response time analysis of independent tasks.
In the following we will extend the theory to handle unknown dependencies.

One main differentiator of the works is the definition how two random vari-
ables are added: Given two independent random variables X and Y the distribu-
tion of the sum Z = X + Y can be calculated as:

FZ(z) =
∑

z=x+y

FX(x) ∗ FY(y)

This is the basic convolution that is assumed for the following works. We will
later extend this addition to handle unknown dependencies.

[16] reinterpret the classical scheduling formula for probabilistic systems. For
a job τi,j = (τi, ai,j) and time interval [ai,j , ai,j + t] let τχ0 , τχ1 , ..., τχr be the
finite series of higher priority job arrivals from ai,j until ai,j + t. τχr is the last
job started before ai,j +t. First an upper bound to the response time distribution
at time t is defined:

Rt
i,j = Ci + Cχ0 + Cχ1 + ... + Cχr (1)

With Cχn being the execution time distribution of τχn .
The probability for completion before the deadline is

max{FRt
i,j

(t)|t ∈ E} (2)

Where E is the set containing the di,j , the deadline of task τi,j , and all ar-
rival times of higher priority tasks before di,j . The authors remark the potential
problems of the assumed independency in their approach.

Eq 1 is a straightforward extension of the deterministic case. It does not differ-
entiate ’when’ the interference happens. Consider a task with random execution
time executing for 2 time units and then being interrupted (by a deterministic
task) for 4 time units. The left part of figure 3 follows the assumption implicitly
made in eq 1. The right side of the figure shows how taking the offset between the
preemption and the activation into account improves the response time analysis.
In an analysis of deterministic tasks this ’interference-offset’ does not have to be
taken into account. This can be easily seen when the distribution of the task in
fig 3 is exchanged by the distribution of a deterministic task with a single step
of height 1.0 at t ≥ 3 (see fig 4).

1 2 3 4 5 6 7 8 90 1 2 3 4 5 6 7 8 90

interference interference

Fig. 3. Stochastic task interrupted - approximate and exact solution
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1 2 3 4 5 6 7 8 901 2 3 4 5 6 7 8 90

interferenceinterference

Fig. 4. Task with one possible execution time interrupted - interference offset does not
matter

[5] propose the operation “convolve from r” that respects the condition of the
interference: only instances that take longer than r are interfered.

The random variable Y is added if and only if X exceeds r. To achieve this,
FX is split into F

[0,r]
X and F

(r,∞)
X where x ∈ I ⇒ F I

X(x) = FX(x) otherwise
F I

X(x) = 0.
The sum Z of X from r and Y under independence (written Z = X +r Y) has

the distribution:

FZ(z) = F
[0,r]
X (z) +

∑
z=x+y

F
(r,∞)
X (x) ∗ FY(y)

The operation +r is non-associative. We define the operation +r to be
left-associative. For better readability parentheses are omitted.

The response time distribution is given by

Ri,j = Ci +δχ0
Cχ0 +δχ1

Cχ1 ... +δχr
Cχr (3)

δχn := aχn − ai is the arrival time difference between the analyzed job τi,j and
τχn .

Interference which occurs only under the condition that the execution took
longer than a specific time now affects only that part of the distribution. The
probability for completion within the deadline is thus FRi,j (di).

6 Dependencies in Execution Times

The previous analysis assumed for all random variables independency. The re-
sults are only valid if we can assure for any two jobs τi,j , τi′,j′ in the system that
the execution time distribution of one job does not change when another job has
a certain execution time (Ci′,j′ = c).

∀(i, j) �= (i′, j′).P (Ci,j = c ) = P (Ci,j = c | Ci′,j′ = c′ ) (4)

The term dependency is also commonly used in the sense of “one task waiting
for another task”. In this work “dependency” signifies a relationship between
execution times only and not a precedence relationship.

Here stochastic dependencies describe all remaining influences on the response
time distributions (FR) once the execution time distributiones (FC) and activa-
tion times are fixed. We will depict two different types of dependency. First a
dependency between the jobs of a single source and then a dependency between
the jobs of different sources.
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6.1 Sources with History

A intra source dependency is a dependency between two jobs of the same ’source’.
This kind of dependency typically occurs in streams of jobs which have an in-
herent recurring regularity. An intra source dependency exists if

∃n > 0.P (Ci,j = x | Ci,j−n = y) �= P (Ci,j = x) (5)

An intra source dependency exists whenever the execution time of a job depends
on the execution time of previous jobs.

An example for this scenario is the processing of MPEG streams. MPEG
streams consist of a series of so-called I-, B-, and P-Frames. An I-Frame will
typically be followed by a number of B- and P-Frames. Conversely the occurence
of two consecutive I-Frames is rare. As the different types of frames have very
different transmission lengths and execution times associated with them, this
qualifies as an intra source dependency.

In deterministic performance analysis for MPEG stream processors, these
streams are modelled in a context-aware fashion. This means that the analysis
is ’application-aware’ and can handle this situation [8].

Another example for an intra source dependency, which is not due to the
application model, are systems with caches: Consider two jobs executed back-
to-back which require the same processing. The first invocation can suffer a
cache miss, executes a long time while loading data into the cache. The second
invocation, accessing the same data, will not suffer this cache miss and thus will
execute faster. In this situation, the long execution of the first run will not be
followed by another long execution.

6.2 Synchronized Sources

We speak of an inter source dependency if two or more sources change the load
characteristic at the same time. An inter source dependency exists if there are
two jobs (τi,j , τi′,j′) with

P (Ci,j = x | Ci′,j′ = y) �= P (Ci,j = x) with (i, j) �= (i′, j′) (6)

As an example consider variable bitrate video streams with isolated processing of
audio and video. Streaming rates depend on the ’level of action’ inside a stream.
Calm scenes are probably accompanied by calm sounds and scenes with higher
activity typically have high activity at both levels, audio and video. If one task
is ’nearly idle’, the other is probably as well. This is a inter source dependency.

Another example is a system with exclusive-or style load balancing between
two tasks. It is not uncommon for two system functions to be designed in such a
way that only one task is highly loaded at a time, while the other task (sharing
the same processing resource) is nearly idle. This happens for example if in
a multimedia stream processing different codecs are implemented in different
tasks. As only one codec is active at a time, only this will generate high load.
The unused codecs will generate no load.
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6.3 Modeling of Dependency

A colored task τi = (Ck0 , Ck1 , Ck2 , ..., di) is a deadline di, a set of colors k0, k1, ...
and for each color a random response time Ck0 . A colored job τi,j = (τi, αi,j , ki,j)
is a task with an activation time αi,j ∈ N and colored token ki,j ∈ K. The
execution time Ci,j of task τi,j is chosen as determined by the color ki,j . No
other data than the color changes the odds of the random execution time Ci,j .
More formally

P (Ci,j = c | ki,j = k ) = P (Ci,j = c | ki,j = k ∨ φ ) (7)

where φ is any formula which does not contain Ci,j = c′. Using this model, we
consider the job source as the generator of stochastic dependencies within the
system. This model holds for a big class of systems and resembles multi-modal
tasks in deterministic models.

6.4 Simulation of Effect

A simple example of a series of task activations with response time dependency
will clarify the use of the model:

A single task t1 with two possible execution times is periodically activated.
The task has an arbitrary high deadline, and yet unprocessed tasks are stored
in an unbounded queue. The execution time c1,n of job t1,n is determined by
the following formula: c1,n = t1,off + t1,mul ∗ x. Where t1,off and t1,mul are
non-negative task parameters and x ∈ {0, 1} is a random variable (the color).
Furthermore t1,off ≥ t1,mul. The random variable x is determined by a source
with one of the following strategies:

– independence: x changes from 0 to 1 (or vice versa) with a probability of 0.5
– positive dependence: x changes with a probability of 0.1
– negative dependence: x changes with a probability of 0.9

The tasks’ execution time distribution FCn is identical for all dependencies.
The resulting response-time has been plotted in figure 5. The figure shows the
measured CDFs for the three scenarios. Comparing the three scenarios from left
to right, you can identify that the end-to-end response time is dominated by
the dependency of the tasks. The example demonstrates that a dependency has
a significant effect on the response time distribution and should be taken into
account.

The task’s execution time distribution FC is identical for all cases. The re-
sulting response-time of the first 500 simulated tasks has been plotted in the
bottom part of figure 5. The three lower graphs show the the execution time on
the y-axis and the invocation number on the x-axis. The top part of the figure
shows the measured CDFs for the three scenarios.

Comparing the three scenarios from left to right, it can be seen, that the
backlog of the queues dominate the response time. The example demonstrates
that an intra source dependency has a significant effect on the response time
distribution and should be taken into account.
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Fig. 5. Simulated response-time with (a) independent (b) + dependent and (c) −
dependent tasks

7 Taking Dependencies into Account

Analyzing a job τi,j , we have to consider all intra source dependencies for jobs
of higher priority which can be activated multiple times before the deadline di

(i.e. jobs of smaller period than τi). Additionally for all concurrently running
higher priority jobs, we have to consider a potential inter source dependency for
the sum of jobs of different prioritites.

For this we have to use distribution functions that are able to represent uncer-
tainty (i.e. distribution functions which can bound the probability for the value
to be within a certain interval). To reason about interval bounds of stochastic
variables, we will introduce so-called probability boxes.

7.1 Probability Bounds and Probability Boxes

A probability box (p-box) [6] is the generalisation of interval arithmetic in the
realm of distribution functions. Given a cumulative distribution FX : N → [0, 1],
a p-box is a pair of functions FX, FX : N → [0, 1] with
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Fig. 6. M , Π and W copulas
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FX(x) ≤ FX(x) ≤ FX(x) (8)

For any FX, (FX, FX) := (FX, FX) is a bounding p-box. Execution time dis-
tributions FX map a time tx to the probability that the execution time is less
than or exactly tx time units. Execution time p-boxes (FX, FX) map a time tx
to a minimum and maximum probability that the execution time is less than or
exactly tx time units (the interval for tx = 11 is marked by the vertical arrow in
figure 7). Formally, a p-box satisfies

FX(x) ≤ P (task finished before tx) ≤ FX(x) (9)

Where P (x) is the probability that in the specific system the event x is observed.
Probability boxes can also be used to read an execution time interval for a

given probability. E.g. the horizontal arrow in figure 7 shows that the WCRT
(the response time with an accumulated probability of 100%) ranges from 10 to
16 time units. These values say nothing about the best-case response time; the
meaning is that there may exist a system with a worst-case response time of only
10 time units. The best-case response time is found in the graph at the points
where the probability bounds leave the 0%-line. The best-case is guaranteed to
be between 6 and 11 time units.

Probability bounds can be efficiently described with probability boxes. The re-
maining question is how the sum of stochastic variables should be safely calculated.
[7, 13, 18] study arithmetic on stochastic variables with unknown dependencies.

Copulas are used to formalize dependencies between stochastic variables.
Copulas model the relation between (typically available) marginal distributions
and their joint distribution. i.e.: Given a two-dimensional distribution function
FH(x, y) with (one-dimensional) marginals FF(x) and FG(y). Then there exists
a copula C such that

H(x, y) = C(F(x), G(y)) (10)

In our sitation, 2 marginals FF and FG for different tasks/jobs are given. The
unknown dependency is modeled only by C.
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Obviously C is a function C : [0, 1] × [0, 1] → [0, 1]. Furthermore it has been
proven that all copulas satisfy

– C(a, 0) = C(0, a) and C(a, 1) = C(1, a) for all a ∈ [0, 1]
– they are 2-increasing: i.e. C(a2, b2) − C(a1, b2) − C(a2, b1) + C(a1, b1) ≥ 0

for all a1 ≤ a2, b1 ≤ b2.

Given these constraints, there exists a unique smallest and a unique largest
copula. Namely W (a, b) := max(a + b − 1, 0) and M(a, b) := min(a, b). These
copulas are handy as all copulas satisfy

W (a, b) ≤ C(a, b) ≤ M(a, b) (11)

This observation lead to the Fréchet bounds, that give upper and lower bounds on
the effect the dependency between marginals can have on the joint distribution:

max(FF(x) + FG(y) − 1, 0) ≤ FH(x, y) ≤ min(FF(x), FG(y)) (12)

Another commonly used copula is Π(x, y) := x ∗ y which models stochastic
independency of two random variables. M , W and Π are shown in figure 6.

Copulas and especially the W copulas give lower bounds for the probability
P (X ≤ x1 ∧ X ≤ y1) given the probability for P (X ≤ x1) and P (X ≤ y1).
This is closely related to the sum of random variables, yet a little extension is
neccesssary as we are not interested in the probability of P (X ≤ x1 ∧ X ≤ y1),
but instead we search for any given z1 the probability P (X + Y ≤ z1).

[18] gives probability bounds for the sum of two stochastic variables Z =
C1 + C2.

FZ(t) = inf
c1+c2=t

{W d(FC1(c1), FC2 (c2))} (13)

FZ(t) = sup
c1+c2=t

{W (FC1(c1), FC2 (c2))} (14)

Where W d(x, y) := x + y − W (x, y) = min(u + v, 1) is the dual of W . In order
to consider sums of p-boxes (instead of distribution functions as above) the
function is extended to p-boxes. The sum of two stochastic variables described
by probability boxes (FZ, FZ) = (FC1 , FC1) + (FC2 , FC2) is calculated as follows:

FZ(t) = inf
c1+c2=t

{min(FC1(c1) + FC2(c2), 1)} (15)

FZ(t) = sup
c1+c2=t

{max(FC1(c1) + FC2(c2) − 1, 0)} (16)

The proposed operation for the addition of two random variables has been proven
to be safe and furthermore pointwise best-possible [18]. That means for any
bound tighter than (FZ, FZ), one can find a dependency between the underlying
random processes, that would lead to a violation of these (tighter) bounds.
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7.2 Adaptions to Scheduling Analysis

We will now integrate Fréchet bounds and probability boxes into the scheduling
analysis formula using the “convolve from” operation. In order to do that, we
basically have to lift the “convolve from” operation from simple distributions
to probability boxes. I.e. the inputs of the convolve from operation are now
probability boxes, and the output of the convolve from operation are probability
boxes as well.

As this lifting from distributions to probability boxes is intriguingly conclu-
sive, we show directly the “convolve from” operation using probability boxes and
the Fréchet bounds:

The sum of (FX, FX) from r and (FY, FY) under any dependence is bounded
by (FZ, FZ) = (FX, FX) +r (FY, FY) is defined:

FZ(z) = FX
[0,r]

(z) + inf
z=x+y

{min(FX
(r,∞)

(x) + FY(y), 1)} (17)

FZ(z) = FX
[0,r]

(z) + sup
z=x+y

{max(FX
(r,∞)(x) + FY(y) − 1, 0)} (18)

The operation +r is non-associative. We define the operation +r to be left-
associative. For better readability parentheses are omitted.

The response time distribution is given by

(FRi,j , FRi,j ) = FCi +δχ0
FCχ0

+δχ1
FCχ1

... +δχr
FCχr

(19)

δtn is the arrival time difference between the analyzed task and tn.
The equation is well defined, as we can write FCi for the bounding p-box

(FCi , FCi) with FCi = FCi = FCi . Following our previous reasonings about the
fréchet bounds we can see that

∀t.FRi,j (t) ≥ FRi,j (t) ≥ FRi,j (t) (20)

Using this function for our scheduling analysis, we calculate safe and sharp
bounds to the distribtions. Aditionally, we also get a notion of how much the
missing dependency information is affecting the system, as we also calculate a
lower bound.

8 Comparison

Kim, Diaz, et. al. present an scheduling analysis for priority-driven periodic real-
time systems [11]. They give an example for the calculation of the response time
distribution of a job based on a given interarrival pattern of different jobs and
the job’s execution time given as a distribution. The jobs are assumed to be
mutually independent in their execution time. The initial workload is assumed
to be zero. Figure 9 presents a timeline with task activations and the ETPDFs
of t1, t2 and t3. Six graphs below the timeline show the remaining workload
distribution at different times.
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Fig. 8. Activation Diagram and Task Models

By time unit (tu) 3, task t1 is activated: as the current workload is zero, the
workload becomes exactly the task profile of t1. All graphs show results of Diaz’
original analysis and the proposed p-box based analysis. Diaz’ result is always
within the p-box (the proposed method). In the first graph only a single line is
visible, as both approaches are equal at 3 tu.

Until the next activation at 10 tu, no task is activated. To model the passing
of time, the graph is shrinked i.e. shifted to the left and all probabilities for
response times below zero are accumulated at 0. For details on shrinking see [11]
or the examples below. Now, at 10tu, a second job starts. The task execution
time distribution is added to the workload distribution. The result is presented
in the second graph.

The third graph shows the workload distribution by the activation time of
the task under analysis (16 tu). The workload distribution is composed of t3’s
own execution time distribution and the backlog distribution of the previous
invocations.

The next three graphs show the workload distribution of the task t3 at 16 time
units considering the preemption at 16+3 (fourth graph), 16+6 (fifth graph) and
16+8 (sixth graph). The graphs are no longer shrinked, instead the activation
time of the interrupting tasks is added starting from 3, 6 or 8 time units. The
last graph shows the actual response time distribution of this invocation of t3
(including all possible preemptions). This last graph is the job response time.

The big height of the p-box demonstrates how sensitive the system is to
execution time dependencies. Remarkably the result assuming independence is
quite far away from the ’worst-case’ p-box bound. As the frechet bounds used
to calculate the p-box are known to be sharp, we can assure that a wrongly
assumed independency can practically lead to misleading optimistic results.

Two specific examples give insight how the dependencies might look like, that
produce this big difference.

8.1 x=3 y=1.0 Example

Figure 10 shows the changing workload distribution on the left and arriving
tasks on the right. All distributions are aggregated by colors ’a’,’b’,’c’ showing
the dependencies between the different task activations. As t3 finishes within 3
timeunits, we do not give graphs for the succeeding invocations of t2.
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– Color ’a’: if t1,1 takes 8 time units, t1,2 takes 4 time units. 15 tus after the
activation of t1,1, at the arrival time of t3,1, no backlog is in the run-queue.
t3,1 is guaranteed to complete within 2 time units.

– N.B.: if t1,1 takes less than 8 time units, the run-queue is empty at the arrival
time of t2,2. Thus t1,1 only has to be considered if it executes 8 time units.

– Color ’b’: if t1,2 executes for 7 time units, t3,3 executes for 2 time units. At
the arrival time of t3,3 the backlog will be one time unit leading to a total
execution time of 3 time units.

– Color ’c’: if t1,2 executes for 8 time units, t3,3 executes for 1 time units. At
the arrival time of t3,3 the backlog will be two time units leading to a total
execution time of 3 time units.

The given dependency leads to R(3) = 1.0. Under independence the guarantee
is worse with R(3) ≈ 0.722.

8.2 x=10 y=0.66 Example

Figure 10 shows the queue distribution with the dependency to the new activa-
tions. For the distributions at t = 16 + 3 and beyond, only the case ’d’ of the
graph is affected, as this is the only case which is inside the manipulated part
of the queue distribution (+n only affects the part of the distribution which is
> n).

The given dependency leads to R(10) ≈ 0.667. Under independence the guar-
antee is far more optimistic with R(10) ≈ 0.993.

9 Conclusion

We demonstrated the effect of uncaptured dependencies in stochastic system
analysis and have introduced probability boxes to describe uncertain probabili-
ties instead of resorting to comonotonicity as a worst-case measure. Our exam-
ples demonstrate the magnitude of the effect and that neither the assumption
of independence, nor the assumption of comonotonicity leads to safe estimations
of the system behaviour.

Using our frechet-bound based ’convolve from’ operation, we generate safe
and sharp bounds for the analysis results. Using these methods, we can construct
a compositional system analysis. Furthermore by the calculation of the upper
and lower bound, we give a measure of the expected variation due to unknown
dependencies.
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Abstract. Buffered crossbar switches are special crossbar switches with
each crosspoint equipped with a small exclusive buffer. The crosspoint
buffers decouple input ports and output ports, and simplify switch
scheduling. In this paper, we propose a scheduling algorithm called Fair
and Localized Asynchronous Packet Scheduling (FLAPS) for buffered
crossbar switches, to provide tight performance guarantees. FLAPS
needs no speedup for the crossbar and handles variable length pack-
ets without segmentation and reassembly (SAR). With FLAPS, each
input port and output port independently make scheduling decisions
and rely on only local queue statuses. We theoretically show that a
crosspoint buffer size of 4L is sufficient for FLAPS to avoid buffer over-
flow, where L is the maximum packet length. In addition, we prove that
FLAPS achieves strong stability, and provides bounded delay guarantees.
Finally, we present simulation data to verify the analytical results.

Keywords: Buffered crossbar switches, performance guarantees,
speedup, stability.

1 Introduction

Crossbar switches provide nonblocking capabilities, and overcome the bandwidth
limitation of bus based switches [1]. They have long been used as high speed
interconnects in various computing environments, such as Internet routers, com-
puter clusters, and system-on-chip networks. Traditional crossbar switches have
no buffers at the crosspoints of the crossbar switching fabric, and packets have
to be directly transmitted from input ports to output ports. Such switches work
in a synchronous time slot mode and handle only fixed length cells [2]. When
variable length packets arrive, they need to be segmented into fixed length cells
at input ports. The cells are then used as the scheduling units and transmitted
to output ports, where they are reassembled into original packets and sent to
the output lines. This process is called segmentation and reassembly (SAR) [3].

With the development of VLSI technology, it has been feasible to integrate
on-chip memories to the crossbar [4] - [7]. Buffered crossbar switches are a special
type of crossbar switches, which have a small exclusive buffer at each crosspoint,
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Fig. 1. Structure of buffered crossbar switches

as shown in Figure 1. Crosspoint buffers decouple input ports and output ports,
and greatly simplify the scheduling process. Buffered crossbar switches can now
directly handle variable length packets and work in an asynchronous mode. To
be specific, input ports independently and periodically send packets of arbitrary
length to their crosspoint buffers, from where output ports retrieve the packets
one by one.

Compared with (fixed length) cell scheduling of unbuffered crossbar switches,
(variable length) packet scheduling of buffered crossbar switches has some unique
advantages. First, packet scheduling can better utilize available bandwidth and
achieve higher throughput. For cell scheduling, when a packet is segmented into
cells, its length may not be a multiple of the cell length, and padding bits have to
be inserted to the last segment to reach the cell length. The padding bits do not
contain useful information and waste bandwidth. In the worst case, if all packets
have a slightly longer length than the cell length, each packet has to be segmented
into two cells, and the switch can only achieve about a half of its maximum
capacity [14]. Second, packet scheduling reduces packet latency, and helps achieve
tight performance guarantees. Because there is no SAR, packets arriving at input
ports can be immediately transmitted, and packets received at output ports can
be immediately sent to the output lines. Third, no extra buffer space is necessary
at input ports and output ports for SAR, which lowers hardware cost. In cell
scheduling, an input port of an N × N switch may alternatively send segments
of N packets to the N different output ports, and similarly an output port may
receive segments from N input ports. Thus, NL buffer space is needed at each
input port and output port for SAR, where L is the maximum packet length.
Finally, cell scheduling is a special case of packet scheduling, or in other words,
packet scheduling can also handle fixed length cells.

The speedup of a switch defines the ratio of the crossbar speed to the input
or output port speed. To be specific, speedup of S means that the crossbar has
S times bandwidth as that of the input port or output port. Obviously, with
the same crossbar, the larger the speedup requirement is, the smaller the switch
capacity is. The buffered crossbar switches considered in this paper do not need



Providing Performance Guarantees for Buffered Crossbar Switches 299

speedup. Because the crossbar runs at the same speed as the output port, no
buffer space is necessary at the output port. When a packet is transmitted to
the output port, it will be immediately sent to the next hop via the output line.

There are a number of scheduling algorithms for buffered crossbar switches in
the literature. Those algorithms can be classified into two categories: to provide
performance guarantees [8] - [14] and to achieve high throughput [15] - [20]. The
former requirement is stronger than the latter. In other words, an algorithm with
tight performance guarantees usually delivers 100% throughput, but the reverse
is not always true. Among the scheduling algorithms providing performance
guarantees, some consider cell scheduling [8] - [13]. As discussed in the above,
cell scheduling may waste bandwidth due to the padding bits in SAR. Others
require speedup of two or more [9] - [14], which reduces the maximum capacity
of the switch by half. In particular, two packet scheduling algorithms, Packet
GVOQ (PGV) and Packet LOOFA (PLF), were proposed for buffered crossbar
switches in [14], and their performance guarantees were analyzed. There are two
main differences between the algorithms in [14] and our algorithm. First, PGV
and PLF work by emulating push-in-first-out (PIFO) scheduling algorithms for
output queued (OQ) switches, which means that they need to maintain the
operation of the reference algorithms. Second, PGV and PLF require speedup of
two for the crossbar. To the best of our knowledge, there have been no existing
packet scheduling algorithms for buffered crossbar switches without speedup.

In this paper, we propose the Fair and Localized Asynchronous Packet Schedul-
ing (FLAPS) algorithm for buffered crossbar switches without speedup. FLAPS
allows input ports and output ports to make independent scheduling decisions
based on only local information without data exchange. More specifically, an
input port needs only the statuses of its input queues, and an output port needs
only the states of its crosspoint buffers. FLAPS uses a time stamp based ap-
proach to schedule packets. We show that FLAPS has a crosspoint buffer size
bound of 4L, independent of the switch size. Furthermore, we prove that FLAPS
achieves strong stability, and provides bounded performance guarantees. Fi-
nally, simulations are conducted to verify the analytical results and evaluate the
performance of FLAPS.

The rest of the paper is organized as follows. In Section 2, we discuss the
ideal fairness model that will be used. In Section 3, we present the FLAPS
algorithm. In Section 4, we theoretically analyze the performance of FLAPS,
and in Section 5, we present simulation data to verify the analytical results. In
Section 6, we conclude the paper.

2 Preliminaries

In this section, we discuss the ideal fairness model that will be used in this
paper. To effectively evaluate the fairness performance of a scheduling algorithm,
it is necessary to have an ideal fairness model as the comparison reference. A
fairness model for packet scheduling can be regarded to have two roles. The
first role is to calculate the allocated bandwidth for traffic flows based on their
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requested bandwidth. The second role is to schedule the packets of different
flows to ensure that the actually received bandwidth of each flow is equal to its
allocated bandwidth.

Generalized Processor Sharing (GPS) [21] is a widely used fairness model for
packet scheduling. When GPS applies to a shared output link, it divides the
link bandwidth into multiple logical transmission channels. Each flow has its
own logical channel, and the channel bandwidth is proportional to the requested
bandwidth of the flow. GPS views flows as fluids of continuous bits, and trans-
mits the packets of a flow in its independent channel. As a result, each flow
uses the same amount of bandwidth as that of its allocated bandwidth. To im-
prove utilization, when a flow temporarily becomes empty, GPS will reallocate
the leftover bandwidth of the empty flow to the remaining backlogged flows in
proportion to their requested bandwidth.

As can be seen, when GPS serves a shared output link, it allocates available
bandwidth, including leftover bandwidth, in the proportional manner. However,
simple proportional bandwidth allocation is not proper for switch scheduling
[22] [23]. The reason is that, while flows of a shared output link are constrained
only by the link bandwidth, flows of a switch are subject to two bandwidth
constraints: the available bandwidth at both the input port and output port of
the flow. Naive bandwidth allocation at the output port may make the flows
violate the bandwidth constraints at their input ports, and vice versa.

Fair bandwidth allocation for switches is an interesting problem, and there
are algorithms [22] [23] in the literature to solve it. In this paper, we assume
that bandwidth allocation has been calculated using such algorithms, and the
scheduling algorithms just schedule packets to ensure the allocated bandwidth
of each flow. Also, when a flow of the switch temporarily becomes empty, we
do not assume that its allocated bandwidth is immediately reallocated. Instead,
the bandwidth allocation algorithms will consider the leftover bandwidth in the
next calculation. Bandwidth allocation is recalculated when requested band-
width changes or existing backlogged flows become empty. Given the calculated
bandwidth allocation, GPS can divide the bandwidth of a switch into logical
channels, as shown in Figure 2. Each flow has an independent logical channel,

In1

Out2Out1

In2

Fig. 2. GPS used for switch scheduling
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and the channel bandwidth is equal to the allocated bandwidth of the flow. Thus,
traffic of the flow can smoothly stream from the input port to the output port.

To sum up, we use GPS as the ideal fairness model only for its second role,
i.e., given the allocated bandwidth, to compare the received bandwidth of a flow
in our algorithm and in GPS.

3 Fair and Localized Asynchronous Packet Scheduling

In this section, we present the Fair and Localized Asynchronous Packet Schedul-
ing (FLAPS) algorithm.

The switch structure that we consider is shown in Figure 1. N input ports
and N output ports are connected by a buffered crossbar, which has no speedup.
Denote the ith input port as Ini and the jth output port as Outj . Use R to
represent the available bandwidth of each input port and output port, and the
crossbar also has bandwidth R. Each input port has a buffer organized as virtual
output queues (VOQ) [24], i.e., there are N virtual queues to store the packets
destined to the N different output ports. Denote the virtual queue at Ini for
packets to Outj as Qij . Each crosspoint has a small exclusive buffer. Denote the
crosspoint buffer connecting Ini and Outj as Bij . Output ports have no buffers.
After a packet arrives at the switch, it is first stored in the input queue, and
waits to be sent to the crosspoint buffer. The packet will then be sent from the
crosspoint buffer to the output port and immediately delivered to the output
line. We say a packet arrives at or departs from a buffer when its last bit arrives
at or departs from the buffer.

Define the traffic from Ini to Outj to be a flow Fij . Because we consider
performance guarantees in this paper, each flow has explicit allocated bandwidth,
and the objective of the scheduling algorithm is to ensure that each flow receives
the same amount of bandwidth as that of its allocated bandwidth. Use rij(t)
to represent the allocated bandwidth of Fij , which is a function of time t with
discrete values in practice. Bandwidth allocation is calculated by the algorithms
mentioned in Section 2. The calculated bandwidth allocation should be feasible,
i.e., no over-subscription at any input port or output port

∀i,

N∑
x=1

rix(t) ≤ R, and ∀j,

N∑
x=1

rxj(t) ≤ R (1)

The feasibility requirement is only for bandwidth allocation. It is necessary be-
cause it is impossible to allocate more bandwidth than what is actually available.
However, it does not mean that no temporary overload is allowed for an input
port or output port. As will be seen in Section 4.2, we use the extended leaky
bucket scheme for flow admission control. It allows any flow to be overloaded for
an arbitrarily long period with an arbitrarily large but finite burst.

There are two types of scheduling in the switch, which we call input scheduling
and output scheduling. In input scheduling, an input port selects a packet from
one of its input queues, and sends it to the corresponding crosspoint buffer.
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In output scheduling, an output port selects a packet from one of its cross-
point buffers, and sends it to the output line. When we need to differentiate
the scheduling algorithms used for input scheduling and output scheduling, we
use the notation “A-B”. A is the scheduler for input scheduling, and B is the
scheduler for output scheduling. A and B could be either FLAPS or GPS. If
we do not care the scheduler for output scheduling, we use a * mark for B. For
example, GPS-GPS means that GPS is used for both input scheduling and out-
put scheduling. In such a scenario, each flow has an independent channel, and
its traffic moves smoothly from the input output to the output port without
buffering in the middle, as shown in Figure 2.

Input scheduling and output scheduling of FLAPS rely on only local infor-
mation, and are conducted in an asynchronous and distributed manner. To be
specific, an input port needs only the statuses of the queues in its input buffer,
and does not exchange information with any crosspoint buffer or output port.
Similarly, an output port needs only the statuses of its crosspoint buffers.

We first describe the input scheduling of FLAPS, which uses time stamps as
scheduling criteria. There are two types of time stamps. For easy representation,
we denote the kth arrived packet of Fij as P k

ij . The first time stamp for P k
ij is

called virtual input start time, denoted as ÎS
k

ij , which is the service start time
of P k

ij at the input port in GPS-*. The second time stamp is virtual input finish

time, denoted as ÎF
k

ij , which is the service finish time of P k
ij at the input port

in GPS-*. In other words, if GPS is the scheduler for input scheduling, ÎS
k

ij and

ÎF
k

ij are the time that the first bit and last bit of P k
ij leave Qij , respectively.

ÎS
k

ij can be calculated as follows

ÎS
k

ij = max
(
IAk

ij , ÎF
k−1
ij

)
(2)

where IAk
ij is the arrival time of P k

ij at the input port. ÎF
k

ij satisfies the following
relationship ∫ ÎF

k

ij

ÎS
k

ij

rij(x)dx = Lk
ij (3)

where Lk
ij is the length of P k

ij . Because rij(t) has only discrete values in practice,

ÎF
k

ij can be easily calculated. For example, if rij(t) is a constant rij during[
ÎS

k

ij , ÎF
k

ij

]
, ÎF

k

ij can be calculated as

ÎF
k

ij = ÎS
k

ij +
Lk

ij

rij
(4)

In the first step of input scheduling of FLAPS, Ini identifies eligible packets. A

packet P k
ij is eligible for input scheduling if its virtual input start time ÎS

k

ij is
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Table 1. Input Scheduling of FLAPS

for Ini do {
while true do {

if there are packets in local input queues with virtual input
start time smaller than or equal to current system time {
select among such packets the one with the smallest

virtual input finish time, say P k
ij ;

send P k
ij to crosspoint buffer Bij ;//

system time progressing by
P k

ij

R

}
else {

wait until the next earliest virtual input start time;
}

}
}

smaller than or equal to the current system time t. In other words, a packet that
has started transmission in GPS-* is eligible in FLAPS-*. If there exist eligible
packets in the input buffer, Ini will select among such packets the one P k

ij with

the smallest virtual input finish time ÎF
k

ij , and send it to Bij . If there are no
eligible packets, Ini will wait until the next earliest virtual input start time of a
packet. Note that when Ini is waiting for an eligible packet, if an empty input
queue has a new incoming packet, whose virtual input start time is equal to its
arrival time, Ini should immediately start transmitting this new packet. For easy
reading, the pseudo code description for input scheduling of FLAPS is given in
Table 1.

We denote the actual input start time and finish time of P k
ij in FLAPS-* as

ISk
ij and IF k

ij , which are the time that the first bit and the last bit of P k
ij leave

Qij in FLAPS-*, respectively. Apparently

IF k
ij = ISk

ij +
Lk

ij

R
(5)

Output scheduling of FLAPS is similar to input scheduling. There are also several

time stamps for P k
ij . The virtual output start time ÔS

k

ij and virtual output finish

time ÔF
k

ij are the time that the first bit and last bit of P k
ij leave Bij in FLAPS-

GPS, respectively. In other words, after P k
ij is delivered to Bij by FLAPS, if

GPS is the scheduler for output scheduling, P k
ij will start transmission at ÔS

k

ij

and finish at ÔF
k

ij . ÔS
k

ij is calculated as

ÔS
k

ij = max
(
OAk

ij , ÔF
k−1
ij

)
(6)
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Table 2. Output Scheduling of FLAPS

for Outj do {
while true do {

if there are packets in local crosspoint buffers with virtual
output start time smaller than or equal to current system time {
select among such packets the one with the smallest

virtual output finish time, say P k
ij ;

send P k
ij to the output line;//

system time progressing by
P k

ij

R

}
else {

wait until the next earliest virtual output start time;
}

}
}

where OAk
ij is the arrival time of P k

ij at Bij in FLAPS-*, and is equal to IF k
ij

by neglecting the propagation delay. ÔF
k

ij satisfies the following relationship

∫ ÔF
k

ij

ÔS
k

ij

rij(x)dx = Lk
ij (7)

Similarly, in output scheduling of FLAPS, Outj first identifies eligible packets,

and a packet P k
ij is eligible if its virtual output start time ÔS

k

ij is smaller than or
equal to the current system time t. If there are eligible packets in the crosspoint
buffers, Outj retrieves the one P k

ij with the smallest virtual output finish time

ÔF
k

ij , and sends it to the output line. Otherwise, it waits until there is an eligible
packet. The pseudo code description for output scheduling of FLAPS is given in
Table 2.

Correspondingly, OSk
ij and OF k

ij are the actual output start and finish time
of P k

ij , which are the time that the first bit and the last bit of P k
ij leave Bij in

FLAPS-FLAPS, respectively. It is obvious that

OF k
ij = OSk

ij +
Lk

ij

R
(8)

4 Performance Analysis

In this section, we theoretically analyze the performance of FLAPS. We show
that FLAPS has a bounded crosspoint buffer size, achieves strong stability, and
provides tight delay guarantees.
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4.1 Crosspoint Buffer Size Bound

To avoid overflow at crosspoint buffers, we would like to find the maximum
number of bits buffered at any crosspoint.

Based on the description of the FLAPS algorithm, we have the following
properties.

Property 1. For any packet, its actual input start time in FLAPS-* is larger
than or equal to its virtual input start time in GPS-*, i.e.,

ISk
ij ≥ ÎS

k

ij (9)

Property 2. For any packet, its actual output start time in FLAPS-FLAPS is
larger than or equal to its virtual output start time in FLAPS-GPS, i.e.,

OSk
ij ≥ ÔS

k

ij (10)

First, we define some notations for input scheduling. We say that Qij is back-

logged at time t, if there exists k such that ÎS
k

ij ≤ t ≤ ÎF
k

ij . Intuitively, Qij is
backlogged at t if Qij has buffered bits at t in GPS-*. Define q̂ij(t) to represent
the backlog status of Qij at t. q̂ij(t) = 1 or 0 means that Qij is backlogged or
empty at t.

Use toBij(t1, t2) and t̂oBij(t1, t2) to represent the numbers of bits transmitted
by Fij from Ini to Bij during interval [t1, t2] in FLAPS-* and GPS-*, respectively.
Based on the definition of GPS, t̂oBij(t1, t2) can be calculated as

t̂oBij(t1, t2) =
∫ t2

t1

rij(x)q̂ij(x)dx (11)

Next, we define some corresponding notations for output scheduling. We say

that Bij is backlogged at time t, if there exists k such that ÔS
k

ij ≤ t ≤ ÔF
k

ij .
Define b̂ij(t) to represent the backlog status of Bij at t. b̂ij(t) = 1 or 0 means
that Bij is backlogged or empty at t.

Use toOij(t1, t2) and t̂oOij(t1, t2) to represent the numbers of bits transmitted
by Fij from Bij to Outj during interval [t1, t2] in FLAPS-FLAPS and FLAPS-
GPS, respectively. t̂oOij(t1, t2) can be calculated as

t̂oOij(t1, t2) =
∫ t2

t1

rij(x)b̂ij(x)dx (12)

The following lemma gives the relationship between the service time of a packet
in FLAPS-* and GPS-*.

Lemma 1. For any packet, its actual input start time in FLAPS-* is less than
or equal to its virtual input finish time in GPS-*, i.e.,

ISk
ij ≤ ÎF

k

ij (13)
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The proofs of Lemmas 1 to 4 are similar to the performance analysis of WF2Q
in [25]. They are omitted in this paper due to space limitations.

Correspondingly, there is a lemma for output scheduling.

Lemma 2. For any packet, its actual output start time in FLAPS-FLAPS is
less than or equal to its virtual output finish time in FLAPS-GPS, i.e.,

OSk
ij ≤ ÔF

k

ij (14)

The next lemma compares toBij(t1, t2) and t̂oBij(t1, t2).

Lemma 3. During interval [0, t], the difference between the number of bits sent
from input port Ini to crosspoint buffer Bij in FLAPS-* and GPS-* is greater
than or equal to −L and less than or equal to L, i.e.,

− L ≤ toBij(0, t) − t̂oBij(0, t) ≤ L (15)

For output scheduling, there is a similar lemma as follows.

Lemma 4. During interval [0, t], the difference between the number of bits sent
from crosspoint buffer Bij to output port Outj in FLAPS-FLAPS and FLAPS-
GPS is greater than or equal to −L and less than or equal to L, i.e.,

− L ≤ toOij(0, t) − t̂oOij(0, t) ≤ L (16)

The next lemma compares the number of bits transmitted by the same flow in
the input scheduling of GPS-* and the output scheduling of FLAPS-GPS.

Lemma 5. During interval [0, t], the number of bits transmitted by flow Fij

from input port Ini to crosspoint buffer Bij in GPS-* is less than or equal to
that from crosspoint buffer Bij to output port Outj in FLAPS-GPS plus 2L, i.e.,

t̂oBij(0, t) ≤ t̂oOij(0, t) + 2L (17)

Proof. Assume that Bij in FLAPS-GPS is empty immediately before time s and
is continuously backlogged during [s, t]. If Bij is not backlogged at t, then s = t.

By Lemma 3, we have toBij(0, s) ≥ t̂oBij(0, s) − L. Because Bij is empty
before s and backlogged after s in FLAPS-GPS, all packets arriving at Bij

before s have been transmitted to Outj , and a new packet arrives at Bij at s.
Thus

t̂oOij(0, s) ≥ toBij(0, s) − L

≥ t̂oBij(0, s) − 2L (18)
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On the other hand, because Bij is continuously backlogged during [s, t], b̂ij(t) is
equal to 1 in the interval. Therefore

t̂oOij(s, t) =
∫ t

s

rij(x)b̂ij(x)dx

=
∫ t

s

rij(x)dx

≥
∫ t

s

rij(x)q̂ij(x)dx

= t̂oBij(s, t) (19)

Adding (18) and (19), we obtain

t̂oOij(0, t) ≥ t̂oBij(0, t) − 2L (20)

The following theorem gives the bound for the crosspoint buffer size.

Theorem 1. In FLAPS-FLAPS, the maximum number of bits buffered at a
crosspoint buffer is upper bounded by 4L, i.e.,

toBij(0, t) − toOij(0, t) ≤ 4L (21)

Proof. By Lemma 4,

toOij(0, t) + L ≥ t̂oOij(0, t) (22)

By Lemma 5,

t̂oOij(0, t) + 2L ≥ t̂oBij(0, t) (23)

By Lemma 3,

t̂oBij(0, t) + L ≥ toBij(0, t) (24)

Summing the above equations, we have proved the theorem.

4.2 Switch Stability

We have shown in the above that FLAPS has a bounded crosspoint buffer size.
In this subsection, we show that the lengths of input virtual queues are finite,
and thus FLAPS achieves strong stability.

As discussed in Section 3, because each flow is allocated a specific amount
of bandwidth, it is necessary to have admission control for the flow to avoid
over-subscription. The leaky bucket scheme [1] is a widely used traffic shaping
scheme, and we will use it for admission control. In the classical definition of a
leaky bucket, the flow rate is a constant, which we extend in this paper to be
a variable. The reason is that the allocated bandwidth of a flow may change
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after bandwidth allocation calculations. Use toIij(t1, t2) to denote the number
of incoming bits of Fij during interval [t1, t2]. If Fij is leaky bucket (rij(t), σij)
complaint, then during any interval [t1, t2]

toIij(t1, t2) ≤
∫ t2

t1

rij(x)dx + σij (25)

where σij can be an arbitrary positive constant and is called the burst size of
Fij . Intuitively, during any time interval, Fij can have σij more incoming traffic
than what it can transmit.

Use Qij(t) to represent the queue occupancy of Qij at t, i.e. the number of
bits buffered in Qij at t. Define X(t) = (Q11(t), ..., Qij(t), ..., QNN (t)), and use
||X || to represent the Euclidean norm of vector X = (x1, x2, ..., xn), i.e.

||X || =

√√√√ n∑
i=1

x2
i (26)

Following the definition in [26], we say that a system of queues is strongly
stable if

lim
n→∞

sup E[||X(t)||] < ∞ (27)

Note that strong stability implies 100% throughput [26].

Theorem 2. When flows are leaky bucket complaint, FLAPS is strongly stable.

Proof. Assume that flow Fij is leaky bucket (rij(t), σij) compliant. Also assume
that Qij is empty immediately before s and continuously backlogged during
[s, t]. This indicates that all packets of Fij arriving at Qij before s have finished
transmission by s in GPS-*, and the next packet has not arrived. Therefore

toIij(0, s) ≤ t̂oBij(0, s) + L (28)

During [s, t], Qij is continuously backlogged, and thus

t̂oBij(s, t) =
∫ t

s

rij(x)q̂ij(x)dx =
∫ t

s

rij(x)dx (29)

Because the arrival traffic is leaky bucket (rij(t), σij) compliant, we have

toIij(s, t) ≤
∫ t

s

rij(x)dx + σij (30)

By (28), (29), and (30)
toIij(0, t) ≤ t̂oBij(0, t) + L + σij (31)

We know from Lemma 3 that t̂oBij(0, t) ≤ toBij(0, t) + L. Thus

toIij(0, t) ≤ t̂oBij(0, t) + L + σij

≤ toBij(0, t) + 2L + σij (32)
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By the definition of Qij(t), we can obtain
Qij(t) = toIij(0, t) − toBij(0, t) ≤ 2L + σij (33)

Since both L and σij are finite, we have

||X(t)|| =

√√√√ N∑
i=1

N∑
j=1

Qij(t)2 < ∞ (34)

4.3 Delay Guarantees

In this subsection, we show that FLAPS can provide bounded delay guarantees.
For easy analysis, we assume that the allocated bandwidth rij(t) of Fij is a
constant rij during interval[
min

(
ISk

ij , ÎS
k

ij

)
, max

(
OF k

ij , ÔF
k

ij

)]
.

Use ÕF
k

ij to denote the departure time of P k
ij in GPS-GPS. By neglecting the

propagation delay, we have ÕF
k

ij = ÎF
k

ij . Similarly, OF k
ij is the departure time

of packet P k
ij in FLAPS-FLAPS, if the propagation delay is neglected.

Theorem 3. The difference between the departure time of packet P k
ij in FLAPS-

FLAPS and GPS-GPS is greater than or equal to −Lk
ij

(
1

rij
− 2

R

)
and less than

or equal to L
(

3
rij

+ 2
R

)
, i.e.

− Lk
ij

(
1
rij

− 2
R

)
≤ OF k

ij − ÕF
k

ij ≤ L

(
3
rij

+
2
R

)
(35)

Proof. First, we prove OF k
ij − ÕF

k

ij ≥ −Lk
ij

(
1

rij
− 2

R

)
. It is obvious that

OF k
ij ≥ OAk

ij +
Lk

ij

R
= IF k

ij +
Lk

ij

R
(36)

Based on Property 1, we know ÎS
k

ij ≤ ISk
ij or in other words ÎF

k

ij − Lk
ij

rij
≤

IF k
ij − Lk

ij

R , and thus we obtain

ÕF
k

ij = ÎF
k

ij

≤ IF k
ij + Lk

ij

(
1
rij

− 1
R

)
≤ OF k

ij + Lk
ij

(
1
rij

− 2
R

)
(37)

Next, we prove OF k
ij −ÕF

k

ij ≤ L
(

3
rij

+ 2
R

)
. Based on Lemma 2, we know OSk

ij ≤

ÔF
k

ij and thus OF k
ij ≤ ÔF

k

ij+
Lk

ij

R . By Lemma 5, we have t̂oBij(0, t)−t̂oOij(0, t) ≤
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2L, and by Lemma 3, we have toBij(0, t) − t̂oBij(0, t) ≤ L. Combining them, we
obtain toBij(0, t) − t̂oOij(0, t) ≤ 3L. This indicates that, after P k

ij arrives at Bij ,
the maximum queue length at Bij in FLAPS-GPS is 3L. Because Bij is served by
GPS output scheduling with fixed allocated bandwidth rij in FLAPS-GPS, we
have

ÔF
k

ij ≤ OAk
ij +

3L

rij
≤ IF k

ij +
3L

rij
(38)

By Lemma 1, ISk
ij ≤ ÎF

k

ij and thus IF k
ij ≤ ÎF

k

ij +
Lk

ij

R . Combing the above
equations, we obtain

OF k
ij ≤ ÔF

k

ij +
Lk

ij

R

≤ IF k
ij +

3L

rij
+

Lk
ij

R

≤ ÎF
k

ij +
3L

rij
+

2Lk
ij

R

≤ ÕF
k

ij + L

(
3
rij

+
2
R

)
(39)

5 Simulation Results

We have conducted simulations to verify the analytical results obtained in Sec-
tion 4 and evaluate the performance of FLAPS.

In the simulations, we consider a 16 × 16 buffered crossbar switch without
speedup. Each input port and output port has bandwidth of 1G bps. Since
FLAPS can directly handle variable length packets, we set packet length to be
uniformly distributed between 40 and 1500 bytes [27]. For bandwidth allocation,
we use the same model as that in [15] and [17]. The allocated bandwidth rij(t)
of flow Fij at time t is defined by an unbalanced probability w as follows

rij(t) =

{
R

(
w + 1−w

N

)
, if i = j

R 1−w
N , if i �= j

(40)

When w = 0, Ini has the same amount of allocated bandwidth at each output
port. Otherwise, Ini has more allocated bandwidth at Outi, which is called
the hotspot destination. Arrival of a flow Fij is constrained by a leaky bucket
(l∗rij(t), σij), where l is the effective load. We set the burst size σij of every flow
to a fixed value of 10,000 bytes, and the burst may arrive at any time during a
simulation run. We use two traffic patterns in the simulations. For traffic pattern
one, each flow has fixed allocated bandwidth during a single simulation run. l is
fixed to 1 and w is one of the 11 possible values from 0 to 1 with a step of 0.1.
For traffic pattern two, a flow has variable allocated bandwidth. l is one of the
10 possible values from 0.1 to 1 with a step of 0.1, and for a specific l value, a
random permutation of the 11 different w values is used. Each simulation run
lasts for 10 seconds.
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5.1 Crosspoint Buffer Size

Theorem 1 in Section 4.1 gives the bound of the crosspoint buffer size as 4L.
In this subsection, we look at the maximum and average crosspoint buffer occu-
pancies in the simulations.
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Fig. 3. Crosspoint buffer occupancy of FLAPS. (a) With different unbalanced proba-
bilities. (b) With different loads.

Figure 3(a) shows the maximum and average crosspoint buffer occupancies
under traffic pattern one. As can be see, the maximum occupancy is always
smaller than the theoretical bound. It grows as the unbalanced probability in-
creases, but suddenly drops when the unbalanced probability becomes 1. This
is because when the unbalanced probability is 1, all packets of Ini go to Outi.
Thus, there is no switching necessary, and the crosspoint buffer occupancy be-
comes smaller. For the average occupancy, it does not change significantly with
different unbalanced probabilities, and drops when the unbalanced probability
becomes 1 for the same reason. We can find that the average occupancy is more
affected by the load than the unbalanced probability. Figure 3(b) shows the max-
imum and average crosspoint buffer occupancies under traffic pattern two. We
can see that the maximum occupancy increases as the load increases, but does
not exceed the theoretical bound. On the other hand, the average occupancy
does not change much and is smaller than 200 bytes before the load increase
to 1. This also confirms the previous observation that the average occupancy is
determined by the load.

5.2 Throughput

Theorem 2 in Section 4.2 shows that FLAPS achieves strong stability, which
implies 100% throughput. Next, we present the simulation data on throughput
of FLAPS.

Figure 4(a) shows the throughput under traffic pattern one. We can see that
the throughput for all unbalanced probabilities is greater than 99.99%, which
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Fig. 4. Throughput of FLAPS. (a) With different unbalanced probabilities. (b) With
different loads.

demonstrates that FLAPS practically achieves 100% throughput. Figure 4(b)
shows the throughput under traffic pattern two. As can be seen, the throughput
grows consistently with the effective load, and finally reaches 1.

5.3 Jitter

In this subsection, we present the simulation data on jitter, which is the difference
between the packet departure time in FLAPS and GPS. Theorem 3 in
Section 4.3 gives the lower bound and upper bound for the jitter of packet P k

ij .
Because Theorem 3 assumes fixed allocated bandwidth rij , we use only traffic pat-
tern one for this part of simulations. Note that the lower bound value depends on
the packet length Lk

ij . For easy plotting of the figure, we calculate the jitter lower
bound for all packets of flow Fij as follows

− Lk
ij

(
1
rij

− 2
R

)
≥

{
−L

(
1

rij
− 2

R

)
, if rij ≤ R

2

0, if rij > R
2

(41)
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Fig. 5. Jitter of FLAPS with different unbalanced probabilities
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Figure 5 shows the minimum, maximum, and average jitters of a representative
flow F11 under traffic pattern one. We can see that the minimum jitter is almost
coincident with but always greater than the lower bound, and the maximum jitter
is always less than the upper bound. As the unbalanced probability increases,
the minimum jitter increases and the maximum jitter decreases. For most of the
time, the average jitter is very close to zero, indicating that FLAPS and GPS
have similar average packet delay.

6 Conclusions

Buffered crossbar switches are special crossbar switches with crosspoint buffers.
The introduction of crosspoint buffers greatly simplifies the scheduling process.
In this paper, we have proposed the Fair and Localized Asynchronous Packet
Scheduling (FLAPS) algorithm, which does not require speedup for the cross-
bar and can directly handle variable length packets without segmentation and
reassembly (SAR). FLAPS uses a time stamp based approach for both input
scheduling and output scheduling. We theoretically analyze the performance of
FLAPS, and show that it has a crosspoint buffer size bound of 4L, independent
of the switch size. We also prove that it achieves strong stability, and provides
bounded delay guarantees. Finally, we present simulation data and show that
they are consistent with the analytical results.
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Abstract. Maximizing the aggregate network utility and minimizing the network 
energy consumption are important but conflict goals in wireless sensor networks. 
Challenges arise due to the application-specific computing and communication 
resources constraints and end-to-end real-time constraints. This paper studies the 
tradeoff between energy consumption and network performance in Real-Time 
Wireless Sensor Networks (RTWSN) by investigating the interaction between the 
network performance optimization and network lifetime maximization problems. 
We address the tradeoff between these two conflict goals as a joint non-linear 
optimization problem. Based the solution of the optimization problem, we design 
an online distributed algorithm to achieve judicious tradeoff based on application-
specific focus, while at the same time meeting real-time and resource constraints. 
Extensive simulation studies illustrate the efficiency and efficacy of the proposed 
algorithm. 

Keywords: Real-Time, Wireless Sensor Networks, System Lifetime, Network 
Performance. 

1   Introduction 

Over the last few years, the design of wireless sensor networks has gained increasing 
importance due to their potential for many military and civil applications, such as fire 
monitoring, border surveillance, medical care, highway traffic coordination, etc. 
Many of those applications have real-time requirements. To satisfy the real-time 
requirements of many of these applications, Real-Time Wireless Sensor Networks 
(RTWSNs) have been developed in the literature [2] [9] [16][17][18][25]. 

To design an RTWSN, one has to consider the following issues: network 
performance, energy consumption, and real-time requirements. Network performance 
refers to the level of quality of service (QoS) provided by an RTWSN. For energy 
consumption, since sensor nodes are typically driven by batteries, they have to 
comply with limited battery budgets. Very often, battery recharging manually or 
replacement is impossible due to the deployment of sensor nodes in inaccessible or 
hostile environment. Such energy constraints bring about the notion of network 
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“lifetime”. The network is considered to be alive while all the nodes still have some 
energy; the lifetime is the time from the initialization of the network to the time until 
the first node runs out of energy. For many applications mentioned above, the sensor 
data are only valid for a limited duration; hence need to be delivered within certain 
real-time constraints (e.g., deadlines). In this paper, we study problems in RTWSNs 
considering all of the above three metrics together. 

For a specific application in RTWSNs, phenomena of interest will change with 
time. Instead of using worst-case sampling rates that will work for all the phenomena, 
dynamically finding the set of globally optimal sampling rates will provide better 
QoS. For most applications, higher sampling rates offer better QoS. We will exploit 
network aggregate utility over sampling rates and route selection to refer to the 
network performance. 

In an RTWSN, we can increase the network lifetime or the network utility by using 
transmission schemes as dynamic routing selection and dynamically finding the set of 
optimal sampling rates under real-time constraints. We note that there is an inherent 
tradeoff between the network lifetime and the network utility. Maximizing network 
utility may require some nodes to lie on routes of many source destination pairs with 
higher sampling rates, which may cause them to run out of energy quickly. We can 
increase the network lifetime routing selection avoiding the creation of hot spots 
where some nodes die out quickly and cause the network to fail as well as decreasing 
the sampling rates at the expense of the network utility. 

In this paper, we systematically study the joint optimization of system lifetime and 
network utility under schedulability and real-time constraints in an RTWSN. We first 
model and formulate the lifetime maximization and network utility maximization as 
two optimization problems separately.  By introducing a designed parameter, we 
formulate the tradeoff between lifetime and network utility as a joint optimization 
problem. Due to the distributed nature of wireless sensor networks, we design a 
distributed algorithm for the joint optimization problem. We exploit the NUM 
framework as discussed in Shu et al.’s work [2]. In this paper, we propose a 
distributed algorithm for our optimization problem. We will illustrate the tradeoff 
between system lifetime and network utility by assigning different values to the 
designed parameter. The designed parameter is selected by domain experts. We will 
also show that the distributed algorithm is effective in both routes selection and 
sampling rates assignment. 

In summary, the main contribution of this paper is twofold: 

1) To the best of our knowledge, our study is the first to investigate the joint 
optimization of system lifetime and network utility under real-time constraints in a 
wireless sensor network. With different designed parameters for different 
applications, different routes selection and sampling rates are obtained to meet 
requirements from those applications. 

2) We design a distributed algorithm that corresponds to the mathematical solution 
of our optimization problem, and show the efficiency of the algorithm through 
simulations. 

The rest of this paper is organized as follows: Section 2 briefly introduces the relate 
work; Section 3 formulates and models the joint optimization between system lifetime 
and network utility; Section 4 solves the optimization problem using the primal-dual 
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method and dual decomposition technique; Section 5 presents the distributed 
algorithm that matches the solution in Section 4; Section 6 evaluates the distributed 
algorithm and tradeoff problem; and Section 7 concludes the paper. 

2   Related Work 

Due to the wide deployment of wireless sensor networks, many researchers are now 
developing technologies such as localization, topology control, and power 
management for different kinds of applications. A comprehensive survey is referred 
to [10]. 

Energy efficiency routing algorithms for wireless sensor networks have attracted 
considerable attentions. Many of the works on this topic focus on minimizing the total 
energy consumption of the network [11][12][13][24][26][27][28]. Such optimization 
goal can lead to draining some nodes’ energy very quickly. To remedy, [14] proposes 
the heuristics of selecting routes in a distributed manner to maximize the network 
lifetime. Distributed iterative algorithms for computing the maximum lifetime flow 
are described in [15], where each iteration involves a bisection search on the network 
lifetime and the solution of a max-flow problem to check the feasibility of the 
network lifetime. 

Sha et al. [16] first study the problem of finding the optimal task execution rates 
subject to the schedulability constraints for digital controllers. To the best of our 
knowledge, works by Caccamo et al. [17] first deal with multi-hop RTWSN. 
Adopting their cellular base station backbone layout, Liu et al. design the Real-time 
Independent Channels (RICH) architecture [9]; model the real-time sampling rate 
assignment problem as a constrained optimization problem; and propose a distributed 
algorithm using Internet pricing schemes [18]. In contrast to Liu et al.’s work, Shu et 
al. [2] consider dynamic routing: in their model, each sensor source has one or more 
paths leading to its destination, and one path at a time is selected for data 
transmission. They show their proposed data transmission scheme outperforms the 
scheme in [9].  

Although both network lifetime maximization and utility maximization have been 
extensively studied in recent years, few works consider them together and study the 
tradeoff between them in wireless sensor networks [19][20]. To the best of our 
knowledge, this paper is the first to study such tradeoff. 

The problem of resource allocation for congestion control in computer networks is 
first studied by Kelly [4][5] and Low et al.[18], which lay the foundation of Network 
Utility Maximization (NUM). Recent researches model the overall communication 
network as a generalized NUM problem; each layer corresponds to a decomposed 
sub-problem; and the interfaces among layers are quantified as functions of 
optimization variables coordinating the sub-problems. The approaches of Chen [22], 
and Lin [23] show (from different aspects) how a joint optimization problem can be 
decoupled and separated into different network layers. Based on the primal-dual 
method and dual decomposition technique from the NUM framework, we solve the 
optimization problem is this paper, and find an effective distributed algorithm. 

In terms of performance metric, we adopt the utility loss index to capture the 
performance loss. For more details, refer to [9]. RICH architecture is shown in Fig. 1 
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proposed by Liu et al. employs the mixed FDMA-CDMA scheme. Our work exploits 
the RICH architecture [9] to support real-time flows on wireless sensor networks. 
Schedulability analysis is similar to [2]. Due to space limit, interested readers are 
referred to [2] for details. 

 

Fig. 1. The Internal Architecture of a RICH Base Station 

3   Formulation and Modeling 

In an RTWSN, a number of sensor nodes are deployed according to the RICH 
architecture [9]. We consider about non-rechargeable and irreplaceable sensor 
batteries. There are multiple source and destination pairs, and there is a set of paths 
for each source and destination pair, which can be chosen offline based on given 
routing algorithms for wireless sensor networks such as SPIN [4], GPSR [5], GEAR 
[6], SPEED [7] or RPAR [8]. The performance of the RTWSN is characterized by 
two metrics: the network lifetime and the network utility. The network utility is 
roughly proportional to the allocated sampling rate at each source node. 

3.1   Supporting Multi-hop RTWSN 

We assume that our wireless base stations (the so-called RICH base stations) have the 
internal architecture illustrated by Fig. 1. Each RICH base station has seven DSSS-
CDMA modulation/demodulation co-processors. Each co-processor operates with a 
distinct Direct Sequence Spread Spectrum CDMA (DSSS-CDMA) Pseudo Noise 
sequence at a distinct FDMA RF band. Six of the DSSS-CDMA co-processors are 
receivers, and the other one is the only transmitter of the base station.  

The broadcast of a RICH base station is overheard by its six neighbor base stations. 
The wireless medium to the six neighbors are usually. According to DSSS-CDMA 
theory, given RF band, the upper bound of data bit bandwidth is determined, which 
we call affordable bandwidth. Suppose for a base station X , due to the irregularity of 
wireless medium, the affordable bandwidths to its six neighboring RICH base stations 
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are 1B , 2B , …, 6B . The transmission data bandwidth of X  is 1 2 6min{ , ,..., }B B B B= . 

Therefore the broadcast of  X  is reliably received by all its six neighbors, i.e. B  
models factors such as the impact of radio irregularity on the wireless medium. 

Consider an RTWSN with N  nodes, among which there are S  sources. Each 
source s  has sK  available paths or routes from the source to its destination. Only one 
route is selected for transmitting the data for source s . Let sf  be the sampling rate of 

source s , and each node on the route of source s  also forwards data at such rate. 
Physical limitations of a sensor imply an upper bound on its sampling rate. On the 

other hand, an RTWSN application may require a minimum sampling rate to maintain 
a minimum performance. Hence we have: 

 min max ,f f f≤ ≤  (1) 

where f  is the vector of sampling rates of all sources. 
To meet the real-time requirement of an RTWSN, we explore non-preemptive EDF 

scheduling constraint as our schedulability constraint. For details, refer to [9]. We have: 

 ,Af b≤  (2) 

where matrix A  corresponds to the routing topology and is obtained by node-wise 
analysis, column matrix b  reflects the bandwidth of each node in the network. 

3.2   Lifetime Maximization 

To maximize RTWSN lifetime by joint rate assignment and dynamic route selection, 
we can formulate the problem as a nonlinear optimization problem with linear 
constraints. 

For each node i , let isd  denote the ternary value which is decided by the network 

topology: 

2, if i both receives and transmits packets from s;

1, if i only recieves or transmits packets from s;

0, otherwise.
isd

⎧
⎪= ⎨
⎪
⎩

 

Here we assume without loss of generality that the wireless transmission energy cost 
is the same as reception energy cost. Our analysis can be easily extended to the cases 
where these two costs are not equal. 

Each node i  is assumed to have initial battery energy iE . The energy spent by 

node i  to transmit or receive a unit of information is ie . Then the lifetime of each 

node i  is given by 

 .i
i

is i s
s S

E
T

d e f
∈

=
∑

 (3) 

We define the network lifetime netT  to be the time until the first node runs out of 

energy, i.e.: 

 min .net i
i N

T T
∈

=  (4) 
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Our aim is to find an algorithm that maximized the network lifetime. Hence we 
introduce the network lifetime netT  as our objective function. 

To find an algorithm that maximizes the network lifetime both under the 
constraints in (1) and (2), the following optimization problem should be solved: 

 

,

max

min

max

subject to

,

,

.

net
f R

T

f f

f f

Af b

≤
≥
≤

 (5) 

Here R  refers to all available routes. 
The problem in (5) can be re-written as: 

 

,

max

min

max

subject to

,

,

,

, ,

f R

is i s i
s S

T

f f

f f

Af b

T d e f E i N
∈

≤
≥
≤

≤ ∀ ∈∑

 (6) 

where the last set of constraints models the energy consumption at each node. Let 
1

q
T

= , and is is iP d e= , we obtain an equivalent linear programming formulation: 

 

,

max

min

min

subject to

,

,

,

, .

f R

is s i
s S

q

f f

f f

Af b

P f qE i N
∈

≤
≥
≤

≤ ∀ ∈∑

 (7) 

3.3   Network Utility Maximization 

The network utility maximization can be achieved by minimizing the network Utility 
Loss Index (ULI), which is used to capture the performance loss to the ideal case. 
According to [9], the ULI has the following general form: 

( ) s sf
s s s sU f e βω α −= , 

where non-negative values sω , sα  and sβ  are application-specific parameters, which 

can be determined through curve fitting using measured data. 
By employing the ULI as our objective function, the optimization problem for 

network utility maximization based on joint dynamic routing selection and rate 
assignment under the constraints in (1) and (2) can be stated as follows: 
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,

max

min

min ( )

subject to

,

,

.

s s
f R

s

U f

f f

f f

Af b

≤
≥
≤

∑

 (8) 

3.4   Joint Network Lifetime Maximization and Utility Maximization 

As stated above, we have two important but conflicting objectives when optimizing 
the network performance, i.e., achieving network lifetime maximization (5) and 
maximizing network utility among sensor nodes (8), both of which can be formulated 
as constrained minimization problem. Hence the tradeoff between them can be 
formulated as a joint programming problem by introducing the weighting method. In 
conclusion, we have the joint optimization problem for network lifetime 
maximization and utility maximization by introducing a designed parameter ω : 

 

,

max

min

min (1 ) ( )

subject to

,

,

,

, .

s s
f R

s

is s i
s S

q U f

f f

f f

Af b

P f qE i N

ω ω

∈

+ −

≤
≥
≤

≤ ∀ ∈

∑

∑

 (9) 

The designed parameter is based on the requirements from real applications. ω and 
1 ω− demonstrate the weights of system lifetime and network utility separately. ω  is 
selected by domain experts. 

3.5   An Illustrating Example 

To help the readers understand the algorithm better, we give a practical network 
topology as an example. 

Consider the sensor network shown in Fig. 2, where nodes 1 and 3 are sources 
(numbered 1 2,s s  respectively) that send data to their corresponding destinations 9 and 

10 (numbered 1 2,d d  respectively). Using a given routing algorithm, we can obtain the 

following candidate routes between the sources and the corresponding destinations: 

1 1

1 2 4 6 9
( ) ,

1 2 4 7 9
s d

→ → → →⎧
→ = ⎨ → → → →⎩

 

2 2

3 4 7 10

( ) 3 5 7 10.

3 5 8 10

s d

→ → →⎧
⎪→ = → → →⎨
⎪ → → →⎩
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1

2 3

4 5

6 7 8

9 10

s1

s2

d1 d2

Route 1 for s1

Route 2 for s1

Route 1 for s2

Route 2 for s2

Route 3 for s2

 

Fig. 2. The Network Topology 

If every source s  selects the first path as its route, then we can write the 
corresponding routing set as follows: 

1 2 4 6 9
.

3 4 7 10
R

→ → → →⎧
= ⎨ → → →⎩

 

We can define both an N S×  traffic matrix T  to specify the relationship between 
routers and sources, and an N S×  energy matrix P  to specify the relationship 
between nodes energy consumptions and sources. The corresponding traffic matrix 
and energy matrix for the above R  are: 

1,1

2,1

3,2

4,1 4,2

6,1

7,2

9,1

10,2

1 01 0

2 01 0

0 10 1

2 21 1

0 00 0
, .

2 01 0

0 20 1

0 00 0

1 00 0

0 10 0

e

e

e

e e

T P
e

e

e

e

×⎧⎧
⎪⎪ ×⎪⎪
⎪ ×⎪
⎪⎪ × ×⎪⎪
⎪⎪⎪ ⎪= =⎨ ⎨ ×⎪ ⎪

⎪ ⎪ ×
⎪ ⎪
⎪ ⎪
⎪ ⎪ ×
⎪ ⎪

×⎪ ⎪⎩ ⎩

 

The parameters of sources are defined in Table 1 and the parameters of nodes are 
defined in Table 2. The unit for packet size is Kb, the unit for sampling rate is Hz, and 
the unit for bandwidth is Mbps.  
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Table 1. Parameters of the data sources of the example 

s  sp  
max

sf  
min

sf  sα  sβ  sω  
1 10 11 30 0.33 0.3 4 
2 15 2.5 25 0.22 0.2 3 

 
Table 2. Parameters of the nodes of the example 

n  1 2 3 4 5 

nB  
0.25 0.6 0.4 0.7 0.3 

n  6 7 8 9 10 

nB  
0.3 0.8 0.15 0.3 0.4 

 
Table 3. Parameters of the nodes energy consumptions of the example 

n  1 2 3 4 5 

ne  
0.001 0.001 0.001 0.005 0.001 

n  6 7 8 9 10 

ne  
0.001 0.001 0.005 0.001 0.001 

 
The parameters of the nodes energy consumptions are defined in Table 3. We 

assume that each node in the network is charged with a 1000 A-hr battery. For 
sending or receiving a packet with fixed maximum packet length l  once, the energy 
consumption for each sensor node is ne  A-hr. The fixed packet length is assumed to 

be 1 kb. 

4   Joint System Lifetime and Network Utility Optimization 

Due to the distributed nature of wireless sensor networks, the above optimization 
problem should be solved in a distributed manner, and can be interpreted as 
minimizing the maximum ratio of power consumption to energy supply as well as 
minimizing the utility loss index at a node. The recent research of Network Utility 
Maximization (NUM) formulates network system design problem as maximization 
of the aggregate utility of all the nodes subject to physical or economic constraints, 
and takes advantage of many advances in nonlinear optimization theory and 
distributed algorithm. In this section, we solve the optimization problem based on 
primal-dual method and dual decomposition techniques. We also modify the 
objective function of the joint optimization problem to meet the distributed 
computation requirement. 
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We first form the Lagrangian of the optimization problem as follows: 

 

( , , , ) (1 ) ( )

{ }

{ }

(1 ) ( )

{ }

{ },

s s
s S

i is s i
i N s

i i i
i N

s s
s S

i is s i
i N s

s si i i i
i N s

L q f q U f

P f qE

A f b

q U f

P f qE

f A b

λ µ ω ω

λ

µ

ω ω

λ

µ µ

∈

∈

∈

∈

∈

∈

= + −

+ −

+ −

= + −

+ −

+ −

∑

∑ ∑

∑

∑

∑ ∑

∑ ∑

 (10) 

where Lagrangian multipliers iλ  are introduced for the energy constraint while iµ  are 

introduced for the scheduling condition. Then the dual problem is 

 
min max , 0

( , ) inf ( , , , ).
f f f q

D L q f uλ µ λ
≤ ≤ ≥

=  (11) 

Since the objective function is not strictly convex in the primal variables, the dual 
function is non-differential. In this case, we change the primal objective function to 

2 (1 ) ( )i s s
i N s S

q U fω ω
∈ ∈

+ −∑ ∑ . For the detailed discussions, refer [3]. Define the two nodes 

sharing the same link in the wireless sensor network as neighbors to each other. 
Hence for a node i , we can define a set of nodes which are neighbors of i  as its 
neighbor set iN . Then we have the optimization problem as: 

 

2

,

max

min

min (1 ) ( )

subject to

,

,

,

, ,

, , .

i s s
f R

i N s S

is s i i
s S

i j i

q U f

f f

f f

Af b

P f q E i N

q q i N j N

ω ω
∈ ∈

∈

+ −

≤
≥
≤

≤ ∀ ∈

= ∀ ∈ ∈

∑ ∑

∑

 (12) 

Hence the dual function is differentiable. Re-write the Lagrangian for the regularized 
objective function, we have: 

 

2

2

( , , , , ) ( )

((1 ) ( ) ( ))

( ) ,
i

i i i i i i
i N i N i N

s s s i si i is
s i N

ij i j
i N j N

L q f b q q E

U f f A P

q q

λ µ γ µ ω λ

ω µ λ

γ
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∈

∈ ∈

= − + −

+ − + −

+ −
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∑ ∑

∑∑

 (13) 

from which it is clear that the dual function can be evaluated separately in each of the 
variables sf  and iq . The dual decomposition results in each source s  solving, for the 

given λ , µ  and γ , at each iteration t : 
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min max

( 1)

( ) ( )

arg min ((1 ) ( )

( )),

s

t
s s s

f f f

t t
s i si i is

i N

f U f

f A P

ω

µ λ

+

≤ ≤

∈

= −

+ −∑
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 ( 1) arg min ( ( ) ( ) ),
s s

s
i si i is

R H i N

R t t A t Pµ λ
∈ ∈

+ = +∑  (15) 

and in each node i  solving, for the given λ , µ  and γ , at each iteration t : 
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The master dual problem is given by 

 
min max, , , 0

min inf ( , , , , )

s.t. 0, 0, 0.

f f f q
L q f

λ µ γ
λ µ γ

λ µ γ
≤ ≤ ≥

≥ ≥ ≥
 (17) 

Using sub-gradient method, the Lagrangian multipliers can be updated as following at 
each iteration t : 

 ( 1) ( ) ( ) ( )[ ( )] , ,t t t t
i i t is s i

s

P f q E i Nλ λ α+ += + − ∀ ∈∑  (18) 

 ( 1) ( ) ( )[ ( )] , ,t t t
i i k si s iA f b i Nµ µ α+ += + − ∀ ∈  (19) 

 2( 1) [ ( ) ( ) ] , , ,ij ij t i j it t q q i N j Nγ γ α ++ = + − ∀ ∈ ∈  (20) 

where tα  is a positive step-size and [ ]+•  is defined as [ ] max{ ,0}x x+ = . 

5   Distributed Algorithm 

In this section, we present our design of the distributed algorithm for the optimization 
problem following the solution in Section 4 as follows: 

1) Initialization of the distributed algorithm 
a. Each node n  sets all the energy constraints relevant prices and scheduling 
constraints relevant prices to 1. 
b. Each node n  adds all the neighbor nodes to its neighbor set and sets Infnq = . 

c. Each source s  sets the sampling rate sf  to min
sf . 

d. Each source s  selects the first candidate route as R . 

2) Iteration of the distributed algorithm 
In each iteration step t , the prices, sampling rates, lifetime and routes are updated. 

Prices update 

a. The latest rate proposal is sent by each source in a rate proposal packet to 
corresponding destination along the currently selected route. 
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b. On receiving rate proposals from all relevant sources, each node n  computes new 
prices for the constraints with the price updating equations (18), (19) and (20). 

Lifetime update 

a. On receiving rate proposals from all relevant sources, each node n  computes new 
local lifetime parameter nq  with the lifetime updating equation (16). 

b. Each node n broadcasts both its new local lifetime and new price nγ  to all its 

neighbors and receives the update lifetime and price message from all its neighbors. 

Sampling rates update 

a. A sampling rate update packet with value 0 is sent by each destination along the 
reserved path of the current route to corresponding source. 
b. Each node n  adds n nsAµ  and n nsPλ  to the value in the incoming sampling rate 

update packet, and forwards it along the reversed path. 
c. On receiving all relevant sampling rate update packets, each source s  updates its 
rate proposal according to local optimization with equation (14). 

Routing update 

a. A routing update packet with value 0 is sent by each destination along the reserved 
path of every possible route to the source. 
b. Each node n  adds n nsAµ  and n nsPλ  to the value in the incoming routing update 

packet, and forwards it along the reversed path. 
c. On receiving all relevant routing update packets, each source s  updates routing 
according to local optimization with equation (15). 

6   Performance Evaluations 

In this section, we demonstrate the efficacy of our solutions with extensive MATLAB 
simulation results and some further analysis. The simulation is based on the 
parameters of the example in Section 4. 

6.1   Convergence 

First, we conduct a simulation experiment using the distributed algorithm proposed in 
Section 4 with the step size set to 0.2 and the designed parameter ω  set to 0.0. Hence 
the optimization problem becomes an optimization problem for network utility 
maximization. The optimal network ULI is 0.0268, with very high nq , which 

corresponds to very low network lifetime, * (15.6250,19.0476)Tf = , and * (2,1)r =  

where the ths  element in *r  indicates the optimal route for source s . The 
convergence of the distributed algorithm is shown in Fig. 3. Fig. 3 shows the 
convergence of sampling rate of each source. 

We also conduct a simulation experiment with 1.0ω = , and the optimization 
problem becomes an optimization problem for network lifetime maximization. The 
optimal network ULI is 0.4490, with 0.0270nq = , * (11.000,2.500)Tf =  and * (2,2)r = .  
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Fig. 3. The Convergence of Sampling rates with 0.0ω =  
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Fig. 4. The Convergence of Routing Selection with 0.75ω =  
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Fig. 5. The Convergence of Sampling Rates with 0.75ω =  

Again, with the designed parameter set to 0.75, the optimal network is 0.0641, 
with 0.1307nq = , * (2,2)r =  and * (13.0724,14.2857)Tf = . The convergence of sampling 

rate of each source is shown in Fig. 4 while the convergence of routing selection of 
each source is shown in Fig. 5. 
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(a) 

 
(b) 

1

2 3

4 5

6 7 8

9 10

s1

s2

d1 d2

optimal route for s1

optimal route for s2

f1=11.000

f2=2.500  
(c) 

Fig. 6. (a) Sampling Rates and Routes Selection with 0.0ω =  (b) Sampling Rates and Routes 
Selection with 0.75ω = (c) Sampling Rates and Routes Selection with 1.0ω =  
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6.2   Illustrations of Tradeoff between System Lifetime and Network Utility 

The optimal sampling rates and routes selection with different designed parameter 
ω are illustrated in Fig. 6 to demonstrate the necessity of calculating tradeoff between 
lifetime maximization and utility maximization. In Fig. 6 (a), the designed parameter 
ω  is set to 0.0; hence only network utility maximization is taken into considerations; 
while in Fig. 6 (b), the designed parameter ω  is set to 0.75; hence both network 
lifetime and utility maximization are taken into considerations. Comparing the results 
in Fig. 6 (b) against Fig. 6 (a), optimal sampling rates are decreased; hence network 
utility is decreased and the network ULI is increased from 0.0268 to 0.0641. It is clear 
that selected routes have changed to avoid the overload of sensor nodes (node 4 in this 
example) so as to improve the network lifetime. In Fig. 6 (c), the designed parameter 
ω  is set to 1.0 and only network lifetime maximization is considered. Comparing the 
results in Fig. 6 (b) against Fig. 6 (c), optimal sampling rates are increased to improve 
the network utility. The above results show that depending on the given application, 
we can maneuver the designed parameters to adjust both sampling rates and selected 
routes to achieve the best combined network performance and lifetime. 

7   Conclusion and Future Work 

In this paper, we investigate the novel problem of the joint optimization of system 
lifetime and network utility in RTWSNs. We model the joint optimization as a 
holistic joint optimization problem by deriving the nonlinear objective function and 
linear constraints. We also introduce a designed parameter to capture the weight 
balance between network lifetime maximization problem and network utility 
maximization problem. An effective distributed algorithm is developed based on the 
primal-dual method and dual decomposition technique. We show the fast convergence 
and the efficacy of the distributed algorithm, via extensive simulation studies. We 
demonstrate the necessities of the joint optimization studies in RTWSNs by analyzing 
and comparing the numerical results with different values of the designed parameter. 

As a next step work, we plan to carry out experiments in the real sensor test bed to 
evaluate our proposed method in this paper. 

 

Acknowledgments. This work was supported in part by NSERC Discovery Grant 
341823-07, NSERC Strategic Grant STPGP 364910-08, FQRNT Grant 2010-NC- 
131844 and Chinese National 863 project (No. 2007AA01Z223). 

References 

[1] Caccamo, M., Zhang, L.Y., Sha, L., Buttazzo, G.: An implicit prioritized access protocol 
for wireless sensor networks. In: Proceedings of the 23rd IEEE Real-Time Systems 
Symposium (RTSS), pp. 39–48 (2002) 

[2] Shu, W., Liu, X., Gu, Z., Gopalakrishnan, S.: Optimal sampling rate assignment with 
dynamic route selection for real-time wireless sensor networks. In: Proceedings of the 
29th IEEE Real-Time Systems Symposium (RTSS 2008), Barcelona, Spain (2008) 



332 L. Rao et al. 

[3] Madan, R., Lall, S.: Distributed algorithm for maximum lifetime routing in wireless 
sensor networks. IEEE Transactions on Wireless Communications 5(8) (August 2006) 

[4] Heinzelman, W., Kulik, J., Balakrishnan, H.: Adaptive protocols for information 
dissemination in wireless sensor networks. In: Proceedings of the 5th International 
Conference on Mobile Computing and Networking (MobiCom), pp. 174–185 (1999) 

[5] Karp, B., Kung, H.T.: GPSR: greedy perimeter stateless routing for wireless sensor 
networks. In: Proceedings of the 6th International Conference on Mobile Computing and 
Networking (MobiCom), pp. 243–254 (2000) 

[6] Xu, Y., Heidemann, J.S., Estrin, D.: Geography-informed energy conservation for ad hoc 
routing. In: Proceedings of the 7th International Conference on Mobile Computing and 
Networking (MobiCom), pp. 70–84 (2001) 

[7] He, T., Stankovic, J.A., Lu, C., Abdelzaher, T.: SPEED: a stateless protocol for real-time 
communication in sensor networks. In: Proceedings of the 23rd International Conference 
on Distributed Computing Systems (ICDCS), pp. 46–55 (2003) 

[8] Chipara, O., He, Z., Xing, G., Chen, Q., Wang, X., Lu, C., Stankovic, J., Abdelzaher, T.: 
Real-time power-aware routing in sensor networks. In: Proceedings of the 14th IEEE 
International Workshop on Quality of Service (IWQoS), pp. 83–92 (2006) 

[9] Liu, X., Wang, Q., He, W., Caccamo, M., Sha, L.: Optimal realtime sampling rate 
assignment for wireless sensor networks. ACM Transactions on Sensor Networks 2(2), 
263–295 (2006) 

[10] Akyildiz, I.F., Melodia, T., Chowdhury, K.: Wireless Multimedia Sensor Networks: A 
Survey. IEEE Wireless Communications Magazine 14(6), 32–39 (2007) 

[11] Rodoplu, V., Meng, T.H.: Minimum energy mobile wireless networks. IEEE J. Select. 
Areas Communi. 17(8), 1333–1344 (1999) 

[12] Wattenhofer, R., Li, L., Bahl, P., Wan, Y.: Distributed topology control for power 
efficient operation in multihop wireless ad hoc networks. In: IEEE INFOCOM (2001) 

[13] Li, L., Halpern, J.Y., Bahl, P., Wang, Y., Wattenhofer, R.: Analysis of a cone-based 
distributed topology control algorithm for wireless multi-hop networks. In: ACM 
Symposium on Principle of Distributed Computing, PODC (2001) 

[14] Chang, J.H., Tassiulas, L.: Energy conserving routing in wireless ad-hoc networks. In: 
IEEE INFOCOM, pp. 22–31 (2000) 

[15] Zussman, G., Segall, A.: Energy efficient routing in ad hoc disaster recovery networks. 
In: INFOCOM (2003) 

[16] Sha, L., Liu, X., Caccamo, M., Buttazzo, G.: Online control optimization using load 
driven scheduling. In: Proceedings of the 39th IEEE Conference on Decision and Control, 
vol. 5, pp. 4877–4882 (2000) 

[17] Buttazzo, G., Caccamo, M., Zhang, L.Y., Sha, L.: An implicit prioritized access protocol 
for wireless sensor networks. In: Proceedings of the 23rd IEEE Real-Time Systems 
Symposium (RTSS), pp. 39–48 (2002) 

[18] Low, S.H., Lapsely, D.E.: Optimization flow control. I. Basic algorithm and convergence. 
IEEE/ACM Transactions on Networking 7, 861–874 (1999) 

[19] Nama, H., Chiang, M., Mandayam, N.: Utility-lifetime trade-off in self-regulating 
wireless sensor networks: A cross-layer design approach. In: Proc. IEEE ICC (2006) 

[20] Zhu, J., Chen, S., Bensaou, B., Hung, K.L.: Tradeoff between lifetime and rate allocation 
in wireless sensor networks: a cross layer approach. In: IEEE INFOCOM 2007, pp. 267–
275 (2007) 

[21] Kelly, F.: Charging and rate control for elastic traffic: Focus on elastic services over 
ATM networks. European transactions on telecommunications 8, 33–37 (1997) 



 Joint Optimization of System Lifetime and Network Performance 333 

[22] Chen, L., Low, S.H., Chiang, M., Doyle, J.C.: Cross-layer congestion control, routing and 
scheduling design in ad hoc wireless networks. In: IEEE INFOCOM (2006) 

[23] Lin, X., Shroff, N.B.: The impact of imperfect scheduling on cross-layer congestion 
control in wireless networks. IEEE/ACM Transactions on Networking 14(2), 1804–1814 
(2006) 

[24] Chen, J., Kuo, T., Lu, H., Yang, C., Pang, A.: Dual power assignment for network 
connectivity in wireless sensor networks. In: IEEE Global Telecommunications 
Conference (GlobeCom) 

[25] Li, M., Liu, Y.: Underground Coal Mine Monitoring with Wireless Sensor Networks. 
ACM Transactions on Sensor Networks (TOSN) 5(2) (March 2009) 

[26] Moser, C., Chen, J., Thiele, L.: Power Management in Energy Harvesting Embedded 
Systems with Discrete Service Levels. In: The International Symposium on Low Power 
Electronics and Design (ISLPED) (2009) 

[27] Moser, C., Chen, J., Thiele, L.: Reward Maximization for Embedded Systems with 
Renewable Energies. In: The 14th IEEE International Conference on Embedded and 
Real-Time Computing Systems and Applications, RTCSA (2008) 

[28] Hsiu, P., Wu, C., Kuo, T.: Maximum-Residual Multicasting and Aggregating in Wireless 
Ad-Hoc Networks. Accepted and to appear in ACM/Springer Wireless Networks 



Network-Assisted Radio Resource Management
for Cell-Edge Performance Enhancement

Young-June Choi1, Narayan Prasad2, and Sampath Rangarajan2

1 Ajou University, Suwon, 443-749, Korea
2 NEC Laboratories America, Princeton, NJ 08540, USA

Abstract. A number of network-level techniques have been proposed
to mitigate inter-cell interference and improve throughput for cell-edge
users in wide-area wireless data networks. To facilitate the coordination
among base stations (BSs), we propose a new radio-resource manage-
ment framework where cell-edge users and cell-interior users are sep-
arately managed by two different radio-resource managers (RRM). In
the proposed framework, we address the issue of how to classify a user
as cell-edge user or cell-interior user, and how much radio resource the
cell-edge users may occupy. We present a solution where a user switches
the RRM so as to maximize overall network throughput subject to the
condition that her own throughput does not decrease upon switching.
We verify our solution using analysis and simulation experiments, and
demonstrate that our solution can guarantee superior cell-edge perfor-
mance and achieve high network throughput.

1 Introduction

In OFDMA systems, as neighboring cells can reuse the same frequency, intercell
interference is an important problem that needs to be solved. Due to intercell in-
terference, cell-edge users may suffer from high error rates (and hence a reduced
throughput) even when the most robust modulation and coding techniques are
used. To enhance the performance of cell-edge users in OFDMA systems, fre-
quency reuse techniques between neighboring cells, have been developed. For
flexibility, dynamic fractional frequency reuse (FFR) has been widely exam-
ined [1, 2, 3], and it is known that FFR can enhance cell-edge throughput by
about 15% [4] but at the expense of a reduced average cell throughput. An-
other technique to enhance cell-edge user performance is macro-diversity. With
macro-diversity, multiple BSs can serve a user, thus making the link condition
of cell-edge users more reliable and robust [5].

Both dynamic FFR and macro-diversity require coordinated RRM1 between
neighboring BSs within the network. If dynamic FFR is deployed in the sys-
tem, designated neighboring BSs of a cell to which a certain cell-edge user is
attached, should avoid concurrent transmission over the set of channels assigned
to that user. On the other hand, if macro-diversity is used, one or more neigh-
boring BSs should serve a certain cell-edge user at the same time; this means
1 We use RRM to refer to both Radio Resource Management and Radio Resource

Managers.

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 334–350, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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concurrent transmissions over the same set of channels from multiple BSs to
the same user is required. Network-level coordination of radio-resources through
Network-Assisted RRM is required to handle such requirements.

In this paper, we propose a two-level RRM framework. We advocate the coex-
istence of two RRM entities, an upper-level RRM and a lower-level RRM, within
the backhaul architecture that connects the BSs. We separate users attached to
a BS into two groups; one group consists of users who are classified as cell-edge
users and the other consists of users who are classified as cell-interior users. The
RRM functions for cell-edge users are handled by the upper-level RRM, whereas
those for cell-interior users are handled by the lower-level RRM.

The classification of cell-edge and cell-interior users are not based purely on
geographic location as in conventional frequency reuse techniques. We classify
users as cell-edge or cell-interior users with the goal of maximizing network
throughput subject to certain conditions on the per-user throughput; for exam-
ple, a user at the edge of a cell may still get classified as a cell-interior user if such
classification leads to higher network throughput with no attendant loss in the
user throughput or conversely if such classification increases the user through-
put2 without any noticeable loss in the network throughput. Furthermore, we
also show that compared to a switching scheme which only aims to maximize
the network throughput, our classification scheme results in a better cell-edge
performance without a loss in network throughput. Within the proposed frame-
work, we address three main problems: 1) initial user classification, 2) strategy
to switch users from one class to another subsequently, and 3) radio-resource
reservation in neighboring cells for users who are classified as cell-edge users.

2 Initial User Classification and Metrics

In this section, we introduce metrics for classifying a user as a cell-edge user to be
assigned to an upper RRC, and also describe the initial classification of a new user.

2.1 Computation of User Capacities

We would like to determine the capacity a user can achieve when it belongs to
the lower RRC (cell-interior user group) or an upper RRC (cell-edge user group).
For simplicity, we suppose that a user is able to measure her average signal-to-
interference-plus-noise ratio (SINR) as well as the average signal strengths from
one dominant neighboring BS and her serving BS, respectively. In the following,
we only deal with the case where a cell-edge user is served by at most two BSs,
since it is easy to extend the analysis to the case where three or more BSs can
serve the user.

Capacity of cell-interior users. Consider a specific lower RRC user in cell 1
and assume that it is served only by BS 1 without any cooperation by neighboring
2 This can happen due to the multi-user diversity gain which is obtained when channel

dependent scheduling is employed to serve cell interior users.
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BSs. Let C1 denote the resulting downlink capacity per unit resource and let S1
denote the average received signal strength from BS 1 at the user of interest.
Further, let the dominant interfering neighboring BS be indexed by 2 with I2
denoting the average received signal strength from BS 2 at the user of interest.
Next, let Io be the average interference to the user (which is in cell 1) generated
by neighboring BSs other than BS 2 and let N be thermal noise variance. Then,
the average received SINR of the user is given by S1/(I2 + Io + N). C1 is a
function of this average SINR. In the case where channel independent scheduling
is employed and the users are allocated rates based on their average SINRs, C1
can be computed as

C1 = log
(

1 +
S1

I2 + Io + N

)
. (1)

Letting γ1 = S1/(Io + N) and γ2 = I2/(Io + N), we can rewrite C1 as

C1 =log
(
1+

S1

γ2(Io + N) + Io + N

)
=log

(
1 +

γ1

γ2 + 1

)
. (2)

Note that the average SINR here is a function of the distance dependent path-
loss and possibly large scale shadow fading but not of the small scale fading
which changes on a much finer time scale and is assumed to be averaged out.

In case opportunistic channel dependent scheduling is employed by the base
station, this capacity will increase owing to multiuser diversity. Under some
assumptions on the fading process, closed-form approximations for this capacity
can be derived using results in [6,7]. Thus, when a cell-edge user tries to switch
to the lower RRC, the system can approximate the expected average capacity by
such expressions or more generally by using a real-time statistic that is computed
from a look up table obtained by measuring user throughputs over some duration
in the network.3 Hereafter, C1 will represent the average capacity of an interior
user computed using one of these methods.

Capacity of cell-edge users. Now consider two cases where the cell-edge users
are supported by, a) fractional frequency reuse, and b) macro-diversity. In each
case no opportunistic scheduling is employed and the users are assigned rates
based on their average SINRs.

a) Dynamic FFR – In this case, to mitigate the interference from a dominant
neighboring cell at a particular cell-edge user, the two BSs (serving BS as well
as the dominant interfering BS) are coordinated such that the dominant neigh-
boring BS will not use a certain quantity of resources that is allocated to the
cell-edge user. As interference from the neighboring BS is eliminated, the user
can achieve a better capacity. In particular, in the above example, I2 is removed
so the user’s capacity achieved by the cooperation of BSs 1 and 2 via FFR,
denoted by C1,2, is expressed as

C1,2 = log
(

1 +
S1

Io + N

)
= log(1 + γ1). (3)

3 We note that such a look up table is indeed required to implement the proportional
fair scheduler.
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b) Macro-diversity – We consider Alamouti’s space-time coding [8] for sup-
porting downlink macro-diversity. That is, the serving BS and the dominant
neighboring BS transmit two signals y1 and y2 at the same time over the same
frequency band, followed by −y∗

2 and y∗
1 . The transmissions from the two BSs

can be coherently combined using a simple receiver [8]. Then, if the user is served
by an upper RRC for macro-diversity, her capacity will be given by4

C1,2 = log
(

1 +
S1 + I2

Io + N

)
= log(1 + γ1 + γ2). (5)

Obviously, C1,2 in the two cases is higher than C1 given in (1), but some amount
of resource from BS 2 needs to be additionally provisioned for this user.

2.2 Computation of Throughput

The throughput of a cell-interior user i in cell x is denoted by Tx(i) and it can
be expanded as Tx(i) = α(i)Cx(i), where Cx(i) denotes the average capacity of
the interior user i in cell x. α(i) denotes the average ratio of resource allocated
to user i (e.g., the average ratio of slots or quantity of resource in the frequency
and time domains). Similarly, the throughput of a cell-edge user i managed by
the cooperation of BS x and BS y is denoted by Tx,y(i) and it can be expanded
as Tx,y(i) = α(i)Cx,y(i), where the average capacity Cx,y(i) can be computed as
in (3) or (5) depending on whether FFR or macro-diversity is employed. Note
that each cell expends a fraction of its available resources to serve the cell-edge
users.

The assignment of α’s relies on a scheduling policy employed at the BSs.
We do note that while user k is managed by the lower RRC, α(k) may be
adjusted by the scheduling policy used or by the reclassification of other users.
On the other hand, the ratio α for a cell-edge user is determined when the user
is admitted into the network as a cell-edge user or when the user is switched
from the lower RRC to the upper RRC. This computation will be illustrated
in the sequel. However, we assume α(k) to be a constant value while user k is
being managed by the upper RRC. This simplifying assumption is made because
resource rearrangement for such users entails complex calculation involving all
the combinations of pairs of neighboring BSs. To summarize, α(k) changes in
the following cases.

– α(k) can decrease, if user k is managed by the lower RRC and a new user
requiring the cell resource arrives.

4 It is possible to obtain orthogonal space-time codes for three transmit antennas,
which in our case correspond to the antennas at the three neighboring BSs. From [9],
it can be inferred that the resulting capacity is given by

C1,2,3(k) =
3
4
· log

(
1 +

S1 + I2 + I3

I ′
o + N

)
, (4)

where I2 and I3 are the received signal strengths from two neighboring BSs, and I ′
o

is the interference from neighboring BSs other than those two BSs.
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– α(k) can increase, if user k is managed by the lower RRC and some resource is
freed due to the departure of an existing user who occupied the cell resource.

– α(k) can increase or decrease, if user k switches the serving RRC from a
lower RRC to an upper RRC, or vice versa.

– Besides, α(k) is forced to change by a hand-off that occurs regardless of the
classification of the user.

Let βx be the ratio of resource in cell x allocated for cell-edge users. βx can then
be expressed as

βx =
∑
y∈Vx

∑
i∈Ux,y

α(i), (6)

where Ux,y is the set of cell-edge users which are managed by the cooperation
of BSs x and y, and Vx is the set of BSs which cooperate with BS x (i.e., its
neighboring BSs). BS x will use the remaining resource 1−βx for its cell-interior
users. We further assume that βx ≤ βmax in order to avoid monopolization of
the resources by the upper RRC.

2.3 Initial User Classification

A new user is admitted to the system as a cell-edge or a cell-interior user. We
consider a simple scheme that guarantees a minimum throughput Tmin(i) given
by user i’s QoS requirement:

Tx(i) ≥ Tmin(i); Tx,y(j) ≥ Tmin(j) ∀ x, y, i, j. (7)

The capacity of a new user n, Cx(n), upon admission as a cell-interior user in cell
x is first estimated. Similarly the capacity Cx,y(n) of the user upon admission as
a cell-edge user served by BSs x and y is also computed using (3) or (5). Then,
the user can be admitted as a cell-interior user by BS x only if its minimum
throughput requirement can be met, i.e., only if∑

i∈Lx

Tmin(i)
Cx(i)

+
Tmin(n)
Cx(n)

≤ 1 − βx − δ, (8)

where Lx is the set of cell-interior users in cell x and δ is a margin for absorbing
the change of some users’ average capacities or accepting hand-off users; for our
discussion, δ is considered to be a design parameter. If user n is admissible in BS
x as a cell-interior user, a ratio α(n) is determined according to the scheduling
policy adopted by BS x. Once α(n) is determined, the admission controller checks
if there exists an α′(n) acceptable by BSs x and y for some y ∈ Vx (using our
upward RRC switch algorithm in Section 3) which can lead to better system
and user throughputs. If such an α′(n) exists, the user is admitted as a cell-edge
user which is served by BSs x and y; otherwise it is admitted as a cell-interior
user which is served by BS x.

Notice that in (8), we have implicitly assumed that the capacity Cx(i) of
an existing interior user i in cell x does not change upon addition of a new
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user. However when channel dependent scheduling is employed this capacity
may increase due to a larger multi-user diversity gain. Thus (8) is a conservative
condition for admitting a new user. In general, for channel dependent scheduling,
the increase in Cx(i) with the addition of a new user or the decrease in Cx(i) with
the deletion of another interior user, is small when the number of interior users
is sufficiently large (10 or more verified in simulations). Henceforth, in the case
of channel dependent scheduling, we will assume a sufficiently large population
of interior users in each cell and ignore this change in the average capacity of an
interior user.

3 Strategy for User Reclassification

We now derive the condition for reclassifying users and switching them from up-
per RRC to lower RRC or vice versa. Users that do not satisfy these conditions
will, by default, not be reclassified. The objective behind reclassifying users is to
maximize the sum throughput over all the users in the network covered by an
ASN gateway (or a set of BSs deployed for cooperation) subject to a minimum
throughput guarantee for each user. In particular, the admission controller allo-
cates each user to either a lower RRC or an upper RRC to meet the following
objective:

max

⎡⎣∑
x∈N

∑
i∈Lx

Tx(i) +
∑

x,y∈N

∑
j∈Ux,y

Tx,y(j)

⎤⎦ (9)

Tx(i) ≥ Tmin(i); Tx,y(j) ≥ Tmin(j) ∀ x, y, i, j.

where N is the set of BSs within the domain. Further, this reclassification is also
subject to the condition that the switching (reclassified) user’s throughput must
not decrease.

We are now ready to propose our reclassification strategy in which a user is al-
lowed to switch only if both its own throughput as well as the system throughput
do not decrease and at-least one of them strictly increases.

3.1 Upward RRC Switch

We first consider an upward RRC switch algorithm, when user k tries to switch
her RRC from a lower RRC to an upper RRC. Assume that the user is being
served by cell 1 and the current ratio α for the user is α(k). Suppose user k’s ratio
changes to α′(k) after the RRC switch, when she is supposed to be managed by
BSs 1 and 2. User k will accept the RRC change when her throughput becomes
higher by changing the RRC, so the first condition for reclassification is

α′(k)C1,2(k) − α(k)C1(k) ≥ 0. (10)

Since α′(k)C1,2(k) ≥ α(k)C1(k) ≥ Tmin(k), the condition in (10) will ensure that
the minimum throughput requirement will also be satisfied post-switching.
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Next, we consider the impact of switching on system throughput which is
more involved. In particular there are three factors that must be accounted for:

– The throughput loss in cell 2: Notice that user k post-switching will take an
additional resource α′(k) from BS 2 which could have been used for other
users in that cell if it had not been used for dynamic FFR or macro-diversity.
However, it is very hard to precisely estimate this throughput loss since it
depends on the cell 2’s scheduling rule. Consequently, we use a simple way
to quantify this loss as α′(k) · C2, where C2 is the average per-user capacity
of cell 2’s interior users5.

– The throughput change in cell 1: The throughput of the current serving
cell (cell 1) can change due to switching in the following manner. First,
if α′(k) < α(k), the residual part α(k) − α′(k) will be distributed among
cell 1’s interior users and together they will achieve an average throughput
gain of (α(k) − α′(k)) · C1, where C1 is the average per-user capacity of cell
1’s interior users (excluding user k). Otherwise, i.e., if α′(k) > α(k), cell 1’s
interior users will lose an average throughput of (α′(k) − α(k)) ·C1. In either
case, the net throughput change in cell 1 is expressed by (α(k) − α′(k)) · C1.

– System constraints: We must ensure that the switching operation does not
violate the minimum throughput requirement of any user or the maximum
limit on the resource ratio reserved for cell-edge users in any cell. Specifically,
if either β1 + α′(k) or β2 + α′(k) is greater than βmax, or the additional
resource α′(k) taken from BS 2 or α′(k) − α(k) taken from BS 1 (when
α′(k) > α(k)) jeopardizes the minimum allocation for users in L2 or L1−{k},
user k cannot be allowed to use α′(k) by the upper RRC.

Thus, the first two conditions dictate that a post-switching ratio α′(k) chosen
to maximize the network-side throughput in eq. (9), should satisfy

α′(k)[C1,2(k) − C1 − C2] − α(k)[C1(k) − C1] ≥ 0 (11)

On the other hand, the system constraints impose that α′(k) should also be
constrained to satisfy:

α′(k) ≤ min[βmax − β1, βmax − β2,

1 − β1 −
∑

i∈L1−{k}

Tmin(i)
C1(i)

, 1 − β2 −
∑
i∈L2

Tmin(i)
C2(i)

]. (12)

Thus, the optimal ratio α′(k) can be determined by solving the following opti-
mization problem:

max α′(k)[C1,2(k) − C1 − C2] − α(k)[C1(k) − C1] (13)
subject to (10), (11) and (12).

The solution for the above objective is given by the following proposition which
is proved in Appendix A.
5 Note that with our assumption of infinitely backlogged traffic, cell-interior users of

any BS will always fully utilize the available resources.
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Proposition 1. The condition of changing a user k’s RRC from a lower RRC
to an upper RRC with the cooperation of BSs 1 and 2 is summarized as follows.

i) If C1,2(k) − C1 − C2 < 0 and C1(k) − C1 < 0, then switching is allowed
only if

C1 · C1,2(k) − (C1 + C2) · C1(k) ≥ 0 (14)

and if the post-switching ratio α(k)C1(k)/C1,2(k) meets the condition (12). The
optimal α′(k), when these two conditions are met, is given by

α′(k) = α(k)C1(k)/C1,2(k). (15)

ii) If C1,2(k)−C1−C2 = 0 and C1(k)−C1 < 0, α′(k) can be chosen arbitrarily
subject to (10) and (12).

iii) If C1,2(k)−C1 −C2 > 0 and C1(k)−C1 ≤ 0, α′(k) should be the maximal
available value subject to (10) and (12).

The case of C1,2(k) − C1 − C2 > 0 and C1(k) − C1 > 0 will be separately
mentioned at the end of this subsection.

3.2 Downward RRC Switch

Next, we describe a downward RRC switch algorithm, when user k managed by
the upper RRC through cooperation between BSs 1 and 2, tries to switch her
RRC to a lower RRC managed by cell 1. Also, let α(k) and α′(k) be the resource
ratios before and after the switch, respectively. In order to determine the user’s
throughput post-switching for a given α′(k), the system can use a capacity C1(k)
which is computed using the average SINR reported by user k had she been an
interior user in cell 1.

As in the case of upward RRC switch, user k will accept the RRC switch
when her throughput becomes higher by changing the RRC. Consequently, the
first condition for the downward RRC switch is given by

α′(k)C1(k) − α(k)C1,2(k) ≥ 0. (16)

Next, the impact of the downward RRC switch on the system throughput de-
pends on the following factors:

– The throughput gain in cell 2: The reclassification of user k will release a
ratio α(k) of resource in BS 2 which can be distributed to the cell-interior
users in BS 2. Thus, the average sum throughput gain by interior users in
cell 2 can be quantified as α(k) · C2.

– The throughput change in cell 1: Notice that if α′(k) < α(k), the residual
part α(k)−α′(k) can be distributed to cell 1’s interior users who will together
achieve an average throughput gain of (α(k) − α′(k)) · C1. Otherwise, i.e., if
α′(k) > α(k), they will lose an average throughput of (α′(k) − α(k)) · C1.

– System Constraints: In the case α′(k) > α(k), the additional resource α′(k)−
α(k) taken from BS 1 should not jeopardize the minimum throughput re-
quirement of any of its interior users in L1.
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Therefore, a post-switching ratio α′(k) is acceptable only if it leads to an increase
in system throughput, i.e., it satisfies

α′(k)[C1(k) − C1] − α(k)[C1,2(k) − C1 − C2] ≥ 0, (17)

and also respects the system constraints, i.e.,

α′(k) ≤ 1 − β1 −
∑
i∈L1

Tmin(i)
Cx(i)

. (18)

Thus, the optimal ratio α′(k) can be determined by solving the following opti-
mization problem:

max α′(k)[C1(k) − C1] − α(k)[C1,2(k) − C1 − C2] (19)
subject to (16), (17), and (18)

The solution to the above problem is given by the following proposition. The
proof is omitted because it is similar to that of the previous proposition corre-
sponding to the upward RRC switch.

Proposition 2. The conditions for reclassifying a user k and changing her RRC
from an upper RRC to a lower RRC is summarized as follows.

i) If C1(k) − C1 < 0 and C1,2(k) − C1 − C2 < 0, then switching is allowed
only if

(C1 + C2) · C1(k) − C1 · C1,2(k) > 0, (20)

and if the post-switching ratio α(k)C1,2(k)/C1(k) meets the condition (18). The
optimal α′(k), when these two conditions are met, is given by

α′(k) = α(k)C1,2(k)/C1(k). (21)

ii) If C1(k)−C1 = 0 and C1,2(k)−C1−C2 < 0, α′(k) can be chosen arbitrarily
subject to (16) and (18).

iii) If C1(k)−C1 > 0 and C1,2(k)−C1 −C2 ≤ 0, α′(k) should be the maximal
possible value subject to (16) and (18).

Remark 1. The case of C1(k) − C1 > 0 and C1,2(k) − C1 − C2 > 0 can be
considered in both upward and downward switchings, where α′(k) should be the
maximal possible value subject to other constraints. Suppose user k in cell 1 is
served by a lower RRC and satisfies C1(k) − C1 > 0 and C1,2(k) − C1 − C2 > 0.
Then, if upward switching is permitted, the user will seek a maximal α′(k) sub-
ject to the other conditions required for the upward RRC switch. Upon switching,
the user will then try to switch to a lower RRC, again seeking a maximal α′(k)
subject to the other conditions required for the downward RRC switch. It can
be verified that an upward (third) switch will be not possible and the same
observation holds if the user were originally served by the upper RRC. Thus,
users satisfying C1(k) − C1 > 0 and C1,2(k) − C1 − C2 > 0 may switch at most
twice, and in our simulation, such users are observed to mainly remain in the
lower RRC.
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Remark 2. We now justify the extra condition we imposed that a user’s through-
put must not decrease upon switching, instead of just requiring an increase in
system throughput for switching, where the latter will be referred to as relaxed
switching in the sequel. This additional constraint ensures better cell-edge per-
formance by protecting cell edge users against loss in throughput. Consider the
upward switch of a user in cell 1 and assume that an upward switch is possible in
relaxed upward switching but not in our switching. In this case, with upward re-
laxed switching, the system can decide to reclassify an interior user with a lower
average capacity as a cell-edge user and allocate a resource ratio just enough
to meet its minimum throughput. Moreover, the increase in system throughput
in this case is due to an increase in the sum throughput of cell 1’s other inte-
rior users. A similar observation holds for the downward switch case. Thus the
additional constraint prevents the system from using switching to boost system
throughput by starving edge users.

3.3 Simplified Solutions

We now develop simplified solutions for both the RRC switch algorithms when
the capacity of an interior user can be computed using eq. (1). We make the
assumption that in order to be eligible for switching a user must satisfy C1(k) <
C1 as well as C1,2(k) < C1+C2. Note that this assumption is reasonable since the
average capacity of a user k at the edge of cell 1 will be smaller than the average
per-user capacity of the cell-interior users and is validated in our simulation. As
a consequence, only the first cases in both Propositions 1 and 2 are now possible
and we address them below.

Fractional frequency reuse. Suppose fractional frequency reuse is employed
to support the cell-edge users. Now consider the upward RRC switch. Using the
capacity expression given in eq. (3), the condition in (14) can be expressed as

C1 log (1 + γ1) − (C1 + C2) log
(

1 +
γ1

γ2 + 1

)
≥ 0. (22)

The above expression in turn can be compactly written as

(1 + γ1)(1 + γ2)1+λ ≥ (1 + γ1 + γ2)1+λ, (23)

where λ = C2/C1. Similarly, it can be shown that the corresponding condi-
tion for the downward RRC switch is given by (23) but where the inequality is
reversed.

Macro-diversity. Next, when macro-diversity is employed to support the cell-
edge users, using the capacity expression given in eq. (5), the condition (14) in
the upward RRC switch can be expressed as

C1 log (1 + γ1 + γ2) − (C1 + C2) log
(

1 +
γ1

γ2 + 1

)
≥ 0. (24)
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This can be further rewritten as

(1 + γ2)1+λ ≥ (1 + γ1 + γ2)λ. (25)

The corresponding condition for the downward RRC switch is given by (25) but
where the inequality is reversed.

Therefore, in order to decide the RRC switch using the simplified conditions,
each user can report γ1 and γ2 to the admission controller, and the admission
controller should be able to determine λ. The role of γ1, γ2 and λ is highlighted
in the following proposition.

Proposition 3. An upward RRC switch requires an increasing value of γ2 as
λ increases, given an arbitrarily fixed γ1. Conversely, a downward RRC switch
requires a decreasing value of γ1 as λ increases, given an arbitrarily fixed γ2.

The proof is given in Appendix B.
Fig. 1 depicts the boundary conditions of switching a RRC as a function of

γ1 and γ2 as given by (23) and (25) for fractional frequency reuse and macro-
diversity, respectively. As stated in Proposition 3, a greater γ2 is needed for an
upward switch when λ is higher.

Thus far, we have assumed that the average capacity of the interior users in a
neighboring cell is available. When this information is unavailable in the network,
or each user (instead of an admission controller) independently wants to decide
the RRC switch without network-level information, we can obtain approximate
conditions assuming λ = 1 (i.e., C1 = C2). Then the conditions of (14) and (20)
are simply expressed by

C1,2(k) − 2C1(k) ≥ 0 and C1,2(k) − 2C1(k) < 0. (26)

Specifically, in the case of macro-diversity, the boundary condition in (25) is
given by

γ2 =
(1 + 4γ1)1/2 − 1

2
, (27)

which provides an insight for designing H Add Threshold and H Delete Threshold
for macro diversity hand-off procedure defined in the IEEE 802.16e standard
[11].6

3.4 Overhead of RRC Switch

Throughout this paper, we consider stationary (fixed or nomadic) users. Fast-
moving users can always be managed by the upper RRC regardless of whether
6 The IEEE 802.16e standard introduces a macro diversity hand-off procedure where a

mobile user is able to transmit or receive unicast messages and traffic from multiple
BSs at the same time interval. According to [11], when the long-term SINR of a serv-
ing BS is less than H Delete Threshold, the mobile station shall send MOB MSHO-
REQ to require dropping this serving BS from the diversity set, and when the long-
term SINR of a neighboring BS is higher than H Add Threshold, the mobile station
shall send MOB MSHO-REQ to require adding this neighbor BS to the diversity set.
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they are classified as cell-interior or cell-edge users, but we do not consider
such mobility issues here. Stationary users compute γ1 and γ2 via a long-term
average, so most users will not suffer from frequent RRC switch. The overhead
of RRC switch is the exchange of signaling messages for switch request and
response between two RRCs. If the algorithms are triggered more frequently, the
classification will probably be more accurate, but the overhead will be higher.

4 Simulation Results

We evaluated the performance in an OFDMA-based wireless network by simula-
tion experiments, emulating mobile WiMAX systems with parameters listed in
Table 1. We consider a single omnidirectional antenna at each transmitter and
each receiver. In our simulator, users are uniformly distributed in a hexagonal
cell and BSs of 6 first-tier and 12 second-tier neighboring cells generate intercell
interference to those users. Our channel model follows path loss with an exponent
of 4, Gaussian shadowing with zero mean and variance of 8 dB, and Rayleigh
fading. We use the Jakes’ model [13] to generate frequency-selective Rayleigh
fading followed by the Doppler effect with the maximum velocity of 3 Km/hr.
To serve cell-interior users, BSs either adopt a round-robin (RR) scheduling al-
gorithm or a multi-channel proportional fair (PF) scheduling algorithm [14] that
guarantees minimum throughput (150 Kbps for all users in our setting) [10]. It
is assumed that the channel coefficients are perfectly known at the BS and the
data rate is then determined by the Shannon capacity. In our simulation, each
user measures the two strongest γ’s from her neighboring BSs, and the serving
BS is able to coordinate with one or two of those neighboring BSs. The cell
performance was computed during the simulation time of 60 seconds, after each
user’s RRC had been completely determined according to our algorithm.

Our simulation results show that users are appropriately classified into cell-
edge and cell-interior types by our algorithms. We confirmed that i) the first
cases in Propositions 1 and 2 are generally observed, ii) FFR and macro-diversity
(MD) increase cell-edge throughput by up to 15% when λ = 1 without a loss
in system throughput, and iii) more users switch to the cell-edge type when the
neighboring cell is lightly loaded.

First, Fig. 2 shows the distribution of cell-edge users’ γ1 and γ2 in the case of
Fig. 1, when macro-diversity by at most two BSs is employed and C1 = C2. The
black area represents γ1 and γ2 of those users by simulation results and two lines

Table 1. Parameters for simulation [12]

Channel bandwidth 5 MHz No. of sub-channels 8
Carrier frequency 2.3 GHz TX power at BSs 43 dBm

Cell radius 1 Km Path loss exp. 4
Shadowing var. 8 dB Max. Doppler vel. 3 Km/hr
Number of users 30 Tmin(i) 150 Kbps
Simulation time 60 seconds No. of simulations 1000
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Fig. 1. Boundary conditions of switching a RRC

Fig. 2. Distribution of cell-edge users’ γ1 and γ2 when macro-diversity is used and
C1 = C2

represent the threshold given by (14). In this experiment, the other cases except
the first one in Propositions 1 and 2 are rarely observed; for instance, the ra-
tio of such cases is only 0.5% among all users at λ = 0.2 and it approaches zero as
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Fig. 3. Comparison of cell-edge users’ average throughput and system throughput in
various mechanisms

λ increases above 0.2. Therefore, as expected, the first cases can be regarded as
the simplified solution in general.

The average cell-edge throughput and system throughput (i.e., cell throughput
in this simulation) are presented in Fig. 3 when λ = 1. Both “PF+FFR” and
“PF+MD” represent the cases where cell-interior users are supported by the
PF scheduling and cell-edge users are supported by FFR or MD. The proposed
algorithm shows better cell-edge throughput, compared to the relaxed switching
(“Relaxed”) mentioned in Remark 2. Compared to the case of no upper RRC, the
proposed one improves cell-edge throughput by 13.0% and 14.3% for FFR and
MD, respectively, without a loss in system throughput, while the relaxed case
improves it only by 4.2%. Also, our algorithm is compared to a simple mechanism
(represented by “Fixed”) where RRC switch is determined by a fixed threshold,
γ1 − γ2 (3dB or 7dB). Here γ2 is given by the neighboring BS that interferes
most dominantly. In summary, the proposed algorithm achieves the best cell-
edge throughput without losing system throughput. We omit “PF+FFR” for
the fixed and relaxed switching because it results in a slightly inferior cell-edge
performance to “PF+MD”.

The effect of λ is demonstrated in Fig. 4 that plots β as a function of λ.
Here, β also includes the fraction of resource allocated to cell-edge users who
are located in six neighboring cells. As discussed in Proposition 3, users are less
likely to switch to the upper RRC as λ increases. To obtain this result, we im-
posed no upper limit on β (i.e., βmax = 1). When RR scheduling is employed
for cell-interior users, they do not take advantage of opportunistic scheduling,
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Fig. 4. β vs. λ

and thus it drives more users to switch to the upper RRC. Therefore, β in case
of RR scheduling is much greater than that of PF scheduling.

5 Conclusion

We have proposed a new RRM framework for wide-area wireless data networks
that manages radio resources of cell-interior and cell-edge users separately. The
work presented in this paper has been limited to downlink data transmission;
RRM schemes for uplink in conjunction with downlink would be one avenue for
future work.
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A Appendix: Proof of Proposition 1

In the case of i), the RRC switch is possible if an α′(k) exists such that

α(k)
C1(k)

C1,2(k)
≤ α′(k) ≤ α(k)

C1 − C1(k)
C1 + C2 − C1,2(k)

, (28)

which is obtained from (10) and (11). The upper bound must be greater than the
lower bound, which results in (14). The objective is maximized by the minimal
value, i.e., α′(k) = α(k)C1(k)/C1,2(k). The proofs of the other cases are omitted
because they follow along similar lines.

B Appendix: Proof of Proposition 3

For brevity, we only prove the case of upward switching. In the case of fractional
frequency reuse, (23) is equivalent to

λ <
log(1 + γ1)

log(1 + γ1/(γ2 + 1))
− 1 � f(γ2) (29)
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In the case of macro-diversity, (25) can be re-written as

λ <
1

1 − log(1+γ2)
log(1+γ1+γ2)

− 1 � g(γ2) (30)

It is easily proved that for a fixed γ1, f(γ2) and g(γ2) are monotonically increas-
ing functions of γ2. Therefore, as the average capacity of a neighboring cell 2
increases (i.e. as λ increases), an increasing value of γ2 is required.
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Abstract. The behavior of selfish users, which does not respect the backoff pro-
cedure of IEEE 802.11 WLAN, has been nicely studied in game-theoretic frame-
works. However, in these studies, the effect of physical carrier sense has not
been properly incorporated into the analysis. In this paper, we study the prob-
lem of how carrier sense misbehavior can affect network performance in addi-
tion to backoff misbehavior. Our analysis shows that a cheater can increase its
throughput by ignoring the carrier sense mechanism while a well-behaved user
significantly loses its throughput. Consequently, not only a malicious user, but
also a selfish one is motivated to disregard the carrier sense mechanism, which
will result in significant throughput degradation of well-behaved ones. Our anal-
ysis also shows that carrier sense misbehavior corresponds to the case of virtually
increasing the channel access probability of the cheater in the backoff procedure.
We provide our preliminary simulation results, which verify our analysis.

Keywords: IEEE 802.11 MAC, physical carrier sense, wireless network secu-
rity, MAC-layer misbehavior.

1 Introduction

With the ubiquitous deployment of wireless networks such as IEEE 802.11 Wireless
Local Area Network (WLAN), it becomes critical to protect the network from mali-
cious and selfish users. In particular, the Medium Access Control (MAC) protocols
in wireless networks typically adopt distributed contention resolution schemes for the
shared wireless channel. Hence, a misbehaving user that does not respect MAC pro-
tocols can significantly degrade network performance by diminishing the bandwidth
share of well-behaved users. For example, the IEEE 802.11 WLAN MAC adopts the
Distributed Coordination Function (DCF), which basically consists of the CSMA/CA
with the exponential backoff mechanism. Consequently, a malicious or selfish user,
which disregards the IEEE 802.11 DCF, may cause significant performance degrada-
tion of well-behaved ones.

Recently, selfish or greedy behavior in IEEE 802.11 MAC has been substantially
studied [1, 2, 3, 4, 5, 6]. In particular, the selfish behavior disregarding the exponential
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backoff mechanism has been nicely formulated in game-theoretic frameworks [2, 3,
5]. These studies have shown that the selfish behavior of disregarding the exponential
backoff mechanism can significantly increase the bandwidth share of a cheater at the
expense of that of a normal user. In addition, several efficient detection mechanism for
misbehavior of a cheater have been proposed [2, 4, 5]. However, in these studies, the
effect of physical carrier sense has not been considered in the analysis.

In this paper, we study the problem of how carrier sense misbehavior affects net-
work performance in IEEE 802.11 WLAN. Since the basic IEEE 802.11 MAC consists
of physical carrier sense and the exponential backoff mechanism, carrier sense misbe-
havior provides another line of possibilities for a cheater in addition to disregarding the
exponential backoff mechanism. We consider the case when a cheater does not respect
the carrier sense mechanism with a certain cheating rate when it has a packet to send.
We first derive the saturation throughput of a cheater and a well-behaved user as a func-
tion of the cheating rate, respectively. Then, we show that the throughput of a cheater
increases while that of a normal user decreases as the cheating rate increases. Conse-
quently, similarly as in the case of the backoff misbehavior, the cheater can increase its
bandwidth share by sacrificing that of the normal user. Our analysis further shows that
carrier sense misbehavior corresponds to the case of virtually increasing the channel
access probability of the cheater in the exponential backoff mechanism. Our simulation
results validate our analysis.

The remainder of the paper is organized as follows. We introduce recent studies
on wireless network security in Section 2. Then, in Section 3, we introduce the IEEE
802.11 DCF and the Bianchi’s model for the exponential backoff procedure, which will
be used in our analysis in subsequent sections. In Section 4, we derive the saturation
throughput of a cheater and a well-behaved user as a function of the cheating rate,
respectively. Then, we show that the throughput of a cheater increases while that of a
normal user decreases as the cheating rate increases. Simulation results that verify our
analysis are given in Section 5. Finally, our conclusion follows in Section 6.

2 Related Work

The IEEE 802.11 standard has seen successful widespread deployment because of its
unlicensed spectrum and low hardware cost. The original security protocol of IEEE
802.11, called Wired Equivalent Privacy (WEP), was designed to provide privacy and
authenticity of data. However, it has been shown by Fluhrer et al. [7] that weakness
in the encryption algorithm used by WEP can be exploited to allow the discovery of
session keys. After this study, various related attacks have been demonstrated, for ex-
ample, [8, 9].

Bellardo and Savage [10] have implemented and demonstrated an attack that targets
the authentication/association scheme of IEEE 802.11. They showed that the deauthen-
tication and disassociation messages are not encrypted in the scheme, and thus an at-
tacker can easily forge these messages. The attacker can then send the deauthentication
message to the access point before client’s data is received, or the attacker can send the
disassociation message to the client before the client’s data is transmitted. They further
showed in [10] that the 802.11 carrier sense mechanism can be easily exploited. For
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example, in 802.11 networks, a node can only send data a certain time after the channel
stops being busy. In particular, if not due to retransmission or fragmentation, a user can
only transmit data DCF InterFrame Space (DIFS) after channel is available; otherwise
the user can transmit data Short InterFrame Space (SIFS) after, where SIFS < DIFS.
Bellardo and Savage then presented a sophisticated scheme exploiting the virtual car-
rier sense mechanism. The 802.11 standard specifies that the MAC frame header of all
packets should contain a duration field, which specifies how long others have to wait
before transmission is allowed in order to avoid collision. Users update their Network
Allocation Vector (NAV) with this duration information and keep quiet for the specified
duration. Thus an attacker can repeatedly request long channel occupancy time, thereby
starving normal clients of channel occupancy.

Another type of attack that disregards the backoff procedure in 802.11 MAC has
been substantially studied [1,2,3]. In these studies, game-theoretic frameworks have of-
ten played a key role for analyzing the network behavior [2,3]. For example, it has been
shown in [2] that the backoff misbehavior leads to a significant unfair share of band-
width between the cheater and the well-behaved users. Then, an efficient game-theoretic
framework has been proposed to drive the network operating point to a pareto-optimal
one. More recently, Pelechrinis et al. [6] showed in their empirical studies that carrier
sense misbehavior significantly degrades the performance of well-behaved users while
the cheater can substantially increase its bandwidth share. Based on this observation,
They proposed a scheme for detecting this misbehavior in IEEE 802.11 WLAN. Their
key idea is as follows: Since the cheater will ignore low-power receptions as legitimate
packets, by intelligently sending low-power probe packets, an AP can detect the cheater
with high probability.

Our study here lies in the direction of these studies on carrier sense misbehavior.
Our main focus is on investigating the performance of each user with carrier sense
misbehavior, which has not been considered in the analysis of previous studies. Though
the throughput performance with carrier sense misbehavior has been empirically shown
in [6], there has been few analytical studies on this issue. Consequently, we look into
this problem in an analytical manner, which we expect will be a building block for
developing efficient detection and prevention mechanisms for carrier sense misbehavior
in the future.

3 Preliminaries

3.1 IEEE 802.11 DCF Mechanism

The basic CSMA/CA mechanism in IEEE 802.11 DCF operates as follows. When a
station has a frame to transmit, it senses the medium first, which is called physical car-
rier sense. After the medium is sensed idle for a time interval of Distributed InterFrame
Space (DIFS), it starts to transmit the frame. Otherwise, the station defers its transmis-
sion according to a exponential backoff algorithm: It maintains a random backoff timer,
whose value is uniformly distributed in [0, CW ], where CW stands for the contention
window size. CW is always 1 less than a power of 2 (e.g, 15, 31, 63, ...). CW is initially
set to its minimum value of CWmin, moves to the next greatest power of two, up to its
maximum value of CWmax, after each time the frame incurs a collision. The backoff
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timer is decremented by one for each physical slot time σ when the channel is idle,
suspended whenever the channel is busy, and reactivated after the channel is sensed
idle again for a DIFS. The node transmits when the backoff timer reaches zero. After
transmitting frame except broadcasting message, the source node expects to receive a
positive acknowledgement (ACK) frame from the destination node within an interval of
Short InterFrame Space (SIFS). If an ACK is not received in SIFS, the sender assumes
the frame has experienced a collision, and schedules a retransmission for this frame
while updating CW according to the exponential backoff algorithm.

3.2 Markov Chain Model for the IEEE 802.11 Exponential Backoff Mechanism

Here, we briefly introduce the Markov chain model for the IEEE 802.11 exponential
backoff mechanism in [11] for completeness, which will be used in our analysis in the
next section. For a given node, each state is represented as (i, k) where i is the backoff
stage and k is the current backoff counter. The backoff window size at stage i is denoted
by Wi. Since the minimum backoff window size is W , Wi becomes Wi = 2iW with
the binary exponential backoff.1 The maximum backoff stage is m. Then, the one-step
transition probabilities are as follows:⎧⎪⎪⎨⎪⎪⎩

P{i, k | i, k + 1} = 1, k ∈ (0, Wi − 2), i ∈ (0, m);
P{0, k | i, 0} = (1−p)

W0
, k ∈ (0, W0 − 1), i ∈ (0, m);

P{i, k | i − 1, 0} = p
Wi

, k ∈ (0, Wi − 1), i ∈ (i, m);
P{m, k | m, 0} = p

Wm
, k ∈ (0, Wm − 1).

Now, let bi,k denote the stationary probability of state (i, k). Then, we have the follow-
ing relation. {

bi,0 = pib0,0, 0 < i < m;
bm,0 = pmb0,0

(1−p) .

Then, we have

bi,k =
Wi − k

Wi
bi,0, i ∈ (0, m), k ∈ (1, Wi − 1).

Finally, bi,k can be expressed as a function of b0,0 as follows:{
bi,k = pi(Wi−k)

Wi
b0,0, i ∈ (0, m − 1), k ∈ (1, Wi − 1);

bm,k = pm(Wm−k)
(1−p)Wm

b0,0, k ∈ (1, Wi).
(1)

Now, b0,0 can be obtained by applying the normalization condition of the Markov chain
as follows:

1 =
m∑

i=0

Wi−1∑
k=0

bi,k =
m∑

i=0

bi,0 +
m∑

i=0

Wi−1∑
k=1

bi,k. (2)

1 In fact, Wi and W correspond to CW + 1 at stage i and CWmin + 1 in the previous section,
respectively.
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By using (1), (2) gives

b0,0 =
2(1 − 2p)(1 − p)

(1 − 2p)(W + 1) + pW (1 − (2p)m)
. (3)

From (3), the channel access probability τ can be obtained as follows.

τ =
m∑

i=0

bi,0 =
2(1 − 2p)

(1 − 2p)(W + 1) + pW (1 − (2p)m)
. (4)

4 Performance Analysis with Carrier Sense Misbehavior

In this section, we present an analytical framework for modeling a heterogeneous IEEE
802.11 WLAN, where a cheater and a well-behaved user coexist. In our analysis, we
assume that there exist one misbehaving user and one normal user in the network. A
more general analysis will be an issue of future work.

4.1 System Descriptions and Assumptions

There are basically two ways for a cheater to disregard the carrier sense mechanism.
First, it can intentionally ignore the ongoing transmission of a well-behaved user during
the exponential backoff procedure and attempt to transmit by decrementing its backoff
counter without freezing. In this case, if the transmission of a frame takes longer than a
usual backoff window, it is clear that both of the transmissions will fail because of the
collision, which is apparently malicious to both the cheater and the well-behaved user.
Another way is to disregard the carrier sense mechanism at the beginning, and starts to
transmit without entering into the exponential backoff mechanism. Here, we consider
the latter case, under which the cheater may benefit from its misbehavior.

Without loss of generality, let User 1 denote the cheater and User 2 the well-behaved
one. The conditional collision probability and the channel access probability of each
user are denoted by pi and τi, i = 1, 2, respectively. In addition, the cheater ignores
the carrier sense mechanism with a cheating rate of q, i.e., with a probability of q, the
cheater accesses the channel without carrier sense (which also results in bypassing the
exponential backoff mechanism). Consequently, the cheater can affect the throughput
performance of both users by adjusting the value of q. Our analysis has the following
two goals; to derive the throughput of each user as a function of the cheating rate q and
to identify the effect of q on the throughput of each user based on the derived model.

Note that it is not a simple task to discover the analytical relation between the
throughput of each user and the cheating rate because of the exponential backoff proce-
dure. In addition, it should be noted that the channel access probability of the cheater,
τ1, is defined as the conditional channel access probability when the cheater has decided
not to cheat (which occurs with a probability of(1−q)). The actual channel access prob-
ability of the cheater seen by the well-behaved one is different from τ1. We will discuss
this issue in the subsequent section.
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4.2 Markov Chain Model for the Exponential Backoff Mechanism with Carrier
Sense Misbehavior

Here, by using (4), we derive the systems of equations for the exponential backoff
mechanism with carrier sense misbehavior. Note that our analysis is different from the
homogeneous case in [11] in the sense that we consider the heterogeneous situation
where τi’s and pi’s are different, respectively, because of the introduction of the carrier
sense cheating rate q.

As already introduced in the previous sections, let pi and τi, i = 1, 2 denote the colli-
sion probability and the channel access probability of the cheater and the well-behaved
user, respectively. Since the event of cheating is independent of the well-behaved user’s
channel access, the conditional collision probability of the cheater, p1, becomes

p1 = 1 − (1 − τ2) = τ2. (5)

In the meantime, the channel access of the well-behaved user will succeed if the cheater
has decided not to cheat and further decided not to transmit according to the exponential
backoff mechanism. Hence, p2 becomes

p2 =1 − (1 − q)(1 − τ1) = 1 − [1 − {(1 − q)τ1 + q}] = τ ′
1, (6)

where τ ′
1 = (1 − q)τ1 + q. In addition, from (4), we have

τi =
2(1 − 2pi)

(1 − 2pi)(W + 1) + piW (1 − (2pi)m)
, i = 1, 2. (7)

Hence, from (5), (6), and (7), we have

τ1 = F (τ2) =
2(1 − 2τ2)

(1 − 2τ2)(W + 1) + τ2W (1 − (2τ2)m)
, (8)

and

τ2 = G(τ1, q) =
2(1 − 2τ ′

1)
(1 − 2τ ′

1)(W + 1) + τ ′
1W (1 − (2τ ′

1)m)
, (9)

where τ ′
1 = (1 − q)τ1 + q. Similarly as in the homogeneous case in [11], (8) and (9)

constitutes a nonlinear system of equations for τ1 and τ2. It should be noted in (9) that
the access probability of the well-behaved user, τ2, is determined by the exponential
backoff procedure in (4) as if the cheater accesses the channel with τ ′

1 = (1 − q)τ1 + q.
We have the following relation for F in (8):

Lemma 1. F (τ2) in (8) is a decreasing function of τ2.

Proof. From (8), we can easily show that dF (τ2)/dτ2 < 0. ��

In addition, we have the following result for G in (9):

Lemma 2. For a given value of τ1, G(τ1, q) is a decreasing function of q.

Proof. It is straightforward from (9) that ∂G(τ1, q)/∂q < 0. ��
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From Lemma 1 and Lemma 2, the solution to the systems of equations in (8) and (9)
has the following property:

Theorem 1. Let (τ∗
1 , τ∗

2 ) denote the solution to the system of (8) and (9). Then, (τ∗
1 , τ∗

2 )
is unique. Furthermore, τ∗

1 increases with q while τ∗
2 decreases with q.

Proof. From (8), F (0) = 2/(W + 1) and F (1) = 2/(2mW + 1). Similarly, from
(9), we have G(0, q) = 2(1 − 2q)/ [(1 − 2q)(W + 1) + qW (1 − (2q)m)] = F (q) and
G(1, q) = 2/(2mW +1) = F (1). Since 0 ≤ q ≤ 1 and F is a decreasing function from
Lemma 1, we have F (q) ≥ F (1). Hence, it can be concluded that (τ∗

1 , τ∗
2 ) is unique.

Furthermore, since G is a decreasing function of q from Lemma 2, τ∗
1 is an increasing

function of q while τ∗
2 is a decreasing function of q. ��

From Theorem 1, we have the following corollary:

Corollary 1. The virtual access probability of the cheater, denoted by τ ′
1 = (1−q)τ1+

q, is an increasing function of q.

Proof. By differentiating τ ′
1 with respect to q, we have

∂τ ′
1

∂q
= (1 − τ1) + (1 − q)

∂τ1

∂q
.

Since 0 ≤ q, τ1 ≤ 1 and ∂τ1/∂q > 0 from Theorem 1, we have ∂τ ′
1/∂q > 0. ��

Remark 1. Our analysis shows that the effect of carrier sense misbehavior is to virtu-
ally increase the channel access probability of the cheater seen by the normal user from
τ1 to τ ′

1 = (1 − q)τ1 + q. From Corollary 1, the virtual channel access probability of
the cheater increases as the cheating rate q increases. It should be noted that τ1 is still
determined according to the ordinary exponential backoff mechanism as given in (8).

4.3 Saturation Throughput of Heterogeneous IEEE 802.11 WLAN with Carrier
Sense Misbehavior

Let vi, i = 1, 2 denote the virtual slot time, which is the average time for each event of
User i. Then, we have

v1 = v2 =(1 − q) [(1 − τ1)(1 − τ2)σ + {τ1(1 − τ2) + τ2(1 − τ1)} Ts + τ1τ2Tc]
+ q {(1 − τ2)Ts + τ2Tc}

=(1 − τ ′
1)(1 − τ2)σ + {τ ′

1(1 − τ2) + τ2(1 − τ ′
1)} Ts + τ ′

1τ2Tc, (10)

where σ, Ts, and Tc denote the slot time, the time for successful transmission, and that
for collision, respectively.

Let Si, i = 1, 2 denote the saturation throughput of User i. Then, from (5), we have

S1 =
((1 − q)τ1 + q) (1 − p1)

v1
=

τ ′
1(1 − τ2)

v1
,

where τ ′
1 = (1−q)τ1+q and v1 is given in (10). We have the following relation between

S1 and q:
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Theorem 2. The saturation throughput of the cheater is an increasing function of the
cheating rate q.

Proof. By applying the chain rule,

∂S1

∂q
=

∂S1

∂τ ′
1

∂τ ′
1

∂q
+

∂S1

∂τ2

∂τ2

∂q
+

∂S1

∂v1

∂v1

∂q

=
(1 − τ2)

v1

∂τ ′
1

∂q
− τ ′

1

v1

∂τ2

∂q
− τ ′

1(1 − τ2)
v2
1

∂v1

∂q
. (11)

In the meantime, from (10),

∂v1

∂q
=

∂v1

∂τ ′
1

∂τ ′
1

∂q
+

∂v1

∂τ2

∂τ2

∂q
. (12)

By plugging (12) into (11), we have

∂S1

∂q
=

(1 − τ2)
v1

[
1 − τ ′

1

v1

∂v1

∂τ ′
1

]
∂τ ′

1

∂q
− τ ′

1

v1

[
1 +

(1 − τ2)
v1

∂v1

∂τ2

]
∂τ2

∂q
. (13)

Let v1 = A(τ2)τ ′
1 + B(τ2). Then, from (10), we have

A(τ2) =
∂v1

∂τ ′
1

= (1 − τ2)(Ts − σ) + τ ′
1(Ts − Tc) > 0. (14)

Furthermore, B(τ2) = v1|τ ′
1=0 = (1 − τ2)Ts + τ2Tc > 0. Hence, we have

τ ′
1

v1

∂v1

∂τ ′
1

=
A(τ2)τ ′

1

A(τ2)τ ′
1 + B(τ2)

< 1. (15)

In a similar manner, let v1 = C(τ ′
1)τ2+D(τ ′

1). Then, for positive C(τ ′
1), by (15), Theo-

rem 1, and Corollary 1, the right-hand side of (13) becomes positive. When C(τ ′
1) < 0,

we have ∣∣∣∣(1 − τ2)
v1

∂v1

∂τ2

∣∣∣∣ =
∣∣∣∣ C(τ ′

1)(1 − τ2)
C(τ ′

1)τ2 + D(τ ′
1)

∣∣∣∣ ≤
∣∣∣∣C(τ ′

1)
D(τ ′

1)

∣∣∣∣ < 1,

because D(τ ′
1) > |C(τ ′

1)|. Consequently, we have ∂S1/∂q > 0 for all cases. ��

In a similar manner, from (6), we have

S2 =
τ2(1 − τ ′

1)
v2

.

Then, we have the following result for the relation between S2 and q.

Theorem 3. The saturation throughput of the well-behaved user, S2, is a decreasing
function of the cheating rate q.
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Proof. By symmetry, from (13),

∂S2

∂q
=

(1 − τ ′
1)

v2

[
1 − τ2

v2

∂v2

∂τ2

]
∂τ2

∂q
− τ2

v2

[
1 +

(1 − τ ′
1)

v2

∂v2

∂τ ′
1

]
∂τ ′

1

∂q
. (16)

Let v2 = A′(τ ′
1)τ2 + B′(τ ′

1). When A′(τ ′
1) is positive, we have

τ2

v2

∂v2

∂τ2
=

A′(τ ′
1)τ2

A′(τ ′
1)τ2 + B′(τ ′

1)
< 1.

Hence, in all cases, the right-hand side of (16) is negative by virtue of Theorem 1 and
Corollary 1. ��

5 Simulation Study

In this section, we perform a simulation study to verify our analysis. We use ns-2.34
with the MAC model in [12]. For saturation condition, we generate downlink UDP
traffic of 6 Mb/s from the AP to each user. The default parameters used in our simulation
is given in Table 1. For each given value of q, simulation run of 100 seconds has been
performed for 20 times. Each point in figures is shown with a confidence level of 95%.

Table 1. Default parameters used in ns-2 simulations

802.11a modulation BPSK (6Mbps) Data rate 6 Mb/s
CWmin 15 CWmax 1023

RTS/CTS Disabled Thermal noise -96 dBm
SINR threshould 10 dB Rx threshould -82 dBm

First, we consider the case when both of the users adopt the exponential backoff
mechanism in Fig. 1. When the cheating rate q is zero, both users show the same
throughput performance. However, as q increases, the throughput of the cheater in-
creases while that of the normal user decreases, which agrees with our analysis. As q
reaches one, the cheater takes most of the bandwidth share, and the throughput of the
well-behaved user becomes almost zero.

Now, we take look into the case when both of the users use a fixed value of 15 for
the contention window size in Fig. 2. Similarly as in Fig. 1, both users evenly share
the bandwidth when q is zero. In addition, as q increases, the throughput of the cheater
increases while that of the well-behaved user decreases in a similar manner. However,
if we compare Fig. 2 with Fig. 1 carefully, it can be noticed that the rate of change in
the throughput is smaller in Fig. 2. This difference results from the fact that the well-
behaved user does not back off as q increases, but accesses the channel with a fixed
contention window sizes (CW ) of 15.

In Fig. 3, we consider the case when the cheater uses a fixed CW of 15 while the
well-behaved user adopts the ordinary exponential backoff mechanism. As one can eas-
ily expect, the cheater accesses the channel in the most aggressive manner in this case
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Fig. 1. Throughput performance vs. cheating rate when both users adopt the exponential backoff
mechanism
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Fig. 2. Throughput performance vs. cheating rate when both users use a fixed CW of 15

among all three ones. Even when q is zero, there is a difference between the throughput
of the cheater and that of the normal user. Since the cheater uses a fixed CW of 15,
which is the minimum possible value for the normal user, the cheater can take more
bandwidth than the well-behaved one in this case. As q increases, similarly as in the
aforementioned cases, the cheater has more bandwidth share while the normal user
loses its share.
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Fig. 3. Throughput performance vs. cheating rate when the cheater uses a fixed CW of 15 while
the normal user adopts the exponential backoff mechanism

0 10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

 

 

A
ve

ra
ge

 U
D

P
 G

oo
dp

ut
 (

M
bp

s)

Cheating Rate (%)

 Cheater
 Normal User

Fig. 4. Throughput performance vs. cheating rate when both users adopt the exponential backoff
with RTS/CTS enabled

Finally, in Fig. 4, we consider the case when both users adopt the exponential backoff
mechanism with Request to Send (RTS)/Clear to Send (CTS) enabled. Even though we
have not considered RTS/CTS in our analysis, Fig. 4 shows that the trends are quite
similar with those in the previous figures. Consequently, we can conclude that our
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analysis is valid with the RTS/CTS procedure. A more detailed analysis of the network
performance with the RTS/CTS mechanism will be an issue of future research.

6 Conclusion and Future Work

We have shown that a cheater can significantly increase its throughput by ignoring
the carrier sense mechanism in IEEE 802.11 WLAN while a normal user will lose its
throughput. In fact, our analysis shows that the carrier sense misbehavior corresponds
to the case of virtually increasing the channel access probability of a cheater. Conse-
quently, not only a malicious user, but also a selfish one are motivated to disregard
the carrier sense procedure, which will result in significant degradation in throughput
performance of well-behaved users. One important issue in future research is how to
efficiently detect and penalize the carrier sense misbehavior of a selfish user to protect
well-behaved ones from significant performance degradation.
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Abstract. In this paper, we propose a bidirectional bandwidth-allocation
mechanism to improve TCP performance in the IEEE 802.16 WiMAX
networks. According to the IEEE 802.16 standard, when serving a down-
link TCP flow, the transmission of the uplink ACK, which is performed
over a separate unidirectional connection, incurs additional bandwidth-
request/allocation delay. Thus, it increases the round trip time of the
downlink TCP flow and results in the decrease of throughput accord-
ingly. First, we derive an analytical model to investigate the effect of
the uplink bandwidth-request/allocation delay on the downlink TCP
throughput. Second, we propose a simple, yet effective, bidirectional
bandwidth-allocation mechanism that couples the bandwidth allocation
for uplink and downlink connections by using either proactive bandwidth
allocation or piggyback bandwidth request. The proposed scheme reduces
unnecessary bandwidth-request delay and the relevant signaling over-
head due to proactive allocation; meanwhile, it maintains high efficiency
of uplink bandwidth usage by using piggyback request. Moreover, our
proposed scheme is quite simple and practical; it can be simply imple-
mented in the base station without requiring any modification in the
subscriber stations or resorting to any cross-layer signaling mechanisms.
The simulation results ascertain that the proposed approach significantly
increases the downlink TCP throughput and the uplink bandwidth
efficiency.

Keywords: IEEE 802.16e MAC, bandwidth request & allocation, TCP
performance.

1 Introduction

The emerging broadband wireless access (BWA) network based on the IEEE
802.16e [1], called Mobile WiMAX, is one of the most promising solutions for
the last mile broadband wireless access to support high data rate, high mobil-
ity, and wide coverage at low cost. The International Telecommunication Union
(ITU) approved Mobile WiMAX as an International Mobile Telecommunication
(IMT) advanced technology in October 2007. According to the WiMAX forum,
the number of Mobile WiMAX users in the world is expected to grow up to
93 millions by 2012. On the other hand, TCP has been widely used in most
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communication networks since the late 1980s, and it is still the most popular
transport-layer protocol for reliable transmission in the Internet. Therefore, it is
imperative to study and optimize the performance of TCP in Mobile WiMAX
networks.

In this paper, we propose a solution for enhancing the TCP performance
in Mobile WiMAX networks by means of efficient bandwidth allocation in the
medium access control (MAC) layer. First, we show that the bandwidth-request
delay, which is incurred in transmitting uplink TCP acknowledgements (ACKs),
degrades the performance of the downlink TCP flow. Since the ACK packets are
served with a separate uplink connection in Mobile WiMAX network, they re-
quire bandwidth-request/allocation procedure. This procedure incurs additional
delay; therefore, the round trip time (RTT) of the downlink TCP flow is in-
creased and the throughput is remarkably decreased. Moreover, we derive an
analytical model for evaluating the effect of the bandwidth-request delay on the
throughput of the downlink TCP flow. The numerical results based on the anal-
ysis model reveal that the downlink throughput decreases by about 20% ∼ 30%
under a typical configuration due to bandwidth-request delay.

In order to resolve this problem, we propose a framework of bidirectional con-
nection that couples the bandwidth allocations for two unidirectional connections
(one for downlink TCP data and the other for uplink TCP ACK). Within this
framework, we propose a simple and effective bandwidth allocation mechanism
that combines proactive bandwidth allocation with piggyback bandwidth request.
The former allocates the bandwidth for the TCP ACK in a proactive manner;
when a base station (BS) serves a downlink TCP data packet, the BS grants the
bandwidth for the corresponding TCP ACK without any explicit request from
the subscriber station (SS). The latter lets SS request bandwidth for the TCP
ACK in a piggyback manner; SS carries the bandwidth-request for the subse-
quent ACKs in the header of on-going packet as long as there is ongoing uplink
transmission.

The proposed approach decreases the bandwidth-request delay for the TCP
ACK packets and reduces the overhead that is incurred in the bandwidth-request
process. Implementing our proposed scheme is simple and practical, it is achieved
by monitoring bandwidth-request queues managed by the BS without requiring
any information or modification in the SS. This approach is a MAC-layer solu-
tion to improve the TCP performance; thus, it does not require any change in
the TCP sender or receiver. Also, it can be incrementally deployed and widely
extended to any centralized scheduling framework with a reliable transport pro-
tocol employing ACK mechanism. The OPNET [2] simulation results show that
the proposed bidirectional approach increases the downlink TCP throughput up
to about 40% compared with the conventional unidirectional bandwidth alloca-
tion, and it maintains high efficiency of the uplink bandwidth allocation.

There have been several proposals for efficient bandwidth request and alloca-
tion mechanisms in the IEEE 802.16 BWA networks in the literature [3,4, 5, 6].
They mostly focused on QoS scheduling algorithm and architecture, but they
did not consider the TCP characteristics. TCP-aware uplink scheduling scheme
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was recently proposed in [7], [8] to assure fair resource allocation among the
competing uplink TCP flows. Also, the study in [9] dealt with the collision in
the contention-based bandwidth request process, which may occur during the
transmission of uplink TCP ACK. Our study differs from previous studies as
follows: (i) we investigate the interaction between TCP and 802.16 MAC, and
analyze the performance degradation in the downlink TCP flow resulting from
the bandwidth allocation for the uplink TCP ACK, (ii) we propose the bidirec-
tional bandwidth allocation aiming at increasing the throughput of the downlink
TCP flow without decreasing the efficiency of the uplink bandwidth allocation,
(iii) the proposed approach is transparent to a scheduling algorithm, i.e., any
advanced downlink/uplink scheduling algorithm can be incorporated into the
proposed framework to improve efficiency or QoS.

The rest of this paper is organized as follows. In Section 2, we briefly in-
troduce the QoS scheduling framework of the IEEE 802.16, and we state the
problem related to the bandwidth request and allocation for the TCP ACK.
Next, we derive the analytical model of the TCP throughput by considering the
bandwidth-request process in Section 3. In Section 4, we propose the frame-
work and algorithm for the bidirectional bandwidth allocation. In Section 5, we
evaluate the performance of the proposed approach via simulations. Finally, we
conclude this paper in Section 6.

2 Problem Statement

2.1 IEEE 802.16 Scheduling Framework

This study considers the point-to-multipoint architecture of the IEEE 802.16
networks, where the communication between BS and SS is controlled by the
BS. The transmissions are all made over unidirectional connections that are ei-
ther downlink (DL) (from BS to SS) or uplink (UL) (from SS to BS). When
a connection is established with the specific QoS requirements, the connection
admission control comes into play at the BS based on the information of the
advertised QoS requirements and the available resource. Once the connection
is admitted, the BS schedules both DL and UL connections in a centralized
way. The BS maintains two types of queues for scheduling, data transmission
queues for DL connections and bandwidth request queues for UL connections.
Based on the QoS requirements specified for each connection (e.g., the tolerable
delay and the minimum reserved rate), the BS schedules the DL connections
with the transmission queues and UL connections with the request queues, inde-
pendently. Unlike the DL connections, the bandwidth for the UL connections is
allocated on a reservation-basis or on a request-basis depending on the scheduling
class. After completing the scheduling process, the BS generates and broadcasts
DL/UL MAP messages that contain two dimensional (time and frequency) re-
source allocation information. When receiving the DL/UL MAP, SS decodes
a DL frame and transmits a UL frame in the specified time and frequency of
the OFDMA/TDD (Orthogonal Frequency Division Multiple Access with Time
Division Duplex) frame.
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Fig. 1. Bandwidth-request procedure for TCP ACK packets; contention-based request
and piggyback request

2.2 Bandwidth Request for TCP ACK

Considering TCP ACK packets are served with a best-effort (BE) connection,
there are two standardized bandwidth-request mechanisms for serving them [1]:
the contention-based request and the piggyback request, which are referred to as
contention and piggyback hereafter, respectively.

In the contention method, the SS takes the following four-step request-response
procedure for transmitting a TCP ACK, as illustrated in Fig. 11; (i) the SS
picks a random bandwidth-request ranging (BR RNG) code, which is modulated
into a dedicated contention-free ranging channel and it is delivered to the BS;
(ii) the BS detects the BR RNG code, and then sends a CDMA Allocation IE
message in the UL MAP to inform SS of the transmission region for a BR
message; (iii) the SS sends a stand-alone BR MAC header as a MAC protocol
data unit (MPDU) that specifies the required amount of bandwidth; (iv) the BS
allocates the required bandwidth by sending the UL MAP back to the SS. Finally,
the SS can transmit its TCP ACK packet by using the allocated bandwidth.
This procedure inevitably incurs a processing delay that is approximately two
tenths of a millisecond. Sometimes the delay may increase up to a few hundred
milliseconds due to the collisions and the subsequent backoff/retransmissions
(when two or more SSs choose the same BR RNG code and simultaneously send
them). In this case, the delay can cause TCP-level time-out and retransmission,
which drastically decrease the TCP throughput.

On the other hand, the SS can deliver the ACK packets via the piggyback
method. For the MAC frames backlogged in the transmission queue of the SS,
the corresponding BR message can be piggybacked in the sub-header of the
1 For simplicity, we do not consider the delayed ACK mechanism [10] or the fragmen-

tation/packing of MAC service data unit (MSDU) in Fig. 1.
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on-going MAC frame. Fig. 1 shows that the second TCP ACK is delivered by
the piggyback, while the first ACK is delivered by the contention. Compared
to the contention method, the piggyback method neither requires contention
for the BR opportunity, nor incurs long delay. Moreover, the piggyback method
reduces signaling overhead; specifically, the size of the BR MAC header for the
contention is 6 bytes, while the size of the sub-header for the piggyback is 2
bytes [1]. Consequently, it is more desirable to use the piggyback method for
delivering TCP ACKs.

However, the piggyback method is only available when there exists at least one
backlogged MAC frame in the transmission queue at the instant of generating a
new MAC frame that contains TCP ACK. The piggyback method is not always
available due to the following reasons:

– TCP data packets are generated and delivered in a bursty fashion, so the
corresponding ACK packets are not regularly or periodically generated, i.e.,
the transmission queue in the SS is occasionally empty.

– When packet loss or TCP time-out occurs (which frequently happens in
wireless networks), there is no choice but to perform the contention method
to serve ACK packets because there is no on-going UL frame.

– The first ACK packet of the first data packet within a certain congestion
window may not use the piggyback.

3 Modeling TCP Throughput with Bandwidth-Request
Process

3.1 Model Derivation

We derive the TCP throughput model by considering and analyzing the effect
of the BR delay on the throughput. We consider that a TCP connection is
established to download an L-byte object. Here, we make several reasonable as-
sumptions; (i) the wireless link between the BS and the SS is a bottleneck link
and its capacity is constant, (ii) the buffer in the BS is properly provisioned
to prevent buffer overflow, (iii) a retransmission mechanism, hybrid automatic
repeat request (HARQ), recovers the wireless channel error and it assures in-
order delivery of the MPDUs according to the IEEE 802.16 specification [1]. Let
us denote pe as the final target packet error rate with the HARQ retransmis-
sions and denote Wth and Wmax(> Wth) as slow start threshold and advertised
window size, respectively. Then, we model the TCP congestion window w(k) at
the kth RTT stage as the Markov chain and we represent the state transition
probabilities as:

Prob[w(k + 1) = 21/bw | w(k) = w < Wth] = (1 − pe)w

Prob[w(k + 1) = w + 1/b | w(k) = w ≥ Wth] = (1 − pe)w

Prob[w(k + 1) = Wmax | w(k) = Wmax] = (1 − pe)w

Prob[w(k + 1) = w/2 | w(k) = w] = 1 − (1 − pe)w

(1)
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Here, b denotes the number of packets acknowledged by one received ACK packet
(if the delayed ACK mechanism is used, then the TCP receiver sends one cumu-
lative ACK for two consecutively received packets, i.e., b is 2). This stochastic
process models three phases of the TCP congestion window: slow-start, con-
gestion avoidance, and fast recovery, but it neglects the TCP time-out due to
the assumptions of a large buffer size and the HARQ retransmissions. Next,
we calculate the number of RTT stages required for downloading the L-byte
object, defined as N . We consider that packet losses are not correlated among
the back-to-back transmissions within a congestion window (because the buffer
size is large enough to avoid buffer overflow and the packet error in the wireless
channel is random and irrelevant to the queuing discipline). We also consider
that a lost packet, even after the HARQ retransmissions, is recovered by a single
TCP retransmission with probability close to one since pe � 1. Thus, we can
represent N as

N = argminn

n∑
k=1

w(k) > L′ +
L′∑

k=0

k

(
L′

k

)
pk

e(1 − pe)L′−k, (2)

where L′ = �L/MSS	 and MSS (byte) denotes the maximum segment size of
TCP. The first and second terms on the right side of (2) represent the initial
transmission and the retransmission of the TCP packets. The second term on
the right side of (2) is equal to the mean of the binomial distribution; so the
right side of (2) becomes L′(1 + pe).

Next, we model the RTT at the kth stage, RTT (k). Fig. 2 depicts the TCP
timing diagram between the sender (server) and the receiver (SS). Note that the
BS is located between the server and the SS but it is not explicitly shown in
Fig. 2. We define R (byte/sec) as the effective capacity to process the TCP pay-
load. At the receiver-side, RTT (k) can be considered as the difference between
the time when the receiver starts receiving the first packet in w(k) and the time
when it does in w(k + 1), i.e.,

RTT (k) =
w(k)MSS

R
+ tidle(k), (3)

where tidle(k) is the idle time between the time when finishing receiving the
last packet in the kth RTT stage and the time when starting receiving the first
packet in the (k +1)th RTT stage. On the other hand, the RTT can be modeled
at the sender-side as the difference between the time when the sender starts
transmitting the first packet in the congestion window and the time when the
sender receives the corresponding ACK packet, i.e.,

RTT (k) =
MSS

R
+ tbr(k) + tq(k) + RTTmin. (4)

Here, tbr(k) denotes the BR delay of the ACK for the first data packet in the
kth RTT stage, and it can be modeled as

tbr(k) =
{

Tct if tidle(k − 1) > 0,
Tpb if tidle(k − 1) = 0,

(5)
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Fig. 2. TCP timing diagram at sender-side and receiver-side

where Tct and Tpb are the contention-based and the piggyback-based BR delays,
respectively. We define tq(k) as the queuing delay in the BS for the first data
packet in the kth RTT stage and we model it as the accumulated backlog until
the (k − 1)th RTT stage divided by the service rate at the kth stage, i.e.,

tq(k) =
k−1∑
n=1

[
w(n)

MSS

R
− RTT (n)

]+

, (6)

where [x]+ = max(0, x). In (4), RTTmin accounts for several components of the
RTT except tbr and tq, e.g., the propagation delay over wired links between the
sender and the BS, the DL/UL scheduling delay in BS/SS, the ACK transmis-
sion delay, and several other processing delays. Although RTTmin may vary, we
assume that it is constant in order to focus on the throughput reduction due
to tbr.

The RTT is matched at both the sender-side and the receiver-side, thus,
tidle(k) can be represented from (3) and (4) as:

tidle(k) =
[
RTTmin + tq(k) + tbr(k) − (w(k) − 1)

MSS

R

]+

. (7)

Once w(k) is obtained from the stochastic process described in (1); tq(k) and
tidle(k) can be obtained from (6) and (7), respectively, and RTT (k) is determined
by (4). Finally, the average throughput, TH, is given as

TH =
∑N

k=1 w(k)MSS∑N
k=1 RTT (k)

, (8)

where N is given in (2). Note that the average throughput TH is not represented
in a closed form, but it can be numerically obtained.
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3.2 Model Validation

We validate the derived model by comparing its results with the simulation re-
sults. We also compare the analysis results with the well-known TCP throughput
model [11], which is characterized by the RTT and packet loss rate as;

TH = min

(
WmaxMSS

RTT
,

√
3
2b

MSS

RTT
√

pe

)
. (9)

Here, we consider b to be one without considering the delayed ACK mechanism
for simplicity.

First, we observe the effect of the BR delay on the TCP throughput. We con-
sider a typical configuration such that Wmax = 64 KB, MSS = 1KB, L = 1MB,
RTTmin = 100 ms, Tpb = 10 ms, R = 5 Mb/s, and pe = 0.01. Figure 3 compares
the analysis results with two TCP models, TCP model1 and TCP model2, as well
as with the simulation results to validate the analysis model. The results of TCP
model1 and TCP model2 are obtained from (9) by setting their RTTs such that
RTT = RTTmin +Tct (TCP model1) and RTT = RTTmin +Tpb (TCP model2),2

respectively. They are intended to represent the cases where the bandwidth is
requested by either only the contention or the piggyback. Compared to the case
of Tct = 10 ms, the throughput obtained from the simulation and the analysis
results is approximately decreased by 32% and 29% when Tct is increased to 60
ms, respectively. The analytical throughput is slightly higher than that of the
simulation result, which results from the fact that the model does not consider
the delay variation due to the HARQ and the burst behavior of TCP packet
loss. However, the throughputs with TCP model1 and TCP model2 deviate from
the simulation results remarkably. The main reason of this deviation is the as-
sumption made in deriving (9) i.e., once a packet is lost, the subsequent packets
are dropped due to the buffer-overflow until the end of the given RTT stage.
This assumption is reasonable in wired networks where the routers’ buffers are
2 In this configuration, we observed from the simulation that the queuing delay is

negligible compared to RTTmin so it is not included in RTT calculation.
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managed by the drop-tail queuing discipline; however, it is no longer valid in the
wireless networks where packet loss is not highly related to the buffer-overflow,
but it occurs randomly. On the other hand, TCP model2 gives constant through-
put, regardless of the change of the contention BR delay, Tct. If Tct > 30ms, then
TCP model2 overestimates the throughput compared to the simulation results.
However, it underestimates the throughput when Tct < 30 ms. These results
in Fig. 3 confirm that the existing TCP throughput models cannot capture the
effect of the contention-based BR delay but our analysis model is effective to do
that.

Our derived analysis model can also evaluate the effect of various system
parameters such as RTT (RTTmin), packet error rate (pe), and download object
size (L). Fig. 4 shows these effects on the achievable TCP throughput. Here,
we set Tct to the typical value of 30 ms, and we compare the analysis results
with the simulation results. Additionally, Fig. 4 shows the maximum theoretical
throughput that can be obtained from our analysis model by setting Tct = 0 and
pe = 0. We also compare these results with that of the TCP model [11], where
RTT in (9) is set as the average value from the simulation results. We set the
default values of the parameters as RTTmin = 100ms, pe = 1%, L = 1MB, and
R = 5 Mb/s. From Fig. 4, we observe the following:

– The analysis results agree well with the simulation results for the wide range
of various system parameters, which confirms that the analysis model is
effective and accurate.

– The existing TCP model underestimates the throughput in most cases. Fur-
thermore, it fails to represent the effect of L, i.e., it gives a constant through-
put regardless of the value of L, because the existing TCP model is intended
to get the steady-state throughput without considering the slow-start phase
of the TCP.

– Compared to the ideal case without the BR delay, the actual TCP through-
put is decreased by about 10% ∼ 23% for the whole configuration. Also the
relative throughput, defined as the actual throughput divided by the ideal
throughput, is decreased as RTTmin or L decreases. This implies that the
BR delay effect is amplified when the RTT or the object size is small.
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4 Bidirectional Bandwidth Allocation

We propose the bidirectional bandwidth allocation for the DL TCP data and
the UL TCP ACK to reduce both the BR delay and the overhead. First, we
propose a preliminary solution that proactively allocates the bandwidth for the
UL TCP ACK when the BS serves the DL TCP data packet. Next, we elaborate
on how this mechanism improves the efficiency of the UL bandwidth allocation
by combining the proactive allocation with the piggyback request.

4.1 Proactive Bandwidth Allocation

The starting point of bidirectional bandwidth allocation is that a TCP flow es-
sentially involves the bidirectional packet transmission, i.e., the sender transmits
the data packets to the receiver while the receiver transmits the ACK packets
to the sender. Also, the transmission of the TCP ACK is related to the trans-
mission of the TCP data; no TCP ACK packet is generated until the TCP data
packet is delivered to the receiver. However, the process of bandwidth allocation
standardized in IEEE 802.16 works in a unidirectional way; the UL bandwidth
allocation is completely independent of the DL bandwidth allocation. Under this
rationale, we propose a bidirectional connection, where the bandwidth allocation
for the UL TCP ACK is associated with the transmission of the DL TCP data.
We consider the proactive bandwidth allocation (we call it proaction) mechanism
as a naive approach. The BS scheduler proactively allocates bandwidth for the
corresponding UL ACK packet whenever the DL TCP data packet is served by
the BS. Thus, it is not necessary for the SS to request bandwidth and the proac-
tion can remove the BR delay and the overhead that are caused by transmitting
the UL ACK packets. Consequently, the DL TCP throughput can be increased.

However, this approach has two major drawbacks. First, if the delayed ACK
[10] mechanism is used it wastes the UL bandwidth. The delayed ACK mecha-
nism, which is implemented in most TCP protocols, lets the TCP receiver not
send the ACK packets immediately after receiving the TCP data packets but
the receiver waits for the arrival of the next in-order TCP data packet up to
500 ms. Combined with the cumulative ACK, the delayed ACK mechanism can
effectively reduce the amount of ACK traffic. Roughly speaking, the receiver
sends every other ACK packet on receiving TCP data packets. Consequently,
the proaction may unnecessarily allocate bandwidth and significantly decreases
the UL bandwidth efficiency. Second, the proaction cannot determine the ac-
curate amount of bandwidth-request if the MSDU (TCP data packet or ACK
packet) is fragmented or packed. In the IEEE 802.16 MAC, the MSDU fragmen-
tation/packing frequently occurs in the scheduling and automatic repeat request
(ARQ) operation. If the BS serves the fragmented or packed TCP data pack-
ets, then it can hardly predict the amount of bandwidth required for the SS to
serve the corresponding ACK packets. For these reasons, the proaction mecha-
nism cannot be considered as a practical solution for the bidirectional bandwidth
allocation.
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4.2 Hybrid Approach

To overcome the drawbacks of the proactive bandwidth allocation, we propose
a hybrid approach that combines the proactive bandwidth allocation with the
piggyback bandwidth request. The proposed approach basically employs the
piggyback method, and utilizes the proaction method only if the piggyback is not
available. The piggyback does not have any problem involved to the delayed ACK
mechanism and the fragmentation/packing since it allocates the bandwidth re-
actively (the SS first determines the amount of required bandwidth and then it
requests the bandwidth). The basic idea is to first limit the usage of the proaction
for efficient usage of the UL bandwidth, and then to replace the contention with
the proaction for enhancing the DL throughput. The key point is determining the
type of UL bandwidth allocation (proaction or piggyback) and determining the
amount of bandwidth request.

Fig. 5 presents how the proposed approach works. Note the UL bandwidth
request queue in the BS is managed for each connection. When serving a DL
frame, the BS scheduler checks the associated UL request queue. If the UL
request queue is empty, the scheduler puts a new bandwidth request to the
request queue on behalf of the SS, i.e., the scheduler performs the proaction.
The amount of bandwidth-request is set to be equal to the amount required
to send one TCP ACK including the MAC header. On the other hand, when
transmitting an UL frame, the SS checks whether the backlogged traffic is still
present in its transmission queue. If the transmission queue is not empty, then the
SS requests bandwidth in a piggyback manner at the amount of the backlogged
traffic. In this way, the proposed hybrid approach increases the UL bandwidth
efficiency due to the piggyback while decreasing BR delay due to the proaction.

The main strength of the proposed approach is that it does not require any
modification of the SS and it can be simply implemented in the BS. Moreover,
the proposed mechanism does not have any control parameters on which its
performance depends, and thus it is unnecessary to tune the parameters. The
proposed mechanism only monitors the state of the UL request queue maintained
in the BS to determine the type of bandwidth-request, so it neither requires
information about the transmission queue of the SS nor results in additional
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signaling overhead between the BS and the SS. In addition to simplicity, this
approach can be incrementally deployed because it does not requires any changes
of the SS. The proposed approach can also be incorporated with any scheduling
algorithm to further improve overall utilization, fairness, or QoS.

5 Simulation

5.1 Simulation Setup

In the simulations, we consider the OFDMA/TDD PHY where the frame dura-
tion is 5 msec, the number of DL/UL symbols are 29/18, and the base frequency
and the channel bandwidth are 2.5 GHz and 10 MHz, respectively. The wire-
less channel is modeled by using the empirical COST-231 HATA model [12],
log-normal shadowing, and the ITU channel model [13] to consider the multi-
path fading effect. We implement the adaptive modulation and coding scheme
in the simulator. Depending on the signal to interference noise ratio (SINR),
the modulation and coding rate are dynamically changed among the followings:
QPSK (1/12, 1/8, 1/4, 1/2, 3/4), 16QAM (1/2), 64QAM (2/3, 3/4, 5/6) for
the downlink and QPSK (1/12, 1/8, 1/4, 1/2, 3/4), 16QAM (1/2, 3/4) for the
uplink. We emulate the HARQ and the ARQ mechanisms such that the target
packet error rate of the HARQ is 1 %, the maximum number of the HARQ
retransmissions (excluding the initial transmission) is three, and the retrans-
mission delays of the HARQ and the ARQ are 30 ms and 100 ms, respectively.
Also, they are modeled so that MSDUs are delivered in-order for reducing TCP
retransmissions. The contention-based BR delay is uniformly set between 25 ms
to 50 ms; the collision probability of BR RNG code and its timer value are set to
1 % and 100 ms, respectively. We set the maximum TCP segment size to 1500
bytes and we use the delayed ACK mechanism. The minimum RTT, RTTmin is
set to 100 ms. These configurations are typical operation scenarios for the TCP
flows over the mobile WiMAX networks, as recommended by the IEEE 802.16m
task group [14]. Note that the simulation results are averaged over ten instances
of the simulation with different random seeds.

In the simulation study, we consider the following three bandwidth-request/
allocation algorithms and we compare their performance;

(i) UNI: a conventional unidirectional approach as described in Sec. 2.2,
(ii) blind-BI: a bidirectional approach using the proaction without the piggy-

back,
(iii) adapt-BI: the proposed bidirectional approach that adaptively switches

between the proaction and the piggyback depending on the state of the BR
queue.

Together with simulation results of these algorithms, we will present the theo-
retical maximum throughput derived from the analysis model in Section 3, it is
named as ideal. The performance metrics are set as:

– UL MAC-to-MAC delay: the time interval between generating MSDU on the
SS and receiving it on the BS.
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– UL bandwidth allocation efficiency: Bused/Balloc, where Bused is the cumu-
lative amount of UL bandwidth that is actually used to transmit the TCP
ACKs and Balloc denotes the cumulative amount of bandwidth allocation
(including the MAC header and the bandwidth-request message).

– DL throughput: the average goodput, which is calculated as the download
object size divided by the download completion time.

5.2 Tradeoff between Performance and Efficiency

In the first simulation, we focus on the tradeoff between performance and ef-
ficiency in the bandwidth allocation process. Here, we consider FTP download
and we set the download object size to 1 MB.

First, we observe the UL MAC-to-MAC delay of UNI, blind-BI, and adapt-
BI, whose cumulative distributions are shown in Fig. 6. The delay of blind-BI
is minimized due to proactive bandwidth allocation, but that of UNI is much
larger than the others due to the contention-based request. However, the adapt-
BI considerably decreases the delay, which is at least 2 times smaller than that
of UNI and is slightly higher than that of blind-BI. Specifically, the median
delays of UNI, blind-BI, and adapt-BI are 56.6, 14.0, and 18.9 ms, and the 90th-
percentile delays are 94.1, 46.7, and 49.8 ms, respectively. The sudden increase
of the delay in Fig. 6 is caused by the HARQ/ARQ retransmissions.

Next, we evaluate the efficiency of the UL bandwidth allocation. Table 1 lists
Balloc, Bused, as well UL efficiency and DL throughput. The UNI utilizes the
UL bandwidth efficiently, i.e., the difference between Balloc and Bused is slight.
However, in the case of the blind-BI, Balloc is almost two times higher than
Bused, i.e., almost half of the allocated bandwidth is wasted. The bandwidth
wastage of blind-BI is remarkably higher than the other algorithms because it
proactively allocates the bandwidth, regardless of whether or not the SS has
packets to send. As indicated in Table 1, the bandwidth allocation waste is
minimized by the adapt-BI; it is smaller than that of the UNI because the UNI
has to send a 6-byte bandwidth-request message in the contention phase, which
is unnecessary in the adapt-BI.
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Table 1. Uplink efficiency and downlink throughput of UNI, blind-BI, and adapt-BI

algorithm Balloc (Kbyte) Bused (Kbyte) UL efficiency DL throughput (Mb/s)
UNI 18.6 16.4 0.88 0.77

blind-BI 32.7 16.1 0.49 1.06
adapt-BI 17.9 16.3 0.91 1.01

In summary, the results in Fig. 6 and Table 1 confirm the following:

– Compared to the UNI, the adapt-BI decreases the average UL MAC-to-MAC
delay by more than two times, and so it increases the average DL throughput
by about 31%.

– the blind-BI achieves small gain of DL throughput over the adapt-BI at the
significant cost of efficiency of the UL bandwidth allocation; almost half of
the UL bandwidth is wasted to increase the DL throughput by about 5%
compared to adapt-BI.

– Unlike the blind-BI, the adapt-BI maintains high efficiency of the UL band-
width allocation (higher than blind-BI by 42%); meanwhile, its DL through-
put is comparable with that of the blind-BI.

5.3 Effect of RTT

In this simulation, we study the effect of RTT, which is a key factor affecting the
TCP throughput. For this purpose, we change RTTmin, which can be set to an
arbitrary value by excluding the variable components of RTT such as BR delay
and scheduling/queuing delay, from 20 ms to 200 ms. Here, L is set to 1 MB.

As shown in Table 2, the UL MAC-to-MAC delay and the UL efficiency are
almost insensitive to the change of RTTmin. Regardless of RTTmin, the adapt-
BI considerably reduces the UL delay compared to the UNI, while it remarkably
increases the UL efficiency compared to the blind-BI. As RTTmin increases, its
effect on the throughput surpasses that of the BR delay. Therefore, the effect
of the BR delay on the throughput is alleviated, i.e., the throughput increase
of adapt-BI/blind-BI over UNI decreases as RTTmin increases. For example, if
RTTmin = 20 ms, the adapt-BI gives higher throughput than the UNI by about
39%, but the throughput gain is decreased by 18% if RTTmin = 200 ms. These
simulation results in Table 2 confirm the outstanding performance of adapt-BI
in terms of bandwidth request delay, uplink bandwidth efficiency, and downlink
throughput.

Next, we compare the ideal throughput calculated from the analysis model
with those obtained from simulations. Table 2 shows that the throughput of
adapt-BI is close to the ideal throughput; the slight difference between them
is mainly caused by the fact that the analysis model does not include the
HARQ/ARQ processing delays. Also, we can check the validity of the analy-
sis model by comparing its ideal throughput with the throughput of blind-BI.
Apart from the UL bandwidth efficiency, the blind-BI is considered to be the
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Table 2. Performance comparison of UNI, blind-BI, and adapt-BI with various values
of RTT

RTTmin

(ms)

UL MAC delay (ms) UL efficiency (%) DL throughput (Mb/s)

UNI
blind adapt

UNI
blind adapt

UNI
blind adapt

ideal-BI -BI -BI -BI -BI -BI
20 62.0 26.8 31.1 87.6 48.9 91.0 1.19 1.76 1.65 1.79
50 64.9 26.9 30.9 87.9 49.1 90.9 0.98 1.42 1.35 1.47
100 65.5 27.0 31.3 88.1 49.7 91.0 0.76 1.04 1.01 1.11
150 65.8 26.7 30.7 88.3 50.2 91.1 0.60 0.78 0.74 0.81
200 65.5 26.6 31.6 88.2 51.2 91.2 0.51 0.63 0.60 0.67

best solution that can maximize the DL throughput by minimizing the BR de-
lay. The result in Table 2 that the analytical throughput is nearly equal to the
throughput of blind-BI reconfirms the validity of our analysis model.

5.4 Effect of Packet Loss Rate

In this simulation, we evaluate the performance of the proposed mechanism with
various values of packet loss rate. To focus on the effect of packet loss on the
TCP throughput, we disable the retransmission mechanisms in PHY/MAC layer
(HARQ and ARQ) and we randomly drop packets with probability of p ranging
from 0.1% to 5%.3 Here, we set L and RTTmin to 1 MB and 100 ms, respectively.

Fig. 7 compares several performance indices of the three algorithms with var-
ious values of p. It is noteworthy from Fig. 7(a) that the UL delay of UNI
increases as p increases, but those of blind-BI and adapt-BI change very little
with respect to p. The reason is as follows. A packet loss can result in the TCP
time-out or increase the burstiness of packet transmission, then the packet loss
possibly makes the transmission queue of the SS empty. Accordingly, the prob-
ability of the contention-based BR is increased and the UL MAC delay of UNI
is also increased. On the other hand, the delays of blind-BI and adapt-BI are
nearly irrespective of packet loss because of the proactive bandwidth allocation,
i.e., even when the transmission queue of the SS is empty, the bandwidth is
allocated without a contention-based request. Next, we can observe the UL ef-
ficiency from Fig. 7(b). As p is increased from 0.1% to 5%, the efficiencies of
UNI and adapt-BI are both decreased by 1.8%, however, that of blind-BI is de-
creased by 7.9%. The blind-BI unconditionally allocates bandwidth for the UL
TCP ACK, regardless of whether or not the DL TCP data packet is successfully
delivered to the SS, so the allocated UL bandwidth may be wasted if the DL
packet loss occurs. Consequently, the delay of blind-BI increases in proportion to
the packet loss rate. Next, we investigate the effect of p on the throughput from
Fig. 7(c). As was expected, the throughputs of all the three algorithms decrease
rapidly as p increases. Although the absolute throughput gain of adapt-BI over
UNI, which is the throughput difference between them, decreases with respect
3 If HARQ and ARQ are enabled, most of the packet losses due to the wireless channel

errors are recovered, so we cannot arbitrarily set the packet loss rate.
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Fig. 7. Performance comparison of UNI, blind-BI, and adapt-BI with various values of
packet loss rate

to the increase of p, and the relative throughput gain, which is the throughput of
adapt-BI divided by that of UNI, remains within 23% ∼ 40% for the entire range
of p. We also observe from Fig. 7(c) that the throughput of blind-BI/adapt-BI
is not quite deviated from the ideal throughput.

6 Conclusion

In this paper, we have proven that the DL TCP performance is degraded in the
IEEE 802.16 wireless networks due to the bandwidth-request delay for trans-
mitting the UL ACK. Moreover, we have derived the analytical model through
which we can quantitatively analyze the effect of the bandwidth-request delay on
the TCP throughput. The model is useful for predicting the maximum through-
put gain that can be achieved by an ideal bandwidth request/allocation mech-
anism. To remove the unnecessary bandwidth-request delay and overhead that
are involved in transmitting the UL ACK, we have proposed the bidirectional
bandwidth allocation framework and the hybrid approach that combines the
proactive bandwidth allocation with the piggyback bandwidth request schemes.
Due to proactive bandwidth allocation, the proposed approach can reduce both
bandwidth-request delay and overhead, and it can increase the DL throughput.
At the same time, it can increase the efficiency of the UL bandwidth allocation
due to the piggyback request, which is performed in a reactive manner. The sim-
ulation results have indicated that the proposed hybrid approach significantly
increases the DL TCP throughput (by up to 40% compared to the case without
the proactive allocation) as well as the UL bandwidth efficiency (by about two
times compared to the case without the piggyback request). The advantages of
the proposed scheme are that it is very simple and practical, and it requires
neither changes of the SS nor additional signaling mechanism between the BS
and the SS.

Acknowledgment

This work was supported in part by the IT R&D program of MKE/IITA [2008-
F015-02, Research on Ubiquitous Mobility Management Methods for Higher
Service Availability].



Enhanced Bandwidth Allocation for TCP Flows in WiMAX Networks 379

References

1. IEEE 802.16 WG, IEEE standard for local and metropolitan area networks part 16:
Air interface for fixed and mobile broadband wireless access systems, Amendment
2, IEEE 802.16 Standard (December 2005)

2. OPNET WiMAX Model Development Consortium, “OPNET network simulator
with WiMAX model (2007), http://www.opnet.com/WiMax

3. Wongthavarawat, K., Ganz, A.: Packet scheduling for QoS support in IEEE 802.16
broadband wireless access systems. International Journal of Communication sys-
tems 16, 81–96 (2003)

4. Cicconetti, C., Lenzini, L., Mingozzi, E., Eklund, C.: Quality of service support in
IEEE 802.16 networks. IEEE Network 20, 50–55 (2006)

5. Liu, Q., Wang, X., Giannakis, G.B.: A cross-layer scheduling algorithm with QoS
support in wireless networks. IEEE Trans. on Vehicular Technology 55, 839–847
(2006)

6. Park, E.-C., Kim, H., Kim, J.-Y., Kim, H.-S.: Dynamic bandwidth request-
allocation algorithm for real-time service in IEEE 802.16 broadband wireless access
networks. In: Proceedings of IEEE INFOCOM (2008)

7. Kim, S., Yeom, I.: TCP-aware uplink scheduling for IEEE 802.16. IEEE Commu-
nications Letters 11, 146–148 (2006)

8. Rath, H.K., Karandikar, A., Sharma, V.: Adaptive modulation-based tcp-aware
uplink scheduling in ieee 802.16 networks. In: Proceedings of IEEE ICC (2008)

9. Kim, E., Kim, J., Kim, K.S.: An efficient resource allocation for TCP service in
IEEE 802.16 wireless MANs. In: Proceedings of IEEE Vehicular Technology Con-
ference (VTC)-Fall, pp. 1513–1517 (2007)

10. Braden, R.: Requirements for Internet hosts – Communication layers. IETF RFC
1122 (October 1989)

11. Padhye, J., Firoiu, V., Towsley, D., Kurose, J.: Modeling TCP throughput: A
simple model and empirical validation. In: Proceedings of ACM SIGCOMM, pp.
303–314 (1998)

12. Blaunstein, N.: Radio Propagation in Cellular Networks. Artech House (1999)
13. ITU-R Task Group 8/1, Guidelines for evaluation of radio transmission technologies

for IMT-2000, Recommendation ITU-R M.1225 (1999)
14. IEEE 802.16 WG, Draft IEEE 802.16m evaluation methodlogy, IEEE 802.16 Stan-

dard (December 2007)

http://www.opnet.com/WiMax


QShine 2009 
 
 

Invited Session II – Overlay,  
P2P Networks and Service  

Oriented Architectures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



A Topologically-Aware Overlay Tree for Efficient
and Low-Latency Media Streaming

Paris Carbone1 and Vana Kalogeraki1,2

1 Department of Informatics, Athens University of Economics and Business
2 Department of Computer Science and Engineering, University of

California-Riverside

Abstract. Streaming a live music concert over the Internet is a challeng-
ing task as it requires real-time, high-quality data delivery over a large
number of geographically distributed nodes. In this paper we propose
MusiCast, a real-time peer-to-peer multicast system for streaming midi
events and compressed audio data. We present a scalable and distributed
tree construction algorithm where nodes across the Internet self-organize
into a low-latency tree. Our system is built ontop of the pastry DHT
and takes advantage of the DHT’s properties to construct an end-to-
end low-latency dissemination tree using topology oriented information.
The benefit of our scheme is that it is completely decentralized, allowing
nodes to connect to each other using local information only, and achieves
good performance by considering latency information when constructing
the tree. Our experimental results illustrate the benefits of our approach.

Keywords: Overlay Networks, Multimedia Streaming.

1 Introduction

In the past few years, peer-to-peer multicast services have received a growing
acceptance over traditional methods such as IP multicast that has been the de
facto mechanism for delivering data streams to a large number of participants.
Peer-to-peer systems offer a number of attractive characteristics including adap-
tivity, scalability and robustness, properties of increased importance with the
growing popularity of the Internet today and the increasing interest for online
multimedia content distribution.

However, multimedia streaming brings a number of challenges to the design
of peer-to-peer multicast systems: First, multimedia data streams are produced
in large volumes and high rates by a small set of sources to a large number of
receivers. For these applications, low-latency delivery of the streaming data is
of paramount importance. Second, such an application layer multicast system
consists of a number of nodes that are geographically distributed, thus, the
multicast system must consider not only the delay but also the topology of the
nodes and their geographic proximity. Third, computational and communication
resources are shared by multiple concurrent and competing streams; this poses
certain restrictions on the number of connections of the peers.

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 383–399, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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A number of multicast streaming systems have been proposed in the literature.
Most systems have made significant contributions on load balance and content
distribution [3,5,6,9], while there are also a few examples [8] targeting latency
requirements and low cost tree construction. End-to-end latency and cost mea-
surements require relative topological approximations and frequently the com-
bination of different optimal structures (min cost, min path trees, meshes etc.).
There are also many challenges that need to be faced when dealing with delay
metrics such as peer churn, node failures and dynamically changing application
requirements.

In this paper we present MusiCast, a topologically-aware peer-to-peer mul-
ticast system. MusiCast builds upon the idea of making possible a live music
concert, consisting of nodes with different roles (i.e. musicians, spectator nodes)
to cooperate and transmit music over the Internet. The key challenge in the de-
sign of MusiCast is to construct a tree structure that distributes the load across
all participating nodes and achieves this in a decentralized and scalable manner.
We present a distributed tree construction algorithm where nodes organize into a
topologically-aware, low-latency overlay tree. MusiCast is built ontop of the Pas-
try DHT [15] taking advantage of its properties. The advantage of our scheme is
that it achieves high data delivery ratios and low end-to-end latencies. MusiCast
offers robustness to node failures and disconnections; thus, the failure of a node
does not affect the performance of the rest of the system. We have implemented
MusiCast on a local area testbed and evaluated its performance on various met-
rics including end-to-end delay, jitter and bandwidth used. Our experimental
results demonstrate the efficiency and performance of our approach.

The rest of the paper is organized as follows. Section 2 presents our system
model and overview of our approach. In section 3 we describe the system compo-
nents, the tree construction algorithm, the run-time operation of our algorithm
and our approach to failure recovery. In section 4 we describe our performance
evaluation. Section 5 presents related work and section 6 concludes the paper.

2 Problem Formulation

In this section we first present our system model and then we give an overview
of our approach.

2.1 Our System Model

The overall system consists of a set of overlay nodes N , divided into two dif-
ferent categories. Each node category represents a different layer of quality re-
quirements and constraints that need to be taken into account by the system.

– M ⊂ N : Musician nodes are the main data sources of the system and are
responsible for streaming midi or audio data. The number of musician nodes
is typically small (‖M‖ = [1, 10]), following a typical music band size. The
main requirement of the M nodes is to maintain low playback latency to
synchronize among themselves in order to achieve continuous and smooth
delivery of the data streams.
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Table 1. Notations explanation

Notation Meaning
V A set of all participating spectator nodes in the system
J A set of nodes currently joined in the multicast tree
K Candidate parents set, ki ∈ K : ki ∈ J and S(ki) > 0
vi A node vi ∈ V

p(vi) The parent node of vi on the multicast tree
C(vi) The set of children of vi on the multicast tree

d(vi, vj) distance between nodes vi and vj

l(vi) Tree path distance vi from the tree root c

B Bandwidth required by stream
r(vi) outgoing bandwidth of vi

S(vi) The number of available slots in vi

– S ⊂ N : Spectator nodes receive, forward and playback data streams as they
are generated by the sources. The number of Spectator nodes can range from
a few hundred to a few thousand nodes. Spectators’ demands are the most
challenging ones due to the scale of the spectators’ subsystem. Their goals
include: low delay in tree construction, small latency, minimum jitter and
load balancing.

One of the Spectator nodes takes the role of the Coordinator c, which is
responsible for musicians’ synchronization, main sequence composition and
tree construction initialization control. The coordinator also serves as the
root of the multicast tree.

We assume that the overlay network of the spectators is represented as a graph
G = (V, E), where V is the set of all the spectator nodes, including the coordi-
nator and E = V xV is the set of the edges between the nodes. The weight of
each edge < ui, uj > represents the distance d(ui, uj) between the two nodes.
We will assume here that d(ui, uj) denotes the actual unicast delay between ui

and uj as the distance metric but it could also be replaced by other metrics. We
assume that each node ui has a maximum number of connections, also reffered
to as slots of ui, S(ui). The maximum number of slots each node can handle
is r(ui)

B , where r(ui) describes the maximum outgoing bandwidth of ui and B
specifies the bitrate of the overall streaming sequence. Every node should offer
at least one slot in order to join the system, so S(ui) > 0. In order to disseminate
a live data stream to all spectator nodes effectively, it is required to construct a
spanning tree on G in which: (a) the degree constraints are satisfied and (b) the
maximum end-to-end delay from the root to each node is minimized.

One important question is how to measure the distance between the nodes.
We use a distributed distance measurement scheme based on the binning scheme
proposed in [1]. The disadvantage of using other approaches where the distance
between each pair of nodes is obtained using active end-to-end measurements,
is that, the system would not be scalable due to the increased number of mea-
surements needed (O(n2)) and the lack of network bandwidth required for such
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consumable operations. We note, however, that this is an NP-hard problem,
however, our approach manages to calculate the distance between the nodes
efficiently, as we will explain later in the paper.

2.2 Approach Overview

Our approach is two-fold: (a) First, at an initialization phase, our goal is, given a
number of musician and spectator nodes, to construct a low-latency tree struc-
ture that offers small latency and a good load balance while respecting the
network constraints at the nodes. The advantage of our approach compared to
past techniques such as the ones proposed in Bullet, MeshTree and Coolstream-
ing [2,3,8], is that they often start by building random trees and then using
an increasing amount of messages in a greedy order, aim to transform it into
a low-delay tree. (b) Second, at the run-time phase, we employ optimization
techniques in order to reduce the average delay to respond to dynamic changes
to peer churn and resource availability. This will enable us to reduce unwanted
jitter caused by joining or departing nodes that can affect the playback quality
throughout the entire tree.

3 System Overview

In this section we discuss the operation of our system. MusiCast consists of
musician and spectator nodes. We first describe the operation of the musician and
spectator subsystems. Then we discuss our distributed distance measurement
scheme and how topological awareness is accomplished using content stored at
the peers, followed by the discription of the tree construction algorithm used,
our run-time optimizations and how we deal with failures. The architecture of
our system is illustrated in Figure 1.

Fig. 1. Architecture of our System
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3.1 The Musicians Subsystem

Each musician is responsible for streaming on a specific midi or audio chan-
nel while reproducing the sequences received from other musicians in real time.
There are strict latency constraints that need to be taken into account. Event
messages generated by each musician need to get to all other musicians (and
to the coordinator) as soon as possible, without any extra delays, in order to
achieve a responsive and effective playback. That is why we chose to establish a
broadcasting scheme between them using the many-to-many unicast technique.
Our goal is to keep low latencies, as large latencies could cause confusion to
musicians, thus lowering the quality of their performance. Also, the number of
musicians is ordinarily small and so as the bit rate of compressed audio and
midi packets, so this technique is suitable for this specific setting. All midi pack-
ets received on each musician are instantly directed for playback without further
buffering while compressed audio packets are buffered to the lowest degree. Con-
trol messages and basic synchronization between musicians are handled by the
coordinator node. By synchronization we mean the maintenance of a global accu-
rate timing, rate and channel distribution between them. The coordinator gives
to each musician its global timing offset at startup with the use of the NTPv4
protocol which is shown to achieve an accuracy of 1-2ms in a LAN infrastructure
or 8-10ms in a WAN. It is also the coordinator which instructs the musicians
about the exact global time each one will start streaming on its specifically given
channel. Each sequence stream from the musicians is also forwarded to the co-
ordinator node which synthesizes the main sequence by aggregating all packets
on top of the NTP timing protocol. This main sequence is being disseminated
to the spectators’ multicast tree from there.

3.2 The Spectators Subsystem

The spectators’ subsystem consists of the spectator nodes and the coordinator
which serves as the main source. Our goal is to organize the spectator nodes
into a low latency multicast tree and achieve minimum overhead for control and
optimizations.

The initial tree structure is an important decision, because despite optimiza-
tions, a reliable system is ought to guarantee high quality services from the point
it begins operating. Many popular recent end-to-end multicast systems such
as Bullet and MeshTree often start by creating a random structure [2,3,6,11].
Random tree structures offer some benefits such as resilience and costless ini-
tialization, though this could result in unbalanced situations with high average
latency and jitter. Another disadvantage concerning these techniques is the over
increasing overhead caused during runtime due to required optimizations which
can affect playback quality greatly. A low cost initial tree on the other hand
could guarantee a low average jitter while getting transformed easier into a
more balanced one by following simple transformations as we will explain later.

Next, we will introduce some good attributes a dissemination tree is reasonable
to have for high quality streaming. During a top down distributed construction of
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Fig. 2. Example: Operation of our System

the multicast tree there is a set of nodes J , J ⊂ V , that have already joined the
overlay tree. When a node finds an available parent and establishes a connection
it is considered as joined. Due to variable bandwidth availability, as it has been
already mentioned in section 2.2, each node ui is capable of supporting a certain
fixed number of children (or outgoing connections) S(ui), known as slots. That
signifies that there’s only a set of candidate parents K at any time, specified as
tree members having free slots.

Definition 1. Candidate parents K, K ⊆ J, ui ∈ K iff ui ∈ J and S(ui) > 0.

Figure 2 shows an example with four nodes A, B, C and D for which the edges
between them illustrate their distance (unicast latency in our example). Nodes
A, B and C have already joined the multicast tree, so the set of joined nodes
is J = {A, B, C}. Assume that their slots availability is as follows: S(A) =
0, S(B) = 1, and S(C) = 2. That denotes that if D considers joining the tree, it
has to take into account only the set of candidate parents K = {B, C} once A
does not have any available slots left. Nodes B and C are children of A in the
multicast tree and this set is defined as C(A) = {B, C}. Also the parent of a node
ui is defined as p(ui), so p(B) = p(C) = A. The problem here is which candidate
D should choose as a parent. If D choose B as a parent then d(D, B) = 3 and
l(D) = 9, where l(ui) is the tree path distance of a node ui. Alternatively, by
joining C, d(D, C) = 5 and l(D) = 6, so the choice that should be made here
is non-trivial. Although both per-hop and end-to-end latency attributes can be
considered for high quality streaming, we chose to use the per-hop distance as
priority constraint. In the example that means that p(D) should connect to B
despite high end-to-end latency. Formally, the parent of each node following that
pattern should be found using the following min-cost rule:

Definition 2. p(ui) = uj iff d(ui, uj) == min{d(ui, uk)},∀uk ∈ K.

A tree constructed following the min-cost join metric defined above is essential
for a starting point on multicast streaming and offers the minimum possible per-
hop latency which is important to maintain low jitter levels at startup. However,
this is not sufficient for scalability and overall quality. Another key metric that
should be taken into account is the average end-to-end latency from the root c

to each tree node, defined as
∑‖J‖

i=0
l(ui)
‖J‖ . It is quite simple to transform a min
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cost tree into a low latency one by applying the following rule to each node until
it gets to the highest possible level in the tree:

Definition 3. if p(ui) == uj and d(ui, p(uj)) < d(uj , p(uj))
then p(ui) → p(uj) and p(uj) → ui, ∀ui ∈ J where S(ui) > 0

A node occasionally checks whether it is closer to its grandparent than its parent
and if so it can be swapped with its parent. This is needed because of high
churn: in a dynamic environment a peer can connect and disconnect from the
tree at random times and without a priori notification. This can leave the tree
unbalanced. Each node having that property moves closer to the root and after
a period of convergence the resulting tree has nodes relatively close to the root
occupying the top levels of the tree while nodes further from the root occupying
the bottom levels. That is an effective way for minimizing the average end-
to-end delay. In the previous example, D should swap with its parent B once
d(A, D) < d(B, D) resulting in d(A, D) = l(D) = 3 and a decreased average
latency of 3. In our system, the low cost tree is being created during a pilot
initialization phase, in which topology information is being collected and then
the optimization process takes place at run-time.

3.3 Accomplishing Topology Awareness

One important challenge in our setting is whether it is possible to gather topo-
logical information in a manner that is both practical and scalable and if so,
how could this information be effectively incorporated into the design of dis-
tributed systems such as overlay networks and content distribution systems. An
effective solution was proposed in [1] called binning scheme, in which technique
nearby nodes cluster themselves into groups, called ’bins’, such that nodes that
fall within a given bin are relatively close to one another in terms of network
latency.

The binning scheme is fully distributed and it requires only a set of k well-
known machines l1, l2, .., lk to be set as landmarks in a specific ordering. The
technique works as follows: a node measures its distance, i.e. round-trip time, to
this set of well known landmarks and independently falls into a particular bin
based on these measurements. This is performed by all the nodes in the network.
We chose to use this technique because it offers great advantages: (a) it is sim-
ple and cost-effective, there are only O(nk) operations required, where k is the
number of landmarks and n the number of all nodes, instead of O(n2) and (b)
it requires very little support from the infrastructure. The only infrastructure
required is a small number (depending on the overlay size, usually 4-6 suffice)
of relatively stable landmark machines which they only need to echo ’ping’ mes-
sages. These landmarks could in fact be unsuspecting participants in the binning
scheme. Landmarks do not actively initiate measurements nor gather or dissemi-
nate measurement information. Another advantage of the binning scheme is that
it is scalable because nodes independently discover their bins without commu-
nicating or coordinating with other application nodes. Finally, this technique is
robust to the failure of one or more landmark nodes as described in section 3.7.
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In our approach we have extended the binning scheme as follows: The bin
a node vi belongs to is represented as a vector of values in specific ordering
< q1, q2, q3, q4 >,where qi is a certain level of latency between landmark li and vi.
Levels of latency are usually between 3 to 5 and are computed by the landmarks
based on ping measurements gathered at the system’s initialization period, set in
a way to dissociate nodes most effectively. We have modified the original binning
scheme by setting the order of the participant landmarks due to their distance
from the tree root and having as first landmark the actual root of the tree.
The distance metric we used to approximate the distance d(Bi, Bj) between two
different bins, Bi and Bj , is the following:

d(Bi, Bj) =
k∑

l=0

[‖Bil − Bjl‖ ∗ (k − l + 1)] (1)

For example the distance between the bins B1 = {2, 2, 1, 0} and B2 = {1, 2, 2, 2}
is (4 + 0 + 2 + 2) = 8 based on the metric mentioned above. As the distance
metric dictates, landmarks that are closer to the root are more important than
landmarks further from it so along with relative distance, a bin also reflects the
actual distance from the tree root in relation to other bins.

3.4 Content Management

Topological information in our system is stored on specific responsible nodes.
There are two types of topological information. First we have the bin data which
specifies close nodes in the overlay due to the unicast latency proximity metric.
Second, we have the zone oriented content. A zone is one extra layer of topology
measure which is derived directly from the bins. Each zone contains all bins
starting with this zone which is simply the first value of a bin vector (always
referring to the system’s root). For example zone ’0’ contains all bins starting
with ’0’ (eg < 0, 2, 2, 3, 2 > , < 0, 1, 2, 0, 3 >). By using zones, we can reduce the
amount and size of topology oriented messages by requesting bins on a specific
zone to apply operations and not involving the remaining bins in the system.
We can also guarantee some scalability during tree construction by starting the
top-down building algorithm from member nodes of bins belonging to zone 0
and then continuing to the next zones.

We have built our system on top of the Pastry DHT [15]. The Pastry DHT
is mainly used for storing the content management information. The advantage
of Pastry is that the content storage is well-balanced across the system, and
retrievals of it can be achieved only with a small amount of messages. Responsible
content nodes, maintain certain states of the bins and zones and update them
based on any changes that occur in the tree. Bin data state for example specifies
whether all bin members have joined the tree. When all nodes on a bin have
joined the multicast tree this is reflected at the zone state too so that everyone
knows whether all zone bins have joined the tree when asking for zone specific
information. When a content state changes, the responsible node for the specific
content (having the numerically closest ID hash number to the content’s hash
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Algorithm 1. Tree Construction Join Algorithm()
1: SLOTS ⇐ node.availableSlots;
2: currentZone ⇐ node.zone;
3: if (SLOTS > 0) then
4: obtain bin information;
5: if (unjoined node on same bin > 0) then
6: add unjoined nodes in C(node)
7: end if
8: while (SLOTS > 0)AND(currentZone ≤ MAXzone) do
9: // there are still slots available

10: bins[] ⇐ zone[currentZone + +].bins;
11: sort(bins[]); //due to the distance from current node’s bin
12: for all (bins in bins[]) do
13: add the closest not joined node in C(node)
14: if (SLOTS == 0) then
15: return;
16: end if
17: end for
18: end while
19: end if
20: return;

number), is being notified to update its content. Content can also be replicated
to multiple responsible nodes thus making the system more robust during node
failures. Information retrieval is pretty straightforward, by using the lookup(ID)
function on the DHT to get the information needed by having only a given ID.
Note that all DHT operations in Pastry require O(logn) messages.

3.5 Initial Tree Construction

During the initialization phase all musician nodes join the overlay apart from the
spectator nodes, the binning information is being computed and then stored into
the DHT and the low cost tree is formed for the streaming process to begin. At
first, the coordinator and then the musicians join the system and a phase begins
in which the number of spectators join the system and compute their distances to
binning landmarks which have been predefined by the root. The first landmark
is always the root and the next landmarks are usually occupied by the musicians
considering their stability in addition to more, possibly random landmarks, all
ordered due to their distance to the root. After enough latency measurements
have been made on all landmarks, the bin levels are computed on each landmark
and broadcasted to the whole system using Scribe [5], an event-based notification
system built on top of Pastry. The latency range of each level is chosen based
on the variance, the mean latency value and the number of latency levels(in
our experiments we used 4 zones). For example, using four zones, latencies are
normalized and dissociated into ranges by the z values of the latency distribu-
tion measured zi = (µ + i ∗ σ) as such < [0, z−1), [z−1, z0), [z0, z1), [z1, +∞) >
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thus granting the maximum separability possible with the use of bins. When
all bins are computed and content updates finish this phase is over and the ini-
tial tree construction phase begins. The initial tree construction is initiated by
the coordinator root which runs first the initial low-cost tree building algorithm
(Algorithm-1). The resulted tree is also end-to-end-latency aware due to zone
priorities used in the join process.

The algorithm works as follows: when a parent finds an appropriate node to
attach to its children, the new child starts the same process and searches for
appropriate children. It begins by getting its own bin’s content information and
then checking whether there are any unregistered nodes and if so, it asks them
to become its children. If there are more slots available it continues the search
for child nodes by asking the DHT for its own zone information. If there are bins
containing unregistered nodes it asks those nodes to become its children in a
specific order, relevant to the distance to those bins. If the zone does not contain
any bins with unregistered nodes it asks the DHT for the next zone information
and the algorithm continues until there are no available slots at this node or
when all nodes have been registered during the initialization phase. Note that
after all nodes in the overlay have joined the multicast tree, the coordinator
orders the musicians to start streaming their sequences on a specific global time
point and the stream is then being disseminated in the multicast tree, setting
the outset of the run-time phase.

We will demonstrate the usage of Algorithm-1 by giving an example. In
figure 3(a) we visualize a part of the multicast tree during the initialization
phase (top down initial construction). Nodes A and B have already joined the
tree while C, D and E wait to get placed on appropriate positions. Next to each
node we’ve attached the actual bin ID for its corresponding bin. In (a) node
B searches for one more node to add to its children by following Algorithm-1.
Unregistered nodes (C, D, E) have been grouped by their zone below the graph.
Node B first asks for zone 2 information once it belongs to zone 2 (and there are
no unregistered nodes in its own bin) and gets only the bin < 2122 > in which
contains the node C. Then, B asks C to join the tree as one of its children and
stops there because it has no slots available. Node C now (figure 3 (b)) finds no
unregistered nodes in its own bin and also gets informed that zone 2 bin nodes
have all been registered. At that point node C can take the zone 3 list of unreg-
istered bins, which are < 3101 > and < 3231 > which contain nodes D and E
respectively. Distances due to the relative bin metric proposed in section 3.3 of
this paper, are d(< 2122 >, < 3101 >) = 9 and d(< 2122 >,< 3231 >) = 10 so C
first adds node D to its children. Assuming that C maintains one more available
slots, it adds node E too as its second child and stops there (figure 3(c)).

3.6 Run-Time Optimizations

After the initial phase, during run-time, the tree is being transformed into a more
balanced one with the use of tree transformations. We followed the optimization
rule (3) stated in section 3.2 (Definition 3). Occasionally each registered node
in the multicast tree (or a newly joined node) checks whether it is closer to its
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Fig. 3. Examples of the initialization and optimization phases

grandparent than its parent is, due to the relative distance. If that is true and
the node has at least one available slot, its parent becomes its child and it takes
the place of its parent in the tree by setting its grandparent as its parent. Then,
it checks again for a new swapping with its new parent. By following this rule,
nodes that are closer to the root tend to ascent the tree and thus granting a low
average end-to-end latency for the system.

In our previous example (figure 3 (c)), node D checks whether it is closer to
B than C is, by calculating the relative distances d(D,B)=d(< 3101 >,< 2101
>)=4 and d(C,B) = d(< 2122 >,< 2101 >)=5. It is obvious that it can be
swapped with its parent (assuming that C maintains an additional free slot)
and so its new parent now is B (figure 4 (d)). However, d(D, A) = 13 while
d(B, A) = 9 so D cannot proceed on further optimizations for the time being.

3.7 Failure Recovery

There is a number of possible failures that can happen during the system’s
operation: (a) spectator node failures, (b) failure of a landmark node, and (c)
failure of musician nodes. The easiest to deal with is spectator failures. If a
spectator leaves the system without warning, its child in the multicast tree will
diagnose its parent’s loss and will instantly ask it’s grandparent to add it to
its children. If that cannot happen the child asks the next closest node from
the same bin to add it until it finds an available parent. The second type of
failure which is more serious, is the failure of a landmark node. In this case,
considering that only a small number of landmark nodes can concurrently fail,
the best solution is for each node to drop the landmark identifier from its bin
vector and new responsible landmark nodes need to be found by Pastry. This
will require only O(logn) extra messages for each bin to find the new responsible
node via Pastry. Finally, the failure of a musician node could result in the loss
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Fig. 4. Average Jitter Measurements experienced by the Spectator nodes
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of one channel but not the failure of the whole system. Even if the root failed,
the closest spectator or musician could be instantly act as the new tree root by
broadcasting a control message of its address to the entire overlay indentifying
itself as the new root.

4 Performance Evaluation

We have performed a series of experiments to evaluate the efficiency and per-
formance of our system, using up to 100 peers deployed in a network of 20 local
x86 machines consisted of a 3.0GHz single core CPU and 1024MB RAM which
were connected via 100Mbps Fast Ethernet.

Three of the nodes acted as musicians of the system (sources) and the coor-
dinator which was running at a well known address acted as a bootstrap for the
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Pastry DHT. As a typical streaming content we chose a combination of midi
sequences among a 64kbps audio sequence, taken from typical big band tracks.
We tried to select music having occasional variations in rate in order to observe
our system’s response in rapid rate peaks. For delay oriented measurements, we
have managed to achieve microsecond accuracy to comply with the LAN’s typi-
cal latency scale having a 8-10 microseconds possible amount of error. Also, all
sequences where streamed via UDP for the minimum possible delay.

To evaluate the performance of our system, we have compared it with a
centralized version of it. This centralized version uses the same algorithm
(Algorithm-1) introduced for top-down tree construction during the initializa-
tion phase, with the difference that a central process manages the whole tree
construction and orders all nodes based on their distance from the root before
connecting each of them to the appropriate low cost parent. That results in a
more balanced low cost tree which maintains a low end-to-end latency and better
load balance from startup. After the initialization phase, during run-time, the
centralized system continues to operate normally as in the distributed scheme.
We have also evaluated our system in comparison with an implementation of
Scribe, which is another popular multicast system on top of Pastry [5]. Scribe
creates a multicast tree at runtime by using reverse routing paths to a specific
node (known as rendezvous point or group creator). In this implementation the
coordinator is the actual scribe multicast group’s creator and we’ve also included
an extra check during initialization of each node on bandwidth availability as
follows: when a Scribe node tries to establish a route to the multicast tree root,
it checks whether the next hop (parent) following this route has available slots, if
not it rejoins the DHT using a different random node ID, thus connecting to the
group from a possibly different location. This process continues until the node
finds a parent with available slots.

In the first set of experiments we measured the average jitter experienced by
the Spectator nodes. The average jitter level among the spectators is an im-
portant consideration because it affects playback quality directly, especially if
it outruns a predicted buffering delay. Figure 4 shows the average latency of
the Spectator nodes. During our experiments we noticed slight increases in jit-
ter levels (typically 0-4 milliseconds in a LAN) on specific parts of a music act.
These jitter peaks can be noticed in Figure 4 among the distributed and the
centralized version of MusiCast. Even though the peaks are unnoticeable due
to their microsecond level in a WAN infrastructure, jitter could cause increased
variations in length resulting to decreased playback quality. There are two types
of jitter peaks that can be noticed in Figure 4 in both versions: (a) some casual
small peaks that appear every 65 seconds, starting from second 48 and (b) a
larger peak at second 200 having increased spanning. Small casual peeks ap-
pear due to increased bit rate at specific parts of a music act and that explains
their repetitive nature. The bigger peak on the other hand is caused by the in-
creased amount of tree operations during the optimization period. It is clear that
the centralized scheme has lower average jitter before the optimizations occur
and the same jitter levels after them. That implies that low end-to-end latency
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decreases the average jitter of the system and that is reasonable concerning
shorter paths to the root and possibly fewer connections.

Our system’s low latency performance can be seen in Figure 5. The latency is
shown as a function of the overlay size in comparison with the one of the special
version of Scribe described above. Our algorithm achieves 27% improvement
on the average end-to-end latency while showing similarly low increase rate to
Scribe. Per-hop latency is also lower in our system due to the initial tree values
that have been maintained.

Another metric that needs to be considered in every multicast system is the
overall offered and consumed bandwidth. There must always be enough remain-
ing bandwidth for new nodes to join the system at any time. In Figure 6 it is
clear that the available bandwidth is over-increasing during the joining of new
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nodes. The available bandwidth cannot reach zero because once we’ve set the
lower limit of one slot to each node, the actual increase of the offered bandwidth
can be at least equal to the one of the consumed bandwidth. Also, the joining
process is flexible enough, allowing a new node to join the closest available neigh-
bor easily without imposing it like scribe does when sticking only to a specific
route ordered by Pastry.

System’s convergence during optimizations lasted for about 35 seconds on the
distributed version and 25 seconds on the centralized scheme because the tree
was already balanced in some degree. In Figure 7 the average end-to-end latency
decrease is visualized during the optimization period. Both schemes seem to
converge nearly on the same optimal average end to end latency level. We can
conclude here that at first the centralized scheme is having a better structure,
though after the optimization period the distributed scheme managed to achieve
the same streaming quality level with the centralized one.

We have finally tested our system’s recovery performance during different
failure rates. Latency measurements took place throughout the system from the
moment a number of randomly selected spectators had failed. During this period
the recovery procedure took place which was described briefly in section 3.7 .
As the figure shows, the system managed to achieve a complete recovery when
10% of the spectators had failed, in about 13 seconds. However, recovery was
a more difficult task when 25% of the spectators left the system including one
landmark. As shown in figure 8, in this case, the system managed to converge on
a little higher point of average latency after 15 seconds and that’s because the
binning scheme was a little less accurate than before, having one less landmark
in each bin. In special cases when more landmarks could fail, new landmarks
need to be chosen again resulting in a small period of reconstruction ending in
a complete recovery of the system, otherwise, continuing with the reduced bins
is preferable and cost effective.
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5 Related Work

Several recent projects make use of application-level multicast and overlays to
achieve media streaming [2,3,5,6,8,9,11,12]. Some of them such as Scribe,
ChunkySpread and SplitStream have adopted tree or multi-tree structures achiev-
ing low overhead solutions although they have failed on maintaining low end-to-
end latency or link stress and effective failure recovery [5,6,9]. Bullet, MeshTree,
mTreeBone and Coolstreaming offer a different approach by including an initial-
ization using a random structure followed by a series of optimizations during run-
time. These solutions have many benefits when streaming encoded pre-buffered
content or other content not sensible by high jitter. They also offer resilience and
simplicity during initialization. However these techniques are not suitable for
streaming content sensible by jitter such as midi events and that’s due to their: a)
initial high delay structure and b) the increased overhead caused during runtime
to achieve all the required optimizations.

Mesh structures are more preferable to trees in projects such as Bullet and
CoolStreaming and that’s because meshes offer more robustness and ease of lo-
cating and maintaining low latency links between peers while achieving a good
load balance [2,3,12]. However, meshes can potentially incur high network or
CPU overheads due to the demand of extra amount of control messages for
mesh maintenance. In our system meshes were not suitable because control mes-
sages could make an impact to jitter values and as a result the playback of midi
messages could be affected. There is also a hybrid approach, combining tree
and mesh structures such as the one on MeshTree and mTreebone where trees
and meshes’ favorable properties have been merged achieving an impressive re-
sult [8,11]. Hybrid solutions are essential for high-volume, bandwidth-demanding
data streaming yet are not preferable for medium-volume data such as midi
events or compressed live audio types on which the extra overhead caused by
the meshes’ control messages used could even outmatch the actual data size and
cause undesirable jitter.

Finally none of the systems mentioned has achieved topology awareness in
the degree our system did. We have managed to replace any actual delay com-
putation between overlay nodes, with the distance metric of the binning scheme
[1] while achieving the minimum possible overhead to establish such an accurate
delay evaluation scheme without even measuring corresponding delays by taking
advantage of the content storing properties of a DHT such as Pastry.

6 Conclusions

In this paper we have presented the design principles and mechanism behind Mu-
siCast, a peer-to-peer multicast system specifically oriented to low and medium
size content streaming, such as midi events and compressed audio. Our sys-
tem manages to synchronize musician nodes that produce midi events or audio
streams and the overall stream is then being passed to a large number of con-
nected spectators in a highly scalable way by building a topology awareness
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scheme on top of the Pastry DHT, while keeping low latency and low average
jitter levels. Our results extracted from various local experiments certify the ef-
fectiveness of our approach in dealing with diverse latencies and node capacities.
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Abstract. The exponential growth of digital data in contemporary com-
puter networks induces a lot of scalability, resilience, and survivability
issues. At the same time, the increasing complexity of digital data makes
the task of similarity searching that is inherently difficult, more and
more important. In this paper, we report on the Multi Feature Indexing
Network, MUFIN, which is an extensible, scalable, and infrastructure
independent similarity search engine. It is able to achieve high perfor-
mance and guarantee quality of service by applying structured Peer-
to-Peer networks. On the other hand, its unstructured version based
on self-organizing principles is extremely robust and able to operate in
very volatile environments. To exemplify MUFIN’s properties, an on-line
demo is available for public use.

Keywords: similarity searching, structured peer-to-peer network, un-
structured peer-to-peer network, self-organizing system, metric space,
scalability, resilience to failures, performance evaluation.

1 Introduction

Similarity is a central notion throughout human lives. In perception, the simi-
larity between sets of visual or auditory stimuli influences the way in which they
are grouped. In speech recognition, the similarity between different phonemes
determines how confusable they are. In classification, the category of a new in-
stance may be influenced by the similarity of the new instance to past instances
or to a stored prototype. In memory, it has been suggested that retrieval of a cue
depends on similarity of past memory traces to the representation of the cue.
Since almost everything that we see, hear, read, write and measure is, or very
soon will be, available in a digital form, computer systems must support similar-
ity. But the growth of the amount of digital material distributed in large-scale
wired and wireless networks is posing another big challenge. The exponential
increase of data volume makes the performance, configuration, cross-layer ap-
proaches, scalability, resilience and survivability an important matter of concern.
However, the core ability of future data processing systems should be developed
around effective and efficient similarity management of very large and growing
collections of data.

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 400–416, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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Fig. 1. Trade-off between scalability and determinism in system control

As Figure 1 outlines, we believe that a future search system will be created
upon the divergence of scale and determinism. The scalability will be more and
more important with respect to the data volume, number of users, query execu-
tion response time, number of different query types produced by digitization and
content enrichment techniques, as well as the multi-modal approach to query-
ing. On the other hand, the determinism in answering queries, i.e. providing
always the same answers to the same queries, will be substituted by satisfactory
results or even recommendations. Queries will also be much more personalized
and influenced by context and executed on hardware most suited to the given
workload. In any case, the exact match will be more and more often accompanied
by extensive use of similarity searching.

In this paper, we present our Multi-Feature Indexing Network initiative and
explain how our approach can contribute to the quality of service and robust-
ness objectives of future similarity search systems. In particular, we give an ar-
chitectural view of Multi-Feature Indexing Network in Section 2. Two instances
of MUFIN defined as structured Peer-to-Peer networks are summarized in
Section 3. Whereas, a system operating as an unstructured Peer-to-Peer sys-
tem with self-organizing abilities is described in Section 4. Both these sections
are accompanied with a sketch of experimental trials showing their properties. In
Section 5, a demonstration application for image content-based retrieval is given.
As for future applications, there are two examples of searching by biometric
characteristics. The paper concludes in Section 6.

2 Multi-Feature Indexing Network

In this section, we present and demonstrate capabilities of the Multi-Feature
Indexing Network, so-called MUFIN [1]. From a general point of view as shown
in Figure 2, the search problem has three dimensions: (i) data and query types,
(ii) index structures and search algorithms, and (iii) infrastructure to run a
system on. MUFIN adopts the metric space model of similarity. Its indexing and
searching mechanisms are based on the concept of structured and unstructured
Peer-to-Peer (P2P) networks, which makes the approach highly scalable and
independent of the specific hardware infrastructure.
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Fig. 2. Basic concept of MUFIN [2]

2.1 Modeling Similarity

The metric space model of similarity has already proved to be a very powerful
concept for expressing many different forms of similarity of vectors, strings, sets
and other data types. Most of the available technologies for processing metric
data have been summarized in a recent book [3].

A metric space M = (D, d) is defined for a domain of objects (or extracted
features) D and a total function d that evaluates distance between a pair of ob-
jects. The properties of this function are: non-negativity, symmetry and triangle
inequality. The distance expresses dissimilarity between two objects. Examples
of distance functions are Lp metrics (City-block (L1) or Euclidean (L2) distance),
the edit distance, or the quadratic-form distance. Whereas examples of objects
are a color histogram extracted from an image and stored as a vector, or a shape
of hand expressed as a polygon.

There are two basic types of similarity queries: range query and k-nearest
neighbors query. The range query R(q, r) is specified by a query object q ∈ D
and a query radius r. From a database X ⊂ D, the query retrieves all objects
found within the distance r from q. The definition is as follows:

R(q, r) = {o ∈ X, d(o, q) ≤ r}.

Whenever we want to search for similar objects using a range search, we must
specify the maximum distance for objects to qualify. But it can be difficult to
specify it without some knowledge of the data and the distance function. An
alternative way to search for similar objects is to use the k-nearest neighbor
query kNN(q). It retrieves the k nearest neighbors of the object q. Formally,
the response set can be defined as follows:

kNN(q) = {R ⊆ X, |R| = k ∧ ∀x ∈ R, y ∈ X − R : d(q, x) ≤ d(q, y)}.

2.2 Architecture

MUFIN, schematically depicted in Figure 3, has a four-tier architecture. The
lowest tier is represented by a computer network and its hardware infrastructure
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Fig. 3. Overview of MUFIN [2]

the system is running on. The executive core of MUFIN in the second tier is
formed by several distributed indexing structures (overlays) that exploit the
paradigm of P2P networks both in their structured and unstructured variants.
Each of these overlays maintains data specific to it and distributes them among
its (logical) peers. For example, an overlay can be defined for shape descriptors or
color histograms in case of images, or protein spectra vectors in case of biological
data. The number of logical peers in respective overlays and their mapping to
physical computers are the main parameters that affect the system’s searching
performance.

From the third tier point of view, the logical peers of all overlays form a single
virtual overlay with a uniform access to individual members. More precisely, the
logical peers of different overlays mapped to the same physical host constitute
a peer of this virtual overlay. The third tier provides interfaces for data mainte-
nance (inserting and deleting data) and query specification, considering both the
query form (range, nearest-neighbors or complex queries) as well as the strat-
egy for query execution. Possible strategies are precise and approximate query
evaluation. From the system point of view, these interfaces come in the form
of a native API, a web service interface, or a plug-in interface for linking with
external services.

Finally, the top-level tier represents interfaces allowing regular users to inter-
act with the system. We have defined several general-purpose interfaces suitable
for any application domain. However, they lack the comfort of a specialized in-
terface. In Section 5.1, we present an example of an interface specific for image
retrieval.

2.3 Properties

MUFIN is built by means of the Metric Similarity Search Implementation Frame-
work (MESSIF) [4] – a large and extending Java library of metric searching
implementation tools. It gives MUFIN flexibility in applying suitable imple-
mentation strategies for specific purposes and fast adoption of new progressive
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solutions as they come from research. The properties of MUFIN can be summa-
rized by the following attributes:

Extensibility: Different similarity search indexes for specific applications can
be built with a single tool;

Scalability: Due to the underlying P2P technology, extremely large datasets
can be processed;

Adaptability: In highly-volatile or unreliable environments, self-organizing
principles can be implemented and the system can operate in unstructured
P2P networks;

Multi-modal Queries: In order to adjust effectiveness of search according to
needs of individual users, several overlays can be combined together using a
monotonic aggregation function [5];

Approximation: To further improve performance, approximation techniques
can be applied to query evaluation [6,7];

Infrastructure Independence: The networking module uses standard IP pro-
tocols. Each peer is identified only by its IP address and port number, so the
mapping of the system to a hardware infrastructure is extremely flexible. For
example, an instance of MUFIN can operate on a local network of common
workstations, on a single multiprocessor machine, on a world-wide network,
or even on a GRID system.

3 Structured Networks

In this section, we focus on indexing mechanisms of MUFIN that create purely-
decentralized and structured P2P networks. In general, each peer of such a sys-
tem consists of the following components and expects them from the other peers:
(i) resources – storage and computational power, (ii) communication – a peer
can contact any other peer directly if it knows its network identification, and (iii)
navigation – internal structure that ensures correct routing among the peers. To
ensure maximum scalability, the system also adopts requirements of the Scalable
and Distributed Data Structures [8]: (i) data expands to new peers gracefully if
and only if the peers already used are efficiently loaded, (ii) there is no master
site to be accessed when searching for objects, e.g., there is no centralized direc-
tory, and (iii) the data access and maintenance primitives (search, insert, split,
etc.) never require atomic updates to multiple peers.

In the following, we describe a space-partitioning technique called General-
ized Hyperplane Tree Star and a space-transformation technique named Metric
Chord.

3.1 GHT∗

The Generalized Hyperplane Tree Star (GHT∗) [9] is a decentralized structured
P2P network that distributes data to peers based on the generalized hyperplane
partitioning principle. Each peer maintains a tree structure called Address Search
Tree (AST). An example of AST with the corresponding space partitioning is
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Fig. 4. Address Search Tree with the generalized hyperplane partitioning [9]

depicted in Figure 4. Internal nodes of AST store routing information – the
definition of hyperplane. In metric spaces, the generalized hyperplane is defined
using two objects p1, p2, so-called pivots. The data objects o ∈ M such that
d(o, p1) ≤ d(o, p2) form the left partition whereas the other objects form the
right partition. Leaf nodes of AST store pointers to local buckets (denoted as
BID) or to other peers (denoted as NNID). A bucket is a limited storage space
dedicated for data objects, e.g., a memory segment or a disk block. The number
of buckets managed by a peer depends on its own potential and capacity. Since
the structure is dynamic and new objects can be inserted at any time, a bucket
on a peer may reach its capacity limit. In this situation, a new bucket is created
and objects are redistributed between these two buckets following the hyperplane
newly defined. The new bucket may also be allocated on a different peer. Thus,
the structure grows as new data come in.

The core of the algorithm lays down a mechanism for locating the respective
peers that hold requested objects. Whenever a peer wants to query or modify
the data, it must first consult its own AST to get locations, i.e. peers, where the
data resides. Then, it contacts the peers via network communication to actually
process the operation. Since we are in a distributed environment, it is practically
impossible to maintain a precise address for every object in every peer. Thus,
the ASTs at the peers contain only limited navigation information which may be
imprecise. The locating step is repeated on the contacted peers whenever AST is
imprecise until the desired peers are reached. The algorithm guarantees that the
destination peers are always found. The structure provides a mechanism called
image adjustment for updating imprecise parts of AST automatically.

3.2 M-Chord

The Metric Chord (M-Chord) [10] is a decentralized structured P2P network as
well but it applies a space transformation rather than a space partitioning. The
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Fig. 5. The mapping principle of M-Chord [10]

transformation maps original objects to numeric identifications that are conse-
quently organized in B+-tree. In particular, a set of objects p0, . . . , pn−1 (pivots)
are selected and the following transformation based on distances is defined:

idistance(o) = d(o, pi) + i · c.

The distance of object o to the closest pivot pi is determined and along with the
separation constant c the numeric address is obtained. Figure 5 visualizes this
mapping.

Having the data space mapped into the one-dimensional domain, each peer
of the system takes over responsibility for an interval of keys. The structure of
the system is formed by the Chord circle [11]. This P2P protocol provides an
efficient localization of the peer responsible for a given key. When inserting a
new object into the structure, the initiating peer computes the idistance value
and employs Chord to forward a store request to the peer responsible for the
corresponding interval. The peers store data in B+-tree. When a peer reaches
its storage capacity limit, it requests a split. A new peer is placed on the Chord
circle, so that the requester’s storage is split evenly.

3.3 Scalability Evaluation

In this section, we summarize experience with the approaches described above.
We focus mainly on the scalability issue and concurrent query processing. A com-
plete comparison made from other perspectives is available in [9].

Both the structures were implemented as overlays in MUFIN, which allows us
to compare them objectively. We used a real-life dataset consisting of 1 million
images taken from the CoPhIR dataset [12], for details please refer to Section 5.1.
In M-Chord, the transformation using 40 pivots was defined and the capacity
of peers’ storage was fixed to 5,000 objects. In case of GHT∗, the peers could
maintain up to five buckets each of capacity of 1,000 objects. All presented
performance characteristics of query processing have been obtained as an average
over 100 queries with randomly chosen query objects and the radii of 0.8 (about
100 objects returned).
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Fig. 6. Increasing data volume: (left) costs in parallel distance computation costs, and
(right) query-throughput improvement ratio

Figure 6(left) presents the computational costs in terms of the number of
parallel distance computations, i.e. it corresponds to the query response time.
The costs grow very slowly. This is caused by the following facts: the peers
involved in searching contain more data; and the data space got denser when
the volume of data was increased. The noticeable graph fluctuations are caused
by quite regular splits of overloaded peers. Figure 6(right) depicts the query-
throughput improvement ratio that measures how many queries can be eval-
uated concurrently without degradation of response time. The differences in
the respective improvement ratios are introduced mainly by differences between
single-query parallel costs of individual structures. M-Chord handles simultane-
ous queries noticeably better than GHT∗. GHT∗ employs quite a high number of
peers during the query processing, so parallel distance computations are low (see
Figure 6(left)). Therefore, simultaneous queries hit the same peers very likely,
which increases the overall response time. Furthermore, there is a higher prob-
ability in M-Chord that different queries incur load at different peers and, thus,
the parallel costs are only marginally increased.

MUFIN inherently supports also centralized index structures. So, the perfor-
mance of distributed structures can be further improved by organizing peers’
local data in a centralized index structure. For example, a very popular solution
is to apply M-tree [13] or D-index [14].

4 Unstructured Networks

A technology based on Semantic Overlay Networks (SONs) [15,16,17], which
creates a semantic overlay upon an existing unstructured network (e.g. Gnutella),
has proven to be useful. The peers sharing similar interests are grouped into
semantically similar clusters to improve query performance, while keeping a high
degree of peer autonomy. An emerging research direction is to apply principles
of self-organizing systems originating from different disciplines such as biology
or social sciences. In general, self-organizing systems are characterized by a high
degree of scalability, adaptability to changing environment, and robustness to
sudden errors. Existing approaches [18,19] applied to search in unstructured
networks usually adopt a self-organizing theory of biological systems – the ant-
colony system or the social-network theory.
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Fig. 7. MSN peer’s schema

In this section, we outline a search system called Metric Social Network
(MSN) [19]. In particular, MSN can be observed as an overlay implemented as a
MUFIN’s overlay that operates as an unstructured P2P network. MSN exploits
the social-network paradigm [20,21] to lay basics for self-organizing principles –
the relationships among peers are established according to analyses of answers
of processed queries. An adaptive routing algorithm exploits these relationships
for efficient query forwarding. The major difference from the structured-network
approaches is that no data distribution principle is imposed, so data need not
be transferred to another peer for storage.

Firstly, we summarize the MSN’s architecture. Next, we describe its routing
algorithm. Finally, we present a sketch of performance evaluation.

4.1 Architecture

Each peer of MSN can organize its own data, can pose similarity queries and
must return answers to the queries. Interconnection between peers is based on
the query-answer paradigm, i.e., new relationships among peers are established
according to answers returned to a processed query. Thus, each peer maintains
metadata about queries it has asked or answered, called a query history. This
represents peer’s local knowledge about the network and is exploited by a query-
routing algorithm.

A peer P is a tuple (X, H, M), where X identifies the peer’s local database, and
H = {E1, . . . , En} represents the query history. Individual entries Ei identify
peers that participated in answering a query Q and form query-specific relation-
ships. In addition, each peer maintains a list of peers M that are employed to
explore new and previously unvisited parts of the network. The schema of a peer
is depicted in Figure 7.

When a query Q is issued at a peer Pstart, the routing algorithm tries to
locate the most promising peers P1, . . . , Pn in the network. These peers process
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the query on their local data and return their answers (partial answers) APi(Q)
to the peer Pstart. This peer merges the partial answers and returns the combined
answer to the user, denoted as A(Q) =

⋃n
i=1 APi(Q). Remark that the combined

answer is approximate. To determine which peer answered better, the quality
of the partial answers has to be measured. Even though sophisticated quality
measures can be defined, MSN uses the quality of peer’s answer expressed simply
as the number of retrieved objects, i.e. |APi(Q)|.

Two kinds of relationships are distinguished. Firstly, the acquaintanceship
denotes that the target of the relationship is the best peer (acquaintance) to
answer the given query. The acquaintance has the highest quality of the answer
to the query Q and is defined as follows:

Acq(Q) = P ⇔ ∀Pi : |AP(Q)| ≥ |APi(Q)|,
for i ∈ {1, . . . , n} where n denotes the number of peers answering the query Q.
Secondly, the friendship represents the similarity of peers – two peers are friends
when they give a similar (high-quality) answer to the query Q.

Fri(Q) = {Pi : |APi(Q)| ≥ |A(Q)|/n}.

Note that the acquaintance and the best friend are the identical peer.
After processing the query Q, each peer Pi identified as a friend stores a new

entry E in its query history. This entry E = (Q, Acq(Q), |AAcq(Q)(Q)|, F ri(Q))
is a tuple, where Q = R(q, r, t) denotes the range query with timestamp, Acq(Q)
is the acquaintance, |AAcq(Q)(Q)| is its quality, and Fri(Q) is the set of friends.
The query-issuing peer Pstart and peers contacted as exploration peers store this
entry as well, but the set of friends is empty unless the particular peer has also
been identified as a friend.

4.2 Adaptive Query Routing

In this part, we describe an adaptive query-routing algorithm proposed in [22]
that enables each peer to control routing according to its current knowledge. In
principle, each peer that is asked to process a query checks its query history for
the most relevant entries. Next, the peer forwards the query to the acquaintances
of these entries or evaluates the query on the local data and contacts friends. If
there are few relevant entries only or there are not any, the routing algorithm
uses exploration peers to locate unvisited peers that may contain the required
data.

Relevancy of Entries. The relevancy of entries is measured by confusability of
two queries – the query being evaluated and a query stored within an entry in the
query history. The confusability function is a continuous function and returns
a real value within [0, 1]. The higher the value is returned, the more confusable
(relevant) the queries are. If it returns 1, the queries are identical. The function
takes into account the distance between query objects of queries, their query
radii and the time when the queries were issued. The time aspect is important
to allow aging information about the peer’s neighborhood. The formal definition
called adaptive gaussian-like confusability is available in [22].
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Exploration. The design of MSN incorporates factors to improve quality of
query answers and to allow new peers to join the system efficiently. Each peer of
MSN maintains its list of exploration peers over time [23]. At the beginning, it
has to know at least one existing peer in order to be able to forward a query to
other peers. The routing algorithm exploits this list in a way that it contacts not
only the most promising peers retrieved from the query history but also some
exploration peers that help find new and unvisited parts of the network.

Routing Algorithm. In general, a new query is being forwarded to the peers
that should have better knowledge about the query – knowing more-promising
peers or containing relevant data. The peer’s knowledge is interpreted as con-
fusability (P conf ) and for query-issuing peer Pstart is set to zero (P conf

start = 0).
Firstly, Pstart goes through its query history, computes the values of confusabil-
ity between a new query Q = R(q, r, t) and queries of all stored entries, and
returns the entries descendingly ordered by confusability. Secondly, the list of
relevant entries Erel is constructed. All entries having confusability ≥ 0.8 are
added to Erel, because they are highly relevant to Q. If there are fewer entries
in Erel than 5, next entries having confusability ≥ 0.3 are added to fill up Erel

to contain five entries. Next, each entry in Erel is processed as follows:

– If the entry has confusability C higher than the current peer’s confusability
P conf , the query is forwarded to the acquaintance Pacq picked from this
entry and its confusability P conf

acq is set to C.
– Otherwise the query is not forwarded and is processed on local data. In

addition, friends of entries in Erel that have confusability ≥ 0.8, are asked
to evaluate Q on their local data too. It is supposed that these friends hold
substantial parts of the total answer A(Q). The partial answers are finally
returned to Pstart.

If the list Erel is shorter than five entries or even does not contain any entry,
Q is forwarded to up to five exploration peers. To avoid flooding the network,
forwarding to exploration peers is stopped after a predefined number of hops
is reached (in our case, 3 hops). The complete specification of adaptive query
routing algorithm is available in [22].

4.3 Adaptability and Robustness Evaluation

In order to study characteristics of the query routing algorithm, we have imple-
mented MSN in MUFIN and executed real-life experiments. We used 100,000
images taken from the CoPhIR dataset [12], described in details in Section 5.1.
Each of image has its owner ID associated, so we distributed images over P2P
network in a way that each peer contains images of one Flickr user. Because
there are high differences in the number of images taken by individual users, we
have split overfilled peers. As a result, we obtained 2,000 peers each organizing
50 images of the same Flickr user.

Figure 8(left) reports on the results obtained by repeating 100 times a batch
of queries and measuring performance indicators. In particular, we measured
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Fig. 8. Performance indicators of MSN: (left) query history is initially empty, and
(right) query history is populated with 3 random queries
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Fig. 9. Performance indicators of MSN: gradual disconnection of peers

recall, the number of exploration peers used during querying, and costs in terms
of contacted peers (peers participated in query evaluation including exploration
peers). The batch consisted of 50 range queries with randomly picked query
objects and varying radii. From the figure, we can read that the system starting
from zero knowledge (peers had query histories empty) started to evolve and the
recall has reached 85% while contacting less than 90 peers. Initially, each peer
had just 50 exploration peers, so the peers could use only exploration peers for
query routing.

Performance of MSN can radically change if a peer joining the system proceeds
a bootstrap procedure. Figure 8(right) shows the same experiment but the peers
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performed the following bootstrap procedure during their joining. Firstly, three
objects were picked at random from the peer’s local data. Secondly, range queries
with these objects and radius 0.8 were posed. Finally, the MSN evaluated the
queries. This helps distribute the knowledge about new peer’s local data in the
network. As a result, the first batch execution reached 80% recall. After 100th

batch execution, the recall was 97% and the costs decreased to 37 contacted
peers. In this way, the quality of service of MSN is greatly improved.

We have also tested robustness of MSN by gradually disconnecting up to 1,000
peers. Figure 9 shows the same performance indicators when 200 random peers
got disconnected forcibly after each 20th batch execution. The most interesting
fact about the recall curve is that it stays almost constant. This proves adapt-
ability of the query routing algorithm and robustness of the whole system. The
answer was degrading in terms of amount of retrieved data, but only because
some data became unavailable.

5 Prototype Applications

As mentioned in the previous sections, the similarity search approach used in
MUFIN is highly universal and extensible. In this section, we describe several
application domains where MUFIN can be used. However, due to MUFIN’s ver-
satility this list is not complete. Firstly, we present a large-scale image retrieval
demo. Next, we summarize other applications and give ideas how to incorporate
them into MUFIN.

5.1 Large-Scale Image Search

This application [24] represents a possible instance of MUFIN for content-based
similarity search in a large collection of general images available on the inter-
net. In particular, the dataset consists of 100 million images taken from CoPhIR
Database [12]. Each image is represented by five global MPEG-7 descriptors [25],
namely color structure (CS), color layout (CL), scalable color (SC), edge his-
togram (EH), and homogeneous texture (HT). Specifically, CS, CL, and SC ex-
press the spatial distribution of colors in an image. The EH captures local density
of edge elements and their directions (sometimes called the structure or layout);
it acts as a simple and robust representation of shapes. Finally, HT is a texture
descriptor. These descriptors are represented as vectors and the MPEG-7 stan-
dard defined a specific distance measure for each of them. These measures satisfy
the metric postulates and they are aggregated into a single distance function.
The whole dataset is organized in M-Chord and peers’ local data are stored in
M-tree. For details, please refer to Section 3.2. An example of retrieving k im-
ages which are the most similar to a given query image is given in Figure 10.
For further details, please refer to [2,7].

5.2 Biometric Applications

In general, biometrics are automated methods of recognizing a person based on
the person’s physiological and behavioral characteristics. Biometrics include a
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Fig. 10. Image Retrieval: the result of a query

Fig. 11. Example of minutiae extracted from a fingerprint image [26]

wide variety of technologies ranging from traditional fingerprints over facial or
iris recognition and retinal scanning to DNA testing, speech verification and gait
recognition. MUFIN can be applied to the problem of identification, the aim of
which is to tell who the person that exposes its biometric characteristic is.

A famous application of biometrics is in criminalistics and in border and
immigration control where fingerprints are compared. Minutiae is one of the
successfully applied methods of comparing ridges in fingerprints [26]. It identifies
places where ridges start, stop or bifurcate (branch), refer to Figure 11. These
places are then observed as points with a direction and are converted to polar
coordinates. As a result, a fingerprint is described as a sequence of points. Two
sequences are then matched using a weighted edit distance function. The used
weights do not break metric postulates, so this distance function is directly
applicable to MUFIN.

Gait, or the way a person walks, is a unique and idiosyncratic characteristic
of the person. Its advantage for biometrics is that it is difficult to conceal and
it can be easily captured even at long distances. In [27], the gait information is
extracted from a video sequence. In particular, a silhouette of the walking person
is determined for each video frame by subtracting the background of the image.
The sequence of silhouettes is divided in subsequences each of them representing
one gait cycle (two steps). Then, an average silhouette is computed for each
subsequence, see Figure 12. The binary silhouettes are then compared using the
Euclidean distance, which is metric.
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Fig. 12. Example of average silhouette extraction [27]

6 Conclusions

There are no doubts that modern similarity search in computer networks needs
new technology to apply. In this paper, we have shortly introduced MUFIN, an
approach to similarity searching, which is designed on concepts of: (i) extensibil-
ity - to achieve applicability to different collections comparing data by various
measures of similarity; (ii) scalability - to process extremely large collections of
data queried by many concurrent requests; (iii) infrastructure independence -
to tune performance according to needs of specific applications. The imple-
mentation on structured P2P networks is able to achieve quality of service by
tuning the performance according to specific application needs. We discuss sev-
eral structured P2P protocols, all of them running with logarithmically bound
number of hops. Local data on peers is organized in centralized metric similarity
search structures. Unstructured P2P networks with high degree of peer churning
are considered as systems of self-organizing peers for which a social network of
search requests and answers is built. Such architecture can learn and improve
its effectiveness in time; it is also able to react to the changing number of peers
properly. Important features are demonstrated by an on-line demo available from
http://mufin.fi.muni.cz/imgsearch/.
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Abstract. Network intrusion detection is a key security issue that can
be tackled by means of different approaches. This paper describes a novel
methodology for network attack detection based on the use of data min-
ing techniques to process traffic information collected by a monitoring
station from a set of hosts using the Simple Network Management Proto-
col (SNMP). The proposed approach, adopting unsupervised clustering
techniques, allows to effectively distinguish normal traffic behavior from
malicious network activity and to determine with very good accuracy
what kind of attack is being perpetrated. Several monitoring stations
are then interconnected according to any peer-to-peer network in order
to share the knowledge base acquired with the proposed methodology,
thus increasing the detection capabilities. An experimental test-bed has
been implemented, which reproduces the case of a real web server under
several attack techniques. Results of the experiments show the effective-
ness of the proposed solution, with no detection failures of true attacks
and very low false-positive rates (i.e. false alarms).

Keywords: Network security, distributed intrusion detection, SNMP,
data mining, data clustering, peer-to-peer.

1 Introduction

Network security is one of today’s most important issues that must be dealt
with by system engineers in their everyday work as well as by the research
community. In particular, the problem of detecting malicious network traffic
and promptly trigger alerts and/or suitable countermeasures has been widely
studied in the last decade and is still of high interest. To this purpose, Network-
based Intrusion Detection Systems (NIDSs) [7] have been developed with the
ability to analyze network traffic, detect possible attacks and notify the network
administrators. The NIDS operations are executed according to two possible
approaches, respectively signature-based and anomaly-based [15].

The first approach relies on the idea that, by comparing well-known mali-
cious network behaviors with the current network activity by means of traffic
signatures, it is possible to detect the presence of harmful traffic with a good
� Work partially funded by the european project DORII: Deployment of Remote In-

strumentation Infrastructure Grant agreement no. 213110.
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level of confidence and reliability. Unfortunately, signature-based schemes suf-
fer from the so-called synonymous attack, where the attacker is able to bypass
the signature check by using a different stream pattern with the same harmful
meaning.

Anomaly-based NIDSs, on the other hand, are capable of detecting a threat
by looking at the specific behavior of the network traffic: what is known is
considered as “normal” activity, whereas any behavior that differs from normal
traffic is considered as anomaly. The most difficult challenge of these systems is
to figure out what is actually normal activity and what is not. In particular, this
approach becomes tricky and very difficult to apply to networks characterized
by heterogeneous user behaviors and highly variable traffic patterns.

A significant research effort has been spent in the last few years with the
objective of increasing NIDS efficiency. For instance, by applying fuzzy logic
to intrusion detection [8] [3] or by adopting an approach based on artificial
neural network [30] [16]. Other solutions include the use of an agent-oriented
paradigm to build a multi-agent system able to detect threats [31] or the develop-
ment of an embedded NIDS inside a Network Interface Card (NIC) [11]. Finally
other studies focused their attention on software engineering aspects of intrusion
detection [26].

A common assumption made in most of the published work on NIDS is the
analysis of network traffic through raw packet capture techniques. However, this
is a very critical aspect, since packet-by-packet analysis may become a system
bottleneck in case of very large traffic volumes. In fact, some packet sampling
techniques have been recently investigated [19] [1] that are seeking a trade-off
between detection accuracy and performance. In some cases, using raw packets
it is not even possible to distinguish normal traffic from Denial of Service (DoS)
attacks [22].

A viable alternative to raw traffic capture performed by NIDSs is the use of
the monitoring facilities provided by the Simple Network Management Proto-
col (SNMP), the de-facto standard adopted in Network Management Systems
(NMS) [12]. A first proposal for a methodology that integrates NMS and NIDS
has been introduced with reference to proactive detection of Distributed Denial
of Service (DDoS) attacks [4]. Other studies include anomaly detection using sig-
nal processing techniques on SNMP data [25] and SNMP-based traffic flooding
attack detection [29].

The contribution of this paper is to follow a new approach based on data
mining techniques, in particular applying data clustering to information collected
through SNMP. In this context, one of the data clustering peculiarities is the
capacity to perform successful detection without a training phase, which, instead,
is required by all the supervised techniques, such as the popular ones based
on decision trees. The training phase is a costly and time-consuming activity
because a significant amount of data must be correctly classified in advance by
human experts.

The experiments performed on a test-bed using real traffic traces show that the
proposed methodology is capable of detecting many different network attacks,
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such as DoS, DDoS and several flavors of TCP port scanning, with a very high
accuracy, with no detection failures of true attacks and very low false alarm rates.
In addition, a thorough analysis driven by the adopted data mining approach
allows to understand which pieces of information collected through SNMP are
really essential for attack detection.

The paper is organized as follows. Section 2 provides a brief overview of data
clustering techniques, with particular reference to the k-means approach used
in this paper. Then section 3 describes the architecture and operations of the
proposed framework, followed by section 4 which presents the experimental test-
bed and the obtained results. Finally, section 5 concludes the work.

2 Background on Data Clustering

Data mining is the extraction of implicit, previously unknown, and potentially
useful information from data [10]. Data mining techniques are usually divided in
unsupervised and supervised according to the learning (i.e. the information ex-
traction) method adopted. The unsupervised mining, differently from the super-
vised one, do not require training phases saving the classification cost performed
by human experts to define a valid training set.

The goal of data clustering, which is the unsupervised technique included in
our framework, is to extract new potential useful knowledge from a generally
large data set by grouping together similar data items and by separating dissim-
ilar ones according to some defined dissimilarity measure among the data items
themselves. The literature on data clustering offers a large number of algorithms,
generally grouped in hierarchic (e.g. BIRCH [32]), density-based approaches (e.g.
DENCLUE [13]), linkage-based, statistics-based methods and partitive solutions
(e.g. k-means [18]).

The hierarchic methods can be further divided in agglomerative (i.e. bottom-
up) or divisive (i.e. top-down), according to how the algorithms begin the forma-
tion of groups, namely with each element as a separate cluster which is gradually
merged into successively larger clusters, or alternatively dividing the whole set
into successively smaller clusters.

In density-based approaches the idea is that similarity is expected to be high
in densely populated regions of the given data set. Consequently, searching for
clusters may be reduced to searching for dense regions of the data space separated
by regions of relatively lower density. Popular methods in this class have been
investigated in the context of non-parametric density estimation [24] and data
mining [9] [13] [28].

Partitive approaches, in particular k-means that has been used in the proposed
framework test-bed, aim to partition observations into k clusters specifying ran-
domly in advance k centroids (cluster centers). Each observation is associated to
its closest centroid according to a distance metric and then each centroid updates
its position according to its associated observations; the process iterates until the
k centroids no longer change their positions. Once the iteration stops, each point
is assigned to its nearest cluster center, so the overall effect is to minimize the
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total squared distance from all points to their cluster centers. In general this is a
local minimum and the final result depends on the initial position of k centroids,
however there are valid heuristics to select their positions to achieve suboptimal
solutions [2]. In general it is almost infeasible to find globally optimal clusters
with any kind of clustering algorithms.

A description of each group of solutions above mentioned, which is beyond
the scope of this paper, is available in [27].

The data clustering problem has been investigated also in the distributed set-
ting where data cannot be concentrated on a single machine, for instance because
of privacy reasons or due to network bandwidth limitations, or because of the
huge amount of distributed data. Several algorithms have been developed for
distributed data clustering [14] [17] [23]. A common scheme underlying all ap-
proaches is to first locally extract suitable aggregates, then send the aggregates
to a central site where they are processed and combined into a global approxi-
mate model. The kind of aggregates and combination algorithm depend on the
data types and distributed environment under consideration, e.g. homogeneous
or heterogeneous data, numeric or categorical data.

A k-means algorithm for clustering data distributed over a large, dynamic
network is presented in [6], suited for overlay peer-to-peer systems [21] [20].
The algorithm requires only local communication and synchronization at each
iteration, namely each node cooperates only with its neighboring nodes. Authors
achieved high accuracy levels with less than 3% on average of misclassified with
respect to the centralized version of k-means.

3 Description of the Proposed Framework

The reference scenario considered in the attack detection approach proposed in
this paper is sketched in Fig. 1. The basic idea is to have several monitoring sta-
tions to share their knowledge of the traffic behaviors and their attack detection
capabilities according to any peer-to-peer (P2P) collaborative paradigm; namely
according to any unstructured or structured P2P overlay network. Each monitor
is based on a standard SNMP management station configured to collect traffic
data from a number of SNMP agents running on hosts, servers, workstations,
laptops, etc. This is a very common situation, as most organizations are using
SNMP to manage their networks.

Data collected from SNMP agents are represented as objects according to a
standard language (ASN.1) and organized in a tree-structured database called
Management Information Base (MIB). Each MIB object provides information
about the corresponding feature being managed, e.g. the number of packets
received on a network interface, the amount of disk space available on a server,
the availability of a given service and so on. In particular, for the purpose of
the methodology presented here, the MIB objects related to IP and TCP are
considered.

Besides the typical network management tasks that may or may not be im-
plemented, each monitoring station uses the queried MIB objects to extract its
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Fig. 1. Reference scenario of the SNMP-based attack detection framework

knowledge of the network behavior, according to which it is able to distinguish
normal traffic and several kinds of attack. This process is performed by applying
a clustering algorithm to observations whose schema (i.e. the relevant variables)
and the corresponding instances are derived from collected SNMP data. The
knowledge (i.e. the data clustering model) is represented as a set of centroids
(i.e. cluster centers), therefore the memory required is less than a couple of Kilo-
bytes and this guarantees high detection efficiency once the clustering model is
applied to new incoming SNMP data. In other words, the framework can work
in real-time manner.

Each monitor then periodically collects the content of the network-related
MIB objects and process them by updating the clustering model in background.
The model updates improve the detection accuracy. In fact an increasing effec-
tiveness has been observed in the test-bed described in the next section when
the SNMP data set becomes larger.

Figure 2 shows the methodology adopted by the implemented framework
working as a monitor. The software running on the monitor machine reads the
SNMP TCP stack information from the monitored machines and generates the
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Fig. 2. Logical software flow

observations producing two tables used by the data clustering algorithm. One
table, called the main table, includes general TCP stack information as well as
some computed variables, both useful to discern attacks from normal traffic.
The other table, called the auxiliary table, summarizes some correlations from
the main table related to connected hosts and connection details, useful to dif-
ferentiate attacks.
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Table 1 reports the list of relevant variables of each observation that have
proved to guarantee high and stable levels of detection accuracy; we have de-
fined them by evaluating combinations of hundreds of SNMP parameters by
using several mining techniques for feature extractions. This scheme of variables
determines a multi-dimensional space, where each variable represents a dimen-
sion and each observation is a point whose coordinates correspond to the variable
values.

Table 1. Relevant Clustering Variables Derived from SNMP Data

Features Derived from SNMP Data

Number of processes in TCP listen state
Number of open TCP connections (any possible TCP state)
Number of TCP connections in time-wait state
Number of TCP connections in established state
Number of TCP connections in SYN-received state
Number of TCP connections in FIN-wait state
Number of different remote IP addresses with an open TCP connection
Remote IP address with the highest number of TCP connections
Remote IP address with the second highest number of TCP connections
Remote IP address with the third number of TCP connections
Local TCP port with the highest number of connections
Number of connections to the preceding TCP port
Local TCP port with the second highest number of connections
Number of TCP RST segments sent out

More specifically, the clustering algorithm we used in the test-bed of this
framework is the k-means, introduced in the previous section. The number of
clusters specified in advance must be two or more in order to learn a model
able to at least discern normal traffic from attacks. In general, the number of
clusters should correspond to the number of different attacks to be detected
plus one. However, it is important to clarify that the clustering model does not
indicate which cluster corresponds to which attack. This meaning association
occurs by interpreting the knowledge discovered. Anyway, the same kind of at-
tacks perpetrated against different machines using the same features, like those
we have introduced above, become points which fall in the same zone of the
multi-dimensional space, leading naturally to similar clusters everywhere in the
P2P network.

With our framework this convergence of clusters in the P2P network is further
enhanced thanks to the collaboration among peers. In fact, each peer, i.e. each
monitoring station, may share with one or more neighbours its observations,
which do not represent any network transmission content, or it may simply
share its knowledge, namely its local cluster centroids with its cardinality (i.e.
the number of associated observations). In the latter case, the traffic among
peers is almost negligible since it corresponds to less than a couple of Kilobytes.
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Moreover, the frequency of this information exchange is as low as the number
of times the local knowledge is updated, therefore even the sharing of obser-
vations is a practicable method. The observations coming from one or more
neighbours are simply added to the local ones in order to contribute to improve
the next update of the local clustering model. The same happens with the trans-
mission of cluster centroids. In the first case the clustering algorithm behaves as
usual updating its centroids using the new observations together with its local
ones, while in the second case its local centroids are updated according to the
weight (i.e. the cardinality) of the received centroids as well.

4 Test-Bed Setup and Results

To prove the feasibility and accuracy of the proposed network attack detection
metodology, an experimental test-bed has been set up emulating a typical situ-
ation where some standard web servers might be under attack. Fig. 3 shows the
particular scenario where a machine controls what is happening on the moni-
tored server. This scenario has been reproduced ten times to collect collaborative
data of ten distinct servers for a real consistent experiment. The web server is
connected to a De-Militarized Zone (DMZ), whereas legitimate clients as well as
attacking hosts from the external network are able to contact the server through
a router. The monitoring station is connected to the server through a separate
private network, which is also a typical network management situation where
the monitoring and management traffic is kept safe and isolated from the public
Internet, e.g. on a dedicated VLAN.

Another machine has been used to generate synthetic traffic replicating re-
quests directed to a web server according to real traces collected on a public

Fig. 3. Test-bed setup: One cell to which corresponds one peer
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backbone link [5]. With this approach it was possible to emulate the timings of a
realistic and significant amount of HTTP traffic under a controlled environment.
A bunch of additional machines has then been set up to perform several different
kinds of network attacks:

1. Denial of Service
2. Distributed Denial of Service
3. TCP Port Scanning using different techniques: FIN, SYN, ACK, WINDOW,

NULL, XMAS
4. SSH Denial of Service
5. SSH Brute Force

The experiment has been executed in five different sessions, plus a session of
normal traffic only. For each session, 1000 samples of the network-related MIBs
have been collected and stored in the main and auxiliary tables on the local file
system. The tables have been further processed to include, besides the natural
SNMP MIBs, some more specific information according to Table 1. All these
variables are useful to figure out which host might attack the monitored system.
Once the monitor has collected enough data, it is ready to communicate its
results to other monitor peers. The communication can be performed by sending
all collected data or the learned models only, as previously explained.

The following section describes the results of all possible scenarios emulated
through different kinds of simulations, such as: a non collaborative host, two
collaborative hosts, three collaborative hosts and so forth until nine collaborative
hosts for each peer.

4.1 Results

To validate the results, in order to measure the efficacy of our framework, the
observations generated from SNMP data, have been labeled according to the be-
longing network attack session, including the one of normal traffic, as mentioned
in the previous section.

We highlight that the observation labeling has been totally ignored by the
data clustering algorithm during the model learning, just because the approach
is not supervised. The labels have been used only in test phases to compute the
efficacy of the clustering model in the following two cases:

1. for discerning attacks from normal traffic, without distinguishing the kind
of attack;

2. for detecting even the kind of attack together with the normal traffic.

Formally the accuracy is defined as follows:

TP + TN

TP + TN + FP + FN
(1)

where TP is the number of true positive observations, namely the number of
attacks correctly detected as attacks, TN is the number of observations correctly
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detected as normal traffic, FP regards the false positives, that is the amount of
normal traffic erroneously detected as attacks and finally the false negative,
namely attacks wrongly interpreted as normal traffic.

Moreover the following rates represent the incidence of false alarms and of
undetected alarms (i.e. detection failures of true attacks):

FP

TN + FN
(2)

FN

TP + FP
(3)

FP

TP + FP
(4)

Usually the variables of expression 1 are represented in a squared matrix, called
confusion matrix, in which the numerators are along a diagonal, moreover FP
and FN are in the same row with TP and TN respectively. In the two kinds of
test phases above mentioned, we have computed a series of both 2x2 and 6x6
confusion matrixes respectively.

Fig. 4. Detection Accuracy Based on SNMP Data Clustering Varying the num. of
Cooperative Neighbours per Peer
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Fig. 5. False Positive Rates Between Normal Traffic and Attacks To Measure False
Alarms Varying the num. of Cooperative Neighbours per Peer

Experiments and corresponding measures have been performed by varying,
for each peer, the number of collaborative neighbours from zero (i.e. no collab-
oration) to nine, moreover the same experiment has been repeated ten times
with different random seed in order to compute average values and standard
deviations.

Figure 4 shows the two series of accuracy corresponding to the two test phases
above mentioned. In both series the greatest accuracy increase occurs from zero
to one collaborative neighbour. The accuracy in the experiments regarding the
discerning between normal traffic and attacks is in the worst case 99.58%, while
in the best case is 100%. In the experiments for the detection also of the kind
of attack, the worst accuracy is 80.8% without any collaboration, while the best
one is 97.6% with nine collaborative neighbours. Another interesting result is
that the standard deviations of both series decrease by increasing the number of
collaborative neighbours.

Figure 5 illustrates the rates about false alarms and undetected attacks ac-
cording to the expressions 2, 3 and 4 varying the number of cooperative neigh-
bours per peer. The first important results is that, according to expression 4, the
rate of false negative over positives, namely the undetected attacks, is always
zero. Moreover the false allarms, corresponding to normal traffic erroneously
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detected as attacks, decreases drastically from 2.80%, which is the worst result,
to 1.38% with only one cooperative neighbour; this rate on average is 1.21% and
its best value is 0%. The incidence of false attacks over attacks is always less
than 0.5%.

Finally, in the test-bed, we have observed that the accuracy of clustering
models is very well preserved over new incoming observations. In fact, the loss
of accuracy, in case of missing model updates, is on average only 0.39%, when
the amount of new observations, generated from new network traffic, is greater
than an order of magnitude of the cardinality of the data set from which the
clustering model has been generated.

5 Conclusion

This paper described a novel methodology for network attack detection based on
data mining of traffic information collected via SNMP by multiple monitoring
stations, which are organized in a peer-to-peer network with the purpose of
sharing the gained knowledge. In particular, the use of unsupervised clustering
techniques on network-specific MIB objects allows to effectively detect malicious
network behaviors, such as the ones due to DoS, DDoS and port scanning attacks,
while still distinguishing between normal and harmful traffic profiles with very
high accuracy.

Experimental results, obtained by emulating the real traffic of ten web servers
under several kinds of attack, demonstrated the effectiveness of the proposed
solution, reaching high accuracy levels with no detection failures and a false-
positive rate as low as 1.21% on average. The accuracy levels of discerning normal
and harmful traffic is on average greater than 99.58%. Moreover the detection
accuracy can be increased by increasing the number of collaborative neighbours
per peer, particularly the accuracy of identifying also the kind of attack.

Finally, the experiments highlighted that the loss of detection accuracy of not
updated clustering models, over new incoming observations, is on average only
0.39%, after that the amount of the new SNMP traffic is an order of magnitude
greater than the one used to learn the corresponding model.

Such promising results will be the basis to extend the current work to more
complex network scenarios, where experiments will be conducted on SNMP traf-
fic collected from a larger set of heterogeneous hosts and servers as well as from
interconnecting equipment such as routers and switches.
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Abstract. In this paper we consider a provider that offers a SOA appli-
cation implemented as a composite service to several users with different
Qos requirements. For such a system, we present a scalable framework to
the QoS-aware self-adaptation based on a two layer reference architec-
ture. The first layer addresses the adaptation at the provisioning level:
operating at a slower time scale, its role is to identify the set of candidate
services to implement the system functionality at the required user QoS.
The second layer addresses the adaptation at the service selection level:
operating on a faster time scale, its role is to determine at running time
the actual services which are bound to each user request while meeting
both provider and user QoS. We formulate the adaptation strategy of
both layers as suitable optimization problems which can be efficiently
solved using standard techniques. Numerical experiments show the ef-
fectiveness of the proposed approach.

Keywords: Service-oriented architecture, self-adaptation, quality of
service.

1 Introduction

The today increasingly complex software systems operating in a dynamic oper-
ational environment ask for management policies able to deal intelligently and
autonomously with problems and tasks. Besides, the way software systems are
developed is more and more based on the Service Oriented Architecture (SOA)
paradigm, which encourages the construction of new applications through the
identification, selection, and composition of network-accessible services offered
by loosely coupled independent providers. In a “service market”, these different
providers may offer different implementations of the same functionality (we re-
fer to the former as concrete services and the latter as abstract service). These
competing services are differentiated by their quality of service (QoS) and cost
attributes, thus allowing a prospective user to choose the services that best suit
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his/her needs. The QoS contracted by users and providers must meet certain re-
spective obligations and performance expectations which the parties agree upon
in the Service Level Agreement (SLA) contracts.

The fulfillment of global QoS requirements, such as the application response
time and availability, by a SOA system offering a composite application is a
challenging task, because it requires the system to take complex decisions within
short time periods, in an operational environment characterized by a dynamic
and unpredictable nature. A promising way to manage effectively this task is
to make the SOA system able to self-adapt at runtime in response to changes
in its operational environment, by autonomously reconfiguring itself through a
closed-loop approach with feedback [1]. In this way, the system can timely react
to environment changes (concerning for example available resources, type and
amount of user requests), in such a way to fulfill its requirements at runtime.

Several methodologies have been already proposed for QoS-aware SOA sys-
tems able to dynamically self-adapt in order to fulfill non-functional or functional
requirements (e.g., [2, 3,4, 5, 6,7]). Most of the proposed methodologies address
this issue as a service selection problem: given the set of abstract services needed
to compose a new added value service, the goal is to identify for each abstract
service a corresponding concrete service, selecting it from a set of candidates
(e.g., [2, 3, 4, 6, 7]). When the operating conditions change (e.g., a selected con-
crete service is no longer available, or its delivered QoS has changed, or the
user QoS requirements have changed), a new selection can be calculated and the
abstract services which compose the offered SOA application are dynamically
bound to a new set of concrete services.

In this paper, we follow the service selection approach towards self-adaptive
SOA systems, but, differently from previous work in the area, we propose a
two-layer adaptation strategy carried out by the service broker that offers the
SOA application. In our approach, adaptation decisions occur at different time
scales in order to exploit the optimal provisioning of the component services
and maintain QoS guarantees to various classes of users. Specifically, the first
layer operates at a slow time scale and addresses the adaptation task at the
service provisioning level. Its role is to identify, from a given set of functionally
equivalent candidate concrete services, the actual pool of concrete services that
will be used to implement the component functionalities such that the aggregated
QoS values satisfy the users’ end-to-end QoS requirements and, at the same time,
the service broker’s utility function is maximized. The first layer also determines
how much the identified concrete services are being utilized (i.e., it reserves the
resource capacities). The solution provided by the first-layer is used on a long
term for planning and defining SLAs with the service providers. The second
layer operates at a fast time scale and addresses the adaptation at the service
selection level. Its role is to determine, from the pool identified by the first layer,
the actual concrete services which are bound to each incoming user request while
meeting both provider and user QoS requirements.

We formulate the adaptation strategies of both layers as suitable optimiza-
tion problems which can be solved using standard techniques. Specifically, the
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second-layer optimization problem is formulated as a Linear Programming (LP)
problem and is suitable to be solved at runtime because of its efficiency. On
the other hand, the first-layer optimization problem is a Mixed Integer Linear
Programming (MILP) one and is known to be NP-hard. However, its solution is
required on a larger time scale than the second-layer problem: we estimate that,
in a real scenario, the times at which the solution of two problems occurs differ
by at least two orders of magnitude. Therefore, our two-layer approach can be
deployed directly in a broker-based architecture operating in a highly variable
SOA environment, where the scalability and effectiveness in replying to the users
are important factors. To the best of our knowledge, this paper represents in the
SOA environment the first proposal of a two-layer adaptation strategy operating
at different time scales in order to manage dynamically the service provisioning
and selection issues.

There is a significant body of research about how to realize the self-adaptation
of systems to let them cope with a dynamic operational environment [1]. Existing
proposals about how to architect a self-adaptive system share the common view
that self-adaptation is achieved by means of a monitor-analyze-act cycle [8]: the
system collects relevant events concerning itself and its context, analyzes them
to decide suitable adaptation actions, and then act to execute the adaptation
decisions. The main classes of approaches proposed in the SOA research com-
munity to tackle the dynamic adaptation of a SOA system include QoS-based
service selection and workflow recostructuring.

In the first case, as already outlined above, new service components are se-
lected to deal with changes in the operating scenario [2, 6,7, 3,4, 9, 10, 11]. Some
of the works dealing with this general problem propose heuristics (e.g., [9, 10]
or genetic algorithms in [3]) to determine the adaptation actions. Others pro-
pose exact algorithms to this end: [6] formulates a multi-dimension multi-choice
0-1 knapsack problem as well as a multi-constraint optimal path problem; [7]
presents a global planning approach to select an optimal execution plan by means
of integer programming; in [2,10,11] the adaptation actions are selected through
mixed integer programming. A general drawback of most proposals for dynamic
adaptation based on service selection is that they pay little attention to efficiency
and scalability. The approaches that we presented in [4, 12] and adopt also in
this paper address these issues by performing the optimization on a per-flow
rather than per-request basis. In these approaches, the solution of the optimiza-
tion problem holds for all the requests in a flow, and is recalculated only when
some significant event occurs (e.g., a change in the availability or the QoS values
of the selected concrete services). Moreover, the optimization problem is solved
taking into account simultaneously the flows of requests generated by multiple
classes of users, with possibly different QoS constraints.

The second class includes research efforts that have instead considered work-
flow restructuring, exploiting the inherent redundancy of the SOA environment
to meet the QoS (basically, dependability) requirements [13, 10, 14]. In [12] we
proposed a methodology that integrates within a unified framework the two
classes of approaches by binding each abstract service to a set of functionally
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equivalent concrete services, coordinated according to some spatial redundancy
pattern. The two-layer approach we present in this paper can be extended by
applying the above methodology.

The rest of the paper is organized as follows. In Section 2 we present the
system architecture. In Section 3 we describe the composite service model we
refer to, the type of SLA contracts used for the service users and providers, and
define the goals of the two optimization problems. In Section 4 we present the
mathematical formulation of the optimization problems used in the two-layer
adaptation approach. In Section 5 we present the results of some numerical
experiments. Finally, we draw some conclusions and give hints for future work
in Section 6.

2 System Architecture

The service broker acts as a third-party intermediary between service users and
providers, performing a role of provider towards the users and being in turn a
requestor to the providers of the concrete services. It advertises and offers the
composite service with a range of service classes wich imply different QoS levels
and monetary prices. To carry out its task, the broker architecture is structured
around the following components, as illustrated in Figure 1: the Workflow En-
gine, the Composition Manager, the SLA-P Manager, the Selection Manager,
the SLA Monitor, the Optimization Engine, the Provisioning Manager, and the
Data Access Library. Our envisioned architecture is inspired by existing imple-
mentation of frameworks for Web services QoS brokering, e.g., [15, 16].

Workflow 

Engine

Composition 

Manager

SLA-P Manager

Data Access Library

Optimization

Engine

SLA Monitor

Selection 

Manager

Service 

Registry

Provisioning

Manager

Fig. 1. Broker architecture

The respective tasks of the broker architecture components can be summa-
rized as follows. The main functions of the Composition Manager are the spec-
ification of the business process and the discovery of all the service providers



A Scalable Approach to QoS-Aware Self-adaption in SOAs 435

offering functionally equivalent service implementations. The Workflow Engine
is the software platform executing the BPEL business process (e.g., ActiveBPEL
or ApacheODE) and represents the user front-end for the composite service pro-
visioning. The Workflow Engine interacts with the Selection Manager to allow
the invocation of the component services. Indeed, for each service invocation,
the Selection Manager binds dynamically the request to the real endpoint that
represents the concrete service. The latter is identified through the solution of
the service selection optimization problem. Therefore, in the envisioned architec-
ture the Selection Manager is in charge of the adaptation actions of the service
selection layer. It also keeps up to date information about the composite service
usage profile. Together, the Workflow Engine and the Selection Manager are re-
sponsible for managing the user requests flow, once the user has been admitted
to the system with an established SLA.

The main task of the SLA-P Manager is the SLA negotiation with the users
of the composite service. It is also in charge of the admission control and rate
limiting functionalities. The first allows to determine whether a new user can be
accepted, given the associated SLA and without violating already existing SLAs.
To this end, the SLA-P Manager may trigger a new solution of the service selec-
tion problem. The rate limiting functionality is motivated by the need to limit the
requests submitted to the composite service to the maximum arrival rate agreed
in the SLAs. As a control mechanism for rate limiting, our broker architecture
employs the classic token bucket [17]. This mechanism permits burstiness, but
bounds it. The SLA-P Manager maintains a separate token bucket for each user,
and each token in a bucket enables a single request to the composite service.
Upon arrival, a request for the composite service will be sent out with the token
bucket of the corresponding user decreased by one, provided there are available
tokes for the request. Otherwise, the request is enqueued for subsequent trans-
mission until tokens have been accumulated in the bucket. A SOA middleware
architecture that employs the token-bucket algorithm for admission control is
presented in [18].

The SLA Monitor collects information about the QoS level perceived by the
users and offered by the providers of the used component services. Furthermore,
the SLA Monitor signals whether there is some variation in the pool of service
instances currently available for a given abstract service (i.e., it notifies if some
service goes down/is unavailable).

The Optimization Engine is the broker component that executes the two
adaptation algorithms (i.e, service provisioning and service selection), passing
to them the updated instance of the optimization problem with the new values
of the parameters. The calculated solutions provide indications about the adap-
tation actions that must be performed to identify the pool of resources (i.e., the
concrete services) and to optimize their use with respect to the utility criterion
of the broker as well as to the QoS levels agreed with the users.

The Provisioning Manager is in charge of organizing the service provisioning
policy that makes the broker able to meet its utility objective, that is it manages
the first-layer adaptation actions in the proposed system architecture. Once the
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Optimization Engine has identified through the solution of the service provision-
ing problem the new subset of component services to be used, the Provisioning
Manager negotiates the SLAs with their respective providers.

Finally, the Data Access Library is used by all the modules to access the model
parameters of the composite service operations and environment (among which
the abstract and the corresponding concrete services with their QoS values, and
the values determined by the solution of the optimization problems, as discussed
in Section 3). In Figure 1 the lines connecting the components to the Data Access
Library have been omitted for clarity.

The SLA-P Manager, SLA Monitor, Selection Manager, and Composition
Manager modules are collectively responsible for monitoring, detecting and de-
ciding about the activation of a new adaptation strategy. When one of these
modules detects a significant variation of the system model parameters, it sig-
nals the event to the Optimization Engine, which executes a new instance of
the service provisioning or selection optimization problem and determines a new
solution (in case it exists). Specifically, in our two-layer adaptation strategy the
triggering to the Optimization Engine can occur either periodically or aperiod-
ically and at different time scales. Given the efficiency of the service selection
problem (formulated as LP problem in Section 4), it is suitable for being exe-
cuted frequently in such a way to react quickly to detected changes. Its solution
may be caused by a change in the effective request arrival rates measured by the
SLA-P Manager at the exit of the token buckets, by a variation in the QoS levels
determined by the SLA Monitor, and by a change in the composite service usage
measured by the Selection Manager. If existing, the calculated solution provides
indications to the Selection Manager on how to use the pool of available concrete
services.

Since the first-layer service provisioning is a time-consuming reaction to de-
tected changes (formulated as MILP problem in Section 4), it has to be invoked
moderately and on a larger time scale. Its activation may be either periodic or
aperiodic and it corresponds to modifications in the broker utility, in the ar-
rival/departure of users, and also some change in the available resources (i.e.,
new concrete services identified by the Composition Manager, unreachability
of some used concrete service determined by the SLA Monitor). The first-layer
solution can be also triggered as a consequence of a second-layer optimization
problem withouth a feasible solution. We postpone to a future paper the study of
the possible activation schemes of the two layers and their performance impact
on the system.

3 System Model

3.1 Composite Service Model

The SOA system managed by the broker offers a composite service, that is, a
composition of multiple services in one logical unit in order to accomplish a
complex task. We assume that the composite service structure is defined using
BPEL [19], the de-facto standard for service workflows specification languages.
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Here, without lack of generality, we restrict on the BPEL structured style of
modeling, and consider workflows which include, besides the primitive invoke
activity, all the different types of structured activities: sequence, switch, while,
pick, and flow. Figure 2 shows an example of a BPEL workflow described as a
UML2 activity diagram. With the exception of the pick construct, this example
encompasses all the structured activities listed above.

Fig. 2. An example of BPEL workflow

The business process for the composite service defines a set of abstract services
V . We denote by Si ∈ V each abstract service (i.e., a functionality needed to
compose a new added value service), and by sij ∈ Pi a specific concrete service,
where Pi is the set of functionally equivalent concrete services that have been
identified by the Composition Manager as candidates to implement Si. For each
abstract service Si, we also denote by Ii ⊆ Pi the pool of concrete services deter-
mined by the solution of the service provisioning problem and used at runtime
for offering the composite service.

The overall QoS of a composite service implementation depends not only on
the QoS of the concrete services that have been bound to the abstract services
and on the way they are orchestrated, but also on the usage profile of those
services for each given class of users: a rarely invoked service has obviously a
smaller impact on the overall QoS than a frequently invoked one, and different
classes of users may invoke the same services with different frequencies. To em-
body this knowledge in our model, we model the usage profile of each service
class k ∈ K (where K denotes the set of the considered classes), by annotat-
ing each abstract service Si with the average number of times V k

i it is invoked
by k-class requests addressed to the composite service. The Selection Manager
performs a monitoring activity to keep up to date the V k

i values.

3.2 SLA Model

Since the broker offering the composite service plays both the provider and
requester roles, it is involved in two types of SLA, corresponding to these two
roles: we call them SLA-P (provider role) and SLA-R (requester role). In general,
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a SLA may include a large set of parameters, referring to different kind of QoS
attributes (e.g., response time, availability, and reputation). In this paper, we
restrict our attention to the following three attributes (but other attributes could
be easily added to our framework without changing the methodology):

– response time: the interval of time elapsed from the service invocation to its
completion;

– availability: the probability that the service completes its task when invoked;
– cost : the price charged for the service invocation.

The SLA-R contracted by the broker with the provider of the concrete service
sij ∈ Ii is specified by an instance of the tuple 〈rij , aij , Lij , cij , dij〉, where rij

and aij are the average response time and logarithm of availability of sij . In
our SLA model, we assume that the price paid by the broker to the provider of
sij is given by the sum of a fixed cost cij plus a variable cost, which is linearly
proportional through dij to the amount of service capacity Lij reserved by the
broker. By solving the service provisioning optimization problem, the broker
identifies the pool of concrete services with each of whom it negotiates an active
SLA-R. The set of all the active SLAs-R defines the constraints within which
the broker can organize the second stage of the adaptation strategy carried out
through the service selection.

We denote by K the set of QoS classes offered by the broker. Each class
k ∈ K is characterized in terms of bounds on the expected response time Rk

max
and availability Ak

min as well as the service costs: a fixed component ck and a
variable component which is proportional to a rate dk per unit per request per
unit of time. A user u requesting a given class of service k has to define the
maximum load Lk

u it will generate. The SLA-P established by the broker with
the requestor u for the QoS class k is therefore a tuple 〈Rk

max, A
k
min, L

k
u, ck, dk〉.

As discussed in Section 2, our broker architecture implements the token bucket
mechanism for request rate limiting. The bucket of each user is refilled at rate
Lk

u, until the bucket reaches its capacity. We denote by λk
u the effective arrival

rate processed by the system.

3.3 Service Selection Model

The goal of the Selection Manager is to determine, for each QoS class, the con-
crete service sij that must be used to fulfill a request for the abstract service
Si ∈ V . The selection can be modelled by associating with each Si a vector
xi = (x1

i , ..., x
|K|
i ), where xk

i = [xk
ij ] and sij ∈ Ii. Each entry xk

ij of xk
i denotes

the probability that the class-k request will be bound to the concrete service sij .
With this model, we assume that the Selection Manager can probabilistically
bind to different concrete services the requests (belonging to a same QoS class
k) for an abstract service Si. The deterministic selection of a single concrete
service corresponds to the case xk

ij = 1 for a given sij ∈ Ii.
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As an example, consider the case Ii = {si1, si2, si3} and assume that the
adaptation policy xk

i for a given class k specifies the following values: xk
i1 =

xk
i2 = 0.3, xk

i3 = 0.4. This strategy implies that 30% of the class-k requests
for service Si are bound to service si1, 30% are bound to service si2 while the
remaining 40% are bound to si3. From this example we can see that, to get some
overall QoS objective for a given class flow of requests, the Seleciton Manager
may switch different requests to different providers (using xk

i to drive the switch).

Fig. 3. Flow partitioning among different providers

The Selection Manager determines the values of the xk
ij by invoking the

Optimization Engine. The goal is to determine an overall selection strategy
x = (x1, ..., x|V|) which maximizes a suitable QoS objective function F (x). The
optimization problem takes the following general form:

find x which maximizes F (x)
subject to: Class-k QoS due to strategy xk does not violate class-k SLA, k ∈ K;

the load induced by strategy x on provider sij does not
exceed Lij , sij ∈ Ii, Si ∈ V.

In our setting, the optimization problem takes the form of a LP problem. The
details will be spelled out in Section 4.

3.4 Service Provisioning Model

The goal of the Provisioning Manager is to determine from the set of candidate
concrete services the subset that will be used to implement the system func-
tionalities and the capacity to be reserved on each selected concrete service. We
model this selection with two vectors. The first vector is y = [yij ]sij∈Pi , i ∈ V ,
yij ∈ {0, 1}: yij = 1 if service sij ∈ Pi is included in the pool Ii; otherwise,
yij = 0. We also define the vector L = [Lij ]sij∈Pi , i ∈ V . Lij is the service
capacity the application reserves with the concrete service sij . Lij = 0 if yij = 0
and Lij ≥ 0 if yij = 1.

The Provisioning Manager determines the values of the yij and Lij by invoking
the Optimization Engine. The goal is to determine the service pool and capacity
which minimize a suitable cost function C(y, L). The optimization problem takes
the following general form which we will detail in the next section:
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find (x, y, L) which minimizes C(y, L)
subject to: Class-k QoS due to strategy xk does not violate class-k SLA, k ∈ K;

the service pool y and capacity L are such that the load
induced by strategy x on provider sij does not exceed
Lij , sij ∈ Ii, Si ∈ V for any possible class request arrival rate.

To understand the role of x in this problem observe that for (y, L) to be feasible
there must be at least one redirection strategy x such that: 1) the load induced
by x on any provider does not exceed the capacity reserved on that provider for
any class request arrival rate; and 2) the QoS of each class is not violated. On
the other hand, we are not interested in optimizing (or even identifying) such
strategy as long as one actually exists.

4 Optimization Problems

In this section, we first present how to compute the QoS attributes of the compos-
ite service. We then detail the instances of the optimization models we presented
in Section 3.

4.1 QoS Metrics

For each class k ∈ K offered by the broker, the overall QoS attributes are the
expected response time Rk and the expected availability Ak. To compute these
quantities, let Zk

i (x), Z ∈ {R, A}, denote the QoS attribute of the abstract
service Si ∈ V . We have Zk

i (x) =
∑

sij∈Ii
xk

ijz
k
ij where zk

ij , z ∈ {r, a} is the
corresponding QoS attribute offered by the concrete service sij which can im-
plement Si. We now derive closed form expressions for the QoS attributes of
the composite service we will later use in the formulation of the optimization
problem.

Availability. The (logarithm of the) availability QoS metric is an additive met-
ric [20]. Therefore, for its expected value we readily obtain

Ak(x) =
∑
i∈V

V k
i Ak

i (x) =
∑
i∈V

V k
i

∑
sij∈Ii

xk
ijaij

where V k
i is the expected number of times Si is invoked for a class-k request.

Response Time. The response time metric is additive only as long as the
composite service does not include flow structured activities. In such cases, we
readily have:

Rk(x) =
∑
i∈V

V k
i

∑
sij∈Ii

xk
ijrij . (1)

In the general case, instead, we need to account for the fact that the response time
of a flow activity [19] is given by the largest response time among its component
activities. Hence, in the general case, the response time is not additive and (1)
does not hold. In this case, we derive an expression for the response time Rk(x)
by recursively computing the response time of the constituent workflow activities
as shown in [4] which we will later use in the actual problem formulation.
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4.2 Second-Layer Problem: Service Selection Optimization

In this section we detail the service selection optimization problem. The goal
is to determine the variables xk

ij , i ∈ V , k ∈ K, sij ∈ Ii which maximize a
suitable QoS function. We assume that the broker wants, in general, to op-
timize multiple QoS attributes (which can be either mutually independent or
possibly conflicting), rather than just a single one, i.e., the response time. We
thus consider as objective function F (x) an aggregate QoS measure given by
a weighted sum of the (normalized) QoS attributes. More precisely, let Z(x) =

1∑
k∈K λk

∑
k∈K λkZk(x), where Z ∈ {R, A} is the expected overall response time

and availability, respectively, and λk =
∑

u λk
u is the instantaneous aggregate

flow of class-k requests. We define the objective function as follows:

F (x) = wr
Rmax − R(x)
Rmax − Rmin

+ wa
A(x) − Amin

Amax − Amin
(2)

where wr, wa ≥ 0, wr + wa = 1, are weights for the different QoS attributes.
Rmax (Rmin), and Amax (Amin) denote, respectively, the maximum (minimum)
value for the overall response time and the (logarithm of) availability. We will
describe how to determine these values shortly.

The Optimization Engine task consists in finding the variables xk
ij , i ∈ V ,

k ∈ K, sij ∈ Ii, which solve the following optimization problem:

max F (x)

subject to: Rk(x) ≤ Rk
max k ∈ K (3)

Rk
l′(x) ≤ Rk

l (x) l′ ∈ d(l), l ∈ F , k ∈ K (4)

Rk
l (x) =

∑
i∈V,i≺ddl

V k
i

V k
l

∑
sij∈Ii

xk
ijrij+

+
∑

h∈F,h≺ddl

V k
h

V k
l

Rk
h(x), l /∈ F , k ∈ K (5)

Ak(x) ≥ Ak
min k ∈ K (6)∑

k∈K

xk
ijV

k
i λk ≤ Lij i ∈ V, sij ∈ Ii (7)

xk
ij ≥ 0, sij ∈ Ii,

∑
sij∈Ii

xk
ij = 1 i ∈ V, k ∈ K (8)

Equations (3)-(6) are the QoS constraints for each service class on response time
and availability, where Rk

max and Ak
min are respectively the maximum response

time and the minimum (logarithm of the) availability that characterize the QoS
class k. The constraints for the response time take into account the fact the
response time of a flow activity is given by the largest response time of its
component activities. This is reflected in the constraints (4)-(5), where F denotes
the set of flow activities in the composite service. Inequalities (4), in particular,
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allow us to express the relationship among the response time Rs
l of a flow

activity and that of its component activities Rs
l′ . For each flow activity l, d(l) is

the set of top-level activities/services which are nested within l; i ≺dd l means
that service i occurs within activity j in the BPEL code and, within j, i does
not appear within a flow activity (see [4] for details). Equations (7) are the
SLA-R constraints and ensure that the application does not exceed the volume
of invocations agreed with the service providers. Finally, Equations (8) are the
functional constraints.

The maximum and minimum values of the QoS attributes in the objective
function (2) are determined as follows. Rmax and Amin are simply expressed re-
spectively in terms of Rk

max and Ak
min. For example, the maximum response time

is given by Rmax = 1∑
k∈K λk

∑
k∈K λkRk

max. Similar expression holds for Amin.
The values for Rmin and Amax, instead, are determined by solving a modified
optimization problem in which the objective function is the QoS attribute of
interest, subject to the constraints (7)-(8).

We observe that the proposed Optimization Engine problem is a Linear Pro-
gramming problem which can be efficiently solved via standard techniques. The
solution thus lends itself to on-line operations.

4.3 First-Layer Problem: Service Provisioning Optimization

We now turn our attention to the Provisioning Manager optimization problem.
The goal is to determine the value of the variables yij and Lij , sij ∈ Pi, i ∈
V , which minimize the broker cost function. We consider as objective function
F (y, L) the following simple cost function:

F (y, L) =
∑

sij∈Pi,i∈V
cijyij + dijLij (9)

where cij represents a fixed/flat cost to be paid for using concrete service sij

and dij is the cost for unit of capacity of service sij , reserved by the broker.
The Optimization Engine task consists in finding the yij and Lij , sij ∈ Pi,

i ∈ V (and also xk
ij , sij ∈ Pi, i ∈ V , k ∈ K) which solve the following optimization

problem:

min F (y, L)

subject to: (10)

QoS constraints (3) − (6)∑
k∈K

xk
ijV

k
i Lk ≤ Lij i ∈ V, sij ∈ Pi, (11)

Lij ≤ Mijyij , i ∈ V, sij ∈ Pi (12)

xk
ij ≤ yij i ∈ V, k ∈ K (13)

xk
ij ≥ 0, sij ∈ Pi,

∑
sij∈Pi

xk
ij = 1 i ∈ V, k ∈ K (14)

yij ∈ {0, 1}, i ∈ V, sij ∈ Pi (15)
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The constraints (3)-(6) are the QoS constraints as in the service selection op-
timization. The constraints (11) are the provider capacity constraints which
require that the reserved capacity Lij , sij ∈ Pi, i ∈ V must accommodate any
request load for the concrete service sij (under service selection strategy x),
where Lk =

∑
u Lk

u denotes the maximum class k request rate. Finally, equa-
tions (12)-(14) are the functional constraints. (12) requires that yij = 1 for Lij be
greater than 0; similarly, (13) requires yij = 1 for xk

ij be greater than 0. In (11)
we also introduce the constant Mij which denotes the maximum capacity that
can be reserved on provider sij (Mij thus captures the finiteness of provider sij

resources).
The proposed optimization problem is a MILP problem. It is known to NP-

hard with the complexity being exponential in the number of integer variables,
which is O(maxi∈V |Pi| × |V|).

5 Numerical Experiments

In this section, we illustrate the behaviour of the proposed two-layer adaptation
strategy through the simple abstract workflow of Figure 2. We consider a broker
which offers two QoS classes gold and silver, denoted by the superscript 1 and
2, respectively. Table 1 summarizes the two classes QoS attributes. The gold
class guarantees to its users low response times at a high cost, while the silver
class offers a cheaper alternative with higher response times. We consider the
following values for the the number of service invocations: V k

1 = V k
2 = V 3

k = 1.5,
and V k

4 = 1 for k = 1, 2, V 1
5 = 0.7, V 1

6 = 0.3, and V 2
5 = V 2

6 = 0.5. We assume
that for each abstract service there are four providers which implements it. The
concrete services differ in terms of response time, cost and availability. Table 2
summarizes their system parameters. They have been ordered so that for each
abstract service Si ∈ V , sij represents the better, albeit more expensive, service,
with respect sij ′, j′ > j. For all services, we assume Mij = 10.

We study now the broker behaviour over a period of 1000 time units during
which we have a fixed set of users. The associated peak request rate for the two
service classes is assumed equal to (L1, L2) = (4, 7). We assume that during
this period the only meaningful event is the unavailability of service s14 from
time 400 onward. First we consider the behaviour of the Provisioning Manager.
The role of the manager is to identify the optimal - cost wise - set of concrete
services to implement the abstract services and the associated capacities. For the
given workflow, the solution of the optimization problem is illustrated in Table 3,
which reports the set Ii of concrete services selected for each abstract service

Table 1. Composite service class attributes

QoS Class Rk
max Ak

min ck dk

gold 12 log(0.95) 10 5
silver 20 log(0.9) 6 3
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Table 2. Concrete services QoS attributes

sij rij aij cij dij

s11 1 log(0.999) 3 2
s12 1.5 log(0.995) 4 1.5
s13 1.5 log(0.99) 3 1.5
s14 3.5 log(0.98) 2.5 1
s21 2 log(0.999) 4 1.5
s22 4 log(0.99) 2 1.5
s23 1 log(0.99) 4.5 1
s24 5 log(0.95) 1 1

sij rij aij cij dij

s31 1 log(0.999) 4 1.5
s32 1 log(0.99) 2 1.5
s33 2 log(0.99) 4.5 1
s34 3 log(0.99) 1 1
s41 0.5 log(0.999) 0.6 2
s42 1 log(0.995) 0.5 1
s43 1 log(0.99) 0.4 1.5
s44 2 log(0.99) 0.3 1

sij rij aij cij dij

s51 2 log(0.999) 1 2
s52 2 log(0.995) 0.7 1
s53 2.2 log(0.99) 0.5 1.5
s54 3 log(0.99) 0.2 1.5
s61 1.8 log(0.999) 0.5 1.5
s62 2 log(0.995) 0.4 1
s63 2 log(0.99) 0.3 1
s64 4 log(0.99) 0.2 1.5

Si ∈ V and the capacity Lij reserved in each concrete service. A first solution
(Table 3 (left)) is first computed at the beginning of the period (for a minimum
cost equal to 93.8). The solution guarantees enough resources to sustain peak
rate traffic, i.e., (L1, L2) = (4, 7) at the required QoS of each class. Observe that
since the different abstract services are characterized by different frequencies of
invocations, the overall capacity to be reserved differs from service to service,
e.g., S1 requires an overall capacity of 16.5, while S5 requires only a capacity
of 6.3. At time 400, we assume that service s14 becomes unavailable. In our
example, this forces the Provisioning Manager to execute again the provisioning
optimization problem (it is not possible to serve the requests for the abstract
service S1 with the sole concrete service s13) and adjusts the SLA with the
providers accordingly. Table 3 (right) shows the new solution where, essentially,
the concrete service s13 replaces s14 and the reserved capacity of some providers
are slightly modified.

Table 3. SLA Manager solution. Service pool and reserved capacities.

Service Sets Reserved Capacity
I1 = {s13, s14} L13 = 6.5, L14 = 10
I2 = {s23, s24} L23 = 9.2, L24 = 7.8
I3 = {s32, s34} L32 = 10, L34 = 6.5
I4 = {s42, s44} L42 = 6.9, L44 = 4.1

I5 = {s52} L52 = 6.3
I6 = {s63} L63 = 4.7

Service Sets Reserved Capacity
I1 = {s12, s13} L12 = 8.35, L13 = 8.15
I2 = {s23, s24} L23 = 8.93, L24 = 7.57
I3 = {s32, s34} L32 = 10, L34 = 6.5
I4 = {s42, s44} L42 = 6.36, L44 = 4.64

I5 = {s52} L52 = 6.3
I6 = {s63} L63 = 4.7

We now turn our attention to the Selection Manager. Differently from the
Provisioning Manager, the Selection Manager adaptation role is to determine at
running time the actual services to be bound to each user request. To illustrate
its behaviour we consider the sample path arrival rates for the two classes shown
in Figure 4 (the sample paths have been generated by superposition of several
regulated sources, with each source being a two state on-off source). We assume
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Fig. 5. Selection Manager solution. QoS metrics: response time Rk(x) (left); Availabil-
ity eAk(x) (right).

that the Selection Manager uses the measured actual aggregate arrival rates
λk ≤ Lk, k = 1, 2 and solves the service selection optimization problem to settle
the vector x, according to which randomly determines the concrete service to
select. Different values of λk, k = 1, 2 result into different optimal vectors which
in turn yield different QoS metrics.

In Figure 5 we show how the expected composite service QoS metrics vary
over time for the two classes under the assumption the Selection Manager min-
imizes the service response time, i.e., wr = 1. Both service response time and
availability vary with the request rates but are always within the performance
bound defined by the class SLA metrics. Not surprisingly, users experience bet-
ter response time and service availability for lower request rates since a large
fraction - if not all - of the requests are bound to the best services in the pool.
Observe that after t=400, the response time for both service classes improves
significantly. This can be explained by observing that the unavailability of ser-
vice s14, which provides the cheapest - but slowest - service, forces the broker
to include in the pool the more expensive, but faster, service s12, which results
into overall better response times.
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6 Conclusions

This paper deals with a two-layer approach for QoS-aware adaptation of SOA
systems. The basic guideline we have followed in its definition has been to devise
an adaptation strategy that is efficient and scalable to make realistic its use in
taking runtime decisions in a rapidly changing environment. This efficiency is
achieved by decomposing the service provisioning and service selection optimiza-
tions into two independent phases occuring at different time scales. The service
selection problem can be solved on a fast time scale at each detected significant
change which stems from the system’s self or context. The sustainable frequent
rate of solution derives from the formulation as a constrained optimization prob-
lem that can be efficiently solved via standard techniques and tools for linear
programming. The more time consuming service provisioning problem can be
solved on a slower time scale because it addresses the identification of the pool
of concrete services to be used by the broker for the SLA management with the
service providers. Besides being efficient, the proposed approach is also flexible,
because it can be simultaneously used to serve the requests of multiple classes
of users.

Our future work will address the issues concerning the implementation of the
two-layer adaptation approach, such as the temporal aspects of change (e.g..,
the monitoring and detection of significant changes that trigger the decision on
what needs to be changed). The implementation of a system prototype we are
currently working on will allow us to validate the proposed approach through a
real set of experiments.
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Abstract. Understanding and optimizing the energy consumption of
wireless devices is critical to maximize network lifetime and to provide
guidelines for the design of new protocols and interfaces. In this work we
first provide an accurate analysis of the energy performance of an IEEE
802.11 WLAN, and then we derive the configuration to maximize it. We
also analyze the impact of the energy configuration of the device on the
throughput performance, and discuss in which circumstances throughput
and energy efficiency can be both maximized and where they constitute
different challenges.

Keywords: Energy efficiency, energy optimization, throughput opti-
mization, IEEE 802.11.

1 Introduction

ICT technologies hold one of the keys to the reduction of greenhouse gases pro-
duced worldwide. The importance of “greening of the Internet” is thus recognized
as a primary design goal of future global network infrastructures. It is estimated
that, today, the Internet already accounts for about 2% of total world energy
consumption, and with the current trend of shifting offline services online, this
percentage is expected to grow significantly in the next years. The energy con-
sumption is to be further fuelled by the forthcoming Internet-based platforms
that require always-on connectivity.

However, communication protocols, and in particular the technologies used in
the access network, have been originally conceived to optimize metrics other than
energy, such as throughput or delay. Greening these protocols thus represents a
shift in the design paradigm, where energy instead of time is the most critical
network resource. We no longer want to maximize the bits sent per time unit,
but instead the bits the network can send per each joule consumed. Still, it is
clear that this comes not for free, and there is a price to pay when developing
sustainable architectures.

In this paper we assess to which extent the (old) throughput-maximization
and the (new) efficiency-maximization objectives diverge, for the case of 802.11

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 451–462, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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WLANs. Previous work has solved the configuration of WLANs for throughput
maximization, starting from the statical approaches of [2,10] and including later
adaptive approaches to maximize the bits per second sent [7]. However, from the
point of view of energy consumption, most of the research so far has addressed
the analytical or experimental characterization of the energy consumption of the
WLAN [9,5,6], which is typically divided in three states: transmission, reception
and idle-state (see Table 1 for the energy consumption of selected wireless net-
work cards). There has been also some proposals for efficiency optimization (e.g.
[1,4,8]), typically based on heuristic and sometimes requiring changes to the
MAC layer. To the best of our knowledge, only Bruno et al. [3] have consid-
ered the relation between throughput and energy and have discussed whether
they could be both jointly maximized or not. In their model, consisting of a
p-persistent CSMA-based WLAN where interfaces only consumed energy in two
states (transmission and reception), the answer was yes. In this paper, where
we improve the accuracy of the consumption model, we prove that this is not
always the case.

The rest of the paper is organized as follows. In Section 2 we present and
validate an analytical model of the energy consumption of a WLAN. We further
introduce a new approximate model that trades off accuracy for the sake of sim-
plicity (nevertheless, as shown in the validation part, this reduction of accuracy
is negligible). Section 3 presents the two approaches for performance maximiza-
tion: the throughput-based approach of Bianchi, and our energy-based approach
that builds upon the approximate analysis to derive a closed-form expression
for the optimal transmission probability. In Section 4 we compare the resulting
configuration and performance from each approach, while Section 5 concludes
the paper.

2 Energy Consumption Analysis

Our analytical model for the consumption of a WLAN requires the following
input parameters: N , the number of stations in the WLAN. W , defined as the
minimum contention window stations use on their first attempt, and {ρt, ρr, ρi},
defined as the power consumed by the wireless interfaces when transmitting,
receiving or idling. We assume all stations have always a packet of fixed lenght
L ready for transmission, i.e., the network operates under saturation conditions,
and that the sole reason for frame loss is a collision (where two or more stations
transmit simultaneously). We further assume that each station randomly selects
the destination for each frame out of the other N − 1 stations.

2.1 Model

With the assumption that each transmission attempt collides with a constant
and independent probability, we can model the behavior of a station with the
same Markov chain used in [2]. Then, the probability that a station operating
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under saturation conditions transmits upon a backoff counter decrement can be
computed by means of the following equation given by [2]

τ =
2

1 + W + pW
∑m−1

i=0 (2p)i

where p is the probability that a transmission attempt of a station collides. This
probability can be computed as

p = 1 − (1 − τ)N−1

The above constitutes a system of two non-linear equations that can be solved
numerically, giving the value for τ . With this, we next proceed to compute the
energy per slot consumed by a station, which we denote by e.

We compute e by applying the total probability theorem as follows:

e =
∑
j∈Θ

E(j)p(j) (1)

where Θ is the set of events that can take place in a single timeslot, while E(j)
and p(j) are the energy consumed in case of event j given its probability, respec-
tively. The set Θ contains the following events, along with their probabilities:

– The slot is empty, pe

– There is a success from the considered station, ps,i

– There is a success from another station, ps,¬i

– There is a collision and the considered station is involved, pc,i

– There is a collision but the considered station is not involved, pc,¬i

This way we can expand (1) with these probabilities and the energy consumed
per event can be derived as follows:

e = peρiTe +
+ ps,i(ρtTs + ρrTack + ρi(SIFS + DIFS)) +

+ ps,¬i

[
ρrTs +

1
N − 1

(ρtTack) +

+
N − 2
N − 1

ρr(ρrTack) + ρi(SIFS + DIFS)
]

+

+ pc,i(ρtTs + ρiEIFS) + pc,¬i(ρrTs + ρiEIFS)

where Te, Ts, and Tack are the durations of an empty slot, a successful trans-
mission and the transmission of an acknowledgment, while SIFS, DIFS, and
EIFS are physical constants (for the computation of these values, see e.g. [2]).

The probability of each event can be easily computed based on the probability
of a transmission τ as follows
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pe = (1 − τ)N

ps = Nτ(1 − τ)N−1

ps,i = τ(1 − τ)N−1

ps,¬i = ps − ps,i

pc = 1 − pe − ps

pc,i = τ(1 − (1 − τ)N−1)

pc,¬i = pc − pc,i

However, note that the full expression of (1) consists of a sum of several terms
that non-linearly depends on τ . In order to derive the value of τ that provides
the best energy performance, we introduce the following simplified expression
for e

ê = (1 − τ)NρeTe + τρtTs + (1 − τ)
(
1 − (1 − τ)N

)
ρrTs

This way, we have simplified the set Θ of events by considering only three cases:
i) nobody transmits, ii) the station transmits (without the distinction if there
is a collision or a success), and iii) someone else transmits (again, no matter if
there is a success of a collision).

The above can be expressed as:

ê = R + τ(T − R) − (1 − τ)N (R − E)

where E = ρeTe, T = ρtTs, and R = ρrTs. We further write T ′ = T − R and
R′ = R − E, therefore:

ê = R + τT ′ − (1 − τ)NR′ (2)

(Note that in the following section we assess the accuracy obtained both via (1)
and (2).) Finally, we define the energy efficiency η as the ratio between the bits
transmitted and the energy consumed in a timeslot:

η =
ps,iL

e
(3)

2.2 Validation

We first compare the accuracy of the exact and approximate models for e and
ê versus results obtained via simulation. To this end, we compare the energy
consumed per timeslot for the three selected power consumption sets listed in
Table 1 for different values of N and the default DCF configuration. Results are
shown in Fig. 1.

From the results, it is clear that the detailed analytical model e provides
values that almost coincide with those derived from simulations, while the ap-
proximate model ê follows quite closely the behavior of the WLAN but slightly
overestimating the energy consumed for large values of N .
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Table 1. Power consumption in Watts for different wireless interfaces (as reported
in [1])

Card ρt ρr ρi

Lucent WaveLan (A) 1.650 1.400 1.150
SoketCom Compact Flash (B) 0.924 0.594 0.066
Intel PRO 2200 (C) 1.450 0.850 0.080
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Fig. 1. Energy per slot-time consumed for different interfaces and number of stations.
The arrays of curves from top to bottom show the results for energy profiles (A), (C),
and (B).

We take advantage of the accurate analytical model to further explore the
energy consumption of the WLAN, identifying where is the energy consumed.
To this aim, we account for the relative amount of energy spent on successful
transmissions, collisions and idling, with the results of Fig. 2 for the case of
N = 10 and the interface A of Table 1.

As can be seen from the figure, it is clear that for relatively small values
of CWmin there is a lot of energy wasted in collisions, while the energy spent
idling is quite small. Then, with increasing CWmin values the energy wasted in
collisions decreases rapidly, while there is a slower increase in the part corre-
sponding to idling. This behavior is intuitively explained as follows. Increasing
CWmin results in a smaller collision probability and larger probability of empty
timeslots. However, the savings in energy due to the absence of collisions are
“multiplied” by the power consumption when receiving ρr or transmitting ρt as
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Fig. 2. Relative energy devoted to successful transmissions, collisions and idling

well as, approximately, the length of a successful transmission Ts. On the other
hand, the increase of energy consumption because of the larger number of empty
timeslots is weighted by ρi and Te, both being smaller than their counterparts.

Another result from the figure is that there exists a maximum for the energy
devoted to successful transmission (in the scenario considered, for CWmin ≈
100). This optimun value sits in the tradeoff between the decrease of the energy
devoted to collisions and the increase in the energy spent when idling, and its
computation is derived in Section 3.2.

Finally, we compare the efficiency η for three different WLAN scenarios (one
for each of the interfaces of Table 1) and N = 10. We compare the numerical
values given by simulations against the ones provided with our simplified analyt-
ical model, i.e., using (3) but substituting e with ê. We can see that the model is
quite accurate, in particular in the relatively “flat” region where the efficiency is
maximum, and that the optimal value of CW is different for each of the WLAN
scenarios—a result we analyze next.

3 Configuration of 802.11

We provide in this section closed-form expressions for the optimal transmission
probability τ , depending on the optimization objective throughput maximiza-
tion in Section 3.1, and energy optimization in Section 3.2. Note that if we set
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CWmin = CWmax, the transmission probability τ is easily related to the CW
to use as follows

CW =
2
τ

− 1

3.1 Throughput Maximization

When optimizing throughput, it is well known that CSMA/CA algorithms have
an optimal transmission probability that depends on the network load, in terms
of traffic generated and number of contending stations. For the case of satu-
rated 802.11 WLANs, Bianchi [2] analytical derived the optimal transmission
probability τ by maximizing the following expression for throughput

R =
psL

Tslot

where Tslot is the average slot duration, given by

Tslot = (1 − τ)NTe + (1 − (1 − τ)N )Ts

This optimization is done by deriving the above with respect to τ , and solving
a second-grade equation resulting from the approximation τ � 1. This results
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in the following approximate value for the optimal transmission probability that
maximizes throughput, τt

τt ≈ 1
N

√
2Te

Ts
(4)

Note that this optimal value of τ depends on the number of stations N , but
also on the relative size of an empty timeslot Te as compared to a timeslot that
contains a transmission Ts. This way, apart from the number of stations, the
ratio between the timeslot lengths sets the optimal tradeoff between the cost
of a collision and the cost of idling. Indeed, this is the motivation behind some
adaptive algorithms (e.g. Idle Sense [7]) that equalize the amount of time wasted
in collisions with the amount of time waiting in backoff decrements.

However, because τt does not take into account energy consumption, for sim-
ilar scenarios with different WLAN interfaces it will provide the same configu-
ration for CW , while we have seen in Fig. 3 that the optimal CW value indeed
depends on the energy consumption of the WLAN interfaces. This relationship
is what we investigate in the next section.

3.2 Energy Optimization

To compute the transmission probability that optimizes the consumption of en-
ergy τe we start from the expression of η with the approximation for ê

η =
τ(1 − τ)n−1L

R + τT ′ − (1 − τ)NR′

And then compute the τ value that maximizes the above by

dη

dτ
= 0

This leads to the following

(n − 1)τ2T ′ + (1 − τ)nR′ + nτR − R = 0

By the following Taylor expansion of (1 − τ)n

(1 − τ)n ≈ 1 − nτ +
1
2
n(n − 1)τ2

We have the following equation

aτ2 + bτ + c = 0

where
a = (n − 1)T ′ +

1
2
n(n − 1)R′

b = nE

c = −R
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If we now define α and β as follows

α =
T ′

E
, β =

R′

E

Then we have the following for the computation of τe:

τe =
−n +

√
n2 + 4(n − 1)α + 2n(n − 1)β

2(n − 1)α + n(n − 1)β

That can be approximated as follows

τe ≈ 1
n

√
2
β

≈ 1
n

√
2ρeTe

ρrTs
(5)

Note that, if we divide (4) by (5), we have that the relation between τt and τe

is given by the ratio of the power consumption of the interface when receiving a
frame over the power consumption when idling, i.e.,

τe

τt
=

√
ρr/ρe

a relation that we analyze in the next section.

4 Energy Efficiency vs. Throughput Maximization

We first compare the resulting configuration obtained when maximizing through-
put and when maximizing energy efficiency. To this end, in Fig. 4 we show the
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Fig. 4. Resulting CW configuration from each approach. The energy curves from top
to bottom show the results for energy profile (C), (B), and (A).
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resulting CW configuration for each maximization variable, for the three con-
sidered interfaces of Table 1 and an increasing number of stations N . From the
figure is obvious to see that, while the throughput maximization provides the
same CW for a given number of stations, the optimal CW for energy efficiency
depends quite noticeably on the power characteristics of the WLAN interface.
It can be seen that, the larger the ρr/ρe ratio, the larger the CW . This could be
expected from the results of Fig. 5, as collisions have a larger cost and therefore
it is more efficient to spend more time on the backoff, instead of taking the risk
of transmitting and suffering from a no-success but energy-consuming collision.

We next compare the performance of both approaches, both in terms of energy
efficiency and in terms of throughput, to gain further in the behavior of the
WLAN under the different criteria. Results for each approach, as well as for the
standard recommended values (DCF), are provided in Figs. 5 and 6, and can be
summarized as follows:

– Considering energy efficiency, despite both throughput and energy optimiz-
ing approaches substantially outperform the DCF default configuration, the
maximum efficiency approach provides the larger values of bits per Joule.
As expected from the results of Fig. 4, the larger the ρr/ρe ratio, the larger
the differences in performance between τe and τt.

– Considering throughput performance, it is clear that τt provides the largest
values, as expected. It is quite remarkable, on the other hand, that while for
one case the energy consumption provides almost the same results (this will
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Fig. 5. Energy efficiency of each approach. The arrays of curves from top to bottom
show the results for energy profile (B), (C), and (A).
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Fig. 6. Throughput performance of each approach. The energy curves from top to
bottom show the results for energy profile (A), (C), and (B).

happen as long as
√

ρr/ρe ≈ 1), for the other two cases there is a price to
pay. Indeed, the throughput for these two interfaces is smaller than the one
provided by DCF for N ≤ 17. However, this slightly smaller throughput is
obtained with a different CW value that results in quite different values of
energy spent in collisions and backoff counter decrements.

Therefore, results confirm that there is a tradeoff between energy and through-
put maximization, that depends on the characteristics of the WLAN interface.
Indeed, for some ratios of power consumption we have the same result of [3],
that both throughput and energy efficiency can be simultaneously maximized.
However, our results show also that, for existing WLAN interfaces, this is not
always the case, and there is a price to pay in throughput to achieve the most
efficient behavior.

5 Conclusions

Greening the communication protocols is recognized as a primary design goal
of future global network infrastructures. This paper presents a three-fold contri-
bution on this field. First, it provides an approximate analytical model for the
energy consumption of IEEE 802.11 LANs. Second, it defines an optimal config-
uration strategy that minimizes energy consumption for within such networks.
Eventually, it provides a comparison of energy minimization against throughput
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optimization, this way assessing the price to pay. Our future work will focus on
experimental analysis and measurements on the field.
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Abstract. Transmit power control has been largely proposed as a so-
lution to improve the performance of packet radio systems in terms of
increased throughput, spatial reuse and battery lifetime for mobile ter-
minals. However, the benefits of transmit power control schemes on these
different performance figures may strongly depend on the employed PHY
technology and channel access mechanism. In this paper, we focus on
the effects of power control on the energy consumption of WiFi network
cards. By means of several experimental tests carried out under different
operation conditions and modulation schemes, we try to justify why the
reduction of the transmission power has a marginal effect on the overall
energy consumption.

1 Introduction

Today, the de facto standard for wireless Internet access is the IEEE 802.11 [1]
technology for Wireless Local Area Networks (WLAN), also known to the general
public under the name WiFi [2]. WiFi connectivity is integrated by default in
every modern portable computer, laptop and palmtop. WiFi networks for wire-
less Internet connectivity are available in most airports, university campuses,
offices, homes, as well as in many restaurants and cafeterias. WiFi is extensively
integrated in dedicated devices such as cameras, electric utilities or parking me-
ters, and even exploited in quite specific applications such as control of garden
hose sprinkles.

Due to the impressive proliferation of devices equipped with WiFi interfaces
and to the limited battery power they rely on, reducing the energy consumption
of WLAN interfaces is becoming a very important research issue. Indeed, several
energy saving mechanisms, based on different approaches, have been recently ex-
plored in literature. Some of these mechanisms try to minimize the time intervals
during which the WLAN transceiver is turned on, by means of periodic switching
to a low-power doze state [3]. Although these solutions are very effective in reduc-
ing the energy consumption, they present two major drawbacks: i) they might
not be applicable to ad-hoc networks, ii) they might severely degrade the quality
of service in the network. The first problem arises because ad-hoc nodes have
limited buffer capability. Therefore, packets destinated to a dozen node could be
lost before the awekening of the node. The second problem arises because the al-
ternating presence of sleeping nodes changes continuously the network topology

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 463–475, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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and connectivity level. In these conditions, some forms of coordination or syn-
chronization among the nodes are required for avoiding routing problems and
reducing the transport delays [4]. Moreover, common WiFi interfaces exhibit
very slow transition times from a doze to an awake state, which prevent limiting
the delays through high-rate switching.

Another approach to energy saving is based on the control of the transmit
power. According to this approach, the transmitting node uses the minimum
transmit power level that is required to communicate with the desired receiver.
This mechanism reduces the power consumption of the sending node and limits
the interference to other networks, thus improving both energy and bandwidth
consumption. Although transmit power control (TPC) is not natively provided
in WiFi networks, several research proposals [5,6,7] and emerging standards [8,9]
have considered its implementation. In [6], the authors propose to extend the
CTS and DATA frames in order to signal the minimum signal strength that is
acceptable at the receiver and transmitter side. Similar RTS/CTS modifications
are considered in [5], where a joint use of TPC and rate adaptation is proposed,
so that the proper PHY rate as well as the best transmit power level can be adap-
tively selected. Most of these proposals [7] quantify the energy saving provided
by TPC in WiFi networks via simulation. These results are based on power con-
sumption models of WiFi interfaces, which are summarized into a set of power
consumption values referring to different node states (namely, transmitting, re-
ceiving, idle and doze). Obviously, the performance evaluation of these schemes
strongly depends on the setting of these values.

In this paper we deal with the problem of quantifying the energy saving
that can be provided in WiFi networks by means of TPC. To this purpose, we
experimentally characterize the power consumption of some commercial WiFi
cards under different transmit power levels. Our methodology, similarly to the
methodology described in [10,11], is able to provide: i) a direct measurement of
instantaneous card consumptions, and ii) an indirect measurement of average (or
per-packet) energy consumptions. Differently from previous results, we are able
to rigorously control the transmit power and to compare the OFDM and DSSS
modulations. Our conclusions show that little space is left to TPC for effectively
reducing energy consumption of WiFi cards, due to the power consumed in idle
states.

The rest of the paper is organized as follows. In section 2, we briefly review the
802.11 standard in order to define different card states corresponding to different
power consumptions. In section 3, we describe our experiments, by illustrating
our methodological approach and our measurement elaborations. In section 4,
we try to provide a card sub-system decomposition, enlightening the fixed power
consumption overheads. Finally, section 5 concludes the paper.

2 Energy Consumption in WiFi Cards

Regardless of the specific card implementation, we can expect that the energy
consumption of WiFi cards depends both on physical layer (PHY) and medium
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access control layer (MAC) operations. As far as concerns the PHY layer, in cur-
rent 802.11a/b/g standards different modulations (e.g. DSSS and OFDM) and
coding schemes are available for frame transmissions. Each scheme corresponds
to a different activity interval required for transmitting or receiving a frame,
which leads to different energy consumptions. Moreover, each scheme also ex-
hibits a different processing complexity, which may cause further differences in
the instantaneous power absorption. As far as concerns the MAC layer, the WiFi
standard is based on a Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) protocol, called Distributed Coordination Function (DCF). DCF
has been designed for optimizing wireless medium utilization while maintaining
the protocol simplicity. Therefore, it is based on some design choices which do
not take into account energy consumption problems. For example, the use of an
asynchronous access protocol is intrinsically inefficient for the reasons discussed
in this section.

DCF operations can be summarized as follows. A station with a new frame to
transmit has to monitor the channel state, until it is sensed idle for a period of
time equal to a Distributed InterFrame Space (DIFS). If the channel is sensed
busy before the DIFS expiration, the station has to add a further backoff delay
before transmitting, in order to avoid a synchronization with the transmissions
of other stations. The backoff interval is slotted for efficiency reasons and is
doubled (up to a maximum value) at each consecutive failed transmission. Frame
transmissions have to be explicitly acknowledged with ACK frames, because the
CSMA/CA does not rely on the capability of the stations to detect a collision
by hearing the channel. The ACK frames are immediately transmitted at the
end of a frame reception, after a period of time called Short InterFrame Space
(SIFS) shorter than a DIFS. If the transmitting station does not receive the
ACK within a specified ACK Timeout, it reschedules the packet transmission,
according to the given backoff rules.

These access operations imply that a new frame transmission can start at any
time instants on the channel and active stations have to continuously monitor
the wireless medium in order to intercept incoming frames. As a consequence,
a station spends a significant amount of time in monitoring the channel, re-
gardless of the presence of incoming or outcoming traffic. Summarizing, during
the activity intervals, a WiFi card can be in various operational states, which
include:

– transmission, when the card is involved in the physical irradiation of an
ongoing frame;

– reception/overhear, when the card is involved in demodulating a frame des-
tinated to itself or to another station;

– idle, when the card is monitoring the channel, ready to reveal channel busy
signals, but no signal is present;

– doze, when the card radio transceiver is turned off.

Different operational states correspond to different power absorptions. Let Wtx,
Wrx, Widle and Wdoze be the generic power absorbed, respectively, in transmission,
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reception, idle and doze state. Regardless of the card implementation, we can
expect that Wtx ≥ Wrx ≥ Widle ≥ Wdoze.

Assuming that no power saving mechanism is employed (i.e. the card never
switches to the doze state), the minimum energy Emin(T ) consumed in a given
activity interval T is:

Emin(T ) = Widle · T

This minimum consumption is experienced when the card does not transmit and
receive any frames during the whole activity time. Conversely, the energy con-
sumption is maximized when the card spends the maximum possible time in the
transmission state. Since the standard limits the maximum frame size, this con-
dition is verified when i) the card transmission buffer is never empty (i.e. the card
works in saturation conditions), ii) the frames are transmitted at the minimum
PHY rate, and iii) no other station accesses the channel. The ratio tx of the time
spent in transmission for a card working in saturation conditions, in absence of
contending stations, can be easily evaluated by considering the beginning of a
new transmission as a regeneration instant. Specifically, being b, TDATA, and
TACK , respectively, the average time spent in backoff, in transmitting a data
frame and in receiving an ACK frame, it results:

tx =
TDATA

TDATA + SIFS + TACK + DIFS + b
(1)

For example, for the maximum admittable payload size of 2304 byte and the
802.11g PHY, it results tx = 0.95% at 6 Mbps and tx = 0.70% at 54 Mbps. The
ratio rx of the time spent in reception corresponds to the ACK duration ratio
within a transmission cycle, i.e.:

rx =
TACK

TDATA + SIFS + TACK + DIFS + b
(2)

For example, for the previous case of 802.11g PHY with a payload length of 2304
byte and a data and acknowledgment rate of 6 Mbps, it results rx = 1.2%. Given
the tx ratio and rx ratio, the average power consumption W can be evaluated
as:

W = tx · Wtx + rx · Wrx + (1 − tx − rx) · Widle (3)

Therefore, the energy E(T ) consumed during T results:

E(T ) = W · T ≤ [txWtx + (1 − tx)Widle] · T = Emin + tx · (Wtx − Widle) · T

3 Energy Consumption Measurements

3.1 Methodology

To the best of our knowledge, in literature there are a few detailed measurement
studies of the energy consumption of WiFi Cards. These studies can be divided
into two general approaches: i) indirect measurements, obtained by monitoring
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Fig. 1. Power measurement setup

the total energy consumed by laptops whose WiFi interface is enabled or dis-
abled, ii) direct measurements, obtained by monitoring the input current drawn
by the network card. We followed this second approach, for the case of USB
WiFi cards. In fact, for these cards, it is immediate to probe the input current,
by accessing the ground wire of the USB cable. Specifically, as shown in figure 1,
we inserted a test resistor along the ground wire, in series with the card, and
we measured the voltage at the resistor. Measurements were obtained using a
500 MHz Agilent digital oscilloscope, devised to acquire a complete voltage trace
during an acquisition interval T . By opportunistically tuning the temporal gran-
ularity of the oscilloscope traces, we are able to monitor the current values drawn
during frame transmissions, frame receptions, channel monitoring and backoff.
The instantaneous power consumptions are then evaluated, in the hypothesis of
fixed input voltage Vin = 5V and resistive input impedance of the card, as:

P (t) = Vin
v(t)
R

where v(t) is the direct measurement of the test resistor voltage, and v(t)/R
is the indirect measurement of the current drawn by the card. Elaborating the
oscilloscpe traces, we also averaged the instantaneous values for characterizing
the Wtx, Wrx and Widle values and the overall average consumption W . In
order to cross-validate our results, we performed some additional measurements
by means of a digital multimeter. This instrument allows tracking the average
power consumption at time scales much longer than a frame transmission time
(e.g. 1 second). Thus, we compared these average values with the elaborations
of the oscilloscope traces.

Although the results presented in this paper mainly refer to the D-Link DWL
G-122 card, based on the Ralink chipset RT2500USB, we repeated our measure-
ment campaign for other test cards (namely, Netgear WG111v2, Asus WL-167G
and Linksys WUSB 300N), and for different operating systems (Windows and
Linux). The host laptop was an Acer Extensa 5220, connected in ad-hoc mode
with another identical laptop. As a traffic generator, we used the Iperf [12] tool
with a CBR source over UDP. Unless otherwise specified, the source rate has
been set to 100Mbps (in order to guarantee saturation of the transmission buffer)
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Fig. 2. Power Spectral Density of OFDM and DSSS signals, for Ptx = 15 dBm and
Ptx = 0 dBm

with a frame length equal to 1470 bytes. We ran different experiments, changing
the PHY transmit rate r and the PHY transmit power Ptx employed by the
cards. These parameters have been changed by means of the card configuration
interface at the driver level. In some cases (e.g. the very recent Linksys card),
some configuration options were not available. Therefore, we used the D-Link
card as a reference card thanks to the availability of a full featured driver.

We carefully checked that the values specified at the driver level were conform
to the actual values adopted by the cards. About the PHY transmit rate, we
considered a very simple validation test, by comparing the actual frame trans-
mission times with the expected ones. The actual frame transmission times have
been measured at the oscilloscope, by identifying time intervals during which
the card drew the maximum current value. About the PHY transmit power, we
monitored the RSSI values sampled at the receiver for different configuration of
the transmit power, while maintaining the transmitter and the receiver node at
the same position. We noticed that the RSSI values experienced increments or
decrements corresponding exactly to the changes applied at the transmitter side.
Some exceptions have been found when we set transmit power values higher than
15 dBm. In fact, despite the regulatory limit is higher, some cards do not allow
settings higher than 15 dBm. Finally, we also checked that the power spectral
density (PSD) reveled by means of a spectrum analyzer changed in agreement
with the PHY transmit power. Figure 2 plots some traces of our spectrum an-
alyzer, obtained for Ptx=15 dBm and Ptx=0 dBm, in the case of r=6 Mbps
(OFDM modulation) and r=11 Mbps (DSSS modulation).

3.2 Impact of Transmit Power

Figures 3 and 4 plot the power absorption traces collected during some exper-
iments lasting T=5 ms. The figures refer to the D-Link DWL G-122 card and
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have been obtained for Ptx=15 dBm (figure 3) and Ptx=0 dBm (figure 4) at dif-
ferent transmit rates (namely, 1 Mbps, 6 Mbps, 11 Mbps and 54 Mbps). Unless
otherwise specified, we always refer to this test card.

Focusing on figure 3, we can easily recognize the different working states of the
card under test. The higher power levels correspond to the transmission states,
whose duration depends on the employed rate. The time intervals between two
consecutive transmissions correspond to the reception of the ACK frames and to
the subsequent random backoff process. The figure visualizes that the power con-
sumption experienced during these two phases, i.e. in reception and idle mode, is
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substantially the same. In order to better visualize the ACK reception times, we
set the network basic rate at 2 Mbps. In each trace, we can recognize a narrow
spike over the lower level at the end of each frame transmission, which corre-
sponds to the ACK reception. For the 54 Mbps trace, we can observe two small
spikes between the transmission of the sixth and seventh frame. We verified, by
means of a traffic sniffer, that this spike is due to the reception of a beacon frame
transmitted by the receiver1.

By comparing figure 3 and figure 4, it is qualitatively evident that for Ptx=0
dBm the power Wtx consumed in the transmission state is reduced. However,
such a reduction is marginal for the OFDM modulated frames (i.e. for the 6
Mbps and 54 Mbps cases), while is appreciable for the DSSS ones. The power
consumption experienced in reception and idle state is approximately the same
in both the figures.

Table 1 quantifies our previous considerations. We estimated the Wtx, Wrx

and Widle values, by quantizing the traces plotted in figures 3 and 4 into three
different levels (an high level for the transmission state, an intermediate level
for the reception state, and a low level for the idle state), and by averaging the
instantaneous values collected for each level. By using these estimates, we eval-
uated the average power consumption according to 3 and we compared such an
evaluation with the trace average values and with the multimeter measurements.
The average values have been summarized under the W column and identified,
respectively, by the Eqn, Osc and Mul label. The results obtained with the three
different methodologies are in good agreement. Since equation 3 is based on the
computation of the frame transmission times, the agreement of these results also
proves that the actual transmission rate is equal to the nominal one, set at the
driver level.

From the table, we can observe that the power consumed in reception (Wrx)
and idle (Widle) state are comparable in all the cases. By reducing the transmit
power Ptx from 15 dBm to 0 dBm, the Wtx values are reduced of about 20%
for r=1 Mbps and r=11 Mbps (DSSS case), and about 10% for r=6 Mbps and
r=54 Mbps (OFDM case). These reductions are reflected in lower percentual
reduction of the average power consumption W . Note that the table refers to a
card working in saturation conditions. Since in most cases the transmission time
is a small fraction of the whole activity time, the reduction of the Wtx values by
means of TPC has a marginal effect on the overall energy consumption of the
cards.

Finally, table 2 summarizes the results of similar measurements carried out
with different cards. From the table we note that, for each card, the Widle and
Wrx values are comparable. For the cards transmitting at 15 dBm, we also note
that the power Wtx consumed in the transmission state may vary from 1.85 W
up to 2.69 W because of different card designs and implementations.

1 We recall that in ad-hoc networks, all the nodes schedule the beacon transmission
at regular time instants. When a given node succeeds in transmitting the beacon,
all the other pending ones are suspended.
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Table 1. Per-state and average power consumption values [W]

Wtx Wrx Widle W 15dBm W 0dBm

r 15 dBm 0 dBm 15 dBm 0 dBm 15 dBm 0 dBm Eqn Osc Mul Eqn Osc Mul
1 Mbps 1.98 1.54 1.40 1.40 1.38 1.38 1.94 1.94 1.96 1.52 1.49 1.53
11 Mbps 2.06 1.56 1.40 1.40 1.38 1.38 1.84 1.86 1.79 1.50 1.54 1.49
6 Mbps 1.85 1.64 1.44 1.44 1.38 1.38 1.77 1.77 1.74 1.60 1.62 1.59
54 Mbps 1.85 1.64 1.44 1.44 1.38 1.38 1.57 1.55 1.51 1.49 1.46 1.44

Table 2. Power consumption values for different cards for r = 6 Mbps [W]

Card Ptx Wtx Wrx Widle

Linksys 15 2.69 1.65 1.61
Netgear 15 2.01 1.58 1.39
Asus 12 1.40 1.01 0.97

D-Link 15 1.85 1.44 1.38

Table 3. Average power [W], average throughput [Mbps], and energy per-bit [J/b] at
different rates

r W Thr E(T)/bit
1 Mbps 1.94 0.915 2.12e-6
11 Mbps 1.86 6.192 3.00e-7
6 Mbps 1.77 4.458 3.97e-7
54 Mbps 1.55 13.706 1.13e-7

3.3 Impact of Transmit Rate

The most evident effect of the PHY transmit rate on energy consumption is
obviously related to the duration of frame transmissions. As the transmit rate
increases, the ratio tx spent by the card in transmission state is reduced, thus
resulting in a lower average W value. Moreover, the reduction of the transmis-
sion times allows to deliver an higher number of frames during T . Therefore, the
per-bit energy consumption is further improved. Table 3 quantifies these consid-
erations by summarizing the W (which is proportional to the energy consumption
E(T )), the average throughput, and the per-bit energy consumption observed
in saturation conditions at different rates. From the table, we can conclude that
the PHY transmit rate strongly affects the per-bit energy consumption of the
cards.

In section 2, we have implicitly assumed that each card is characterized by a
fixed Wtx value, which does not depend on the transmit rate, and that such a
value is constant during the whole transmission interval TDATA. However, these
assumptions are not rigorous. In table 1 we can see a clear difference between
the OFDM and DSSS modulations (Wtx is about 1.8 W for the OFDM case
and about 2 W for the DSSS one). While in OFDM mode the Wtx is about the
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Fig. 5. Instantaneous power consumption at 1, 2, 5.5. and 11 Mbps

same for the 6 Mbps and 54 Mbps case, some differences appear in DSSS mode,
as the transmit rate changes from 1 to 11 Mbps. In order to better visualize
this phenomenon, figure 5 plots the instantaneous power consumption observed
for the DSSS modulations. The traces collected at different rates have not been
labeled, since we can easily recognize the 1, 2, 5.5 and 11 Mbps traces according
to frame transmission duration.

From the figure it is evident that the instantaneous Wtx values slightly grow
as the transmit rate increases. We suspect that this increment is due to the
additional processing complexity introduced by the higher rate modulations. At
the beginning of the frame transmissions, for the 5.5 Mbps and 11 Mbps traces,
we can also recognize that the preamble transmission is characterized by a power
consumption lower than during the rest of the frame.

4 Energy Consumption Components

The power consumption measurements described in the previous section have
been obtained by considering the card under test (i.e. a D-Link DWL G-122
card) as a black box. In other words, we characterized the instantaneous power
consumption without identifying the different hardware components responsible
of partial absorptions. Indeed, the decomposition of the overall consumption into
independent sub-systems performance can be very enlightening for the design of
effective power saving schemes.

Figure 6 shows a card block diagram, analogous to the one depicted in [13].
The card has been decomposed into: a Power Amplifier (PA), an RF subsystem
(RF), a MAC/BaseBand processor, and a USB host interface (USB).

Each of these sub-blocks gives a different and easily recognizable contribution
to power consumption. The Power Amplifier is relevant only during transmission
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MAC
/

BB

USBRF

PA

Fig. 6. System blocks of a USB WiFi card

bursts. Most WiFi implementations feature an external power amplifier. The rea-
son for choosing an external power amplifier is that the realization of low-voltage
CMOS linear power amplifiers for OFDM signals is an extremely challenging
task. In fact, the OFDM signal has a very high Peak-to-Average Power Ratio
(PAPR) which makes difficult designing efficient linear power amplifiers2. The
RF subsystem, which is responsible for frequency synthesis, synchronization, up
and down conversion and low-noise amplification, absorbs power while the card
is not dozen. The power consumption due to baseband processing is very differ-
ent depending on if the station is transmitting or receiving. When the card is
in transmission state, the baseband processor just encodes and modulates the
frames, thus resulting in a very lower power consumption. Conversely, when the
card is in reception state, several actions are needed, such as timing and fine
frequency synchronization, channel estimation and equalization and, in the case
of OFDM signals, channel decoding. All these operations make the baseband
processing more power-eager during reception than during transmission. Since
the MAC processing has an event-based low-rate schedule, its power consump-
tion is very low. Finally, a component which turnes out to have a significant
contribution to the overall power consumption is the Universal Serial Bus inter-
face to the host. In the following, we try to dissect separately the contribution
of each component.

4.1 Power Amplifier

We can identify the power consumption WPA due to the power amplifier by
considering WPA = Wtx − Widle. From table 1, for a nominal Ptx value of
15 dBm, it results WPA ! 600 mW in the case of DSSS modulations, and
WPA ! 470 mW in the case of OFDM modulations. Such values are compatible
to a power amplifier efficiency of about 5%.

Note that the lower WPA value experienced under the OFDM mode is not
due to an higher efficiency in amplifying OFDM signals. In fact, by integrating
the PSD traces collected by the spectrum analyzer, we found that, despite of

2 The most efficient power amplifiers found in the literature have an efficiency which
may approximately vary from 40% [14] down to less than 10% [15] as the amplifier
gain increases.
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the same nominal transmit power, the power radiated in OFDM mode is 4.4 dB
lower that the power radiated in DSSS mode. This phenomenon can be explained
as a side-effect of the non-linearity of the power amplifier. When operating in
DSSS mode (i.e. with low PAPR), the power amplifier can be fed with high level
signals, without triggering spectral spurs. Conversely, when operating on OFDM
signals (i.e. with high PAPR), the signal levels have to be attenuated in order
to avoid spur signals impairing the spectral mask requirements [2].

4.2 RF Front-End and Baseband Processing

We assume that the baseband power consumed when the card is in transmission
state is neglegible. As far as concern the reception state, we identify the power
consumption WBB due to the baseband processing as WBB = Wrx−Widle. From
table 1, it results WBB ! 20 mW in the case of DSSS modulations, and WBB !
60 mW in the case of OFDM modulation. As expected, the WBB computation
leads to the same results in case of Ptx = 15 dBm and Ptx = 0 dBm.

In order to compute the RF front-end power consumption WRF , we also mea-
sured the instantaneous power Wdoze absorbed by our card while in doze state.
The measurement has been carried out by switching the card transceiver off. By
processing the oscilloscope traces, we obtained an average Wdoze value of 760
mW. Assuming that WRF is independent from the transmission or reception
state, we consider WRF = Widle − Wdoze ! 620 mW.

4.3 Universal Serial Bus/Host Interface

We assume that the power consumption resulting in the doze state is mainly due
to the USB interface. Therefore, WUSB ! Wdoze = 760 mW. Our measurements
are compatible to the power consumption of a common USB / Host interface
[13], which is about 600/700 mW. Note that this contribution represents an
high fraction of the whole card consumption, being comparable to the WPA

value measured at full transmit power. This high value may be explained with
the high speed of the PHY featured in the Universal Serial Bus specification [16].

5 Conclusions

In this paper we analyzed the power consumption of common USB WiFi cards, un-
der different operation conditions. Specifically, we monitored the current drawn
by the cards, focusing on a D-Link DWL G-122 card, for different PHY trans-
mit rates and transmit powers. We found that reducing the transmit power has
a little impact on the average energy consumption of the cards. This result, con-
firmed also in previous experiments [10], depends on the high power level absorbed
when the card is idle, which represents a very high fixed overhead. We also found
that transmit power control has a lower impact when the card works in OFDM
mode rather than in DSSS mode. Finally, we tried to dissect our power consump-
tion measurements, by identifying the consumption quota of different card sub-
systems, including the power amplifier, the RF-front end, the baseband and the
host interface.
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Abstract. Sensor grid deployments integrate wireless sensor networks (WSNs) 
and Grid Computing (GC) into a merged platform. A middleware architecture is 
a prerequisite for sensor grids in order to bridge the two heterogeneous 
technologies and efficiently support aggregated grid services available to a 
large number of grid users. On the other hand, the energy conservation of the 
participating sensor nodes is an essential factor for QoS provisioning, thereby 
extending WSNs survivability and providing diversity to potential grid services. 
For the best of our knowledge, power awareness for middleware architectures 
for sensor grids has never been studied in the literature so far. The rationale of 
our work employs a scheduler which provides QoS to the grid users from an 
energy awareness perspective by interacting with an appropriate resource 
manager. Our simulations show the effectiveness of the proposed scheme 
whereas a proxy-based middleware for sensor grids has been adapted.  

Keywords: Sensor Grids, Power Efficiency, QoS scheduling. 

1   Introduction 

Wireless sensor networks (WSNs) are one of the most rapidly evolving research and 
development fields for microelectronics. Their applications are countless, and the 
market potential is huge. Recent advances in micro-electromechanical systems 
(MEMS) have led to the creation of small sensor nodes which integrate several kinds 
of sensor components such as a central processing unit, memory and a wireless 
transceiver [1, 2]. These sensor components have been characterized as low-cost, low-
power and self-contained instruments with limited sensing, data processing, and 
wireless communication capabilities. The most important applications of WSNs 
include environmental and habitat monitoring, healthcare monitoring of patients, 
weather monitoring and forecasting, military and homeland security surveillance, 
tracking of goods and manufacturing processes and safety monitoring of physical 
structures and construction sites, smart homes and offices [3].   

Nevertheless, sensor nodes still remain resource constrained due to their limited 
bandwidth range and computation capabilities. Thankfully, WSNs consist of hundreds 
(sometimes thousands) sensor nodes deployed and aggregated over a certain wide 
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area, so the computational burden is therefore distributed among the nodes. Thus, 
WSNs are important distributed computing resources that can be shared by different 
users and applications [4].  

Grid Computing provides a federation of heterogeneous computational servers and 
collaborating systems which are communicating through high-speed network 
connections. Many industries have recognised the importance of grid computing for 
‘e-science’ where the grid has been employed extensively in the fields of 
bioinformatics, engineering design, business, manufacturing, environmental control 
and weather forecasting [1, 5, 6]. 

The combination of WSNs and grid computing under a sensor grid architecture 
(sensor grid in short) takes advantage of all the strengths and benefits of sensor 
networks and grid computing resulting in a single integrated platform [1, 7]. Thus, a 
sensor grid may combine real-time data about a wide unit area with vast computational 
resources derived from the grid architecture. A typical sensor grid framework is shown 
in Figure 1a. There is a trade off thought between the two merged technologies. On one 
hand, sensor nodes have constrained resources as they monitor the environment on a 
real-time basis while the resource-full grid infrastructure promises solutions to 
computational and communication tasks according to the ever-increasing needs of users. 

There are mainly two approaches on a sensor grid deployment; the centralized and the 
distributed approach. In the centralized, sensor nodes and sensor networks are connected 
directly to the grid. High-speed communication links are necessary for this approach 
where all computational tasks take place on the grid. The main drawback of this approach 
is the fact that it leads to excessive communications among the nodes which rapidly 
depletes the batteries resulting to network partitioning, a rather undesirable choice. Also, 
possible communication failures in some nodes, such as bad radio propagation 
conditions, jamming and interference, could result in a general breakdown of the system. 
The distributed approach is more robust and efficient technique since it allows all 
computational and decision making jobs to be performed within the sensor network 
according to their resources and capabilities at a real-time basis [1]. 

Sensor grids being a relatively new area of research, there are many issues left 
unaddressed regarding their design. Moreover, because WSNs are usually based on 
proprietary designs and protocols, it is a challenging task to integrate them with the 
standard grid architecture and protocols [3]. In this paper, we analyze the issues and 
challenges present in the integration of WSNs and the Grid considering a distributed 
approach managed locally in each sensor area (a sensor area consists of a WSN or a 
cluster of several WSNs connected with the grid via virtual organizations). We also 
describe a proxy-based architecture, a middleware component enhancing the 
effectiveness of the overall framework, as shown in Figure 1b. 

The middleware plays the role of an appropriate interface which is capable of 
providing functionalities such as normalizing and synchronizing the communication 
between sensor nodes and the grid. Furthermore, the proxy middleware model takes 
into consideration the limited power resources of sensor nodes making it an energy-
aware architecture which has as its main scope tha preservation of the resources of  
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Fig. 1. (a) Sensor Grid framework. (b) The middleware connecting platform. 

 

individual wireless nodes. As many symbols are used in this paper, Table 1 
summarizes the most important ones. 
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Table 1. Summary of important symbols used 

Symbol Definition 
di,j Distance between node i to j 
deff Maximum effective transmission range  
Vg User group credentials 
Vu User profile 
C Service Class 

c
SN  

Number of services for service class C 

ˆ jp  
Power consumption of node j for a single  
service 

j
cP  Total power consumption of node j for  

service class C 
Sh_Px[] An array which holds all shortest paths within  

subset X 
m Number of hops from a requested node to the  

gateway 
ξ Number of all paths from a node to the  

gateway 

_ j
csig P  Signaling cost from the gateway to node j 

 
The rest of this paper is organized as follows. In section 2, we discuss the most 

important compatibility problems that the two technologies encounter in order to 
provide an integrated platform. In section 3, the proposed model is presented in detail. 
Performance evaluation results are given in Section 4, followed by concluding 
remarks in Section 5. 

2   Design Issues and Challenges 

In this section we discuss the most important differences of the two merged 
technologies within sensor grid architecture. A natural approach to integrate sensor 
nodes into the grid is to adopt the grid standards and APIs.  The Open Grid Services 
Infrastructure (OGSI) [14] establishes web services based on XML, SOAP and 
WSDL formats. However, since sensor nodes have limited resources and 
computational capabilities, as mentioned earlier, it may not be feasible to manipulate 
sensor data and to encode them into SOAP envelops using XML formats. Therefore, 
many grid services may be too complicated for the capabilities of the common 
wireless sensor nodes [6].  

Moreover, most grid processes and applications use existing internet protocols to 
exchange messages, e.g. TCP, FTP, HTTP. Sensor networks, on the other hand, make 
use of low-level protocols (energy efficient MAC and routing protocols) due to their 
nature [2, 13]. Hence, the direct communication of a WSN with the grid is not 
feasible without appropriate interface.  

Power management is one of the major issues in WSNs and sensor grid 
deployments. The grid infrastructure must be aware of the power/energy status of the 
nodes of each sensor area in order to make the most efficient and robust decisions  
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since the availability of a WSN depends not only on its average load but also on its 
power resource constrains [3, 8]. 

An appropriate scheduler is definitely one of the most important and most complex 
operations in a proxy-based middleware deployment for sensor grids. The role of a 
scheduler in a typical WSN is to achieve load balancing and to avoid energy 
dissipation among the nodes, thus extending the network’s lifetime and preventing 
network partitioning. In a sensor grid infrastructure, sensor nodes might be consisting 
of several wireless sensors, each used for a different purpose (temperature, sound, 
light, vibration etc) [3, 5]. Each type of data is collected by different types of wireless 
transceivers placed on the same device. A scheduler (combined with an appropriate 
resource manager, as explained in the next section) should control the on/off mode of 
the transceivers of every sensor device within the sensor area according to the needs 
of grid users as well as the available sensor resources. Furthermore, quality of service 
(QoS) is one very important issue in sensor grid networks. QoS is associated with the 
personalization logic that defines the service class for each user or user group 
responding to the grid. The personalization logic within the grid infrastructure 
branches the available services into classes according to the type of user, e.g. 
administrator, unsubscribed user, academic staff, commercial user, government. QoS 
factor is performed along with personalization logic coherently. Thus, an efficient 
scheduler should take into account the personalization logic, the QoS and the resource 
constraints of the nodes in a sensor area in order to provide suitable services both for 
the WSN and the grid.  

3   Description of the Proxy-Based Middleware  

In this section we describe the proposed middleware framework and we analyze its 
components and their functionalities in detail. The diagram in Figure 2 shows the 
deployment of the proposed proxy-based middleware infrastructure [9]. 

3.1   System Overview 

The gateway is a station which collects the information from all the sensor nodes 
within its sensor area through the reception of wireless MAC frames transmitted 
directly from the WSNs. It also holds a record file with all the sensor ids which 
participate in the communication process (to be discussed subsequently). Afterwards, 
the gateway sends the aggregated row data flows to the middleware via a wired link. 
First, the preprocessing component evaluates the received data by purifying them 
from possible anomalies and aberrations due to propagation attenuation and 
atmospheric interference that the transferring process might cause. It also isolates 
individual MAC frames from the consecutive data flow and passes them to the 
filtering component. Then, an extraction and classification regarding the content of 
the frames takes place according to the [source/destination] value. Subsequently, an 
XML message conversion follows in order to achieve the appropriate compatibility 
with the corresponding grid applications and requests. The XML converter imports 
the sensor data to XML files according to predefined formats derived from the 
available XML database.  
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Fig. 2. Data flow in the proposed Sensor Grid framework 

The XML output file depends on both the service/user class and the 
[source/destination] value. Hence, the final filtration of the overall message is 
accomplished at the scheduler module where the decision for the latter file format 
depends on the information by the QoS database where all rules for the grid services 
and the users take place. Along with the QoS database, the scheduler is directly 
communicating with the resource manager module which is also responsible for 
service class classification. Furthermore, the resource manager sends statistics for the 
average power utilization that has been observed in each sensor area and WSN to the 
scheduler in fixed time intervals. This information is derived by the MAC protocol 
that is used in each sensor area where an appropriate traffic monitoring of each sensor 
device (or sensor id) is achieved. Based on the aggregated resources that have been 
consumed in each sensor area, a classification of the available QoS is done and access 
is given or denied to grid applications according to their specific requirements.  

The preprocessing and filtering components of the above mentioned framework 
implement PHY layer functionalities, as mentioned earlier. Therefore, the modeling 
of these components represents a task which is out of the scope of this paper. Our 
main interest has been placed on the modeling of an appropriate scheduler and a 
resource manager in order to provide energy awareness to sensor grids deployments 
as figure 3 shows. 

 

Grid Community
Sensor Area Resource 

Manager Scheduler

Proxy-based
Middleware

 

Fig. 3. Interaction of the main middleware components 

3.2   Sensor Area 

The sensor area represents the target interest of grid users in a sensor grid 
infrastructure. It contains a certain number (1 to N) of different WSNs; each WSN 
implements its MAC processes independently in order to serve grid calls. All WSNs 
in a sensor area communicate with the same gateway. The gateway is responsible for 
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the coordination of communication within the WSN by sending signaling messages to 
all the nodes that participate in each grid call. In particular, upon a grid call request, 
the gateway notifies the requested node to measure the requested data information and 
all the intermediate nodes to the path from that node to the gateway. This latter 
procedure is accomplished via signaling messages which hold the included sensor ids 
after the instructed decision of the resource manager (as discussed later on). You may 
notice that each WSN in a sensor area could implement different MAC protocols in a 
fully distributed manner as long as the communication is accomplished via the same 
gateway. The proposed proxy-based middleware defines the routing strategy that 
should be followed, through an appropriate resource manager from a network 
perspective. 

For the modeling of the WSN we consider a directed acyclic graph DAG (G, E) 
where all vertices correspond to the nodes of the network. The terms vertex and node 
will be used interchangeably in the sequel. An edge E between two vertices i and j, 
exist iff (if and only if) node i is adjacent to node j and can communicate directly with 
it. Thus, there is an edge Ei,j iff di,j ≤  deff, where di,j denotes the distance between 
nodes i and j and deff denotes the effective maximum distance due to the transmission 
range of the wireless sensors. We also assume, without loss of generality, that the 
transmission range is the same for all the sensor nodes. The direction of the data flow 
is always from the polled node (transmitter) to the gateway (receiver) of the 
considered graph. Prior to the message exchanging procedure, the signaling mode 
takes place. The signaling mode is modeled by a graph DAG΄ (G΄, E΄) with the 
opposite direction (from the gateway to the requested node and all intermediate nodes 
that will participate in the communication process).    

Note that the above mentioned routing decision is accomplished in the network 
layer perspective. To provide multi-hop relay services in a WSN, or a sensor area in 
general, the resource management at the link layer and the routing at the network 
layer interact with each other. As the first step in our research, we consider separate 
designs at the resource management on routing and the resource management on 
MAC, and assume that a MAC protocol is already in place. How to achieve an 
optimal or suboptimal joint design of routing and resource management is very 
important issue for further research.   

3.3   Scheduler 

The scheduler module provides the interface of the middleware with the external grid 
community. Upon a grid call, the scheduler verifies the request id according to 
specific validation criteria which are stored in a user profile database. The 
authorization and the authentication of incoming grid calls are accomplished by 
consecutive interactions of the scheduler with the database. Each user has to register 
to the system in order to get access to the sensor areas. According to registered 
profiles the scheduler decides for the service class that could be supported from the 
system hereafter. If the requested service class matches the credentials of the 
associated user profile the procedure continues, otherwise there is a drop call event 
due to lack of necessary credentials. 

More specifically, the system supports a fixed number of user groups, each with 
different access rights. User group entries can be defined as: 
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[ ]V  res _ util,  group _ thr , 1,2,3,...,g g N= =  (1) 

where Vg is a vector which contains the credentials for the specific user group g, 
res_util denotes the maximum resource utilization percentage per request per node for 
the current user group and group_thr denotes the maximum resource utilization per 
request per node when the available resources of a considered node are equal to the 
minimum allowed energy threshold of sensor node upon the current request. 

Every user has a registered entry in one of the above mentioned user group profiles 
which is stored in the database in the following format: 

[ _ , ], 0,1, 2,...,u gV user id V u number of users= =  (2) 

where Vu represents a vector which holds all the user registrations, user_id denotes an 
identifier unique for each user and Vg is a pointer to (1) which shows the service class 
that could be supported. 

The service class is a factor corresponding to the number of services that the 
requested sensor node can serve upon a grid call arrival. As mentioned in the previous 
section, a sensor device can support multiple services at the same time, each 
associated with a transceiver, e.g. light, sound and humidity monitoring, temperature 
and vibration sensing. Each class denotes the number of services that can be served at 
the same time from a requested node. Without loss of generality, we assume for the 
rest of the paper that sensor node measurements for all kinds of supported services 
require the same power consumption level. A typical example of QoS classification 
and average resource consuming estimation is presented in Table 2, where five of the 
most popular sensor activities have been taken into consideration. 

 
Table 2. Service class characteristics 

 

QoS 
Classification 

 
Types of provided services by sensor devices 

Recourse 
Utilization (%) of 
sensor device per 

measurement 
Class 0 Light Monitoring, Sound Monitoring, Humidity Monitoring,  

Temperature Sensing and Vibration Sensing 
 

100 

Class 1 Light Monitoring, Sound Monitoring, Humidity Monitoring,  
Temperature Sensing 
 

80 

Class 2 Light Monitoring, Sound Monitoring, Temperature Sensing 
 

60 

Class 3 Light Monitoring, Temperature Sensing 
 

40 

Class 4 Temperature Sensing 
 

20 

 
Other sensor activities, such as pollution measurements, could also be adapted to 

the proposed model. However, for simplicity reasons, the above mentioned five well-
known sensor activities have been considered for the proxy-based middleware 
framework. The percentage of the average resource utilization accounts for specific 
energy thresholds that can be observed in a sensor node. Based on the requested 
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service class thresholds and the information of the remaining power resources of each 
node in the given sensor area, the scheduler (communicating with the resource 
manager) classifies the availability of services and accepts or denies the grid user 
requests according to the network status. 

Note that in this paper we have focused on the energy efficiency for middleware 
sensor grid deployments, hence all scheduler operations such as user authentication 
and authorization, grid call acceptance or drop call events, service and user group 
classification have been implemented from a power awareness point of view. Hence, 
the proposed scheme is termed as power efficient. 

3.4   Resource Manager 

In order to serve a valid grid request, a second-level control mechanism checks the 
current network status and the availability of the requested sensor nodes. The main 
role of the resource manager is the energy conservation of the entire monitored sensor 
network. The routing decision from the requested node/nodes to the gateway is taken 
according to the remaining energy of the sensor nodes and the energy consumption 
for the specific service class demands. Therefore, the resource manager finds optimal 
[source/destination] paths while extending the sensors’ lifetime and preventing 
network partitioning. In particular, it keeps a record file containing all the monitored 
sensor ids with their respective remaining energy resources. It is also aware of all the 
adjacency links among the nodes within its sensor area.  

For modeling purposes we consider a rectangular grid area where all the nodes are 
placed uniformly in the plane. Hence, the grid area is a [n x n] matrix, where n denotes 
the number of nodes in the sensor area. Let AdjL= [n2 x n2] matrix corresponding to all 
available links among neighboring nodes. We define the following indicator function: 

1,

0,ij

if i is adjacent to j
AdjL

otherwise

⎧
= ⎨
⎩

 (3) 

where AdjLij denotes the existence of an adjacent link from node i to node j. We also 
define: 

ˆj c j
c SP N p=  (4) 

where ˆ jp denotes the power consumption for a single service measurement for node j, 
c
SN  denotes the maximum number of services of class c and j

cP  denotes the overall 

energy consumption for node j for service class c. Hence, each routing path can be 
expressed as: 

1

[ ],
m

j
c

j

Path Pξ ξ +

=

= ∈∑ Ζ  (5) 

with respect to the power consumption within sensor area, where ξ stands for  
the number of available paths in a sensor area and m denotes the number of hops from 
the gateway to node j or vice versa. In order to optimize the overall energy 
conservation, the resource manager always selects the shortest path/paths since it 
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maintains low-level energy thresholds in its monitored sensor area. Thus, it selects all 
the paths with minimum hop count m, as: 

_ [] min( )x
m

Sh P Pathξ
Χ⊆Ω

= ∑  (6) 

where Sh_Px stands for the shortest path selection with respect to X which denotes a 
subset of all available shortest paths within a subset of Ω, where Ω denotes all the 
available paths from the gateway to node j or vice versa. 

Due to the assumption of uniform distribution of the sensor nodes the network 
topology may provide several shortest paths with equal hop count m, for a given node 
j to gateway. A typical example is shown in figure 4 where node A can communicate 
with node B via one of its adjacent nodes denoted with dashed line. The latter 
diversity in path selection is provided due to symmetry nature of the [4 x 4] grid 
topology. 

 

 

Fig. 4. Grid Topology Simple-Case Scenario 

The resource manager (in collaboration with the scheduler), finds the optimal 
shortest path by solving the following linear program: 

min _ xx
find Sh P

∈Χ
 (7) 

subject to 

[ _ _ ] [ _ ] 0,j
j j cCur Sensor thr Sensor thr P j in the path− − ≥ ∀  (8) 

[ _ ] [ _ ] 0uV
u uRes util req C− ≥  (9) 

where Cur_Sensor_thr denotes the available power resources of node j and Sensor_thr 
denotes a minimum power level that a considered node must possess in order to 
participate in communication procedure. Finally, req_C denotes the requested service 
class upon a grid call arrival from user u. 
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Upon the selection of the optimal path, the resource manager sends to the gateway 
a sensor-id list which contains the requested sensor node and all the other nodes that 
participate in the selected path. In order to take into consideration the latter signaling 
cost, (8) is transformed to: 

[ _ _ ] [ _ ] _ 0,j j
j j c cCur Sensor thr Sensor thr P sig P j in the path− − − ≥ ∀ (10) 

where sig_ j
cP denotes the signaling cost percentage with respect to j

cP , for a packet 

transmission from the gateway to node j. 
If there is no available shortest path fulfilling the criteria denoted by the scheduler 

and the resource manager, the above mentioned linear program is re-executed 
substituting Cn to Cn+1 until all the available service classes are covered, in order to 
minimize the drop call probability.    

4   Performance Evaluation 

We have implemented the proposed framework in a JDK 6.0 environment. For our 
simulations we consider that the grid call arrival rate from each user group is defined 
by a Poisson process, according to the number of requests per minute of each user 
group. Analytical simulation user parameters are listed in Table 3. Each call is 
associated with a specific node-id from the sensor grid. For the selection from the 
grid, sensor nodes are statistically independent, identically distributed with unit 
variance. We therefore used a uniform distribution for the association of requested 
nodes for each call due to their equal selection probability. The sensor area is 
considered to be a WSN consisting of 100 equally positioned nodes (10x10 grid plane) 
and the gateway is placed in the middle of the sensor area in order to maximize the 
path selection diversity and to avoid rapid network energy saturation. 
 

Table 3. User group statistics 
 

 Administrator Government Academic Commercial Unsubscribed 

Number of Users 100 200 2000 4000 8000 

Call Rate per user   
(per minute) 

0.15 0.1 0.05 0.03 0.015 

res_util (%) 100 100 80 60 20 

group_thr (%) 0 5 10 15 20 

     

We fix parameter ˆ jp  and sig_ j
cP  to be 0.23x10-3 % and 0.023x10-3 % respectively, 

according to the methodology followed in [10-12]. For the configuration of the 
proposed resource manager component (as described in subsection 3.4), we have 
implemented a breadth-first search in order to find the optimal shortest path/paths. A 
crucial benefit for the above mentioned decision is its direct response mainly due to the 
low-level complexity of the algorithm defined as O(|V|+|E|). Figure 5, shows the 
flowchart of the proposed scheme and its basic characteristics.  
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Fig. 5. Flowchart of the proxy-based Middleware 

4.1   Simulation Results 

In order to evaluate the effectiveness of the proposed scheme, a cross-reference 
scenario was necessary. We therefore compare our scheme to a secondary algorithm 
(it is termed Res_Algorithm) which employs only the resource manager component. 
Since scheduler is not adopted, it can not filter grid calls according to the “type of 
user” criterion. In other words, it does not provide any QoS classification. All user 
groups can get access to all available service classes. In addition, the resource 
manager of the secondary algorithm is not optimized, in the sense that it does not 
implement the linear program in (7), (9) and (10) for the shortest path selection. 
Instead, it selects randomly one of the shortest paths derived by (6). A tertiary 
algorithm (called Sched_Algorithm) employs the proposed scheduler component and 
the modified simple resource manager component as illustrated in the Res_Algorithm. 

The main goal of the implementation of the two alternative schemes is to evaluate 
independently the importance of the proposed scheduler and the resource manager 
components.   

Figure 6 shows the aggregated percentage of the energy consumption of the entire 
WSN as a function of the simulation time. The termination of the energy consumption 
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lines means that there is no more available energy to serve requests. As expected the 
Res_Algorithm results in the shortest network lifetime because the absence of the 
Scheduler leads to much higher energy consumption for serving the requests of the 
less-privileged user groups. We can also observe that the energy consumption exhibits 
extremely sharp falls due to the fact that the Resource Manager does not perform the 
linear programming of functions 7-9. The result is that the energy is consumed 
linearly until it is enough only for low service classes and then until its complete 
exhaustion. Although the Sch_Algorithm controls better the energy consumed by the 
less privileged user groups, it still suffers from the sharp falls that shorten the network 
lifetime. The proposed architecture leads to the longest serving duration due to the 
more sophisticated implementation of the Resource Manager. When the available 
energy falls below 30%, the Resource Manager accepts requests from increasingly 
fewer user groups to reserve power for the more privileged users. Consequently the 
energy consumption degrades more gracefully and the lifetime of the sensor network 
is prolonged in favor of the more “important” users. 

 

 

Fig. 6. The aggregated energy consumption percentage of the three simulated algorithms as 
function of the time 

Figure 7 shows in more detail how the Proposed Algorithm affects the energy 
consumption and the accepted request rate per user group in comparison to the 
Res_Algorithm. When the Res_Algorithm is used, the percentage of the accepted 
requests and the energy consumed by a user group are connected through the equation 

i i
i a t

i i
i a t

E R R

E R R∑ ∑ ∑
, where iE  is the energy consumption, i

aR  is the rate of the 
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accepted requests from group i and i
tR  is the overall request rate from group i. 

Namely the amount resources that a user group utilizes depends to its request rate and 
not to its role. As figure 7 indicates, the Proposed Algorithm achieves the desired QoS 
differentiation by accepting fewer requests from the Commercial and Unsubscribed 
user groups, giving priority to the more privileged users. As a result, the acceptance 
rates of the Administrator and the Governmental users increase by 132% and 46.5% 
respectively. The energy consumption change ratio is even larger because of the 
consumption restrictions that the Scheduler imposes to the lower user groups. 

 

 

Fig. 7. The change ratio of the energy consumption percentage and the accepted request rate 
between the Proposed Algorithm and the Res_Algorithm 

Although the simulation results illustrate the benefits from using the Resource 
Manager in conjuction with the Scheduler, the above scenario is only indicative. The 
logic of the Resource Manager and the Scheduler can be easily expanded to meet the 
requirements of different grid applications. As an example of such optimizations we 
can simulate a second test case that is similar to the previous but now we assume that 
the grid applications are not extremely time-sensitive. In this case the Scheduler can 
use a delay queue that caches the incoming requests for a short time interval before 
forwarding them to the Resource Manager. If there are multiple requests for the same 
node before the delay time timeouts, these requests can be translated to only one 
sensor-level request. The delay time can be a multiple of the interarrival request time 
and if a request is time-sensitive, a flag can be set to indicate that it should be served 
directly. Figure 8 depicts the perfomance of this delay queue with respect to the total 
number of accepted requests when using the Proposed Algorithm. We should note 
that for 19.5% consumed energy the network cannot serve more requests. The reason 
is that the nodes that communicate with the sink have consumed all their energy while 
the nodes’ energy increases as we move further from the sink. 
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Fig. 8. The total number of accepted requests as a function of the cumulative percentage of 
consumed energy of the whole WSN 

As expected, longer delays entail a larger number of served requests for the same 
level of energy consumption. However the choice of the appropriate delay depends on 
how timely an application should be. It should be also noted that the performance of 
the queue depends on two important parameters, the number of the nodes and the 
probability distribution for selecting a specific node. When the nodes are selected 
uniformly the delay queue performs worse for larger networks. On the contrary the 
efficiency of the delay queue increases if some nodes have a higher probability to be 
selected than others (e.g. following the Binomial distribution). This is usual if some 
phaenomena take place only in specific areas of the WSN. Finally, it is worth 
mentioning that the delay queue allows the less privileged user groups to obtain 
measurements even if the available energy is below their respective energy threshold. 
This can happen whenever two different requests for the same node are generated by 
two different user groups, a privileged and a less privileged one. The Scheduler will 
be responsible to extract the data from the reply to the privileged user group, that are 
allowed to be accessed by the less privileged.  

4.2   Discussion 

The major advantages of our work are as follows. Firstly, it is a scheme which 
combines efficient routing in WSN infrastructures and QoS classification in a 
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personalization logic basis from an energy awareness perspective. Additionally, it is 
the first scheme which combines the above mentioned characteristics in an integrated 
platform designed specifically for sensor grid applications. Secondly, it is fully 
compatible with any sensor network deployment, in the sense that is placed in the 
middleware without any interaction with the MAC implementation of each WSN. It is 
also a distributed approach as each sensor area is managed separately by its associate 
proxy-based middleware. Thirdly, the low-level complexity of our scheme provides 
an essential benefit which is more than a prerequisite for a QoS-provisioned grid 
infrastructure, consisted of a dense grid community.   

5   Conclusion 

WSNs and Grid Computing are two promising technologies and both have been 
adopted into industry recently. Sensor grid deployments enhance a great potential of 
these technologies into a merged framework and due to that the research community 
has focused on innovative strategies to the field. A middleware architecture platform 
is a prerequisite for sensor grids in order to efficiently come through aggregated grid 
services and rapid user demands. In this paper, we discussed the most challenging 
issues for a proxy-based middleware scheme in order to cope with sensor grids and 
we also proposed a model which accepts grid calls according to specific service 
classes giving appropriate QoS on a personalization logic basis. Furthermore, the 
whole service handling and management framework is considered to be power-aware 
according to sensor network status.  
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Abstract. Voice over Internet Protocol (VoIP) over Wireless Local Area
Network (WLAN) is becoming popular thanks to its cost efficiency. How-
ever, it has been a challenge to provide good quality of VoIP services in
WLANs, which is due mainly to (i) the nature of contention-based chan-
nel access of WLAN Medium Access Control (MAC); (ii) the presence of
coexisting non-real-time data traffic; and (iii) the time-varying WLAN
capacity caused by transmission rate diversity and variation of stations
over time. In this paper, we propose a simple, effective and viable solu-
tion to improve the quality of VoIP services in 802.11e contention-based
WLANs, which basically utilizes the advanced features of 802.11e MAC
for QoS support. The key ingredients of our solution include (i) a priority
queue to serve the VoIP traffic with higher priority than the non-real-
time data traffic; and (ii) a conservative history-based admission control
scheme for VoIP services, which accommodates the transmission rate
diversity and variation of ongoing VoIP sessions over time. Simulation
results demonstrate that our solution admits as many VoIP calls as pos-
sible without compromising the quality of their services.

Keywords: IEEE 802.11e EDCA, VoIP, QoS.

1 Introduction

Voice over IP (VoIP) and IEEE 802.11 Local Area Network (WLAN) have seen
tremendous growth in recent years. IEEE 802.11 WLAN [1] has become the
dominant technology for indoor broadband wireless networking. VoIP has been
widely adopted in the enterprise and residence environments thanks to the vari-
ous advantages such as a lower-cost, easy setup, and the integration of voice and
data networks. The emergence of many VoIP vendors and VoIP service providers
such as Skype [3] also speeds up the usage of VoIP.
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How to provide high Quality of Service (QoS) for VoIP applications in 802.11
WLANs has received considerable research attention. Originally, the 802.11
WLAN was designed to support best-effort services which do not have stringent
QoS requirements, such as Internet-based Non-Real-Time (NRT) data services
like Web browsing, e-mail, and file transfer. Therefore, many efforts to support
the QoS in legacy 802.11 WLAN have been made [4, 5, 6]. However, those still
have inherent inefficiencies such as the lacks of admission control, QoS signaling,
differentiated channel access, and so on.

The 802.11e [2], which is an amendment to the legacy 802.11 Medium Ac-
cess Control (MAC), was designed with the aim to support QoS [7, 8, 9]. The
802.11e MAC is expanding the 802.11 application domain by enabling Real-
Time (RT) services such as voice and video services. The 802.11e MAC protocol
is called the Hybrid Coordination Function (HCF), which contains a contention-
based channel access mechanism (EDCA). EDCA is an enhanced version of the
legacy Distributed Coordination Function (DCF) for QoS support. Most of the
off-the-shelf 802.11e-compliant products, which are certificated by the Wi-Fi al-
liance [10], implement EDCA.

However, even when the 802.11e EDCA is employed, there are still some
challenges to provide high-quality VoIP service in WLANs as follows: (i) the
difficulty in quantitatively controlling channel occupancy of stations due to the
contention-based channel access of EDCA; (ii) the presence of coexisting NRT
data traffic; and (iii) the time-varying WLAN capacity caused by transmission
rate diversity and variation of stations over time.

In order to address the above issues, we propose an effective and standard-
compliant solution for improving the quality of VoIP services in 802.11e
contention-based WLANs. It utilizes the advanced features in the 802.11e such
as service differentiation mechanism and admission control framework, and con-
sists of the following components: Priority Queuing (PQ) and Call Admission
Control (CAC).

(1) Priority Queueing (PQ): Different from the legacy 802.11 MAC with a
single First-In-First-Out (FIFO) transmission queue, an EDCA MAC contains
multiple queues with different channel access priorities. This means that, when a
WLAN carries a mixed traffic of voice and NRT data packets, the 802.11e EDCA
MAC is able to provide differentiated services to VoIP applications which have
stringent QoS requirements. The idea of PQ is to give voice queue strictly higher
priority than NRT data queue by assigning proper channel access parameters to
each of the queues so that NRT data queue can access the channel only when
RT queue is empty. Moreover, in order to mitigate the bottleneck issue at the
AP, which limits the VoIP capacity [11], we adopt a simple contention-free access
scheme for the AP (called PIFS Access) by controlling channel access parameters
of its AC VO queue.

(2) Call Admission Control (CAC): One of the key elements in improving the
quality of VoIP services is effective call admission control, which determines
whether to admit a new VoIP call based on the available capacity of the WLAN,
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so as to maintain the QoS of admitted VoIP calls while accommodating as many
new calls as possible [12]. However, it is nontrivial to obtain an accurate es-
timation of the available WLAN capacity. This is because the link conditions
between the AP and stations fluctuate due to multipath fading and/or user
mobility. In this paper, we propose an admission control scheme based on the
framework provided in the 802.11e standard. The proposed scheme predicts the
future transmission rates of ongoing VoIP sessions based on their transmission
histories and then calculates the expected amount of VoIP service time to deter-
mine the admission of a new VoIP call. Moreover, it limits the channel occupancy
times of the admitted VoIP sessions by assigning the maximum allowable chan-
nel access time to each admitted VoIP session, which is referred to as Medium
Time (MT) and derived based on its QoS requirements and transmission rate.

The rest of this paper is organized as follows. Section 2 introduces the EDCA
admission control framework and discusses the necessities of admission control
for VoIP services over IEEE 802.11e WLAN. The details of the proposed solution
are described in Section 3. Section 4 presents the simulation results, and the
paper concludes in Section 5.

2 TSPEC and EDCA Admission Control for VoIP
Services

In an IEEE 802.11e WLAN, a VoIP station sets up a virtual connection, called
Traffic Stream (TS), with the AP before commencing any actual voice packet
transfer in order to provide the prescribed QoS for its VoIP call. The admission
controller located at the AP determines whether to admit a new VoIP call based
on the available capacity of the WLAN and the QoS requirement of the VoIP
call. If the new VoIP call is admitted, the corresponding VoIP TS is set up
between the new VoIP station and the AP.

The QoS requirement and traffic characteristics of a TS, called Traffic Speci-
fication (TSPEC), usually can be provided from the application layer, e.g., VoIP
application, via station management entity (SME), which is a cross-layer entity
and can internally communicate with multiple protocol layers. The TSPEC is
submitted to the admission controller located at the AP by a station when it
requests the admission of its VoIP call and wants to set up the corresponding
TS. Then, the TSPEC is used by the admission controller to make the admission
decision.

Fig. 1 shows the admission control and VoIP TS setup procedure for VoIP
services, which is based on the 802.11e standard [2]. An ADDTS Request frame,
which conveys the TSPEC element, is transmitted by a VoIP station to the AP
in order to request a VoIP TS setup. The TSPEC consists of several parameters
like Nominal MSDU Size, Mean Data Rate, Delay Bound, Minimum PHY Rate,
Medium Time, and so on. Most of parameters except Medium Time (MT), which
is the amount of time allowed for the corresponding VoIP station to access the
medium per one-second period, are specified by a VoIP station and delivered to
the AP when it requests the admission of its VoIP call. If the AP decides to
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Sends admission request to AP 
with TSPEC of the VoIP call

Determines admission of the new 
VoIP call by using received 

TSPEC and other information

Derives Medium Time
using the received 

TSPEC
Receives admission result for 

the new VoIP TS

Success

VoIP STA

AP

No
Yes

Admission

Medium Time := 0

Yes No

ADDTS Request from STA to AP
ADDTS Response from AP to STA

Arrival of a new VoIP call
from upper layer

A new VoIP TS is 
set up

The VoIP call is 
rejected

Fig. 1. Traffic Stream (TS) setup and EDCA admission control procedure for VoIP
services

accept the request, the AP derives the MT from the parameters conveyed in the
TSPEC element of the ADDTS request frame. Then, the AP sends the derived
MT to the requesting VoIP station via an ADDTS Response frame.

After receiving the ADDTS Response frame, the admitted VoIP station i
records the MT as Admitted Time Ai by Ai = Mi · ta, where Mi is the MT of
VoIP TS i and ta is an averaging period. Ai represents the maximum amount of
time that the station can use to transmit packets belonging to the corresponding
VoIP TS within every ta-second time window, where a design parameter ta (1 ≤
ta ≤ 100) is an integer [2]. For each packet transmission, a VoIP station increases
the Used Time (U), which is the amount of time used to attempt VoIP packet
transmissions, and if Ui is larger than or equal to Ai, VoIP station i cannot
transmit more voice packets via AC VO until the next ta interval.1

Now, the problems left for admission control are as follows: (i) how to decide
the admission of a new VoIP call (i.e., a VoIP TS); and (ii) how to derive the MT
of admitted VoIP TS. The proposed solutions to these problems are presented
in Section 3.

3 Proposed Solution for Improving Quality of VoIP
Services in 802.11e EDCA

Our objective is to improve the quality of VoIP services in IEEE 802.11e WLANs.
To achieve this goal, we propose a solution that implements the following mod-
ules at the AP.
1 Actually, the VoIP station may transmit voice packets via other Access Categories

(ACs) where no admission control is required such as Best Effort Access Category
(AC BE). However, in this paper, we assume that voice packets are transmitted via
the Voice Access Category (AC VO) only.
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– Priority Queueing via Controlling Channel Access Parameters to provide
service differentiation between voice traffic (i.e., AC VO) and NRT data
traffic (i.e., AC BE); and

– Call Admission Control to control the admission of new VoIP calls into the
network and to efficiently allocate MTs to admitted VoIP sessions.

Fig. 2 shows the system architecture of the AP with our proposed solution. A
packet from the upper layer can be classified into one of four ACs based on
various parameters such as Ethernet, TCP/IP, and IEEE 802.1D/Q parame-
ters [2, 13].

PHY

LLC

IEEE 802.11e 
EDCA MAC 

Admission
Controller

SME

MAC Sublayer

MAC

Control flow
Packet flow

TX Rate 
Estimator

MLME

Fig. 2. Overview of the proposed solution. MLME is MAC Layer Management Entity.

TX Rate Estimator caches the time used to attempt the transmission of a
voice packet belonging to each admitted VoIP session, including the wasted time
for a failed transmission attempt. When a new VoIP call requests its admission,
TX Rate Estimator estimates the future transmission rates of all the currently
ongoing VoIP TSs based on the cached history. The estimation algorithm is
presented in Section 3.3. Based on the rate estimation and an assumption that
the new VoIP call transmits at its minimum PHY rate if admitted, Admission
Controller calculates the total VoIP service time, determines the admission of the
new VoIP call, and then calculates the MT of each admitted VoIP TS. Moreover,
while calculating the total VoIP service time, it determines the channel access
parameter values for AC VOs of stations that can minimize the channel time
occupied by VoIP traffic, thus increasing the channel utilization for AC BE (i.e.,
NRT traffic). Then, the AP updates channel access parameters of stations and
MTs of all the admitted VoIP TSs. The calculation details of the VoIP service
time and admission control algorithm is presented in Section 3.3.

3.1 System Model and Assumptions

We consider G.711 [14] – the simplest voice codec. Note that our analysis and
design could be applied to other voice codecs as well. The G.711 codec generates
a 64 kbps data stream, based on an 8-bit Pulse Coded Modulation (PCM), with
the sampling rate of 8000 samples/s. We assume that Voice Activity Detection
(VAD) is not used, which means that the VoIP traffic is a CBR (Constant Bit
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Table 1. IEEE 802.11b PHY and VoIP Parameters

Parameter Values

Slot Time (σ) 20 µs
SIFS 10 µs
PIFS 30 µs

PHY Overhead (OPHY) 192 µs
MAC Overhead (OMAC) 30 bytes

ACK Length (LACK) 14 bytes
Voice Packet Voice Data (160) + RTP Header (12)

MSDU Size (Lvoice) + UDP/IP Headers (28)
+ SNAP Header (8) = 208 bytes

Mean Data Rate (ρvoice) 208 bytes / 20 ms = 83.2 kbps

Rate) traffic. We assume that a voice packet is generated every 20 ms. Thus,
the amount of voice data carried in a packet is 160 bytes = 8000 samples/s × 8
bits/sample × 20 ms. Real-Time Protocol (RTP) over User Datagram Protocol
(UDP) is usually used for the VoIP transfer. When an IP datagram is transferred
over the 802.11 WLAN, it is typically encapsulated by the IEEE 802.2 Sub-
Network Access Protocol (SNAP). Accordingly, the size of a voice packet at the
802.11 MAC Service Access Point (SAP),2 i.e., the voice packet MSDU (MAC
Service Data Unit) size, is 208 bytes, as shown in Table 1.

3.2 Priority Queueing via EDCA Parameter Setting

In this paper, we consider only AC VO and AC BE out of four ACs for simplicity.
For service differentiation between AC VO and AC BE, we use the strict priority
queueing by properly setting the channel access parameters of the two ACs.
Moreover, we adopt a simple contention-free access (called PIFS access) for the
AP’s AC VO [15], which allows the AC VO of the AP to transmit a pending
voice packet after a PIFS idle time without any contention.

Parameter Setting for AC VO. In the 802.11e standard [2], AIFSN[AC VO],
which is the arbitration interframe space number for AC VO, is an integer greater
than 1 for stations and an integer greater than 0 for the AP [2]. Moreover,
the values of minimum and maximum contention window size for AC VO, i.e.,
CWmin[AC VO] and CWmax[AC VO], can be set to zero. Therefore, for AC VO
of the AP, we can use the smallest access parameter values of AIFSN[AC VO] =
1 and CWmin[AC VO] = CWmax[AC VO] = 0 for downlink voice packet trans-
missions. This allows the AC VO of the AP to transmit the pending voice packets
after a PIFS idle time without backoff. This scheme is referred to as PIFS Access
for the rest of this paper.

2 MAC SAP is the interface between the MAC and the higher layer, i.e., the IEEE
802.2 Logical Link Control (LLC) layer.
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On the other hand, AC VO of a station uses AIFSN[AC VO] = 2, which is the
smallest value for a station, and both CWmin[AC VO] and CWmax[AC VO] are
set to a properly chosen value based on the given parameters, i.e., the number of
VoIP stations and their transmission rate distribution. How to find the proper
CWmin[AC VO] value is presented in Section 3.3. CWmax[AC VO] uses the same
value as CWmin[AC VO] so that delay and delay jitter performance of VoIP
traffic can be improved without doubling the contention window size after a
transmission failure.

Parameter Setting for AC BE. In order to prevent AC BE from accessing
the channel while AC VO has any voice packet to transmit, an AC BE uses
AIFS[AC BE] value as follows:

AIFS[AC BE] = AIFS[AC VO] + CWmin[AC VO] · σ, (1)

where σ is a backoff slot time and AIFS[AC BE] and AIFS[AC VO] are the
arbitration interframe space for AC BE and AC VO, respectively. Therefore,
after a channel busy period, an AC BE can start its backoff only if there is
no AC VO with pending packets. For CWmin[AC BE] and CWmax[AC BE], the
default values provided in the standard [2] are used.

3.3 Conservative Admission Control for VoIP Services (CAVS)

We propose a history-based admission control scheme, called CAVS (Conser-
vative Admission control for VoIP Services), to accommodate the transmission
rate diversity and variation of VoIP stations over time. The key ideas of CAVS
are (i) caching the recent transmission results of the admitted VoIP sessions; (ii)
determining the admission of a new VoIP call based on a conservative history-
based estimation of future transmission rates of the admitted VoIP sessions; and
(iii) deriving/updating MTs of the admitted VoIP stations.

Transmission History Cache. In CAVS, whenever the AP finishes a packet
transmission attempt, it caches the result as a quadruplet

Θ : (tevent, session id, result, time usage), (2)

where tevent is the time instance when the AP started to transmit the packet,
session id is the ID of the corresponding VoIP session, result is 1 if the trans-
mission was successful, 0 otherwise, and time usage is the time used to complete
the transmission attempt, i.e.,

time usage =
{

Tvoice + SIFS + Tack, if TX success,
Tvoice + ACKTimeout, if TX failure, (3)

where Tvoice and Tack are the transmission durations of a voice packet and a
ACK frame, respectively. The AP caches the recent transmission results of the
admitted VoIP TSs, and removes stale data from its cache. More specifically,
the AP only caches results with tevent > t0 − twin, where t0 is the current time
and a design parameter twin is the estimation window size. Based on this cached
information, when a new VoIP call requests its admission, the AP estimates the
future transmission rates of the admitted VoIP TSs.
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Table 2. Time used to complete a successful transmission attempt of a voice packet
at each rate of the 802.11b PHY

TX Rate r∗ (Mbps) 1 2 5.5 11

Tsucc(r∗) (µs) 2394 1394 793 622

Transmission Rate Estimation. In CAVS, when a new VoIP call requests its
admission, the AP first calculates the average time used to attempt a successful
voice packet transmission for each admitted VoIP session, based on the cached
information. For the admitted VoIP session i, it is Tavg,i = Ttotal,i

Nsucc,i
, where⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Ttotal,i =
∑

t0−twin<Θ.tevent≤t0
Θ.session id = i

Θ.result = 1

Θ.time usage,

Nsucc,i =
∑

t0−twin<Θ.tevent≤t0
Θ.session id = i

Θ.result.
(4)

Then using Tavg,i, the AP estimates the future transmission rate of the admitted
VoIP session i as follows:

rnext,i =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
min {r∗m, rcurr,i} , if Tavg,i ≤ Tsucc

(
r∗m−1

)
,

min
{
r∗j , rcurr,i

}
, if Tsucc

(
r∗j

)
< Tavg,i ≤ Tsucc

(
r∗j−1

)
,

where j = 2, · · · , m − 1,

min {r∗1 , rcurr,i} , if Tavg,i > Tsucc (r∗1) ,

(5)

where m is the number of available transmission rates, rcurr,i is the current
transmission rate of VoIP session i, and Tsucc (r∗) is the time used to complete
a successful transmission attempt of a voice packet at rate r∗:

Tsucc (r∗) = Tvoice(r∗) + SIFS + Tack. (6)

For example, for the 802.11b PHY, m = 4 and r∗1 , · · · , r∗4 are 1 Mbps, 2 Mbps,
5.5 Mbps, and 11 Mbps, respectively, and the corresponding Tsucc values are
listed in Table 2.

In general, Eq. (5) works fine in predicting the future transmission rate with
random station movement. However, under certain circumstances, it may not
perform well. For example, if the VoIP station of the admitted session i keeps
moving away from the AP, rest,i is then not a good estimation of session i’s
future transmission rate. Therefore, we consider the current transmission rate of
each admitted VoIP session in the final estimation of its future rate as follows:

rnext,i = min {rest,i, rcurr,i} , (7)

where rcurr,i is the current transmission rate of VoIP session i.

Worst-Case Analysis of VoIP Service Time for Admission Control.
Our admission control scheme requires the quantified calculation of the VoIP
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service time. In this subsection, we analyze the VoIP service time during Tv,
which is the voice packet generation interval, under the worst-case scenario for
uplink VoIP packet transmissions when the AP uses PIFS Access for its downlink
VoIP packet transmissions.

We make the following assumptions to simplify the problem. First, we as-
sume that all the uplink and downlink voice packets arrive synchronously at the
WLAN. Therefore, at the time instance when voice packets arrive at the WLAN,
the network is temporarily congested, which is the worst-case scenario in terms of
channel contention. Second, we assume the p-persistent model for the EDCA [16],
instead of using the binary exponential backoff. Third, we assume that different
stations transmit at different rates and the finishing order of VoIP stations’ up-
link packet transmissions is in the descending order of the packet transmission
rate. This leads to longer VoIP service time because the wasted time in collision
is determined by the longest transmission duration among packets that are in-
volved in the collision. Fourth, we assume that there is no hidden station in the
network. Finally, to simplify the analysis, we assume that the channel condition
between the AP and a station is symmetric and hence the AP uses the same
transmission rate as the station for the VoIP session between them.

When the number of active VoIP sessions is equal to N , the average VoIP
service time Svoice(N) can be expressed as

Svoice(N) = T PIFS
N +

N∑
i=1

Ts (i)

+
N∑

k=1

((
E

[
N col

k

]
+ 1

)
E [Ik] σ + E

[
N col

k

]
E [Tc,k]

)
,

(8)

where T PIFS
N is the total transmission time to transmit N downlink voice packets

via PIFS access, which is given by

T PIFS
N =

N∑
i=1

(PIFS + Tvoice (i) + SIFS + Tack), (9)

and Ts(i) is the successful transmission time of an uplink VoIP packet belonging
to VoIP session i, and it is given by

Ts(i) = Tvoice(i) + SIFS + Tack + AIFS[AC VO]. (10)

E[Ik] is the average number of idle backoff slots preceding a collision or the
successful transmission, E[N col

k ] is the average number of collisions preceding
the successful transmission, and E[Tc,k] is the average collision time when the
number of contending stations is k. E[Ik], E[N col

k ], and E[Tc,k] can be derived
as follows.

E[Ik] is given by

E [Ik] =
∞∑

i=0

iP (Ik = i) =
(1 − p)N−k+1

1 − (1 − p)N−k+1 , (11)
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where P (Ik = i) is the probability that there are i idle backoff slots preceding a
busy period (i.e., a collision or a successful transmission), and it is given by

P (Ik = i) =
(
(1 − p)N−k+1

)i (
1 − (1 − p)N−k+1

)
, (12)

where p is the channel access probability of a station. In this paper, we use a
fixed p value of 2

CWmin[AC VO]+1 . This makes a station more aggressive because
the contention window size is not doubled even after a transmission failure.
Accordingly, this results in a conservative estimation of the VoIP service time.

Moreover, E[N col
k ] can be calculated by

E
[
N col

k

]
=

∞∑
i=1

iP (N col
k = i) =

1 − (1 − p)N−k+1

(N − k + 1)p (1 − p)N−k
− 1, (13)

where P (N col
k = i) is the probability that there are i collisions preceding the

successful transmission, and it is given by

P
(
N col

k = i
)

=

(
1 − (1 − p)N−k+1 − (N − k + 1)p (1 − p)N−k

1 − (1 − p)N−k+1

)i

× (N − k + 1)p (1 − p)N−k

1 − (1 − p)N−k+1 .

(14)

Finally, the average collision time E[Tc,k] is:

E [Tc,k] = AIFS[AC VO]

+
N−k∑
i=1

N−k+1∑
j=i+1

max (Tvoice(i), Tvoice(j))Pc,k(i, j),
(15)

where Pc,k(i, j) is the probability that the packets of stations i and j collide with
each other, given that a collision occurs. It can be calculated by

Pc,k (i, j) = 1
/(

N − k + 1
2

)
, i = 1, ..., N − k, j = i + 1, ..., N − k + 1. (16)

In Eq. (16), we assume that a collision is only caused by two stations’ simultane-
ous transmissions because the probability that three or more stations transmit
at the same time is very low [17], thus being negligible.

From now on, we analyze the parameters required to derive the medium time
(MT) in Section 3.3 based on the above analysis. From Eq. (8), the average idle
backoff time can be calculated by

ψN =
N∑

k=1

(
E

[
N col

k

]
+ 1

)
E [Ik] σ. (17)



Supporting VoIP Services in IEEE 802.11e WLANs 503

The average time wasted by VoIP station i due to its collisions until it success-
fully transmits its voice packet can be estimated as follows:

Osur,i =
li∑

k=1

Ck∑
j=0

j (Pc,k (i))j Tfail(i), (18)

where Pc,k(i), the probability that VoIP station i’s packet collides with another
packet, given that a collision occurs when the number of contending stations is
k, is given by

Pc,k (i) =
N−k+1∑
j=1,j �=i

Pc,k (i, j), (19)

and Tfail(i) = Tvoice(i) + AIFS[AC VO], which is the wasted transmission time
by VoIP station i when its transmission collides. Ck =

⌈
E

[
N col

k

]⌉
is the ceiled

average number of collisions when the number of contending stations is k. VoIP
station i finishes its voice packet transmission when the number of contending
stations is li, where li is determined by station i’s transmission rate and the
worst case scenario, i.e, a higher-rate station finishes its transmission earlier. If
the number of VoIP stations with the same transmission rates is more than one,
each of them has a value averaged over their Osur’s.

The total transmission time overlapped by the colliding VoIP stations assum-
ing that the collision is only caused by two stations can be estimated as follows:

δN =
N∑

k=1

E
[
N col

k

]
E

[
T overlap

c,k

]
, (20)

where E[T overlap
c,k ], the average overlapped transmission time when a collision

occurs, is given by:

E
[
T overlap

c,k

]
=

N−k∑
i=1

N−k+1∑
j=i+1

min (Tfail(i), Tfail(j))Pc,k (i, j). (21)

Admission Decision and Optimal CWmin[AC VO]. After estimating the
future transmission rate of each admitted VoIP session using Eq. (5), the AP
calculates the average service time Svoice(N + 1, CWmin[AC VO]) using Eq. (8),
where (N + 1) corresponds to N admitted VoIP TSs and one new VoIP call
that requests the admission. Note that Svoice is the function of the number of
admitted VoIP stations, their rate distribution, and CWmin[AC VO]. Here, when
we calculate Svoice(N + 1, CWmin[AC VO]), we assume that the new VoIP TS
will transmit at its minimum PHY rate if it is admitted. Before the AP decides
the admission, it finds the optimal value of CWmin[AC VO] (cw∗) as follows:

cw∗ = arg min
CWmin[AC VO]

Svoice (N + 1, CWmin[AC VO]) , (22)

where CWmin[AC VO] ∈ [0, 1023] is an integer. When an ongoing VoIP session
ends, the AP also needs to find cw∗ that minimizes Svoice for (N − 1) existing
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VoIP sessions in order to increase the channel utilization of AC BEs. cw∗ is
distributed to the stations via the upcoming beacon transmissions. Finally, the
AP determines the admission of the new VoIP call as follows:{

Admit, if Svoice(N + 1, cw∗) < φvoiceTv,
Reject, otherwise, (23)

where φvoice (0 ≤ φvoice ≤ 1) is the fraction of Tv reserved for VoIP traffic, which
is a design parameter.

Calculation and Update of MT. If the AP decides to admit a new VoIP
call, it derives the MTs of the ongoing VoIP TSs as well as the MT of the new
VoIP TS as follows.

Mnew
i =

⌈
ρvoice

8Lvoice

⌉
· SurplusMPDUTimei, (24)

where SurplusMPDUTimei, the amount of time needed to transport a voice
packet belonging to VoIP TS i including the overhead due to transmission fail-
ures, is given by

SurplusMPDUTimei = Osur,i + Tvoice (i) + SIFS + Tack, (25)

where Osur,i, calculated by Eq. (18), is the expected amount of inevitable collision
time wasted by VoIP station i until it successfully transmits its voice packet.

Remind that limiting the uplink channel access time of an admitted VoIP sta-
tion via its MT is for the reduction of the impact of the station’s transmissions
on the QoS of other VoIP TSs when the station tries to overuse the channel time
due to its lower transmission rate than its estimated rate in Eq. (5) or many
retransmissions due to the channel errors. Since the admission decision of the
latest VoIP TS was based on the estimated rates of other admitted VoIP TSs,
if some admitted VoIP stations happen to use lower rates than their estimated
rates after the admission decision of the latest VoIP TS, the network might be
saturated, and hence the QoS of the admitted VoIP TSs might be severely de-
graded. For this goal of MT, the following condition always needs to be satisfied:

T AP
N+1 + T idle

N+1 +
N+1∑
i=1

Mi ≤ 1 + ∆N+1, (26)

where Mi is the current MT of VoIP TS i, T AP
N+1 = � ρvoice

8Lvoice
	T PIFS

N+1 is the expected
amount of time allowed to the AP for its transmissions of downlink voice packets
per one second, T idle

N+1 = � ρvoice
8Lvoice

	ψN+1 is the expected total amount of idle
backoff time of VoIP stations per one second, and ∆N+1 = � ρvoice

8Lvoice
	δN+1 is the

amount of the overlapped portion due to collisions among MTs of the admitted
VoIP TSs per one second. Note that TAP

N+1, T idle
N+1, and ∆N+1 are derived based

on the estimated rates of the admtted VoIP TSs by using Eqs. (9), (17), and (20),
respectively.
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The AP updates MTs of the ongoing VoIP TSs with the newly derived MTs
from Eq. (24) in order to satisfy Eq. (26) by sending ADDTS Response frames
to ongoing VoIP stations without receiving the corresponding ADDTS Request
frame. Note that the MT of the new VoIP TS is delivered to the corresponding
station via an ADDTS Response frame.

4 Performance Evaluation

In this section, we evaluate the effectiveness of the proposed solution by using
the ns-2 simulator [18]. The simulated network topology is shown in Fig. 3, where
multiple mobile VoIP stations are placed inside a square region with 160 meters
on the diagonal. VoIP stations communicate with the remote voice gateway via
the AP which sits at the center of the square region. Our proposed solution is
implemented at the AP. VoIP stations transmit and receive voice packets only
and each station carries a single traffic flow. VoIP traffic is modeled by a two-way
CBR session with 208-byte MSDU size and 20 ms packetization interval (i.e., Tv

= 20 ms) according to the G.711 voice codec. We use the ITU E-model [22,23]
to assess the quality of mouth-to-ear (m2e) voice communication. It gives an
overall rating R to the quality of a phone call where 0 ≤ R ≤ 100. A VoIP
session with R ≥ 80 is called a satisfactory VoIP session.

The IEEE 802.11b PHY is used in our simulation. Table 1 lists the 802.11b
PHY parameters. We assume an AWGN (Additive White Gaussian Noise) wire-
less channel and the background noise level is set to −96 dBm. Moreover, we use
the log-distance path loss model with path loss exponent of 4, and the empir-
ical BER (Bit Error Rate) vs. SNR (Signal-to-Noise Ratio) curves provided by
Intersil [19]. We use the random waypoint model [20] to simulate the mobility
of VoIP stations. The random waypoint model assumes that a user’s movement
follows a walk-and-pause pattern; the user chooses a random destination and
moves towards it at a randomly-chosen speed less than or equal to the maxi-
mum speed in a flat restricted region. In our simulation, the maximum speed for
VoIP stations is 2.5 m/s and the movement of a VoIP station is restricted within
the square region shown in Fig. 3. Moreover, all stations use Automatic Rate
Fallback (ARF) [21] – a widely-implemented rate adaptation scheme in WLAN
devices, unless specified otherwise.

We simulate 40 VoIP sessions in the network. VoIP sessions start successively
every 2 seconds from the beginning of the simulation. The call duration of each
VoIP session is 30 seconds. The total simulation time is 100 seconds for each
mobility scenario. All the simulation results are averaged over 50 mobility sce-
narios. The system parameter ta is set to 5 – the default value provided by 802.11
specification [2]. twin is set to 5 unless specified otherwise.

Fig. 4 shows the R values of a VoIP session, which is the first admitted session
in a simulation, and the number of admitted VoIP sessions over simulation time
with or without CAVS. In both cases, PIFS Access is used for AC VO of the AP
and the wireline delay is 150 ms. We observe that, when CAVS is used, the R
values are always higher than 80. On the other hand, when CAVS is not used,



506 J. Yu et al.

Fig. 3. The simulated network topology

 100

 80

 60

 40

 20

 0
302520151051

R
 v

al
ue

Time (s)

EDCA with CAVS
EDCA without CAVS

(a) R value of a VoIP session.

 16
 15

 10

 5

 1
30252015105

N
um

be
r 

of
 a

dm
itt

ed
 V

oI
P

 s
es

si
on

s

Time (s)

EDCA with CAVS
EDCA without CAVS

(b) The number of admitted VoIP sessions.

Fig. 4. Comparison of the cases with CAVS scheme and without CAVS scheme. The
wireline delay is 150 ms.

the R values degrade severely since the network is overloaded due to the lack of
admission control. As shown in Fig. 4(b), in the case of EDCA with CAVS, the
number of admitted VoIP sessions is limited to 5 or 6 while, in the case of EDCA
without CAVS, the number of admitted VoIP sessions increases continuously to
overload the network.
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Fig. 5. Comparison of CAVS schemes with different twin values

To study the effect of the estimation window size (twin), we simulate the
following variants of CAVS:

– CAVS-twin: the CAVS scheme which uses the estimation window size of twin
(in seconds) to estimate the future transmission rates of the admitted VoIP
sessions.

– CAVS-ε: a special case of CAVS-twin; it makes an aggressive assumption
that each admitted VoIP session always uses the current rate for future
transmissions.

– CAVS-1M: a special case of CAVS-twin; it makes a conservative assumption
that each admitted VoIP session always transmits at the lowest 1 Mbps in
the future.

Fig. 5(a) shows the total number of satisfactory VoIP sessions during the 100-
second simulation with different CAVS schemes. Fig. 5(b) shows the satisfactory
ratio which is the ratio of the number of satisfactory VoIP sessions to the to-
tal number of admitted sessions. As shown in Fig. 5(b), CAVS-1M results in
the perfect satisfactory ratio (i.e., 1.0) before the wireline delay gets too large
to prevent any satisfactory VoIP services. However, the actual number of ad-
mitted sessions for CAVS-1M is small (i.e., 9), as shown in Fig. 5(a). This is
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because CAVS-1M admits VoIP sessions very conservatively by assuming that
all the admitted VoIP sessions will use the lowest transmission rate in the future.
On the other hand, CAVS-ε admits VoIP sessions most aggressively among the
considered schemes in our simulation. Note that, according to Eq. (7), future
transmission rates of the admitted VoIP sessions estimated by CAVS-twin (i.e.,
rnext,i) are always lower than or equal to those by CAVS-ε (i.e., rcurr,i). Such
aggressive nature of CAVS-ε may result in incorrect admission decisions under
certain circumstances, which could render a WLAN overloaded. Thus the ser-
vice quality of the admitted VoIP sessions could be compromised and appears
more sensitive to the increase in the wireline delay, as shown in the figures. In
comparison, CAVS-5 perform better than CAVS-1M and CAVS-ε, which means
that twin = 5 is a reasonable choice for our simulated network.

5 Conclusion

In this paper, we proposed a simple, effective and viable solution to support
VoIP services in 802.11e contention-based WLANs, which basically utilizes the
advanced features of 802.11e MAC for QoS support. Our solution includes a
priority queueing scheme to serve VoIP traffic with higher priority than non-real-
time data traffic, and a conservative history-based admission control scheme for
VoIP services, which accommodates the transmission rate diversity and variation
of ongoing VoIP sessions over time. We evaluate our proposed solution using the
ns-2 based simulation. Simulation results demonstrate that our solution admits
as many VoIP calls as possible without compromising the quality of their services.
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Abstract. Localization of mobile users in wireless mesh networks
(WMN) generally relies on some sort of flooding-based technique. Broad-
casting the network is good for reliability but leads to increased latency
and broadcast storm problems. This results in low efficiency of the loca-
tion management mechanism in terms of packets loss and disconnection
time. In this paper, we investigate a new DHT-based location manage-
ment scheme through experimental evaluation on our WMN testbed. The
main features of our proposed scheme are that broadcast packets are to-
tally avoided and node localization becomes transparent to the users.
We compare it to our previous flooding-based location scheme, namely
EMM (Enhanced Mobility Management). Our results show improved
performance both in terms of dropped packets and handover latency
introduced to re-establish open sessions after a user moves.

1 Introduction

Wireless Mesh Networks (WMNs) are an emerging class of wireless networks that
are able to dynamically organize and configure themselves [7]. They allow improv-
ing flexibility, efficiency, and coverage, while reducing the complexity of deploy-
ment. These characteristics make WMN an attractive solution in many scenarios,
including enterprise/home networks, local/metropolitan area networks, and com-
munity networks like NYC wireless [5] and Quail Ridge Wireless Mesh Network
[19]. Moreover, some industrials have already marketed WMNs [1,4,6].

One of the main factors that helped the success of WMNs is its two-tier ar-
chitecture, inspired from Wireless Local Area Networks (WLANs) and Mobile
Ad Hoc Networks (MANET). Indeed, in WMNs there is a clear logical separa-
tion between the access subnetwork and the connectivity subnetwork. Wireless
Mesh Routers (WMRs) are equipped with at least two different radio interfaces.
The first interface is used at the access subnetwork providing connectivity to
Wireless Mesh Clients (WMCs) in a WLAN-like fashion. The second interface,
configured in ad hoc mode, is used to form a stable wireless backbone provid-
ing end-to-end connectivity between clients and with the Internet. In addition

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 513–529, 2009.
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to the architectural inspiration, WMNs have also inherited different communi-
cation principles from WLANs and MANETs, including routing protocols and
localization services.

Among the various important issues to be tackled, our interest focuses on
the localization of mobile WMCs. Localization service consists in maintaining
information about the current position of WMCs in the system (i.e., the net-
work topology), and rapidly updating this information with minimum overhead
when WMCs move. As previously mentioned, existing localization approaches
are mainly inspired from WLAN and MANET networks [8,11,22,23]. As a conse-
quence, the natural two-tier architecture of mesh networks is not exploited and
the position of WMCs must be proactively and periodically flooded throughout
the network causing scalability issues [25].

In a companion paper, we proposed a localization service based on an on-
demand flooding approach, namely EMM (Enhanced Mobility Management) [9].
In EMM, the localization service is separated from the routing protocol and the
flooding mechanism is triggered only during a communication setup. A multicast
request floods the network each time a lookup is performed. Besides the overhead
generated in terms of number of messages, wireless multi-hop networks have
proved to be very sensitive to flooding, resulting in very poor performance. To
avoid these issues, we need a solution where both lookups and updates are done
in a unicast manner.

In this paper, we propose a new distributed localization service for WMNs
based on Distributed Hash Tables (DHT). DHTs have shown to be a good alter-
native in many research domains including domain name services, peer-to-peer
file sharing system, decentralized databases, and routing protocols. Surprisingly,
we have not seen any DHT-based localization service specifically designed for
wireless mesh networks. By taking into account the WMN’s two-tier architec-
ture, our DHT-based approach runs only over the backbone, where there is high
connectivity and links are relatively stable. In this way, WMCs have no knowl-
edge of the DHT’s existence and do not perform any DHT related operation
or localization process (transparency principle). Each WMR owns a slice of the
virtual space obtained by hashing the WMRs’ identifier. Moreover, each WMR
is the locator of all WMCs whose identifiers fall within its slice. To this end, we
rely on an underlying routing protocol between WMRs, which greatly simplifies
the management of the DHT substrate (cf., Section 3).

As a summary, the main features of our approach are:
– Transparency: The localization service is totally transparent to the WMCs.
– Separation: The localization service takes full advantage the two-tier ar-

chitecture of WMNs, totally separating the roles of WMCs and WMRs.
– Overhead Reduction: The localization service, compared to flooding-

based solutions, reduces the overhead by obtaining the positions of WMCs
with a single unicast query.

– Scalability: The localization service operates correctly even with a large
number of mobile WMCs.

– Robustness: The localization service avoids flooding messages throughout
the network, which results in more robust communications.
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The remainder of the paper is organized as follows. In the next section, we
describe the motivation of our work, while overviewing EMM, our previous ap-
proach. In Section 3, we introduce our DHT-based mechanism, highlighting its
main features. Then, in Section 4, we evaluate the performances of the proposed
scheme. We conclude the paper in Section 5, summarizing our main results and
sketching some future work.

2 Flooding-Based Location Service

While many valuable contributions have been made in order to improve the
localization service of mobile users, most of them have been designed in the
context of MANETs. Localizing clients in such flat networks is achieved through
a routing protocol that relies on the active participation of the clients themselves.

In practice, many existing WMNs reuses solutions originally designed for flat
networks, without taking into account the two-tier architecture of WMNs: both
WMRs and WMCs share the same localization service, independently of their
role in the network. In this case, a node’s position (WMR or WMC) is lim-
ited to an entry in the routing table (examples of protocols are DSDV [27],
OLSR [13], AODV [26], and BATMAN [24]). The performance of these protocols
is inherently related to the routing convergence time. Moreover, the complex-
ity of the localization service increases with known routing problems, including
the continuous changes in the topology [14], the exposed and hidden terminal
problems [10], and broadcast storm problems [25].

In an earlier work, we proposed EMM (Enhanced Mobility Management), a
localization service based on an on-demand flooding and where the two-tier ar-
chitecture of WMNs is taken into account [9]. EMM uses the same principle used
in web browser to manage cookies, i.e., WMCs hold information about their lat-
est WMR association in their NDP (Neighbor Discovery Protocol) cache. This
information is given to the WMCs by the WMR, in the same way a server
provides a cookie to a browser. Thus, when a WMR detects a new WMC asso-
ciation, it extracts from the WMC’s NDP cache information about its previous
attachment point, and informs the latter about the WMC’s movement.

The fact that localization services of both WMRs and WMCs are based on
flooding leads to the well-known broadcast storm problem [25]. To avoid the
flooding issues and to have a scalable solution, some works propose rendezvous-
oriented approaches based on a DHT mechanism in ad hoc environments [16].
Each node’s unique identifier is related (through a hash function) to one or
more other nodes in the system (which maintain the node’s current position
up-to-date). Inspired from these works, we decide to propose to adapt the same
principles to the specific case of WMNs.

As EMM is a reactive localization service, no lookup infrastructure is used to
maintain WMCs’ current location. All location lookups are achieved by flooding
the whole backbone, asking for the destination WMC’s location, assuming that
the WMR to which the WMC is associated with will reply. Thus, EMM makes the
difference between the localization of WMRs, which is still based on a proactive
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Table 1. LCTable – Local Clients Table maintains the list of WMCs locally associated
to a WMR

LCTable

WMC’s IP WMC’s MAC

Local C1’s IP C1’s MAC address
Local C2’s IP C2’s MAC address

...
...

Table 2. FCTable – Foreign Client Table maintains the list of WMCs communicating
with its local associated WMCs

FCTable

WMCs IP IP of WMC’s WMR

Foreign C1’s IP IP of C1’s WMR
Foreign C2’s IP IP of C2’s WMR

...
...

routing protocol (e.g., DSDV) deployed only on WMRs, and the localization of
WMCs, which is based on an on-demand flooding approach. To this end, each
WMR maintains two tables to manage the communications between its local
WMCs and remote WMCs. The first table, called Local Clients Table (LCTable),
is used by a WMR to maintain the list of locally associated WMCs (cf., Table 1).
This table is automatically filled by the WMR through feedback from the wireless
card driver. The second table, called Foreign Clients Table (FCTable), is used by
a WMR to maintain the positions of all WMCs (associated with other WMRs)
communicating with its local WMCs (cf., Table 2). With such an approach, the
respective WMRs of the two communicating WMCs tunnel data packets in the
backbone, without the need to inject the position of each client at the WMRs
along the path.

A critical operation is the lookup. In EMM, if a WMR wants to reach a specific
WMC (not a local one), it sends a multicast request to all other WMRs in the
backbone. The current attachment point of the destination WMC replies with a
unicast packet. Obviously, the multicast request (which is in fact a broadcast)
results in flooding the WMN’s backbone.

When a WMC changes its attachment point, EMM uses the NDP (Neighbor
Discovery Protocol) protocol [21] to discover the previous attachment point of
the mobile WMC [9]. Thereby, the previous attachment point (i.e., the previous
WMR) is informed about the WMC’s movement. In order to recover open ses-
sions, the new WMR sends for each WMC communicating with the local WMC
a multicast message to find their positions. The same is performed by the WMR
of the WMCs communicating with the local one, since the old WMR informs
them that the WMC moved and a new lookup is necessary.
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(a) Lookup in a peer-to-peer overlay. (b) Lookup in a WMN.

Fig. 1. DHT functionality in two different contexts. Note that in the WMN case, the
system relies on an underlying routing protocol running in the backbone.

3 WMC Localization as a Shared Object in a DHT

The fundamental mechanism of a DHT consists in mapping objects’ names or
identifiers into keys using a hash function, such as SHA-1 [15], and distributing
these keys among nodes of the system. Originally motivated by peer-to-peer file
sharing systems [2,3], relying on a DHT as a location substrate also became
popular in other network services, such as media streaming (audio, video), in-
stant messaging, domain name services, and decentralized databases, to cite a
few [12,20,28]). Such a success is mainly due to the attractive DHT properties:
totally decentralized architecture, scalability, and robustness.

3.1 Overview of the Proposed DHT-Based Localization Service

Contrary to peer-to-peer systems, where DHT is also used to route a request con-
cerning an object toward the server, in our proposal, the connectivity between
WMRs is provided by an underlying network routing protocol that is completely
independent from the DHT. The latter is only used to manage WMC’s localiza-
tion, mapping WMCs’ identifiers into their actual locations. In an example of a
file sharing system (cf., figure 1(a)), when a node wants to locate a shared file, it
sends a query using the DHT, which is routed in a multi-hop fashion. However,
in our WMN, when a node wants to locate a client (cf., figure 1(b)), it infers
locally through the DHT the target node (solid arrow in the overlay) and then
sends a request to this node through an underlying network routing protocol
(dashed arrow in the underlay). This operation is detailed in the following.

The fact that our solution relies on underlying routing protocol in the back-
bone allows us to use any DHT model; in this work, we decided to use a DHT
model based on a virtual ring S inspired from Chord [29]. As the DHT runs only
in the backbone, only WMRs manage slices of the addressing space.

Each node (either WMC or WMR) is assigned an identifier obtained by hash-
ing its IPv6 address, as shown in figure 2.1 Let us call ICi the identifier of mesh
1 Our implementation relies on IPv6 instead of IPv4.
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Fig. 2. DHT virtual space organization. It is a ring where the positions occupied by
WMRs are indicated by circles and the positions occupied by WMCs are depicted as
squares.

client Ci and IRj the identifier of mesh router Rj . The hash function we use is
SHA-1, which leads to:

ICi = SHA-1(IPv6Ci) ; IRj = SHA-1(IPv6Rj ). (1)

We define SRj ⊆ S, the space slice containing all WMCs managed by WMR Rj .
In other words, Rj is the locator of WMC Ci if ICi ∈ SRj . Each time a WMC
changes its physical attachment point, the new WMR informs the locator of this
WMC in a unicast fashion. Thus, to obtain the current position of any WMC,
a WMR have just to contact the corresponding locator.

3.2 Service Architecture

In our approach, we keep the same architectural concept of EMM (cf., Section 2).
We keep both the LCTable and FCTable but include two additional tables:
Managed Clients Table (MCTable), which stores the list of WMCs under the
control of the WMR, and Virtual Ring Table (VRTable) for the virtual ring’s
maintenance.

Virtual Ring Table (VRTable): Stores the list of all WMRs participating in the
DHT, in an ascending order. It allows WMRs to determine their successor
and predecessor in the ring (see Table 3). Note that this is a straightforward
operation. From the underlying routing protocol (which is proactive), every
WMR knows all the other WMRs in the network. By applying the hash
function on their IP addresses, their position on the ring is easily obtained.
Since each node also knows its own position, it also knows the successor and
predecessor WMNs on the ring. As a consequence, computing the slice under
the control of a node is straightforward. By convention, we consider that the
slice managed by a WMR is the share of the ring between its position and
the position of its successor.



Transparent and Distributed Localization of Mobile Users in WMNs 519

Table 3. VRTable – Virtual Ring Table, maintains the information about the parti-
tioned virtual space

VRTable

WMR’s IP Position in Virtual Ring

IPv6R1 IR1

IPv6R2 IR2

...
...

Table 4. MCTable – Managed Clients Table, maintains the list of WMCs whose iden-
tifiers are part of the managed slice

MCTable

WMC’s IP Position in Virtual Ring Location

IPv6C1 IC1 IP of WMR with whom C1 is associated
IPv6C2 IC2 IP of WMR with whom C2 is associated

...
...

...

Managed Clients Table (MCTable): Maintains location information regarding
the set of WMCs whose identifiers are part of the slice managed by the
WMR (see Table 4). We define MCTx as the MCTable of mesh router Rx,
and MCTx(Ci) as the entry corresponding to client Ci in this table. We will
see in the following how this table is filled.

For the sake of robustness, we also implement a redundancy mechanism to deal
with WMRs that crash/leave the system. Contrary to P2P systems, where churn
is a fundamental problem, backbones in WMN are more stable. For this reason,
we assume that redundancy with three replicas is enough. Additionally to its own
MCTable, each WMR maintains MCTable of both its successor and predecessor
in the virtual ring.

3.3 Protocol Specification

We now present the different operations performed by a WMR w.r.t. the oper-
ation of the DHT: join, leave, lookup, and update (when a WMC moves).

WMR joining. When a WMR joins the system, it must fill up its VRTable and
obtain a slice of the virtual space. We assume that, at this point, the underlying
routing protocol has already performed all the operations on the routing plane
(i.e., the WMR is already in the routing table of the other routers and vice-
versa). The VRTable is filled with information obtained in the routing table.
The node simply hashes all routers’ IPs as explained in Section 3.1, obtaining
the list of positions occupied in the virtual ring: [IR1 , IR2 , . . . , IRM ].

Let Ry be the mesh router joining the DHT. Computing its predecessor and
successor is straightforward. They are, respectively, the routers Rx and Rz whose
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Fig. 3. WMR joining steps

identifiers IRx and IRz are immediately inferior and superior to IRy . This opera-
tion is illustrated in figure 3. Ry first informs Rx that it is its new successor in the
virtual space (cf., figure 3, step A). Rx replies with both its MCTable (MCTx)
and its current successor’s MCTable (MCTz), which allows the new router Ry

to update its MCTable by processing algorithm 1 (cf., figure 3, step B):2

Finally, Ry acknowledges Rx and notifies Rz that it is its new predecessor
(cf., figure 3, step C). Router Rz replaces its previous MCTpred by MCTy (since
Ry is its new predecessor).

Note that, in order for the above mechanism to properly operate, each time
that the routing module detects a change in the network topology the DHT
module has to be immediately notified. This allows the corresponding WMR
to update the virtual ring. Also note that the notification is necessary for both
joining and leaving events.

2 Although the predecessor responds on behalf of its successor might result is some
inconsistency problems, it saves management overhead in the system. We must how-
ever guarantee that the redundancy system works fine.
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Algorithm 1. Building Ry’s MCTables.
for Ci ∈ MCTx do

if ICi ≥ IRy then
MCTpred ← MCTx(Ci)

else
MCTy ← MCTx(Ci)

end if
end for
MCTsucc ← MCTz

Fig. 4. WMR leaving procedure

WMR leaving. When Rx detects that one or more WMRs left (through the
underlying routing protocol), it deletes from its VRTable the entry corresponding
to the leaving WMR. Then, it checks locally how these changes affect its slice in
the DHT virtual ring. If its successor leaves, it must send to its new successor
(i.e., its previous successor’s successor) its MCTable.

Its new successor locally merges the received MCTx with its MCTpred (cf.,
figure 4, step A). It then replies with its own MCTable. Finally, Rx merges its
MCTable with its previous successor’s MCTable and updates its new successor
(cf., figure 4, step B).

Lookup. If a WMR needs to lookup for a specific WMC (not a local one), it
starts by hashing the IP address of the WMC in order to find the corresponding
locator. Then, it sends a unicast request asking the locator for the actual position
of the WMC. To this end, the locator checks its MCTable and replies with current
WMC’s position (cf., figure 5). Note that this operation only involves unicast
messages.

Update. When Rx detects that a new client Ci is now physically connected to
its interface (cf., figure 6), it adds Ci’s IP address to its LCTable, and notifies
this new association to Ci’s locator. The locator, in turn, runs algorithm 2 to
check if this client is in its MCTable:
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Fig. 5. WMC lookup procedure

Algorithm 2. Updating Ci’s entry at the locator’s MCTable.
if Ci ∈ MCTable then

Notify to the previous location of Ci (Ry) that Ci has moved.
MCTable(Ci).location = Rx’s IP

else
MCTable(Ci) = (Ci’s IP, ICi , Rx’s IP)

end if

Fig. 6. WMC updating procedure



Transparent and Distributed Localization of Mobile Users in WMNs 523

If the entry for Ci is already part of the locator’s MCTable, this means that the
WMC was already in the network, and it has moved to a different location. Thus,
the WMR of the previous location (Ry) must be notified and the information
updated. Otherwise, the locator just needs to create a new entry with the new
location information. Thus, if Ci moves during communication with a WMC Cj ,
the WMR of the previous location (Ry) is able to forward correctly traffic to the
new location.

4 Evaluation

We now present a number of results obtained through a real implementation of
our DHT-based location service.

4.1 Testbed

To evaluate the performance of our approach through real deployment, we im-
plement a Python version of our proposal, and deployed it on MeshDVNet [17].
Based on IPv6, MeshDVNet offers wireless connectivity to WMCs and allows
them communicating as if they were in a traditional wireless LAN (i.e., no
changes required at the WMCs). Moreover, to evaluate the efficiency, robust-
ness, and accuracy of our DHT-based solution, we compare our results to EMM,
which we recall is a flooding-based approach. We measure the performance of
both EMM and our DHT on MeshDVNet using Compaq nx7000 laptops, run-
ning Linux Fedora Core 8 (kernel v2.6.24) as WMCs. All WMRs run our DHT
v0.1 and Click v1.6.0 over a Linux kernel v2.6.19 on a Soekris board (AMD
ElanSC520 133 MHz) with two wireless cards (802.11abg) with Madwifi driver
v0.9.4 [18].

4.2 Measurement Setup

We evaluate several different mobility scenarios. We focus on the disconnection
time, which represents the duration of traffic disruption that a WMC experiences
during handover. To this end, we set up a test configuration where the wireless
mobile client Cx changes its physical association from mesh router R1 to mesh
router R2 while communicating with another client Cy. Three types of traffic
were generated during the experiments: (i) unidirectional UDP traffic, (ii) low
throughput ICMP (Internet Control Message Protocol) traffic, with its ICMP
echo request messages and ICMP echo response messages (generated with the
Ping command); and (iii) bidirectional TCP traffic. Concerning the UDP and
TCP traffics, they have been generated and measured using the Iperf tool [30].

4.3 UDP Unidirectional Traffic

We generated UDP traffic between the Cy (UDP client) and Cx (UDP server).
The generated UDP traffic is a unidirectional flow, with short messages without
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Fig. 7. Disconnection time during the handover of a UDP client

congestion control and without any arriving packet order control. Lost packets
are not retransmitted.

Figure 7 shows the disconnection time when Cy moves from R1 to R2. In the
case of EMM (figure 7(a)), when Cy connects to R2, R1 continues to receive Cx’s
UDP datagrams destined to Cy. As discussed in Section 2, after Cy associates
with R2, the latter notifies R1 that Cy has changed its location. In turn, this
allows R1, upon the reception of a packet destined to Cy, to notify the sender that
the client has moved elsewhere. In our scenario, this means that Cx’s attachment
point, after receiving this notification, proceeds to a Cy lookup to find its new
location by flooding the whole backbone. R2 replies when it receives the request,
updating the location information on the WMR with whom Cx is associated.
Then, Cy starts receiving datagrams again.

In our measurements, the IEEE 802.11 handover latency is practically instan-
taneous (a few milliseconds). We conclude then that when we use a flooding-
based approach it takes around one second to recover from traffic disruption
after a handover.

In the DHT approach, when Cy connects to R2, the latter performs a client
location update by sending a unicast packet to the Cy’s locator. At the same
time, similarly to the previous case, when Cy associates with R2, the latter
notifies R1 that Cy has changed its location, allowing R1 to inform other routers
with stale information that Cy has moved. This allows the attachment point of
Cx to find Cy’s new position by sending a single unicast packet to Cy’s locator.
Figure 7(b) shows the results obtained with the DHT-based approach. The figure
should not be interpreted as the worst case; it happens that Cy ’s card scans
all 802.11’s channels before connecting to R2. Such a complete scan lasts 6.34
seconds, while the client is not connected to any router (dashed line). From the
figure, it is clear that the throughput increases instantaneously after the physical
connection, meaning that, apart from the long reconnection time of the card, the
traffic takes less than one second to recover.

In a second variant of the experiment, we maintain Cy static and move Cx (the
server) from R1 to R2. In this case, while R2 notifies R1, the latter never receives
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Fig. 8. Disconnection time during the handover of a UDP server

Table 5. EMM vs. DHT performance when UDP server moves

Duration Throughput PDV % of lost
Flooding 300 secs 491 Kbps 4.417 ms 4%

DHT 300 secs 505 Kbps 3.173 ms 1.3%

stale traffic for Cx, although Cx is actually sending data. What happens is that
when Cx moves its new attachment point performs a client lookup in order to
know where to forward the traffic destined to Cy. In the flooding approach, this
means that R2 floods the whole backbone in order to find the new location of Cy .
Communication resumes when the attachment point of Cy replies. Figure 8(a)
shows that throughput between second 233 and second 234 decreases from 500
Kbits/s to 82.3 Kbits/s. This means that communication is disturbed during less
than one second. Between second 234 and second 235, the throughput increases
from 82.3 Kbits/s to 420 Kbits/s; during this period no packets are lost.

In the DHT approach, when Cx connects to R2, the latter performs a WMC
location update by sending unicast packet to Cx’s locator. Communication re-
sumes when it receives the reply. Figure 8(b) shows that throughput between
second 151 and second 152 decreases from 500 Kbits/s to 106 Kbits/s, which
means that communication is disturbed over less than one second. Between sec-
ond 152 and second 153, the throughput increases from 106 Kbits/s to 517
Kbits/s. Again, during this period no packets are lost.

The results presented above are summarized in table 5. We can observe that
the DHT approach leads to good performance when compared to the flooding
approach. Indeed, not only the average throughput is higher, but also the per-
centage of lost packet is lower and the packet delay variation (PDV) is lower,
leading to reduced and stable disruption times.

The above results were obtained with a single handover per experiment. We
performed as well successive server displacements (one each 20 seconds) in order
to have a scenario with increased mobility. The results are shown in figure 9. As
it can be seen, traffic disruption time is negligible for the DHT-based approach,
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Fig. 9. Disconnection time during repeated UDP server displacements

lasting less than one second at each handover, whereas for the flooding approach
traffic disruption is larger, with severe drops in the throughput. Note that in
some cases the disruption time lasts for more than one second due to the driver
that chooses to scan all the channels before associating the client with the new
WMR.

4.4 ICMP Bidirectional Traffic

In the second set of tests, we evaluated bidirectional communications by sending
ping messages between Cx and Cy, with Cx sending ICMP echo requests and Cy

replying with ICMP echo responses. Packets are sent at regular interval of one
second and that lost packets are not retransmitted.

Figure 10 shows the cumulative distribution function of client disconnection
time at both application (Ping) and physical layers (IEEE 802.11 handover).
Figure 10(a) shows what happens in the EMM case. For 78.02% of the time,
the disconnection period at the physical layer is between 3 and 4 milliseconds,
to which corresponds less than 3 seconds of disconnection period at application
layer. The maximum disconnection period at the application layer is around 9
seconds, while the maximum disconnection period at physical layer is around 7
seconds. We conclude that using the flooding solution, updating all tables after
a handover is time consuming, taking around 2 seconds.

Figure 10(b) shows the results for the DHT case. For 71.43% of the time,
the disconnection period in physical layer is less than one second (between 500
and 600 milliseconds), to which corresponds less than 2 seconds of disconnection
period at the application layer. Moreover, we can observe that the maximum
disconnection period at the application layer is 7 seconds, while the maximum
disconnection time at the physical layer is 6 seconds. This leads to the conclusion
that using the DHT solution, updating all tables after a handover takes around
one second. This is 50% less than in the flooding case.
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Fig. 10. Cumulative distribution function of disconnection time during handover of
the ICMP sender
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Fig. 11. Cumulative distribution function of Disconnection time during handovers of
the TCP sender

4.5 TCP Bidirectional Traffic

Unlike UDP, TCP guarantees reliability and ordering of packets. This is achieved
using the positive acknowledgement mechanism, which consists of retransmitting
packets not acknowledged after expiration of a special timer referred as RTO
(Retransmission TimeOut). In our tests, client Cx sends TCP packets to Cy. We
measure the traffic disruption time in the case of successive handovers (at each
20 seconds). Unlike the tests with UDP, disconnection times during TCP tests
are equal or higher than one second. The cumulative distribution function of
TCP sender disconnection time during successive handovers, for both EMM and
DHT, is shown in figure 11. With DHT, the disconnection time is less than 3
seconds in 60% of the cases, while using EMM it is less than 8 seconds. Moreover,
we can observe that maximum disconnection time using our DHT is 10 seconds,
while using EMM it is 16 seconds.
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5 Conclusion

Wireless mesh networks have gained momentum in the last years and are a can-
didate as an enabling technology for what is known as the all-wireless Internet.
Despite such a success, there are still challenging open issues. In this context,
a very important problem is the lack of an effective localization service that
guarantees fast and efficient mobility management.

In this paper, we proposed and evaluated through real experiments a DHT
solution that relies on a proactive routing protocol running in the backbone.
With our approach, we achieve not only the transparency principle but also re-
duced overhead thanks to the use of unicast messages only. This is orthogonal to
existing solutions that rely on flooding-based mechanisms during a lookup pro-
cedure. Our results show that, for both unidirectional and bidirectional traffics,
the DHT approach leads to significant performance improvements.

As future work, we intend to perform more in-vivo experiments with traf-
fic generated by real applications and a theoretical analysis of the overhead
reduction.

References

1. Cisco systems, http://www.cisco.com/
2. Gnutella, http://rfc.gnutella.sourceforge.net/
3. Napster, llc. napster, http://www.napster.com/
4. Nortel, http://www.nortel.com
5. Nyc wireless, http://www.nycwireless.net
6. Strixsystems, http://www.strixsystems.com/
7. Akyildiz, I.F., Wang, X., Wang, W.: Wireless mesh networks: a survey. Computer

Networks Journal (Elsevier) 47(4), 445–487 (2005)
8. Amir, Y., Danilov, C., Hilsdale, M., Musǎloiu-Elefteri, R., Rivera, N.: Fast handoff
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Abstract. The visibility and success of Wireless Mesh Network (WMN)
deployments has raised interest among commercial operators in this tech-
nology. Compared to traditional operator access networks WMNs have
the potential to offer easier deployment and flexible self-reconfiguration
at lower costs. A WMN-type architecture considered as an alternative
for an operator access network must meet similar requirements such as
high availability and guaranteed QoS in order to support triple-play con-
tent provisioning. In this paper we introduce an architecture of such a
Carrier-grade Wireless Mesh Access Network (CG-WMAN). We then
present our contribution, an approach to seamlessly integrate unidirec-
tional broadcast cells (i.e. DVB-T) into such a CG-WMAN. This allows
higher layer protocols to utilize broadcast cells like regular mesh links,
where beneficial for a given payload and receiver distribution. We then
present a typical use case and discuss for which combinations of traffic
type, user distribution and QoS requirements the use of longer range
broadcast technologies can help to improve the overall CG-WMAN per-
formance in terms of throughput and reliability.

1 Introduction

WMNs have attracted the attention of network operators due to their increased
deployment flexibility and potentially lower operational costs compared to reg-
ular rather fixed wireless operator networks. The work presented in this pa-
per has been done within the context of the CARrier grade wireless MEsh
Network (CARMEN)[2] project, which aims at studying and specifying a WMN
supporting carrier grade triple-play services in future heterogeneous mobile/fixed
network operator environments. A CARMEN access network can complement
existing access technologies by exploiting low costs mesh networking techniques.
A key component of this CG-WMAN is an abstraction layer based on and extend-
ing IEEE 802.21 to allow the integration of heterogeneous wireless technologies
such as IEEE 802.11, IEEE 802.16 as well as Digital Video Broadcast (DVB)
and 3rd Generation Partnership Project (3GPP) technologies) in a multi-hop
fashion in order to provide ubiquitous Internet access in a scalable and efficient
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� Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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manner. On the control plane, the abstraction layer maps technology specific
primitives onto a common set of events and commands. Upper layer modules
such as self-configuration, routing, mobility management and monitoring are
implemented on top of those abstract primitives and can therefore operate with
any technology that provides a proper MAC adaptor. The concept of Traffic
Engineering (TE) using Path Computation Elements (PCEs) as specified in [4]
is adapted by the routing module to perform inter and intra area routing. Our
work focuses of the seamless integration of unidirectional technologies so that
they can be utilized when beneficial for a specific content or user distribution.

Fig. 1. Typical CG-WMAN scenario

Figure 1 depicts a typical CG-WMAN scenario with dedicated gateways, mesh
forwarder as well as access point nodes and various links interconnecting them.
The links might have been establish using heterogeneous technologies such as
IEEE 802.11 or 802.16, chosen to optimally fit the deployment scenario with
regards to financial constraints, range, spectrum availability and robustness.

Delivering triple-play services within a CG-WMAN is a challenging task since
the delivery of high-bandwidth multimedia traffic substantially increases the load
on the affected individual mesh links, the link groups or broadcast domains they
belong to and therefore the CG-WMAN as a whole. We therefore propose the
seamless integration of broadcast technologies as an efficient delivery medium
especially for, but not limited to, broadcast and multicast content.

Figure 2 depicts the architecture of a CG-WMAN node. The central compo-
nent of the control plane is the Media Independent Messaging Function (MIMF)
which can be seen as an extension of the IEEE 802.21 Media Independent Han-
dover Function (MIHF) providing additional mesh network related primitives.
It also implements a module to module communication mechanisms. Additional
IEEE 802.21 compliant message types have been defined to cover this extended
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Fig. 2. The CG-WMAN Architecture is based on 802.21++ and MPLS

functionality. Messages are forwarded within the CG-WMAN using either a
dedicated management Multi Protocol Label Switching (MPLS) Label-Switched
Paths (LSPs) or via hop-by-hop data link layer forwarding. The latter can choose
between controlled flooding or explicit source routing. The CG-WMAN inter-
nally uses EUI-64 addresses, to allow for the incorporation of non-IEEE 802
technologies. Depending on the capabilities of the technology used, the wireless
interfaces are operated in a promiscuous mode so that all frames received by
the wireless network adapter can be analyzed by the Frame Analyzer compo-
nent. This component is crucial to the proper operation of the CG-WMAN since
it extracts and derives information from the received frames and their headers
in order to allow the monitoring component to provide this information in a
standardized manner to the other CG-WMAN modules.

Logically below the MIMF component, the MAC adaptors are located. They
provide the adaptation of technology specific features to the common set of
primitives provided by MIMF to the upper layer modules via the AI SAP.

The higher layer modules combined provide the functionality of a traditional
routing protocol - and beyond. The functionality of a module varies depending
on the function of a node. Our CG-WMAN design is based on a centralized
approach, where the centralized management nodes maintain the state of their
area following the concept of a centralized and stateful PCE[4]. In the centralized
approach unicast or multicast path computation as well as resource accounting
and allocation can be performed optimally according to TE policies set forth
by the operator. Due to the centralized management, it is crucial for the proper
operation of the CG-WMAN that the state maintained at the management entity
closely reflects the actual state of the physical mesh links.

The forwarding component is designed based on the MPLS[17] specification
and will be described in more detail in the next section. The so-called link group
concept has been introduced to address the issue of wireless channel resources
being shared by more than one transmitting node. This concept takes into ac-
count medium access protocol characteristics, the resources allocated as well as
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the modulation being used in order to accurately compute and distribute the
channel resources thus avoiding overbooking or contention. For infrastructure-
based technologies such as IEEE 802.16 or 802.11 in managed mode, the nodes
connected to the base station form a link group with the base station being the
link group leader. In the case of a multicast LSP with multiple receivers in a
link group, the datagrams need to be sent and accounted for with the smallest
common modulation between the sending or relaying node, which is usually the
base station, and the set of receivers.

The self configuration component is responsible for proper configuration of
the mesh nodes, in particular it performs on-line radio planning to configure the
wireless interfaces minimizing the possibility of interferences and maximizing the
overall mesh network throughput. The main task is located at the management
entity where it maintains a table of all possible physical links between nodes and
their radios. A subset of those physical links is exported as a table of logical links
which can be used for actual datagram forwarding. Physical and logical links are
described as unidirectional resources. This table of logical links is similar to
a link state table of traditional routing protocols such as Open Shortest Path
First (OSPF)[12] and forms the basis of the TE path computation function. The
details of self configuration module are out of the scope of this paper.

The mobility component provides Mobile Terminal (MT) mobility similar to
the Proxy Mobile IP (PMIP)[5] concept, but is outside of the scope of this work.

1.1 Overlay Cells

Overlay cells have been studied in the literature for cellular networks where
they might increase the system capacity[19] [8] [3], but also in the context of
WMNs[16] [20] [11] [6]. Here mostly with the focus to break with the single-radio-
per-node ad-hoc forwarding paradigm and its limitations regarding throughput
and predictable Quality of Service (QoS) support. In our CG-WMAN, bidirec-
tional overlay cells are natively supported by our architecture since to our routing
module they simply appear as longer distance links between mesh nodes in the
link-state table, see Figure 1. The advantage of such links, the direct link lo-
cal connection between nodes needs to be balanced against the lower bandwidth
per area density compared to smaller mesh cells which can exploit Space-division
multiple access (SDMA) and frequency re-use, see Figure 3. Smaller cells allow
for higher unicast throughput via multiple hops, while larger cells can reach a
large group of receivers with a single isochronous transmission. They are there-
fore well suited for the distribution of multicast traffic or specific mesh network
management or synchronization tasks. Hence, we propose the use of overlay cells
provided via robust unidirectional broadcast technologies such as Digital Video
Broadcast - Terrestrial (DVB-T), which allow for one single sending node only.
Hence, complicated Media Access Control (MAC) protocols can be omitted,
thus freeing up more wireless channel resources for the actual data transmission,
which yields a higher physical channel utilization efficiency.

Most multicast use cases can be addressed using 1-to-N trees. Where multiple
or mobile senders are required, they could be configured to send their datagrams
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via unicast to the multicast tree root, which would then reflect them back out
into the tree. This approach may increase the delay for some receiving nodes,
but can easily be integrated into the CG-WMAN QoS management, mobility
and forwarding schemes.

Fig. 3. Overlay cells have a higher range, but less dedicated bandwidth density

The CG-WMAN’s routing module must utilize proper routing metrics to
match a path resource request with given QoS requirements to the best match-
ing links taking into account hop-count, bandwidth, costs and modulation con-
straints to reach all receivers.

In a CG-WMAN unidirectional overlay cells might only cover parts of the
mesh, therefore further in-mesh multicast forwarding might be needed to reach
all receivers, see Figure 4. We therefore propose to seamlessly integrate unidi-
rectional overlay cells into the CG-WMAN architecture, so that they are seen
by upper layer management modules such as routing like any other technology.
Then, the routing module can automatically chose between overlay cells and
regular mesh links or consider regular mesh links as extension branches of the
overlay cell when computing an optimal multicast tree. If supported by the un-
derlaying technology, the management modules could adapt the transmit power
to control the cell size or balance between higher modulation or longer range.

Fig. 4. A Unidirectional DVB-T overlay cell partially covering the CG-WMAN

As discussed in [10], the seamless integration of unidirectional technologies
has implications on several CG-WMAN protocols and components, which usually
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expect bidirectional links between nodes. In the following section we will address
those issues and present our proposed solutions. In section three, we will analyze
a typical overlay cell use case. In section four we summarize our contribution
and give an outlook on ongoing and future work.

2 Approach: Integration of Unidirectional Technologies

The CG-WMAN described in the previous section adopted many proven TE
concepts and protocols which are in use today in MPLS-based carrier backbone
networks. Such networks are built on top of reliable bidirectional links and run
Interior Gateway Protocols (IGPs) such as OSPF[12] or Intermediate system to
intermediate system (IS-IS)[9]. In this section we describe the adaptations that
are required in order to natively support Unidirectional Links (UDLs) in a more
volatile MPLS-based CG-WMAN.

As discussed in [10] our CG-WMAN uses a fully centralized and stateful QoS-
constrained path computation scheme based on the Dijkstra algorithm which
natively considers UDLs if present in the link state table. Path computation
can be performed for unicast paths as well as for multicast trees. Forwarding
is performed along MPLS LSPs which are unidirectional resources and, once
configured, do not require any modification.

As described in the previous section, our CG-WMAN does not run a link
state IGP, mainly due to their convergence issues in the presence of volatile
links. It rather relies on a centralized management entity. As a consequence, net-
work management protocols can not assume a functional Internet Protocol (IP)
routing between mesh nodes. Additionally, when considering UDLs, protocols
like Address Resolution Protocol (ARP) or Internet Protocol, Version 6 (IPv6)
Stateless Address Autoconfiguration (SAA) can not be relied on. Hence, local
scope IP addresses would need to be configured via a specifically tailored pro-
tocol. Without an operational routing protocol, though, the use of IP as the
signaling layer does not provide any benefit. It rather introduces extra overhead
due to the additional Internet Protocol (IPv4) or IPv6 header. Avoiding this
overhead and addressing unidirectional MAC layer implementation, we propose
to perform CG-WMAN messaging on the date link layer. In the centralized ap-
proach, control communication happens mainly between the management entity,
which may be co-located with a gateway node, and a regular mesh node. If the
management entity is not located at a gateway node, a proxy is required.

2.1 MPLS

The forwarding function supports multicast forwarding via a list of possible out-
puts, node-local scope labels as well as Fast Reroute (FRR)[13] to support fast
fail-overs[15] in the case of link degradations below a pre-configured threshold.
The forwarding component is designed based on the MPLS specification, but
has been adapted to take into account UDLs as well as possible label collisions
due to shared wireless channels where multiple sending nodes within a broadcast
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domain or link group might be upstream neighbors which independently assign
the same label. An upstream label negotiation, as described in RFC3031 is not
possible in the presence UDLs. To address this issue, the forwarding component
switches based on so-called Point-to-Multipoint Labels (PMPLabels) on the in-
coming side which consist of the EUI64 address of the sending interface and the
actual MPLS label, effectively turning the PMPLabel into a unique 84bit label.
Due to the larger label size, a label can no longer be used as an index into a
table. But, even a regular 20bit label would require a table with 1048576 entries,
which might not fit into the memory of a small footprint mesh node. Hence,
instead our forwarding module uses a simple hash function and stores its LSP
state in a hash map. An alternative solution would be a centralized label assign-
ment at the management entity. This approach has not been followed since it
would increase the complexity of the management function even more.

While the setup and tear down protocol is related to Resource ReSerVation
Protocol - Traffic Engineering (RSVP-TE), it does not need to allocate link
resources, since this is handled centrally at the management entity. It might
however carry additional information about the LSP’s QoS requirements so that
each node can configure it’s traffic shapers or MAC schedulers accordingly. This
information also has to be cleared on a tear down.

Regarding FRR, in the current IEEE 802.21 compatible design, a Point of Lo-
cal Repair (PLR) would subscribe to LSP REROUTE events of all downstream
nodes that are allowed to trigger an FRR action. This could lead to a storm of
events since all nodes downstream of a possible link breakage will detect and
signal this event at almost the same time. To address this issue, a more efficient,
probably hierarchical, delivery mechanisms suppressing identical messages from
downstream nodes should be investigated.

2.2 Monitoring

Monitoring is the core component of a CG-WMAN since it performs radio as
well as frame analysis of every frame received on any of a node’s interfaces.
This raw information is then categorized and interpreted by one or more of the
monitoring levels, namely the radio level, the link level and the flow or LSP level,
see Figure 5. Information processing can be done node local or at a centralized
entity which can also correlate data in order to, for example, locate sources of
interference.

Fig. 5. The monitoring component evaluates samples at different layers
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The monitoring component can create a set of events when the state of the
monitored object has changed. These events trigger most actions of the other
CG-WMAN management components, such as:

– Change of Neighboring mesh node statistics
– Mobile Terminal (MT) presence detection and hand-over indications
– Indication of interference or intrusion
– Change of link state, i.e. up, down or underperforming
– Provision of LSP end-to-end performance statistics
– Creation of QoS & network state aware LSP events to support i.e. FRR
– Network reconfiguration based on long term link analysis

Detailed wireless monitoring is a difficult task due to the dynamic nature of
wireless links caused by temporary fading and interferences, but also due to often
very dynamic per-frame transmitter configurations. The wireless technologies
considered in our CG-WMAN range from satellite (i.e. DVB-S) over 3GPP to
IEEE 802.16 and 802.11. Therefore the nominal characteristics, as well as the
parameters that can be analyzed may vary.

As suggested in RFC 3272[1] our LSP level monitoring performs end-to-end
monitoring of individual LSP statistics. In addition to the actual bandwidth uti-
lization, we also maintain PHY status, loss, signal quality, delay and activity
statistics which can indicate wireless link stability with a varying significance
depending on the QoS requirements of the payload. This receiving side moni-
toring measures the actual end-to-end characteristics of an LSP and is therefore
mandatory to verify that an LSP receives the agreed end-to-end QoS handling.
The per-LSP QoS requirements are installed at each node on the path during the
LSP setup procedure together with the LSP forwarding state. This monitoring
approach can be implemented by passive and feedback-free analysis of received
datagrams which makes it therefore also suitable for UDLs.

2.3 Link Layer Message Forwarding

Similar to IEEE 802.11s, forwarding mechanisms for control traffic are imple-
mented at the data link layer. User traffic is forwarded exclusively via LSPs and
is therefore not affected by this design decision. Since all control communication
takes place among MIMF entities, but with different forwarding requirements,
we provide multiple generic message forwarding schemes to the NET SAP which
can than utilize the most appropriate one for each CG-WMAN control commu-
nication. The following messaging schemes are being provided:

– Management LSP
– Controlled flooding towards the destination, mainly the management entity
– Explicit source routing

Messaging via the management LSP is the preferred mechanism and is commonly
relied upon unless the LSP has not yet been established or is down due to a link
failure or network partitioning.
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The most basic hop-by-hop data link layer forwarding scheme is implemented
via a controlled broadcast flooding towards the destination node. In the central-
ized approach, this destination node is in most cases the management entity,
which by itself periodically floods mesh info messages into the mesh network.
Using this information, the controlled flooding scheme can therefore direct the
flooding towards the management entity. The controlled flooding approach is
related to distance vector routing as it is used by many WMN routing protocols
such as Ad hoc On-Demand Distance Vector Routing Protocol (AODV)[14]. In
the presence of UDLs, the flooding control mechanism is by-passed to ensure for-
warding to the destination. This mechanism is not expected to perform highly
efficient forwarding, it is rather a last resort if all other means to forward control
messages fail.

If enough topology knowledge is available at the sending node, it may use an
explicit source routing mechanisms which precisely describes the links to be tra-
versed. Links are described via LinkIDs which consists of the EUI-64 address of the
sending node’s interface and the EUI-64 address of the receiving node’s interface.
The management entities which maintain the link state table of their area typi-
cally have all the information to calculate the source route to a destination node.
It is, in fact, the same mechanism that is used to calculate paths for LSPs. Hence,
the management entity can utilize explicit source routing themselves, or can pro-
vide other nodes with custom source routing information, for example, from node
A to node D and back, see Figure 6. If UDLs are present, the forward and return
route might not be symmetric, but it will be ensured that the return route will
traverse each designated node visited by the forward route.

Fig. 6. The Explicit source routing scheme ensures that the same designated nodes are
traversed

The explicit source routing mechanisms can operate in two different modes.
In the default mode, the datagram is forwarded by intermediate nodes and only
presented to the target module at the end of the route. In an alternative mode,
the datagram is presented to the target module at each intermediate hop. This
mode is, for example, used by the RSVP-TE-like path setup protocol, where
state needs to be configured in each hop and is carried along the path.

2.4 Path Management Protocol

Our proposed CG-WMAN Path Management Protocol (PMP) is loosely based
on the concepts of RSVP-TE and Path Computation Element Protocol (PCEP)
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[18] and is realized via MIMF messaging. PMP features a public interface which
provides primitives for any CG-WMAN mesh node to

– request a path computation from a one or a set of PCEs
– set up an LSP and associated QoS and MAC layer state
– tear down an LSP and associated QoS and MAC layer state

PATH REQUEST: To request the computation of a new path, this message is sent
to the routing module specifying the source and destination node IDs of the path
as well as the QoS requirements. Via the Response message, the routing module
can return none, one or multiple possible paths to choose from. No resources are
reserved at this point.

PATH SETUP: The requesting node may then send a message to the routing func-
tion specifying the chosen path. The routing function will then try to allocate
the resources and signal the setup of the associated LSP. Once completed, a
Response message will be returned indicating the result of the setup procedure.

PATH TEAR DOWN: An established LSP may be torn down using this message. A
Response message is returned when the procedure has completed indicating the
result of the procedure.

Additionally, PMP provides a set of internal primitives which are used by the
routing module to

– signal the setup of an LSP using explicit source routing
– signal the tear down of an LSP using explicit source routing
– configure FRR backup LSPs
– manage FRR event triggers
– retrieve LSP label and statistics for debugging purposes

When the routing function receives a PATH SETUP message, it sends an explicitly
source routed LSP setup message using the MIMF link layer forwarding service
which is forwarded hop-by-hop along the path to be set up. Each node will assign
a local outgoing label for this new LSP and store this label in the setup packet,
so that it can be signaled to the next downstream node as incoming label. In
the presence of UDLs, data link layer addresses of link local neighbors can not
be learned. However, the LinkID consists exactly of this information, the EUI-
64 address of the outgoing interface and the EUI-64 address of the destination
interface. A new LSP is identified at the ingress node using that nodes outgoing
label.

A PATH TEAR DOWN message triggers a similar procedure to tear down an LSP
identified by its ingress node’s label.

For debugging purpose, a PATH COLLECT STATS message can be sent along the
path of an LSP to collect the local labels associated with this LSP as well as
related performance statistics.

FRR backup LSPs are signaled similarly to regular LSPs. The decision which
LSP or segments thereof are to be protected with a backup is based on operator
policies. After the backup LSP has been signaled, the nodes along the protected
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segments can be configured with multiple specific source routes towards the
PLR. If no specific source routes have been configured, the controlled broadcast
delivery mechanism is used. In the event of a link breakage, signaling might be
impacted, as well. Hence, multiple paths and forwarding mechanisms could be
used in parallel.

3 Use Case: Multicast

In the previous section we have presented our approach to seamlessly integrate
UDLs into a CG-WMAN so that they can be utilized when beneficial for given
payload characteristics or receiver distributions. We envisage a number of differ-
ent use case where UDLs can increase the overall network efficiency, throughput
or reliability.

UDLs based on, for example, DVB-T offer a very robust transport, a high
spectral efficiency and are not impacted by any channel access protocol overhead.
Hence, they are suitable for any kind of feedback-free content delivery from
broadcast multimedia content to network topology updates. The latter one can
benefit from the fact that a datagram is received at all nodes isochronously.
Properly implemented, even network timing or synchronization tasks could be
realized.

Single source 1-to-N multicast routing within a CG-WMAN with overlay cells
can be configured in different ways depending on operator policies, receiver dis-
tribution and QoS requirements:

– In-mesh hop-by-hop multicast tree forwarding
– Single hop broadcast via an overlay cell
– Using a combination of the above

Fig. 7. Multicast routing can use in-mesh hop-by-hop forwarding or overlay cells

In order for the routing module to calculate the optimal multicast forwarding
tree, a cost function is required which combines the information provided by the
link group model, the link state table and the path database of established LSPs.
From the link state table of logical links and the path database the topological
receiving node distribution of a multicast tree can be determined. The result
is a set of hop-by-hop forwarding trees, since in most cases multiple options
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will exist to form a tree covering all nodes, see Figure 7. Taking the link group
information into account, the algorithm can determine which links belong to
the same link group and if the nodes could be reached with a single link local
broadcast transmission and which Modulation and Coding Scheme (MCS) must
be used to reach the node with the weakest link conditions in the group. A
lower MCS yields a lower spectral efficiency (E). To calculate the costs of the
resources to be allocated for an LSP segment in a link group, the number of
nodes (N) in this link group, the costs of its resources (C), i.e. bandwidth, and
the scheduling or channel access overhead (O) are required. The latter varies
heavily depending on the technology, its MAC layer design and the payload
characteristics. For example, the IEEE 802.11 MAC is very inefficient when
small (i.e. Voice-over-IP (VoIP)) datagrams are sent, since before sending each
datagram the contention-based channel access procedure must be executed. This
often requires more time than the actual datagram transmission.

Hence, the costs of LSP resources in a link group CLSP can be expressed as:

CLSP =
C · O

E · N

C and O are constant for a given LSP and its payload’s characteristics. In the
example depicted in Figure 8, E has a lower bound of Emin = 0.5 bits/s/Hz and
an upper bound of Emax = 4.0 bit/s/Hz and may therefore vary depending on
the receiving node distribution in the link group. Since E is bound and N may
raise to ∞, CLSP decreases reciprocally proportional to the number of nodes,
for N >> Emax

Emin
. If N is in the order of Emax

Emin
, however, adding one distant node

can significantly decrease E and thus increase CLSP .

Fig. 8. The spectral efficiency decreases when a lower MCS is required to reach distant
receivers or to increase reliability
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For example, in Figure 8, if only node A is present, E = Emax. If nodes B and
C are added, E remains constant and due the the increased number of nodes,
the costs CLSP decrease. Let’s assume, node N should be added. In this case
E would decrease significantly to Emin, while the number of nodes would just
increase by one. It is now up to provider policies if node N would be allowed to
join the link group (i.e. for premium customers), would be offered the payload
via other links, or be denied access (i.e. for low-cost resale customers).

The above considerations need to be applied to each link group of the multicast
tree. The total costs of a multicast tree Ctree can then be expressed as the sum
of the costs of the n link groups traversed:

Ctree =
n∑

i=1

CLSPi

Here, we assume that the individual local link group costs consideration do not
affect other links or link groups which are part of the multicast tree or even
the mesh network as a whole. A simple multicast tree computation algorithm
therefore has to consider two optimization criteria, meeting the end-to-end QoS
requirements of the payload while minimizing the total costs Ctree of the result-
ing multicast tree.

A more complex algorithm might be required to take into account dependen-
cies between local link group optimization, provider policies, detailed payload
characteristics and estimations of usage or receiver distribution pattern vari-
ations. The above approach could serve as a base line to quantify potential
optimization gains of more complex algorithms.

Summarizing the above, we have shown that for large sets of nodes overlay
cells offer a viable solution to keep multicast traffic off the regular mesh links. In
cases of smaller sets of nodes, multiple trade-offs need to be considered to find
the optimal multicast tree.

4 Conclusion and Future Work

We have presented our proposal to seamlessly integrate unidirectional technolo-
gies at the data link layer into a CG-WMAN. We have shown that given the
constraints of a CG-WMAN, this is a suitable approach. In order to optimally
utilize overlay cells, we have discussed which requirements routing algorithms
need to fulfill and which trade-offs to consider.

Future work will look into autonomous adjustments of link group costs ac-
cording to operator policies and a more advanced multicast group computation
algorithm taking into account dependencies between local link group optimiza-
tion. We will also evaluate additional use cases such as the (temporary) increase
of downstream bandwidth or the use of overlay cells to transmit mesh network
management messages.

The work described in this paper is a work in progress. At the time of writing,
the described CG-WMAN is being implemented using our C++ Simple and Ex-
tensible Network Framework (SENF)[7] and its network emulator which allows
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for a mixed-mode validation of our design as well as an algorithm evaluation
using real and emulated network interfaces. A multi-core Linux PC can emu-
late about 250 nodes, which allows us to evaluate, and optimize our proposed
multicast routing algorithm.
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Abstract. PlanetLab is a global scale platform for experimentation of
new networking applications in a real environment. It consists of several
nodes, offered by academic institutions or companies spread all over the
world, that can be shared by the networking community for its tests. The
main drawback of PlanetLab is its scarce heterogeneity in terms of the
access technologies it offers. In this paper we discuss the efforts we made
in order to alleviate this problem. We first developed a tool that allowed
us to integrate a WiFi testbed controllable by OMF (Orbit Management
Framework) [16] in PlanetLab by means of a multi-homed PlanetLab
node. OMF is a set of tools that make it easy to automatically execute
experiments and collect measurements on a WiFi testbed. The tool we
developed allows, more generally, to solve the issues that arises with
multi-homed PlanetLab nodes (i.e. PlanetLab nodes having more than
a network interface). In order to be able to fully exploit the potential
of such PlanetLab nodes, there is the need for the users to add routing
rules (e.g. rules to reach a destination through the WiFi interface, instead
of the Ethernet interface). Such operation cannot be performed in a
PlanetLab environment, as the rules a user adds would also affect other
users’ traffic. Therefore it arises the necessity of user-specific routing
tables, i.e. routing tables whose rules are only valid for traffic belonging
to that user. In this way the user is able to route his traffic through the
WiFi interface, and make it traverse the OMF-controllable WiFi testbed,
while other users’ traffic continues to get routed through the default
primary interface. We also had to support the integration of the OMF
facilities (e.g. the OMF controller) into the user environment, which is
called slice, in order to allow for the customization of the testbed (e.g.
loading a specific disk image on each node) and the automatical execution
of experiments. The software we developed to achieve such integration is
in the process of being integrated in the code base of PlanetLab, so that
anyone is able to integrate its wireless infrastructure in PlanetLab.

Keywords: heterogeoneus networks, network design, experimentation,
measurement, performance.

1 Introduction

In recent times various attempts to enhance the heterogeneity of PlanetLab have
been made. Above all, we mention OneLab, an European Project funded by

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 545–555, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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the European Commission in its Sixth Framework Programme [2]. The project
started in September 2006 with “two overarching objectives: (1) to extend the
current PlanetLab infrastructure and (2) to create an autonomous PlanetLab
Europe”. PlanetLab Europe is a European-wide research testbed that is linked
to the global PlanetLab through a peer-to-peer federation [4]. During this project
different kinds of access technologies (such as UMTS [5], WiMax [9] and WiFi)
were integrated, allowing the installation of new kinds of multi-homed Planet-
Lab nodes (e.g. nodes with an Ethernet plus a interface). The users, however,
had not been provided with a tool that allowed them to set the kernel routes
required to use these new access technologies. Hence the user could not choose
which interface to use to reach a given destination, limiting his experimental
possibilities (e.g. the possibility to route one flow using the WiMax interface,
while using the Ethernet interface for the remaining traffic). UMTS interfaces
in PlanetaLab did not suffer from this limitation, as the software that manages
them has the ability to set for which destinations the UMTS interface is required
[12]. One of the contribution of this work has been to generalize that software,
allowing it work with any kind of network interface and support different oper-
ations. Another attempt to add more heterogeneity in PlanetLab is in [15]. In
order to integrate an OMF-testbed in PlanetLab, the authors propose the use
of a gateway PlanetLab node, whose function is to open tunnels between itself
and the selected nodes in the OMF testbed. Differently from our approach, the
gateway node is not a client of the OMF testbed, but creates the tunnels. A
similar approach was taken in [13]. The authors aimed at integrating the VINI
virtual network infrastructure [11] with OMF-based testbeds.

The rest of the paper is structured as follows. Section 2 discusses the inte-
gration of PlanetLab nodes and an OMF testbed. Section 3 provides details of
our implementation, with particular emphasis on the sliceip tool. Section 4 illus-
trates the testbed we used for our experimentations, while section 5 presents the
results of some experiments we carried out to test our solution. Finally, Section 6
concludes this paper.

2 Integration Scenario

The PlanetLab node in our integration scenario is a multi-homed node featuring
an Ethernet and a WiFi interface. The WiFi interface is used to access the OMF
testbed, which is set to work as an access network (i.e. it is connected to the
Internet). The Ethernet interface is mainly used for control traffic (e.g. the traffic
for accessing the node), but can also be used for experiments. The PlanetLab
node is equipped with the normal PlanetLab software, with the following addi-
tions: 1) the tool we developed, called sliceip; 2) the OMF NodeHandler and 3)
a locking script, i.e. a script used to lock the OMF testbed. The tool sliceip has
the function to allow the user add slice-specific routing rules. By adding these
rules, the user is able to select which access network to use for his experiment.
The rules are slice-specific in the sense that they are valid only for the traffic
belonging to user’s slice. The OMF NodeHandler is a component of OMF that
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is used to setup the OMF testbed. It takes as input an experiment description
and executes the required operations (e.g. loading a given disk image on a node,
starting a given application on a node, etc.) by contacting the OMF NodeHandler
Agents (simply OMF NodeAgents) installed on every node of the OMF testbed.
As previously stated, the OMF testbed has to work as access network, so it has
to have a node connected to the Internet and set as gateway. This gateway node,
in addition to routing functions, has to do natting, as the ip addresses used in
the OMF testbed are private. The OMF testbed at this stage of development
can be accessed on an exclusive way. The user, in order to be able to use the
OMF testbed, has to acquire a lock, by using the locking script we provide. This
lock ensures that only that user can setup the OMF testbed and route his traffic
through it. After acquiring the lock, the user can setup the OMF testbed by
means of the OMF NodeHandler, and then perform the experiment. The lock-
ing mechanism is accomplished by allowing only packets belonging to the slice
that locked the testbed reach the OMF control network and the WiFi interface.
In future, the limitation of one user at a time will be removed1. This will be
achieved by allowing different users work on two different subsets of the OMF
testbed nodes and by employing different subset of non-interfering channels.

3 Implementations Details

As we have seen in the previous section, three main components are required to
enable integration between PlanetLab and OMF-based testbed. The first two,
sliceip and the locking script are installed in the root context of the node (i.e. the
privileged context) and have counterparts, called frontends, in the slice-context
(i.e. the unprivileged user context). The frontends communicate with the tools
installed in the root context by means of named pipes created by a component
of PlanetLab called vsys [8]. The frontend writes in one of the two pipes, and
what it has written is received by the backend, which checks the input to see if it
is valid and starts the requested operation. Once the operation is completed, the
backend writes in the second pipe the results, which are received by the frontend
and written to the standard output for the user. The OMF NodeHandler does
not require root privileges to run, so it can be installed by the user and run in
the unprivileged slice context.

3.1 The Sliceip Tool

sliceip is the tool we developed in order to enable slice-specific routing tables in
PlanetLab nodes. Using this tool, the user is able to define routing rules which
apply only to traffic of his slice. This is required for the user to be able to
choose which interface to use for his experiment. In particular, sliceip enables
slice-specific routing tables by leveraging a feature of the Linux kernel and a
feature of the VNET+ subsystem [6] of PlanetLab. The Linux kernel has the

1 OMF developers are already working on removing this limitation.
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ability to define up to 255 routing tables. To have some traffic routed following
the rules of a particular routing table, it is necessary to associate that traffic to
it by means of rules applied with iproute2. The rules specify packets in terms of
the destination address, the netfilter mark, etc. In our case, we set the netfilter
mark of packets belonging to the user’s slice (i.e. the packets that are generated
or are going to be received by an application running on that slice) by exploiting
a feature of the VNET+ subsystem of PlanetLab. We ask this subsystem, by
means of an iptables [1] rule2, to set the netfilter mark equal to the id of the
slice (i.e. a numeric value that identifies the slice on that node) to which they
belong. We then add a rule with iproute2 to associate the packets which belong
to the slice with the routing table allocated for that slice. We also set an iptables
SNAT rule (Source Network Address Translation) in order to set the source IP
addresses of packets that are going out through a non-primary interface (the
primary interface is the one the default routing rule points to). This rule is
required because the source ip address of packets is set after the first routing
process happens. In fact, in case multiple routing tables are used, the routing
process follows the following steps: 1) the interface for sending the packets is
selected following the rules of the main routing table and the source IP address
is set accordingly (this is the first routing process); 2) if the user changes the
netfilter mark of the packets in the mangle chain of iptables and a rule is defined
for routing those packets with a different routing table, a rerouting process is
triggered. This rerouting process follows the rules of the selected (i.e. the slice-
specific) routing table and the interface to be used is set accordingly; 3) the
packet is sent out using the selected interface. During the step 2, the source IP
address is left unchanged, so we need to change it explicitly before the packets
are sent during the step 3.

The user interacts with sliceip by means of a frontend that resides in the slice.
This frontend extends the syntax of the ip command of the iproute2 suite with
the following two commands:

– enable <interface>: initialize the routing table for the user’s slice, add the
rule to set the netfilter mark of packets to the user’s slice id, add a rule to
associate those packets with the routing table of the slice and add the SNAT
rule for interface;

– disable <interface>: remove the SNAT rule for interface, remove the rule to
associate the packets of the slice to the respective routing table, and remove
the rule that sets the netfilter mark of packets.

4 WILE-E Testbed

We deployed a prototype testbed called WILE-E (WireLEss Experimental) in
order to show a real case of our integration strategy (see Figure 1). It consists
of: i) 3 Soekris net4826-48 Single Board Computers; ii) 3 business-class access
point Netgear WG302Uv1; iii) 1 Linux machine acting as gateway towards the

2 The –copy-xid PlanetLab extension to iptables.
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Fig. 1. WILE-E architecture

Internet for the testbed; iv) 1 PlanetLab node, through which researchers can
access the Wireless Mesh testbed to run their own experiments. The PlanetLab
node is equipped with two Ethernet interfaces (one with a public IP address
and another connected to the internal OMF control network) and with a WiFi
802.11a/g interface to perform experiments that involve the WILE-E testbed.
This PlanetLab node is associated to a private PlanetLab deployment, so we
have root access for it (needed for some experiments we will show afterwards).

The Soekris net4826-50 SBC is based on an AMD Geode SC1100 CPU (at
266Mhz), has 128Mbyte DRAM memory, a 128Mbyte Flash disk, a FastEthernet
interface and two 802.11a/g Atheros wireless cards. The Netgear WG302Uv1 ac-
cess point is based on an Intel XScale IXP422B network processor (at 266Mhz),
has 32Mbyte DRAM memory, a 16Mbyte Flash disk, a FastEthernet interface
and two 802.11a/g Atheros wireless cards. We had to create two baseline images,
one for each kind of device. Baseline images are the disk images the user can
load on the nodes. The first image is meant to be used with the Soekris SBC.
It is based on the Voyage Linux distribution [7] (v. 0.5), a distribution for em-
bedded devices derived from Debian. This image provides two kernel images: a
2.6.20 vanilla Linux kernel and a 2.6.19 Linux kernel patched to support Click
Modular Router [14]. The latter kernel can be useful for experimenters that
need to run software routers constructed with the Click framework. An OMF
baseline image needs to have some OMF software components which provide
an interface to the OMF NodeHandler and to the OMF services for controlling
the node. These components are: i) the OMF NodeAgent, that is the software
entity, which performs local operations, such as setting the channel of the wire-
less interface channel, starting an application, and so on; ii) the OMF Traffic
Generator (OTG), that is used to generate traffic for experiments; iii) the OMF
Measurement Library (OML), a shared library used by OTG and, optionally,
other user’s application to send traffic traces to the OML server daemon, i.e. the
OMF service whose function is to store the traffic traces. The second baseline
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image is for the Netgear access points. It is based on OpenWrt [3] (Kamikaze
version), a Linux distribution for embedded devices. OpenWrt supports a large
number of devices and has a great community of users. In order to install the
OMF components on this image, we had to create the port of some of the OMF
components to OpenWrt: the NodeAgent, OTG and the OML library. We plan
to submit these packages to the OpenWrt repository in order to ease for other
users the process of deploying OMF testbeds that comprise nodes supported by
OpenWrt.

5 Proof-of-Concept Experiments

In the following we describe some proof-of-concept experiments in order to prac-
tically demonstrate the usage of the WILE-E testbed and to characterize the
behavior of the sliceip tool.

The first experiment involves the WILE-E testbed and a remote PlanetLab
Europe node, located at INRIA (Figure 2. In this experiment, two end-to-end
flows are generated from the multi-homed PlanetLab node that gives access to
the WILE-E testbed to the remote host.

Fig. 2. An experiment with the WILE-E testbed

The experiment went through the following steps:

1. nodes onelab00.dis.unina.it and onelab09.inria.fr were added to slice
2. the OMF testbed was set up using the OMF Nodehandler ; in particular,

one of the interfaces of Node 100 was set in Master mode to make this node
behave as an access point for the PlanetLab node;

3. a first flow was generated as a CBR flow of fixed size UDP packets; as the
default routing rule of the PlanetLab node pointed to the Ethernet interface,
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the packets went out through the Ethernet interface, and followed the blue
path;

4. a slice-specific routing rule was added to onelab00.dis.unina.it to forward
packets with destination onelab09.inria.fr through Node 100 of the Wireless
Testbed;

5. a second flow was generated (with the same parameters of the previous flow);
this traffic traversed the Wireless Mesh testbed and reached the Internet
through the Gateway Service (along the red path);

6. in order to verify experiment isolation (i.e. if users of other slices were affected
by the routing rule we added with sliceip), we generated the same flow in
a second slice, and verified that this latter flow followed the blue path.

We used D-ITG (Distributed Internet Traffic Generator) [10], a platform capa-
ble to accurately generate traffic flows specified through two random processes:
packet Inter Departure Time (IDT) – the time between the transmission of two
consecutive packets – and Packet Size (PS) – the amount of data being trans-
ferred by the packets. Both processes are modeled as i.i.d. series of random
variables, whose distribution can be selected by the user among a rich set of
supported ones (constant, uniform, exponential, pareto, normal, cauchy, etc).
D-ITG also incorporates some of the models proposed in the literature for the
IDT an PS of the most well-known application protocols. D-ITG enables to eval-
uate a set of QoS performance metrics such as throughput, packet loss, delay
(One Way Delay and Round Trip Time) and jitter.

The setup of the WILE-E testbed was performed by using the OMF facil-
ities. The setup is described by the following script (interpreted by the OMF
NodeHandler).

defGroup(’gateway’, [8,102]) {|node|
node.net.w0.mode="adhoc"
node.net.w0.type=’a’
node.net.w0.channel="36"
node.net.w0.essid="meshnet"
node.net.w0.ip="192.168.6.3"
node.net.w0.netmask="255.255.255.0"

}

defGroup(’ap’, [8,100]) {|node|
node.net.w0.mode="master"
node.net.w0.type=’a’
node.net.w0.channel="48"
node.net.w0.essid="meshnet-ap"
node.net.w0.ip="192.168.7.1"
node.net.w0.netmask="255.255.255.0"

node.net.w1.mode="adhoc"
node.net.w1.type=’a’
node.net.w1.channel="36"
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node.net.w1.essid="meshnet"
node.net.w1.ip="192.168.6.2"
node.net.w1.netmask="255.255.255.0"

}

group("ap").exec(’dnsmasq’,[’--dhcp-range\
=192.168.7.2,192.168.7.254,255.255.255.0,infinite’])

group("ap").exec(’route’,[’add’,’-host’,\
’143.225.229.236’,’gw’,’192.168.6.3’,’metric’,’1000’,\
’ath1’])

group("gateway").exec(’ifconfig’,[’eth0:1’,\
’192.168.10.102’])

group("gateway").exec(’route’,[’add’,’-net’,\
’192.168.7.0’,’netmask’,’255.255.255.0’,’gw’,\
’192.168.6.2’,’metric’,’100’,’ath0’])

group("gateway").exec(’route’,[’add’,’-host’,\
’143.225.229.236’,’gw’,’192.168.10.200’,’metric’,\
’1000’,’eth0’])

whenAllInstalled() {|node|
wait 60
allGroups.startApplications()
wait 30
STDIN.gets
Experiment.done

}

5.1 Overhead Analysis

The aim of this experiment is to analyze the overhead introduced by our slice-
specific routing mechanism.

The slice-specific routing mechanism requires, in respect to the standard rout-
ing mechanism, the execution of some extra steps: as we previously mentioned,
the netfilter mark of packets has to be set to the slice-id value and different
routing table (i.e. one for each slice that requests it) need to be handled.

To evaluate the overhead, we generated two end-to-end flows between two
PlanetLab hosts. The source node belongs to a private PlanetLab environment
(onelab00.dis.unina.it) and is equipped with two Ethernet interfaces; the sink
node to PlanetLab Europe (planetlab01.dis.unina.it). The flows were two CBR
(constant bitrare) TCP packet flows at 30Mbit/s and were generated both in
the slice context of the source node.
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Before generating the first flow, we inserted a rule in the root context, in order
to make the flow go out through the second Ethernet interface. We generated
the flow, collected the log file of the transmission on the sink node and removed
the routing rule. Then we inserted the same routing rule in the slice context,
by using sliceip. After the flow ended we collected the log on the sink node.
In Figure 3, we compare the bitrate obtained for the two flows. The results for
both flows are in average very close, showing that the overhead introduced is
negligible.

Fig. 3. Sliceip - route comparison

5.2 Redundant Routing in a Slice

This experiment shows how to exploit sliceip and the OMF WiFi testbed to
perform experiments on routing redundancy with PlanetLab nodes. In the ex-
periment we exploit the additional WiFi interface of the node to provide In-
ternet coverage through the OMF testbed when the primary Ethernet interface
becomes unavailable. This can be done by using sliceip, with the addition of a
script needed to monitor the state of the Internet connection on the primary
Ethernet interface. All of this is done inside the user’s slice, without affecting
experiments in other slices.

The redundant routing mechanism is implemented in this way: a monitoring
script continuously checks if a ”test host”’, i.e. an Internet host chosen by the
user for testing the connection, is reachable; as soon as it notices that it is
not reachable anymore, the script adds a routing rule to reach the destinations
selected by the user - i.e. the destinations for which the user wants to guarantee
the redundant routing - through the WiFi interface. The WiFi interface is then
used to reach those destinations until the script notices that the main interface
is working again.
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When the primary Ethernet interface fails, users with open shells on the slice
will lose control of the node. This is a problem our mechanism does not address
(as the control traffic is bound to the main interface). Nonetheless, the batch
experiments running towards the selected destinations will continue to work.

In Figure 4 the results of an experiment of routing redundancy is shown. The
graph shows the bitrate of two end-to-end transmissions between two PlanetLab
hosts (the same nodes of the previous experiment). The first transmission is
performed in a normal PlanetLab slice, while the second in a slice where sliceip
is installed and the monitoring script is run. During both transmission a fault of
the Ethernet interface is simulated (by shutting down the interface). As you can
see, the first transmission, the one in the slice where no routing redundancy is
implemented, stops working, while the second only stops for a short amount of
time, after which it shows a lower bitrate. The short interruption is due to the
fact that it takes some time for the script to recognize the fail of the Internet
connection and some time for the new routing rule to become active. The lower
bitrate is then due to the fact that the flow is traversing the OMF testbed.

0

5000

10000

15000

20000

25000

30000

35000

40000

0 5 10 15 20 25 30 35 40

B
IT

R
A

T
E

 [k
bi

t/s
]

Time (s)

Routing redundancy on 1-143.225.229.155-143.225.229.236
Routing redundancy off 1-143.225.229.155-143.225.229.236

Fig. 4. Redundant routing experiment

6 Conclusions

In this paper we showed how we managed to integrate an OMF-controllable
WiFi testbed in Planetlab.

This was achieved thanks to the development of two tools: sliceip, which allows
PlanetLab users define slice-specific routing table, and the locking script, which
allows PlanetLab users lock the OMF testbed for exclusive use. The main scope
of the slice-specific routing table is to allow the user route his traffic through
the OMF testbed, using it as an access network. It is, however, not only useful
in this circumstance, but for all the cases where the user needs to control its
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own routing table. We showed, on this regard, the use of sliceip to perform a
redundant routing experiment.

The locking script has the scope to discipline the access of the OMF testbed
among the multiple concurrent experiments running in a PlanetLab node.
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Abstract. Mesh and relay networks promise to increase the reach, ca-
pacity, and throughput of wireless communication networks. As a promi-
nent example, the reservation-based IEEE 802.16 standard (as the basis
for Worldwide Interoperability for Microwave Access WiMAX) comes
with basic protocol mechanisms for an optional mesh mode as well as a
relay mode of operation. This paper proposes a proportionally fair sched-
uler to fully utilize the potential of wireless mesh by exploiting spatial
reuse. The scheduler is discussed within the setting of an IEEE 802.16
network operating with centralized scheduling in the mesh mode. We in-
vestigate the entire process of (1) bandwidth reservation, (2) calculation
of the schedule and the bandwidth allocation, and (3) dissemination and
activation of the schedule using an extension to the standard to allow
for slot reuse. A performance analysis shows the feasibility of the pro-
posed scheduling scheme and allows for insights into prospective future
research areas in IEEE 802.16 networks.

Keywords: Wireless mesh networks, IEEE 802.16, proportional fair
scheduling, spatial reuse.

1 Introduction

Networks to support wireless and mobile communications are constantly evolving
towards higher data rates, scalability with respect to network coverage or number
of network nodes, or improved mobility support. Extending cellular or single hop
networks towards mesh or relay networks, which employ the multihop paradigm,
offers a great potential for the above outlined performance improvements.

Extensions to contemporary standards for wireless communication technolo-
gies such as IEEE 802.16 ([3] [5] [6]) or 802.11 ([1] [2]) introduce the basic
protocol mechanisms for mesh or relay operation. Moreover, these standards in-
troduce the support of quality of service (QoS) using reservation-based MAC
protocols. However, the aforementioned standards do only specify bandwidth
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reservation mechanisms feasible for one hop operation. Moreover, they do not
provide optimized algorithms and mechanisms to implement reuse-aware multi-
hop scheduling.

To fill this gap, we contribute a proportional fair scheduler that supports
slot reuse and is thus well suited for multihop operation. Using the example of
the IEEE 802.16 standard we further demonstrate how to integrate multihop
bandwidth reservation mechanisms into state-of-the-art wireless technologies,
which allows us to implement and utilize our scheduler in realistic settings.

The remainder of this article is structured as follows. Section 2 surveys re-
lated work. In Section 3, the design and operation of the developed scheduler is
described, and the integration of multihop reservation mechanisms in the IEEE
802.16 standard is outlined. As a proof-of-concept, in Section 4, we perform a
simulation study that confirms the proper working of the developed mechanisms.
The article is concluded in Section 5, where we highlight further open research
issues.

2 Background and Related Work

Wireless Mesh Networks (WMNs) provide a flexible and cheap means to extend
existing wireless network coverage and serve areas without existing network in-
frastructure. The IEEE 802.16 standard specifies a mesh mode of operation
which permits the setup of WMNs able to support strict QoS requirements. To
support QoS the mesh mode uses reservation based MAC protocols which ex-
plicitly reserve bandwidth for transmission for each link in the network. The
mesh mode specifies two classes of mechanisms to enable the explicit reservation
of bandwidth, centralized scheduling and distributed scheduling, respectively.

Using centralized scheduling nodes in the WMN can request bandwidth for
transmissions for data flows to the mesh base station. The mesh base station can
also allocate bandwidth for transmissions from itself to individual nodes in the
network using centralized scheduling. However, these allocations are restricted
to links included in a scheduling tree rooted at the mesh base station, which
may cover a subset of the total nodes in the network. Distributed scheduling is
more flexible and can be used for reserving bandwidth on any link in the WMN.

Using centralized scheduling, all the requests are are transmitted up the
scheduling tree to the mesh base station, and it then computes the allocation for
individual links on the tree and generates appropriate grants. These grants are
relayed down the scheduling tree to the individual nodes on the tree, which then
compute the actual transmission schedules from the grant messages and using
the information about their position in the scheduling tree (see also explanation
in Sec. 3, and for more details readers are referred to [3] and [7]).

Centralized scheduling is thus more useful and appropriate for traffic from
the nodes to the mesh base station (the mesh base station, MBS, is a node
which provides access to external networks) and vice versa ([8]). In this paper
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we will focus on centralized scheduling only. Centralized scheduling in the mesh
mode has been investigated to some extent in the literature (e.g. [9] and [10]).
However, solutions incorporating spatial reuse into centralized scheduling in the
IEEE 802.16 mesh mode have not been studied to sufficient depth within the
context of the IEEE 802.16 mesh mode of operation. The protocols specified in
the standard for centralized scheduling do not support spatial reuse. One of the
earliest works to look at use of spatial reuse within the mesh mode is [4]. In this
paper the authors present an interference-aware scheduler for the mesh mode
which permits central computation of an interference-aware schedule permitting
multiple links to be activated simultaneously. However, here the entire schedule
is determined centrally and also needs to be fully disseminated to the individual
nodes else it is not possible for the nodes to find out how to schedule the ac-
tual transmissions. Further, although the authors suggest that they can use the
centralized scheduling messages provided in the standard to apply their solution
they do not specifiy any details as to how the additional reuse information will
be known to individual nodes, given that the nodes are not aware of the topology
of the entire wireless mesh network. Moreover, there the goal is to look towards
maximizing the throughput in the wireless mesh network without considering
the fairness of the bandwidth allocated to the individual links.

In this paper we investigate an extended centralized scheduler for the IEEE
802.16 mesh mode. The extended scheduler is able to schedule the centralized
transmissions with spatial reuse where permissible (i.e. the same slots are used by
multiple nodes where no contention would arise due to the reuse). Additionally,
the allocation, and the reuse is computed by the MBS such that all nodes get a
proportionally fair share of the bandwidth, and are able to fairly reuse the slots
proportional to their bandwidth requirements. To the best of our knowledge, this
is one of the first papers investigating extensions to the centralized scheduler in
the IEEE 802.16 mesh mode to support the above goals.

3 IEEE 802.16 Reuse-Aware Proportional Fair Scheduling

This chapter presents the developed scheduler. We describe the design of the
scheduler and discuss its integration into the IEEE 802.16 standard by extending
it to allow for reuse-aware scheduling.

3.1 Assumptions and Requirements

For the remainder of the paper, we assume a centralized scheduling algorithm
for bandwidth allocation, which is executed at the Base Station (BS) or Mesh
Base Station (MBS). The scheduler operates on all bandwidth requests that are
collected from the Subscriber Stations (SS) in the scheduling tree. The computed
schedule, i.e., the Minislot allocation, is disseminated down the scheduling tree
using MSH-CSCH messages.
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Design goals for our scheduler are: proportional fairness, awareness of spatial
reuse, robustness as well as good performance under heavy traffic load and scarce
scheduling resources1. We design our scheduler as follows.

– The MBS collects the bandwidth Requests from the SSs in a standard-
conforming manner, i.e. using MSH-CSCH messages that are traversing up
the scheduling tree in order.

– Next, the MBS computes the schedule and allocates bandwidth to the SSs
in an iterative process. First, a standard-conforming and proportionally fair
bandwidth allocation is determined. Next, reuse of Minislots is enabled by
subsequent reallocation steps.

– Finally, the MBS disseminates the bandwidth Grants in the network. We
propose an information element extending the MSH-CSCH control message
that enables reuse of Minislots.

3.2 Reuse-Aware Proportional Fair Scheduling

We describe the working of our reuse-aware, proportionally fair scheduler along
the operation of the centralized scheduling in the mesh mode of the IEEE 802.16
standard. We next discuss (1) the handling of bandwidth request messages and
(2) the determination of the schedule.

Handling of Bandwidth Request Messages. Following the standard, the
UplinkFlow and Flowscale Exponent fields of the MSH-CSCH Request messages
are used by the SSs to indicate their bandwidth requirements (in the Grant
message these fields and the field DownlinkFlow determine the granted uplink
and downlink allocations, which are carried out in units of Minislots). The actual
data rate requirement, can be calculated as follows.

BWuplink = UplinkF low · 2Flowscale Exponent+14 bits /s

Fig. 1 shows a simple multihop topology, which will serve as a sample topology to
illustrate the working of the developed mechanisms. The SSs send their requests
starting from the leaves of the tree. The node with the highest scheduling tree
index (here SS6) is the first SS to transmit its request. The upstream node
SS4 combines the bandwidth requirements of SS6 with its own requirements
and sends it up the tree in order, i.e., after SS4 sends after SS5. As a result
the MBS receives two MSH-CSCH Request messages containing the requests of
{SS6, SS4, SS3, SS1} and {SS5, SS2}, respectively.

Determination of the Schedule. The schedule is calculated in a two step
process: (1) a proportional fair bandwidth/Minislot allocation is determined;
(2) a reuse-aware policy to assign the Minislots is carried out. For the first step,
the MBS assigns Minislots to nodes under the two following constraints.
1 Note the scheduling resources are also needed for distributed scheduling in addition

to centralized scheduling and should hence be used efficiently by the individual
schedulers.
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Fig. 1. PHY links and centralized scheduling tree of sample topology

– Minislots are allocated to single nodes and conforming to the IEEE 802.16
standard. This first allocation allows no Minislotreuse.

– The SSs are served in order and each SS receives a block of consecutive
Minislots, the amount of which is proportionally fair to the total amount of
requested bandwidth.

This initial assignment prevents SSs from starvation, and allows neglecting in-
terference issues. Please note that the achievable fairness depends on the con-
figuration of the number of permissible Minislots in the data subframe. The
actual calculation of the schedule is straight forward. The MBS builds a table
ordered according to the node indices and extracts the bandwidth requests from
the different MSH-CSCH messages as shown in Table 1 for our example.

Next the MBS iterates over the nodes and carries out two calculations. First,
guaranteeing fairness requires the evaluation of each bandwidth request in rela-
tion to the total bandwidth requested. The fair fraction of bandwidth BWalloci

for SSi is calculated as:

BWalloci =
BWreqi · BWtotal∑

BWreqj
(1)

Where BWreqi represents the bandwidth requirement of node SSi, BWtotal is
the overall amount of bandwidth to be allocated in this new schedule and the
sum over BWreqj describes the bandwidth requested by all nodes except SSi.
Second the actual calculation of the corresponding amount of Minislots for each
SS is performed:

Minislotsi =
⌈

BWalloci

BWminislot

⌉
(2)
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Table 1. Example of the bandwidth requests propagated up the scheduling tree to-
wards the BS. The higher the tree index, the earlier the corresponding MSH-CSCH
Request is transmitted to allow for aggregation of requests.

Node: Bandwidth request Bandwidth allocation
tree index

SS1 : 01 BWreq1 + BWreq3 + BWreq4 + BWreq6 BWalloc1(Minislots1)
SS2 : 02 BWreq2 + BWreq5 BWalloc2(Minislots2)
SS3 : 03 BWreq :3 BWalloc3(Minislots3)
SS4 : 04 BWreq4 + BWreq6 BWalloc4(Minislots4)
SS5 : 05 BWreq5 BWalloc5(Minislots5)
SS6 : 06 BWreq6 BWalloc6(Minislots6)

Sum Sum of all above BWreq BWtotal (Total
amount of Minislots)

Where BWminislot is the number of bits that can be transmitted within one
Minislot. Following this assignment, no node is left without Minislot ; if the
amount of data is lower than a Minislot payload, a single Minislot is allocated.
The resulting allocation is illustrated in Table 1. It is important to notice that
owing to the rounding up of bandwidth for the Minislot distribution the node
served last could be assigned less Minislots than would be proportionally fair. We
consider this last node first in our reallocation of Minislots to account for this.

The outlined scheme starts allocating bandwidth with the leave nodes of the
scheduling tree, since for uplink traffic, the appropriate serving order is from the
leave to the root of the tree. Related work discusses alternate schemes, though.

3.3 Reuse-Aware Scheduling for IEEE 802.16

As long as no reuse is intended, the implementation of the determined schedule
in IEEE 802.16, i.e. the dissemination of the corresponding MSH-CSCH Grant
messages, can follow the standard procedure. However, if we plan to allocate
Minislots multiple times to non-interfering links, we cannot easily utilize the
existing MSH-CSCH Grant messages, because currently the standard does not
foresee reuse. Moreover, since the schedule is calculated in a distributed fashion
based on the amount of Minislots assigned by the BS and disseminated in the
MSH-CSCH Grant, we have to ensure that the SSs do not derive an interfering
schedule if we add reuse information.

After the initial assignment of slots to the SSs, we propose to assign additional
slots for reuse to the SSs that are to be utilized only if the interference constraints
are fulfilled. During this second allocation, the nodes are served in the order
starting from the lowest tree index, i.e. starting from the root of the tree. The
algorithm to allocate Minislots for reuse operates as follows (Fig. 2 illustrates
the reuse of Minislots):

– A list containing all SSs is created, SS = SSi.
– For each block of allocated Minislots from the first round (SSx, mBlockx), a

SSy (if exists) that does not violate the interference constraints with SSx and
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Fig. 2. Schematical operation of the reuse-aware Minislot allocation strategy. The ex-
ample shows the reuse of Minislot among non-interfering links that permit for reuse
(here {SS6,SS1}, {SS5,SS6} and {SS1,SS5} are node-pairs with non-interfering links).

is not already active during this allocation is selected, and another allocation
(SSy, mBlockx) is performed.

The actual result of the reallocation process depends on the topology of the
network, which determines the interference and reuse constraints. The obtained
reuse schedule needs to be disseminated in the network. For this, it is necessary
to modify the way the MSH-CSCH messages handle the granting process to
the SSs, in order to allow for reuse. We propose to add a Minislot start and
Minislot duration for the transmission (a similar mechanism is in use for the
distributed scheduling in IEEE 802.16), to unambiguously indicate the Minislot
blocks to be reused. Table 2 shows the proposed message format of the MSH-
CSCH Information Element.

Table 2. Proposed MSH-CSCH Grant Information Element to extend the IEEE 802.16
Standard

Syntax Size Notes
MSH-CSCH Grant Info(){

LINK ID 8 bit
Start Frame number 4 bit

Minislot start 8 bit
Minislot range 8 bit

Direction 1 bit
Persistence 3 bit

}
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After receiving a MSH-CSCH Grant message, a node processes the Infor-
mation Elements that are significant for itself and retransmits the entire
MSH-CSCH Grant message to its children. With the information included in
the modified Grant message (see Table 2), all nodes are informed on exactly
when they are allowed to transmit data for the reused Minislots, thus avoiding
collisions due to interference.

In contrast, in the original standard the nodes are able to determine the order
of transmission using the knowledge of the bandwidth allocation in combination
with their own tree index, which is sufficient to determine the order of transmis-
sion only if no reuse is permitted.

3.4 Summary

The developed strategy allows for a Minislot allocation with a high level of fair-
ness, while being simple and efficient at the same time. Although the described
scheme does not support traffic class differentiation when making the bandwidth
assignations, basic priority policies could be implemented at local level (at the
individual SSs) when using the Minislots, by serving first to those flows which
require less delay. However, thanks to the robustness of the centralized sched-
uler, the fairness of the proportional allocation and the performance gains of
the Minislots reuse, a good performance results in terms of bandwidth use and
latency can be expected if the network is not overloaded.

4 Proof-of-Concept in an IEEE 802.16 Mesh Network

We implemented the designed scheduler as well as the modified IEEE 802.16
protocol messages in a standard compliant IEEE 802.16 simulation environment.
We utilized the mesh mode of the standard in combination with centralized
scheduling. Goals of the simulation study were to confirm the proper operation
of the scheduler as well as getting an estimate on the achievable performance
gains over a baseline non-reuse-aware scheduler.

We use the topology shown in Fig. 1 for our analysis, which allows for reuse,
but also imposes interference constraints between various branches and sub-
branches of the scheduling tree. We have studied various sets of workload ranging
from low to very high offered traffic load between the MBS and the individual
SSs (the traffic being uniformly distributed among the SSs and directed to the
MBS and vice versa); the simulation parameters are given in Table 3.

In Fig. 3 and Fig. 4, we show the results for the average delay per data packet
obtained under medium and high traffic load. We have chosen the delay metric,
since it is an indicator of both the network performance and the proper reuse of
resources; for the same amount of admitted traffic, a lower delay indicates that
Minislots or Frames earlier in time can be utilized, for a highly loaded network
the increased throughput of the network is hindering the build-up of queues for
a reuse-aware scheduling scheme.

The results shown in Fig. 3 and Fig. 4 indicate that our scheduler meets the
design goals, which is particularly evident for the high traffic setting shown in
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Table 3. Simulation parameters and settings for the simulation study

Parameter Setting/Range
PHY WirelessMAN-OFDM (NF F T = 256), ETSI

Channel bandwidth 14 MHz
Subcarrier Spacing: 62,5 kHz, 192 subcarriers

Symbol time Overall: 18 µs, without preamble/guard: 16 µs
Frame duration 20ms

Minislot duration 1111symbols
Control subframe 12 Transmission opportunites

each with 4 symbols
Modulation: QPSK-1/2

Data subframe 255 Minislots each with 4 symbols
1 Minislot with 7 symbols
Modulation: 16-QAM-1/2

Fig. 3. Average end-to-end delay per node for reuse-aware proportional fair scheduling
vs. reuse-unaware proportional fair scheduling under low traffic load

Fig. 4: the offered load can no longer be sustained for the deeper levels of the
tree topology by the reuse-unaware scheme, which can be seen in the more than
linear increase in delay on the two and three hop paths.

In Fig. 5 we show the differences between nodes on the same layer/tier of
the topology using our algorithm. Our proportional scheduler allocates more
bandwidth to nodes with more children to accommodate the potentially higher
bandwidth requests of these branches of the tree. The average delay for differ-
ent offered traffic loads is again an indicator for the achieved fairness of the
bandwidth allocation.
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Fig. 4. Average end-to-end delay per node for reuse-aware proportional fair scheduling
vs. reuse-unaware proportional fair scheduling under high traffic load

Fig. 5. Average end-to-end delay for the two hop neighbors of the MBS for reuse-aware
proportional fair scheduling under varying traffic load from low (L) to very high (HHH)

We observe that our scheduler shows only small differences in delay between
the nodes on the same tier of the topology. This is not the case for the reuse-
unaware schemes as can be seen in Fig. 3 and Fig. 4, where we observer signifi-
cantly different delays for e.g. nodes SS3, SS4, SS5 which are on the same level
of the scheduling tree.
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5 Conclusion

We have proposed a proportionally fair scheduler to fully utilize the potential
of wireless mesh and relay networks by exploiting spatial reuse. The developed
scheduler can be easily be integrated with contemporary wireless technologies
such as IEEE 802.16 that are following a deterministic and reservation-based
MAC protocol. In the context of IEEE 802.16, our scheduler allows to main-
tain the basic protocol mechanisms for requesting bandwidth. The scheduling
and bandwidth allocation to permit reuse have been designed and implemented.
Moreover, extensions to the standard (that does not sufficiently support band-
width reuse in its current specification) have been proposed to facilitate the
dissemination of the derived schedule in a reuse supporting manner.

A performance analysis has demonstrated the feasibility of the developed
schemes. The obtained results are promising and indicate significant performance
gains, even in basic network topologies. Still, more advanced scheduling schemes
and strategies can be foreseen, thus fully utilize the potential that has been
opened up with the outlined the standard extension that permits for Minislot
reuse in IEEE 802.16 mesh networks.
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9. Schwingenschlögl, C., Mogre, P.S., Hollick, M., Dastis, V., Steinmetz, R.: Perfor-
mance Analysis of the Real-time Capabilities of Coordinated Centralized Schedul-
ing in 802.16 Mesh Mode. In: Proceedings of 63th IEEE Semiannual Vehicular
Technology Conference VTC Spring, Melbourne, Australia (2006)

10. Du, P., Jia, W., Huang, L., Lu, W.: Centralized Scheduling and Channel Assign-
ment in Multi-Channel Single-Transceiver WiMax Mesh Network. In: Proceedings
of IEEE Wireless Communications and Networking Conference WCNC, Hong Kong
(2007)

http://wirelessman.org/pubs/80216j.html
ftp.kom.tu-darmstadt.de/pub/TR/KOM-TR-2006-08.pdf


QShine 2009 
 
 

Invited Session V – Data and 
Information Processing and 

Management in Sensor Networks 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Cooperative Training in Wireless Sensor and
Actor Networks

Francesco Betti Sorbelli1, Roberto Ciotti1, Alfredo Navarra1,
Cristina M. Pinotti1, and Vlady Ravelomanana2

1 Department of Computer Science and Mathematics, University of Perugia, Italy
{navarra,pinotti}@dmi.unipg.it

2 Laboratoire d’Informatique de Paris-Nord, University of Paris, France
vlad@lipn.univ-paris13.fr

Abstract. Exploiting features of high density wireless sensor networks
represents a challenging issue. In this work, the training of a sensor net-
work which consists of anonymous and asynchronous sensors, randomly
and massively distributed in a circular area around a more powerful de-
vice, called actor, is considered. The aim is to partition the network
area in concentric coronas and sectors, centered at the actor, and to
bring each sensor autonomously to learn to which corona and sector
belongs. The new protocol, called Cooperative, is the fastest training
algorithm for asynchronous sensors, and it matches the running time
of the fastest known training algorithm for synchronous sensors. More-
over, to be trained, each sensor stays awake only a constant number of
time slots, independent of the network size, consuming very limited en-
ergy. The performances of the new protocol, measured as the number
of trained sensors, the accuracy of the achieved localization, and the
consumed energy, are also experimentally tested under different network
density scenarios.

Keywords: wireless sensor network, training, localization, distributed
algorithms.

1 Introduction

Miniaturized, low-cost, battery-operated nodes, which integrate sensing abilities,
signal processing and wireless communication are well known as sensors. In this
work, Wireless Sensor and Actor Networks (WSAN) are considered, which con-
sist of massively and randomly deployed sensors plus few more powerful entities,
called actors.

The random deployment results in sensors initially unaware of their spatial
coordinates. Since the sensed data is of scarce utility unless related to the lo-
calization of the sensors that collect them, each actor organizes the sensors in
its range of transmission (the so called actor-zone) in a dynamic virtual infras-
tructure which provides the sensors with a coarse-grained localization awareness.
Specifically, the actor arranges its zone into equiangular sectors and equiwidth
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concentric coronas centered at the actor itself, imposing a discretized polar coor-
dinate system. In doing so, the actor-zone is subdivided into small regions, one
for each corona-sector intersection.

The task that allows each sensor in the actor-zone to acquire its corona (sector,
resp.) coordinate is known, in the literature, as the corona (sector, resp.) training
process. The new protocol, called cooperative, is analytically studied under the
assumption that the density of the random distributed network is sufficiently
high to guarantee that each sensor is trained. The new protocol is the fastest
training algorithm for asynchronous sensors, and it matches the running time of
the fastest known training algorithm for synchronous sensors. Moreover, during
the training, each sensor stays awake only a constant number of time slots,
independent of the network size, saving thus energy.

The remainder of this paper is organized as follows. Section 2 defines the net-
work model. Section 3 presents the cooperative training algorithm by specifying
the actor and sensor behaviors. Assuming the network to be sufficiently dense
to train all the sensors, Section 4 studies the algorithm performances measured
in overall running time, drained energy per sensor, number of trained sensors
and accuracy of the achieved localization. Section 5 experimentally validates the
results in Section 4, and argues on the actual network density needed to train
all the sensors. Finally, Section 6 offers concluding remarks and open problems.

2 The Network Model

In this section, network model and assumptions are described. At first, the virtual
coordinate system to be established in the network is as follows:

1. Coronas: The actor-zone area is divided into k coronas C0, C1, . . . , Ck−1 of
fixed width ρ > 0, centered at the actor, determined by k concentric circles
whose radii are ρ, 2ρ, · · · , kρ, respectively;

2. Sectors: The actor-zone area is divided into h equiangular sectors
S0, S1, . . . , Sh−1, originated at the actor, each having a width of 2π

h radi-
ans.

The actor is equipped with a long-range radio and an isotropic antenna and it
is able to broadcast with variable-range R in order to reach all the sensors at
distance at most R ≤ kρ.

The time is ruled into slots, with sensors and actor using in-phase and equally
long slots. Nonetheless, since the asynchronous model is adopted, the sensors are
not engaged in any explicit synchronization protocol and each sensor starts to
count the time from when it wakes up for the first time. Thus, the same time
slot corresponds to different local times for sensors which woke up at different
times. The time slot when the training process starts is numbered 0 at the actor.
From now on, the time slot numbering done at the actor is called global time,
whereas that at each sensor is indicated as local time.

Each sensor is anonymous, that is, it has no individual unique ID and works
unattended. A sensor is called of type x, with x ∈ [0, k − 1], if it wakes up for
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the first time at the global time x. However, each sensor is only aware of its own
local time, and it has no idea of the global time. Each sensor alternates between
awake and sleep periods. The sensor awake-sleep cycle has a total length of L
time slots, out of which each sensor is awake for d slots and in sleep mode for
L − d slots. The i-th, with i ≥ 1, awake-sleep period of a sensor of type x starts
and finishes at the global time slots x + (i − 1)L and x + iL − 1, respectively. In
order to save energy, a sensor which is not required to be active in an awake-sleep
cycle can skip it staying in sleep mode for L time slots.

The sensors are equipped with a small-range radio and an isotropic antenna,
and during an awake period they can transmit or listen to either the actor or
the sensor neighbors. A sensor can transmit in two modalities: with transmission
range equal to r = ρ for routing purposes or equal to r < ρ/2 for the cooper-
ative training algorithm. If an awake sensor receives more than one message at
the same time, we assume that it correctly receives the message only if all the
transmissions refer to the same message. Otherwise, the sensor hears noise.

3 The Cooperative Corona Training Algorithm

In this section we present the cooperative training algorithm, which localizes
each individual sensor in the actor-zone. From now on, we will assume the corona
width ρ = 1 and the awake-sleep period L = k.

The cooperative training consists of three stages: the first stage is determin-
istic and it is the only one that involves the actor. Immediately after deploy-
ment, the actor starts to transmit. Let |a|k denote the modulo operation, that
is the nonnegative remainder of the division of a by k. At time slot t, with
0 ≤ t ≤ k + d − 2, it transmits the beacon |k − 1 − t|k at a power level sufficient
to reach all the sensors up to corona C|k−1−t|k , but not those beyond C|k−1−t|k .

For sensors, the protocol has three stages. The first stage deterministically
trains a certain percentage of sensors. In the other two stages, in contrast, the
percentage of sensors trained strictly depends on the network density.

Each sensor has its own local time τ , which is set to 0 when the sensor wakes
up for the first time, and a counter j of the awake-sleep cycles passed from the
beginning of the training protocol.

The pseudo-code for the sensor protocol is given in Appendix Figure 6. The
first stage lasts one awake-sleep cycle for each sensor. The sensors alternate an
awake period of d time slots with a sleep period of L − d = k − d time slots. At
time slot t of the awake period, with 0 ≤ t ≤ d − 1, each sensor listens to the
actor and stores in C[t] either the beacon received by the actor or the mark ∅
when no beacon is received. A sensor in corona γ which is awake while the actor
transmits beacon b receives such a beacon if and only if b ≥ γ. A sensor becomes
trained by the actor, and hence it becomes a seed, when one of the two following
Training Conditions is verified.

TC 1: A sensor residing in corona 0 receives beacon 0. In fact, only sensors inside
corona 0 can receive such a beacon.



572 F.B. Sorbelli et al.

TC 2: A sensor residing in corona γ receives beacon γ but not beacon γ −1 when
it knows that the actor is transmitting beacon γ − 1.

Since the above training condition TC2 can only be verified if d ≥ 2, from
now on, we assume 2 ≤ d < k.

In the second stage of the corona training protocol, the sensors communicate
among them in order to broadcast the corona identity from the seeds to the
untrained sensors. In other words, the seeds boost the cooperative process. For
each sensor, the second stage lasts for at most two awake-sleep cycles. The sensors
of type d − 1 ≤ x ≤ k − 1 enter in the second stage as soon as their 2-nd awake-
sleep cycle starts. The sensors of type 0 ≤ x ≤ d − 2 skip their second cycle and
enter in the second stage within their 3-rd awake-sleep cycle. During the second
stage, the seeds broadcast their corona identity for two awake periods if they
have type d − 1 ≤ x ≤ |2d − 3|k, or for one awake period, otherwise. The awake
untrained sensors are listening until they become either trained or white-flag.

An untrained sensor that receives all concordant messages from its neighbors
becomes trained and broadcasts for the remaining time slots of its awake period.
Contrary, if an untrained sensor hears noise, that is, it receives more than one
message from two or more neighbors transmitting different corona identities, it
becomes a white-flag. It stops to listen and it waits the third stage to eventually
acquire an approximation of its location.

The third stage of the sensor training protocol is also distributed and lasts for
a single awake-sleep period for each sensor. Each trained sensor, which belongs
to an even corona, transmits its corona identity, whereas all the awake white-flag
sensors are listening. Since a white-flag is a sensor that in the second stage has
received simultaneously two consecutive corona identities, it is surely covered by
a sensor in an even corona. Such a sensor trains the white-flag during the 3-rd
stage. Hence, at the end of the third phase, all the white-flag sensors are trained
and they learn to belong to an even corona. Thus, the white-flags that belong to
an odd corona acquire a localization that differs of at most ±1 from the actual
one. As a macroscopic effect, at the end of the third stage, the even coronas of
the virtual infrastructure will expand over the odd coronas. It is worth noting
that this approximation has little effects on the estimate of the distance from
the sensors to the actor. Indeed, recalling that the sensors uses a transmission
radius r < 1/2 during the training protocol and a transmission radius r = 1 to
route messages from the sensors to the actor, a wrong sensor, which believes to
be in corona γ but it is indeed in corona γ ± 1, is at most at one extra hop from
the actor.

Note that an untrained sensor that at the end of the second stage has heard
nothing will not be involved in the third stage and it will remain untrained.
Finally, sensors that acquire a localization that differs of more than ±1 from the
actual one are called mistrained.

However, as experimentally tested, if the network is sufficiently dense, very
few sensors become mistrained or remain untrained.
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4 Algorithm Properties

In order to analyze which sensors become seeds in the first stage in each corona,
let us recall that, the sensors of type x, with x ∈ [0, . . . , k − 1], start the first
awake period at the global time slot x and stay awake up to time x+d−1, while
the actor broadcasts beacons |k −1−x|k, |k −1−x−1|k, . . . , |k −1−x−d+1|k.
Note that the sensors of type x receive the same beacons independent of the
corona to which they belong, but they behave differently from one corona to
another. In fact:

Lemma 1. The seed in corona γ, 1 ≤ γ ≤ k − 1, are the sensors of type x =
|k − 1 − γ − w|k with w = [0, d − 2], or equivalently:

x∈
{

[|k − γ−d + 1|k, |k−1−γ|k] if |k − γ − d + 1|k ≤ |k − 1 − γ|k
[|k−γ−d + 1|k, k−1] ∪ [0, |k−1−γ|k] if |k − γ − d + 1|k > |k − 1 − γ|k

(1)
Similarly, the seeds in corona 0 are those with type x = |k − 1 − w|k with w =
[0, d − 1], or:

x ∈ [|k − d|k, |k − 1|k] (2)
��

The second stage lasts 2k time slots, starting from the global time slot k+d−1.
Recalling that a sensor of type x wakes up for the i-th awake period, with i ≥ 1,
at time slot x+(i−1)L, and that L = k, in the interval t ∈ [k+d−1, 2k+d−2],
all types of sensors enter in the second stage. In fact, at time t, the sensors of
type x = |t|L = |t|k wake up. Thus, during the interval t ∈ [k + d − 1, 2k − 1] the
sensors of type x ∈ [d − 1, k − 1] wake up because they enter in the second stage
in their 2-nd awake period, while during the period t ∈ [2k, 2k + d − 2] those of
type x ∈ [0, d − 2] wake up because they enter in the second stage during their
3-rd awake period. Moreover:

Lemma 2. In the interval t ∈ [k + 2d − 2, 2k + 2d − 3], all the sensors of the
d − 1 types |t − w|k, with w = [0, d − 2], are awake simultaneously. ��

While so far the results were independent of the network density, in what follows,
the density plays an important role.

The cooperative process becomes operative in each corona when all the seeds
are awake and broadcast. Thus, this happens for the first time, by Lemma 1, in
corona γ = |k−2d+2|k at time slot k+2d−3. Since by the training condition TC2
all the seeds are awake simultaneously for two time slots, the seeds in corona
γ = |k − 2d + 2|k are awake simultaneously and broadcast also at time slot
k+2d−2. At that time, the sensors of the type |2d−2|k, which are untrained in
corona |k −2d+2|k, wake up and, listening to their seed neighbors, they become
trained. Then, the new trained sensors start to broadcast for the remaining d−1
time slots of their awake period, replacing the seed of type |t − d + 1|k = d − 1
that go back to sleep. This is repeated for k−d time slots up to time 2k+2d−3,
training all the type of sensors in corona |k − 2d + 2|k.
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Hence, during the cooperative process, an untrained sensor becomes trained
only if it has in its neighborhood at least one trained sensor awake at the same
time. This might happen or not depending on the network density. From now
on, we assume that the network is sufficiently dense for the above condition
to be verified. For the same reason, we consider the cooperative process to be
operative starting from the time slot when all the d−1 seeds are simultaneously
awake. We discuss the effects of density only in Section 5, where experiments
with different densities are reported.

Theorem 1. Assuming that the network is sufficiently dense, the cooperative
training process becomes effective in corona γ = |k − 2d + 2 − y|k at time slot
k + 2d − 2 + y and, in such a corona, a new type of sensors is trained in each
subsequent time slot 2k + d − 2 + y, with 0 ≤ y ≤ k − 1. ��

Observe that the last corona to be trained is corona |k − 2d + 3|k where the
process lasts from time 2k + 2d − 3 up to 3k + d − 3. Moreover, note that at
time slot 3k +d−3 the sensors of type d−2, which entered as last in the second
stage, have just completed their third sleep-awake cycle.

So far, it has been assumed that during the second stage each untrained
sensor receives concordant and correct corona identities. Nonetheless, since all
the sensors of the same type are always awake simultaneously independent of
the corona to which they belong, but their status (i.e., seed, untrained, trained)
depend on their corona, it may happen that the sensors in the corona borders
listen to sensors of the same type but in different status. Consider, for example,
the sensors of type x = |k − γ − d + 1|k, with 0 ≤ γ ≤ k − 1 during the second
stage. When such sensors wake up, they start to broadcast in corona γ where
they are seed, whereas they listen in corona γ − 1 where they are untrained.
A sensor of type x on the border of corona γ − 1 can receive only the corona
identity γ and thus it acquires a wrong localization. In this case, however, the
correct localization may still be derived exploiting the fact that the sensor in
corona γ − 1 has received beacon γ − 1 in the first stage.

Unfortunately, this is not always the case that the right corona information
can be retrieved. There are cases when the sensors cannot acquire the exact
localization or no localization can be derived during the second stage of the
training protocol. For example, consider an untrained sensor in the corona bor-
der that hears two trained sensors of the same type belonging to two different
coronas. Such a sensor can only hear noise and it cannot be localized. It will be
a white-flag sensor, and it has to wait the third stage to be trained.

Theorem 2. At the end of the third stage, all the white-flag sensors in the even
coronas are turned into trained sensors, while those on the odd coronas become
±1-trained. ��

Finally, in order to evaluate the power consumption per sensor during the co-
operative algorithm, observe that, when a sensor is awake, its micro-controller
is active and its radio is listening, receiving, or transmitting. Contrary, when
a sensor is sleeping, its micro-controller is not active, its timer is on, and its
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radio is off. Let pawake, pTX, and psleep be the power consumption by a sensor
when it is listening/receiving, transmitting, or sleeping, respectively. Since the
radio startup and shutdown require a not negligible overhead, let ptrans denote
the power consumption for a sleep/wake transition followed by a wake/sleep
transition.

Observing that a sensor wakes up at most for 4 times, that it transmits at
most for 3 awake periods if it is a seed, and that the entire algorithm lasts 4
awake periods for each sensor, the maximum power consumed pmax per sensor
can be upper bounded as:

pmax < 4ptrans + dpawake + 3dpTX + 4(k − d)psleep (3)

In conclusion, recalling that 2 ≤ d ≤ L = k, one has:

Theorem 3. The cooperative training process terminates in O(k) time slots.
During the training, each sensor is awake for O(d) time slots and consumes at
most 4ptrans + dpawake + 3dpTX + 4(k − d)psleep power. ��

Comparing the above results with the literature, the new cooperative training
process is as fast as the best synchronized training algorithm and it is the fastest
asynchronous training algorithm [2,4]. Moreover, in this protocol, since d is in-
dependent of k, each sensor can stay awake for a very short interval of time,
almost constant. Instead, each sensor is awake for O(log k) and up to O(k) time
slots in the synchronous and asynchronous protocols, respectively. However, one
cannot forget that this new protocol is probabilistic (i.e., we are not sure that
all the sensors will be trained), while the previous algorithms are deterministic
(i.e., all the sensors are trained).

5 Experimental Tests

In this section, the performances of the cooperative training algorithm, shortly
denoted with Coop, are experimentally evaluated when the network density
varies with respect to the accuracy of the localization, and the power consump-
tion per sensor. In the simulation, each corona has a unit width and N sensors
are uniformly distributed within a circle of radius k, centered at the actor. More-
over, each sensor generates its type x, as an integer uniformly distributed in the
range [0, k − 1].

By varying the total number of sensors N , the number of coronas k, and the
sensor radius r, we consider three different settings for our simulations. For each
setting, let E(Nx) = O(N

k ) be the expected number of sensors of the same type
x ∈ [0, k − 1] and δ = O( N

πk2 ) be the network density, that is the expected
number of sensors that belong to a unit area of the actor zone.

Moreover, we consider the constant q =
N
k

log(N
k )

r2

k2 which is approximately

the ratio between the number of the sensors of the same type x in a circle of
radius r and the logarithm of the overall number of the sensors of the same type
log(N

k ). Roughly speaking, q is a measure of the connectivity of the network. Very
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Table 1. Experiment settings

N k r E(Nx) δ q

S1 310000 8 1
5

38750 1541.8 2.29
S2 700000 12 1

7
58333 1547.3 0.75

S3 819200 32 1
4

25600 254.65 0.15

Table 2. Estimate of sensor power consumption

Sensor Mode Power consumption

µC sleep with timer on 60 µW

µC switch on, radio startup 30 mW

µC switch off, radio shutdown 30 mW

µC active, radio idle listening 60 mW

µC active, radio TX 80 mW

informally, if q > 1, it means that in a circle of radius r there are log(N
k ) sensors

of the same type, and hence the sensors of such a type have a minimum degree of
about log(N

k ) and therefore the network of such nodes is log(N
k )-connected [8].

Table 1 reports, the parameters N , k, r, as well as E(Nx), δ, and q for the
three settings S1, S2 and S3 used in the experiments.

In the settings S1, S2 and S3, assuming the corona width ρ = 100 meters,
there are 0.15, 0.15, and 0.025 sensors per square meter, respectively. At the
present state of the technology, small sensors, supporting communications in a
range varying from 10 to 100 meters, like TinyNode 584 produced by Shockfish
S.A. or T-node developed by SOWNet Technologies can be used for built such
massive networks [5,9].

Moreover, in order to evaluate the power consumption per sensor during the
Coop algorithm, Table 2 reports the power consumption, measured in the field,
of a T-node in different operational modes [9] to have a realistic setting. The data
refer to the power consumed operating using 10 dBm transmission power, and
hence attaining a transmission range around twenty meters, at a low bandwidth
of 75 Kbit/s. Note that such a bandwidth is sufficient because the sensors have
to transmit just their corona identity, which consists of O(log k) bits.

The Coop algorithm has been tested on each setting fixing L = k and varying
the sensor awake period d between 2 and 10. In fact, as proved by Lemma 1 and
Theorem 1, the awake period d influences the number of seeds in the first stage
as well as the number of trained sensors that are awake and broadcast in each
time slot of the second stage.

In order to evaluate the quality of the localization, observe that, at the end
of the Coop algorithm, a sensor can be in one of the following status:

– trained, if it has learnt the actual corona to which it belongs
– ±1-trained, if it has learnt to belong to a corona which differs of ±1 from

the correct one
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– mistrained, if it has acquired a corona which arbitrarily differs from the
correct one

– white-flag, if it cannot decide to which corona it belongs although it is in
the neighborhood of trained sensors

– untrained if it does not belong to the neighborhood of any trained sensor

In our experiments, statistics are taken on how many sensors are in each status
at the end of the Coop algorithm. Specifically, Figures 1 and 2 report the results
of the experiments on settings S1 and S2 along with S3, respectively, when the
awake period d varies, with d ≥ 2. The results are averaged over 3 independent
experiments, which differ in the deployment distribution of the sensors and in
the sensor type generation.
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Fig. 1. Sensor statistics at the end of the Coop algorithm on setting S1

At first, it is worth noting that there are no untrained sensors for all the
experiments on the settings S1 and for the experiments on S2 with d ≥ 3.
Moreover, on S3, the number of untrained sensors rapidly decreases when d
increases. This confirms the first setting has enough sensors to satisfy the density
assumed in Theorem 1. Settings S2 and S3 are not sufficiently dense when d = 2.
Increasing d, however, the number of untrained sensors decreases up to 0. We can
say that the density assumed in Theorem 1 is achieved for S2 and S3 when d = 3
and d = 9, respectively. Not surprisingly, since S3 has a value of q smaller than
the one of S2, a greater value of d is needed. Indeed, in all the experiments when
(d − 1)q > 1, at the end of the Coop algorithm, more than 98% of the sensors
acquire a satisfying localization (i.e. trained or ±1-trained), and the 89% are
correctly trained. In Table 3, for a detailed analysis of the trained sensors, the
number of seeds, sensor trained, ±1-trained, and white-flag sensors are reported
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Fig. 2. Sensor statistics at the end of the Coop algorithm on setting S2
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Fig. 3. Sensor statistics at the end of the Coop algorithm on setting S3

at the end of the second stage (Coop2) of the training algorithm as well as at the
end of the third stage (Coop). Moreover, half of the sensors which are white-flag
at the end of the second stage become trained at the end of the third stage and
half become ±1-trained.

The white-flag and ±1-trained sensors are placed at the borders of the coronas.
When d increases, since more sensors are awake simultaneously the number of
white-flag sensors increases, while that of the ±1-trained sensors decreases.
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Table 3. The acquired localization in S2 and S3 after Coop2 and Coop

S2, d = 2 S2, d = 3 S2, d = 4 S3, d = 4 S3, d = 6 S3, d = 8 S3, d = 10
Coop2 trained 624787 620148 618647 639778 662189 666610 669426

seed 58731 117131 175377 76934 127828 179162 230158
±1-trained 15610 8176 5677 62218 24771 15213 10337
white-flag 59596 71676 75676 116470 132216 137372 139436

Coop trained 653052 654238 654735 695667 726559 733865 737996
seed 58731 117131 175377 76934 127828 179162 230158

±1-trained 46532 45050 44302 115506 87460 81664 78598
white-flag 409 712 963 7293 5157 3664 2605

Table 4. Acquired localization in A-Seed and Coop2

S1, d = 2 S2, d = 2
A-Seed Coop2 A-Seed Coop2

trained 260535 263877 623201 624787
±1-trained 823 6657 5751 15610
white-flag 48642 39466 71036 59596
untrained 0 0 12 7

It is worthy to note that we do not report the mistrained sensors because
they are zero in all experiments but one. Thus, as expected, the network density
guarantees that the corona identity propagation is confined in each corona.

About the ±1-trained sensors, their number also depends on the fact that
the cooperative process does not start simultaneously in all the coronas because
different coronas have different seeds. In fact, sensors at the border that wake up
earlier than the seeds on their own corona might be ±1-trained. This behavior
has been tested in Table 4, where a new algorithm, called A-Seed, is introduced.
The A-Seed algorithm performs only the second stage of the cooperative training
algorithm and assumes that the seeds are the sensors of a given type x ∈ [0, k−1],
selected initially at random. Clearly, during the A-Seed algorithm, the cooper-
ative process becomes effective at the same time slot in all the coronas and the
number of white-flag sensors increases at the expenses of that of the ±1 trained.

With respect to the power consumption, substituting the values in Table 2
in Equation 3, the maximum power consumed pmax per sensor can be upper
bounded as:

pmax < 4 ∗ 2 ∗ 30 + d ∗ 60 + 3 ∗ d ∗ 80 + 4 ∗ (k − d) ∗ 0.060mW (4)

The results of the experiments on settings S2 and S3 are reported in Figures 4.
The behavior of the Coop algorithm is compared with that of the asyn-

chronous training protocol Flat [2]. The Flat and Coop algorithms assume the
same parameter values, except that Flat uses an awake-sleep cycle of length
L = k + 1 instead of k. Indeed, when L = k, Flat cannot complete the training
process [2], and thus the smallest value of L for which Flat trains all the sensors
has been used.
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For each algorithm, it has been measured the maximum pmax (minimum pmin,
resp.) power consumed by each sensor along with the average pavg power.

One can note that although Coop and Flat consume overall almost the same
power as shown in Figure 4, the difference between the sensor maximum and
minimum power consumption in the Coop algorithm is much less than that
measured for Flat. In other words, the Coop training algorithm drain the sensors
in a balanced way, and therefore it works in favor of the network lifespan.
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When k increases, like in Figure 4 scenario S3, the power effectiveness of the
Coop algorithm is neat. The power pmax of Coop is smaller than or equal to the
pavg of the Flat Algorithm for any value of d.

6 Conclusion

In the context of anonymous, asynchronous and randomly distributed sensor
and actor networks, we have proposed a new cooperative training algorithm
which exploits the high density features of the considered kind of network. After
describing the phases of the algorithm, we have provided analytical and experi-
mental results with respect to the accuracy for the localization and the consumed
energy. The new training algorithm is particularly suitable in large and dynamic
networks, that need to frequently and quick raise up the network, for instance
in presence of an actor moving to track an intruder. Moreover, once the pro-
posed course-grain localization has been performed, easy routing algorithms can
be applied with respect to the obtained virtual infrastructure induced by our
algorithm.

As an open problem, it remains to study analytically the minimum sensor net-
work density which guarantees that the algorithm trains, with high probability,
all the sensors. Moreover, as future works, one can investigate larger networks
where the actors move. Even more challenging would be the comparisons of Flat
and Coop in a test-bed wireless sensor network.
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Appendix

Procedure Sensor

Input: x, d, L, k, r, j;
1. case j :

j = 1 :
2. for t := 0 to d − 1 {Initialize}
3. C[t] := −1;
4. trained := white-flag := seed := false;
5. corona := −∞; τ := −1;
6. for t := 0 to d − 1 {First stage}
7. C[t] := listen-actor(γ);
8. if C[t] = 0
9. then trained:= seed := true; corona:= 0;
10. else if (t ≥ 1 and C[t] = ∅ and C[t − 1] = γ)
11. then trained:= seed:=true, corona:= C[t − 1];
12. τ := τ + 1;
13. if x ≥ d − 2
14. then j := 2; set-alarm-clock(τ + L − d);
15. else j := 3; set-alarm-clock(τ + 2L − d);

j = 2, 3 :
16. for i := j to 3 {Second stage}
17. for t := 0 to d − 1
18. if trained
19. then broadcast(corona)
20. else if ¬ white-flag
21. then listen-sensor(corona);
22. if corona �= ∅ then corona := compatible(corona); trained := true;
23. if corona =noise then white-flag:=true;
24. τ := τ + 1;
25. if (white-flag or (trained and ¬ seed) or (seed and x �∈ [d − 1, |2d − 3|k]))
26. then j := 4; set-alarm-clock (τ + (3 − i)L + L − d);
27. else j := j + 1; set-alarm-clock (τ + L − d);

j = 4 :
28. for t := 0 to d − 1 {Third stage}
29. if trained and |corona|2 = 0
30. then broadcast(corona)
31. else if white-flag
32. then listen-sensor(corona);
33. if corona �= ∅ then trained:=true;
34. τ := τ + 1;
35. set-alarm-clock(τ + L − d);

Fig. 6. The corona training protocol for the sensor
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Abstract. Agent-based data collection and aggregation have been proved to be
efficient in wireless sensor networks (WSNs). While most of existing work focus
on designing various single agent based itinerary planning (SIP) algorithms by
considering energy-efficiency and/or aggregation efficiency, this paper identifies
the drawbacks of this approach in large scale network, and proposes a solution
through multi-agent based itinerary planning (MIP). A novel framework is pre-
sented to divide our MIP algorithm into four parts: visiting central location (VCL)
selection algorithm, source-grouping algorithm, SIP algorithm and its iterative
algorithm. Our simulation results have demonstrated that the proposed scheme
lowers delay and improves the integrated energy-delay performance compared to
the existing solutions with the similar computation complexity.

Keywords: Wireless sensor networks, mobile agent, itinerary planning.

1 Introduction

The application-specific nature of a wireless sensor network (WSN) requires that sensor
nodes have various capabilities. It would be impractical to store all the programs needed
in the local memory of embedded sensors to run every possible application, due to the
tight memory constraints. The intrinsically flexible features of mobile agent (MA) make
it adaptable to diverse network conditions in dynamically reconfigurable WSNs.

An agent deployed in a sensor network is a special kind of software that migrates
among network nodes to carry out a task autonomously, in order to achieve the objec-
tives of the sink node.

Compared to its traditional client/server computing communications mechanism
counterpart, mobile agent based computing has exhibited its unique efficiency in context-
aware sensory environments [1, 2, 3, 4, 5, 6, 7, 8]. In a previous survey [1], we sepa-
rated the agent design process for WSNs into four parts: architecture, itinerary planning,
middleware system design, and agent cooperation for the design, development, and de-
ployment of MA systems for high-level inference and surveillance in WSNs.

Among the four components, itinerary planning determines the order of nodes to be
visited during agent migration, which has a significant impact on energy performance

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 584–597, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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of the MA systems. Though the agent itinerary is critical to the network performance,
it has been shown that finding an optimal itinerary is NP hard and still an open area
of research. Therefore, heuristic algorithms [2, 4, 10] and genetic algorithms [5] are
generally used to compute itineraries with a sub-optimal performance. Though our pre-
viously introduced IEMF and IEMA approaches [10] exhibit higher performance in
terms of energy efficiency and delay compared to the existing solutions, the limitation
of utilizing a single agent to perform the whole task, making the algorithm unscalable
in applications with a large number of source nodes needed to be visited. Typically,
single agent itinerary planning algorithms have high efficiency in the applications with
the following characteristics:

– The source nodes are distributed geographically close to each other.
– The number of source nodes is not large.

For a large scale sensor networks, with many nodes to be visited, single agent data
dissemination exhibits the following pitfalls:

1. Large Delay: Extensive delay is needed when a single agent works for networks
comprising hundreds of sensor nodes.

2. Unbalanced load: There are two kinds of unbalancing problems while using a sin-
gle agent. First, in the perspective of the whole network, all of the traffic load is
put on a single flow. Therefore, sensor nodes in the agent itinerary will deplete
energy quickly than other nodes. Secondly, from the perspective of the itinerary,
the agent size increases continuously while it visits source nodes, and so the agent
transmissions will consume more energy in its itinerary back to the sink node.

3. Insecurity with large accumulated size: The increasing amount of data accumulated
by the agent during its migration task increases its chances of being lost due to
noise in the wireless medium. Thus, the longer the itinerary, the higher risky of the
agent-based migration becomes.

In this paper, we propose a novel Multi-agent Itinerary Planning (MIP) algorithm to
address the above issue. Traditionally, Single-agent Itinerary Planning (SIP) includes
the following two challenges:

– Selecting the set of the source nodes to be visited by the mobile agent.
– Determining a node visiting sequence in an energy-efficient manner.

Compared to existing SIP proposals, the main contributions of this paper are listed as
follows:

– We introduce a novel source-grouping algorithm. Note in [11], clustering based
architecture is utilized to facilitate mobile agent based data dissemination. Though
our source-grouping algorithm partitions source nodes into several sets, which has
a similar effect of grouping source nodes in clusters, we do not set up a hierarchical
structure. Thus, our algorithm does not have any control message overhead for the
clustering process.

– We propose an iterative algorithm for MIP solution.
– We propose a generic framework to design a MIP algorithm. Within this frame-

work, any SIP algorithm can be extended to the corresponding MIP algorithm,
where the SIP algorithm will be carried out iteratively until the source list is empty.
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The remainder of the paper is organized as follows. The problem is stated in Section 2.
We present the proposed MIP algorithm in Section 3. Our simulation studies are re-
ported in Section 4. Section 5 concludes the paper.

2 Problem Statement

2.1 Motivation

In this section, the motivation for MIP proposal is illustrated through Eqns.(1) and (2).
The agent size at the kth source depends on three parts: (1) the initial agent size (l0ma),
which includes size of processing code and agent header; (2) size of reduced payload
when visiting the first source node (ldata · (1 − r1)), where r1 is the data reduction
ratio at the first source. Note that there is no data aggregation at the first source; (3)
accumulated size of the aggregated data payload after local processing from the second
source node to the present source (

∑k
i=2 ldata · (1−ri) · (1−ρi))1. Thus, the final agent

size increases linearly with the source number, as shown in Eqn.(1).

lkma = l0ma + ldata · (1 − r1)

+
k∑

i=2

ldata · (1 − ri) · (1 − ρi). (1)

Eitinerary = E1
0 +

n∑
k=2

Ek
k−1(l

k−1
ma ) + E0

n. (2)

Table 1. Notation

Symbol Definition
ldata the size of raw sensory data at a source node.
l0ma the size of mobile agent when dispatched from the sink.
ri the reduction ratio at the kth source by agent

assisted local processing.
ρi aggregation ratio at the kth source by agent for data

redundancy elimination.
lkma the agent size when it leaves the kth source.
N the number of source nodes needed to be visited.
Ek

k−1(lma) the communication energy cost during a mobile agent
roams from source k-1 to source k with agent size lma.

Fig. 1 presents a typical scenario of single agent based data dissemination. In order to
calculate the itinerary cost (Eitinerary), we divide the whole itinerary cost into three
parts: (1) from the sink node to the first source node S1, only the processing code and

1 Please refer Table 1 for the definitions of ρi and ldata.
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agent header are included in the MA packet. We denote the communication energy
consumption in this part by E1

0 ; (2) the second part starting from the time when MA
leaves the first source node to the time when it visits the last source node Sn. The com-
munication energy consumption in this phase is denoted by

∑n
k=2 Ek

k−1(l
k−1
ma ), where

Ek
k−1(l

k−1
ma ) represent the communication energy cost for the MA to roam from source

k-1 to source k with agent size lma; (3) the third part starting from the time when MA fin-
ishes visiting all the source nodes to the time when it returns to the sink. The communi-
cation energy consumption in this part is denoted by E0

n. Eqn.(2) shows that the itinerary
cost is a squarely increasing function of the source node number, which causes the per-
formance of the SIP algorithm to deteriorate in large scale sensor networks. The end-
to-end agent delay exhibits a trend that is congruent to the similar trend as the itinerary
cost. Thus, we are motivated to design a MIP algorithm that possesses the flexibility of
adapting to the specific network parameters, such as network size, source node number,
reduction ratio, aggregation ratio, sensor data size, etc. Specifically, a SIP algorithm can
be deemed as a particular output of the MIP algorithm with a single agent.

Sink

Ek

k+1
Lma( )

 

s

s

k

Energy Consumption 

between Two Sources

Source Node Intermediate Sensor Node

s

s

Fig. 1. Illustration of Single Agent based Itinerary Planning

2.2 A Generic Multi-Agent Itinerary Planning Algorithm

We state our assumptions and define a generic MIP algorithm in this section as follows:

– primary itinerary design algorithms are executed at the sink, which has relatively
plenty of resources in terms of energy and computation.2

– the sink node knows the geographic information of all the source nodes. Note that
in our algorithm, only source locations are needed, while the other algorithms [4, 5]
need all of the nodes’ geographical positions.

In fact, the above assumptions are common in most of the solutions presented in [4,
5, 10] for the SIP problem. The previous SIP algorithms assume that the set of source

2 MAs may deal with unexpected failures of arriving next source nodes, as soon as failure is
detected, MA change the source destination node scheduled to be visited after the failed node.
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nodes to visit is predetermined. In contrast, our MIP algorithm needs to group source
nodes for different mobile agents, since the determination of source visiting set is a
dynamic process. The proposed MIP algorithm can be deemed as the iterative version
of a SIP solution, which can be divided into four parts:

– Selection of Visiting Central Location (VCL) for an agent: While using multiple
agents, it is a challenging issue to use the least number of them while achieving the
required coverage of source nodes. Strategically, the agent’s VCL is selected to the
center of area with a high source node density. Finding an optimal agent number is
also a NP-hard hard problem.

– Determining the source visiting set: In order to determining the source visiting set,
we first isolate the visiting area, which is typically a circle/oval centered at the VCL
and it has a certain radius. All of the source nodes in the disk will be included in
the visiting list of the agent.

– Determining a source-visiting sequence: This is the itinerary plan for the current
agent. In this step, the problem is simplified into the Single-agent Itinerary Plan-
ning problem, whereby existing SIP solutions can be applied, such as LCF, GCF,
MADD, IEMF and IEMA, etc.

– Algorithm iteration: If there are source uncovered source nodes, the next VCL will
be calculated based on the remaining set of source nodes. The previous process will
repeat until all of the source nodes have been assigned to a mobile agent.

3 Proposed MIP Algorithm

VCL-Selection Algorithm. The basic idea of the proposed visiting central location
(VCL) selection algorithm is to distribute each source’s impact factor to other source
nodes. Let n denote the source number. Then, each source will receive n − 1 impact
factors from other source nodes, and one from itself. After calculating the accumulated
impact factor, the location of the source with the largest accumulated impact factor will
be selected as VCL.

We achieve this by using the analogy of a gravity field: a source node is modeled
by a small iron ball, and the network is seen as an elastic plane, as shown in Fig. 2(a).
When the iron ball is put on the elastic plane, the plane will be naturally distorted to the
shape as shown in Fig. 2(b). In our approach, we map the physical model to a sensor
network in a way where each source will contribute with a certain gravity impact to
a fixed location. If we overlap all of the source nodes’ gravity fields, there must be a
location suffering the largest gravity3. We define this location as VCL.

However, there are unlimited locations in the plane. Therefore, in order to reduce
computational complexity, we make the following simplifications:

– the gravity impact is quantized by hop count between two source nodes.
– only the location of a source node is considered as a candidate to be selected as

VCL.

3 In Physics, this is analogous to a Boltzmann Machine, and gradient descent.
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(a)

(b)

Fig. 2. Analog to Illustration of Calculating the Impact Factor between Two Source Nodes

We denote the set of n nodes by Vn. For any two source nodes i, j ∈ Vn, dij denotes the
distance between i and j. Then, we can estimate the hop count between i and j as Hj

i =
�d(k−1,k)

R 	, where R represents the maximum transmission range. To approximate the
effect of a real gravity field, a gauss function is adopted to calculate the impact factor
between i and j:

Gij = e−
(Hj

i
−1)2

2σ2 . (3)

Fig. 3 shows an example with σ set to 8. A suitable setting should be heuristically
selected for different network scale and different requirements of grouping effect.
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Fig. 3. Illustration of Calculating the Impact Factor between Two Source Nodes

The pseudo code of the VCL-selection algorithm is listed at Algorithm 1.

Source-grouping algorithm. Our source-grouping algorithm is very simple. Let
A(V CL, R) denote the circular area centered at VCL with a radius of R. Then, all
of the source nodes within A(V CL, R) will be included in the visiting list which is
assigned to the current agent. Algorithm 2 shows the pseudo-code of the proposed
source-grouping algorithm.
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Algorithm 1. VCL-selection algorithm for the set of source nodes (Vm)
for each source i in Vm do

Gi ← 0;
end for
for each source i in Vm do

for each source j in Vm do
calculate Gij according to Eqn.(3);
Gi ← Gi + Gij ;

end for
end for
for each source k in Vm do

if Gk = min{Gi| ∈ Vm} then
select the position of node k as VCL;
break;

end if
end for

Algorithm 2. Source-grouping algorithm for the set of source nodes (Vm)
for each source i in Vm do

calculate the distance (dvcl,i) between VCL and node i;
if dvcl,i < R then

Vleft ← Vm − i;
Vgroup ← Vgroup + i;

end if
end for

Iteration based MIP Algorithm. For each iteration, a new VCL will be calculated for
the remaining source list. Then, a new list of source nodes will be assigned to a mobile
agent. To this moment, the itinerary for the agent can be planned by any SIP algorithms.
In this paper, some typical SIP algorithms are tested, such as LCF, GCF and IEMF. If
the remaining source list is not empty, the above process will repeat until all of the
source nodes have been assigned to a mobile agent. The pseudo code of the iteration
based MIP algorithm is shown at Algorithm 3.

Algorithm 3. MIP algorithm for the whole set of source nodes (Vn)
Vleft ← Vn;

loop
if Vleft is not empty then

calculate VCL Vleft according to Algorithm 1;
calculate Vgroup according to Algorithm 2;
perform SIP algorithm for Vgroup;
updated Vleft according to Algorithm 2;

end if
end loop

The computational complexity of Algorithms 1,2 and 3 is O(n2), and the one for
our MIP scheme depends on the SIP algorithm. For example, if a SIP (e.g., LCF) has
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a computational complexity of O(n2), then a LCF-based MIP algorithm will have the
same computation complexity.

4 Performance Evaluation

4.1 Simulation Setting

We implement the proposed MIP algorithm as well as the three existing SIP algorithms
(LCF, GCF and IEMF) using OPNET Modeler, and perform extensive simulations. We
choose a network where nodes are uniformly deployed within a 1000m × 500m field.
To verify the scaling property of our algorithms, we select a large-scale network with
800 nodes. We assume that the sink node is located at the right side of the field and
multiple source nodes are randomly distributed in the network.

The sensor application module consists of a constant-bit-rate source, which gener-
ates a sensora data report every 1 s (1024 bits each). As in [10], we use IEEE 802.11
DCF as the underlying MAC, and the radio transmission range is set to 60 m. The data
rate of the wireless channel is 1 Mb/s. All messages are 64 bits in length. For con-
sistency, we use the same energy consumption model as in [9]. The initial energy of
each node is 5 Joules. The power consumptions for transmission, reception and idling
are 0.66 W, 0.395 W, and 0.035 W, respectively. We count for all types of energy con-
sumptions in the simulations, including transmission, recption, idling, overhearing, col-
lisions and other unsuccessful transmissions, MAC layer headers, retransmissions, and
RTS/CTS/ACKs.

We consider the following four performance metrics:

– Task Duration: in a SIP algorithm, it is the average delay from the time when a MA
is dispatched by the sink to the time when the agent returns to the sink. In our MIP
algorithm, since multiple agents work in parallel, there must be one agent which
returns to the sink at last. Then, the task duration of our MIP algorithm is the delay
of that agent.

– Average Communication Energy: the total communication energy consumption, in-
cluding transmitting, receiving, retransmissions, overhearing and collision, over the
total number of distinct reports received at the sink.

– Hop Count: in SIP, it is the average hop count of a mobile agent itinerary. In MIP,
it is the accumulated hop counts of all the agents.

– Integrated Performance: For time-sensitive applications over energy constrained
WSNs, we consider both delay and energy performances, and evaluate the inte-
grated performance (denoted by η) in terms of task duration and average commu-
nication energy. The smaller the value of η is, the better the integrated performance
will be.

η = energy · delay. (4)

In all the figures presented in this section, each data point is the average of 25 simula-
tion, which runs with different random seeds. The mobile agent specific parameters are
shown in Table 2.
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Table 2. Simulation Parameters

Raw Data Reduction Ratio (r) 0.8
Aggregation Ratio (ρ) 0.9
MA Accessing Delay (τ ) 10 ms
Data Processing Rate (Vp) 50 Mbps
Size of Sensed (Raw) Data (ldata) Default: 2048 bits
Size of Processing Code (lproc) 1024 bits
The Number of Source Node (n) Default: 40
Radius to the center point Default: 255

4.2 Simulation Results

Multiple Itineraries Construction in the Proposed MIP Algorithm. In this section,
we will show the snapshot of OPNET simulation for MIP algorithm, and a typical SIP
algorithm (i.e., LCF). Fig. 4 shows the result of source-grouping and itinerary planning
for the first mobile agent. The circled node is selected as the first VCL, since it has the
highest accumulated impact factor of 14.87. The second VCL has the highest impact
factor of 4.14, which is much smaller than that of the first one. It is because the number
of candidate source nodes is smaller than that of the first round selection, as shown
in Fig. 5. Note that the number of left source nodes will become smaller and smaller,
and only three source nodes are visited by the third agent, as shown in Fig. 6. Since
the three agents are dispatched by the sink node in parallel, they collect sensory data
concurrently. Observed from above figures, the third agent will return to the sink first,
then the second agent. Finally, the task duration is actually the delay of the first agent.
In order to compare MIP and SIP algorithms, the planned itinerary by LCF is plotted
in Fig. 7. Intuitively, the length of itinerary is longer than that of the first agent in

1

Fig. 4. The snapshot of the first itinerary in MIP algorithm
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2

Fig. 5. The snapshot of the second itinerary in MIP algorithm

3

Fig. 6. The snapshot of the third itinerary in MIP algorithm

MIP algorithm. Thus, MIP algorithm will yield a shorter task duration than the SIP
algorithm.

Performance Comparison of MIP, LCF, GCF, MADD, IEMF, IEMF and IEMA
with Varying Source Number. In this section, MIP algorithm is compared to most of
existing SIP algorithms, such as LCF, GCF, MADD, IEMF and IEMA, among which
IEMA outstands other SIP algorithms [10].

A series of experimental networks of different source node number are created. For
the same source number at different simulation seed, the distribution of the source nodes
are recalculated through random selection.



594 M. Chen et al.

Fig. 7. The snapshot of LCF algorithm
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Fig. 8. Task durations

As shown in Fig. 8, MIP algorithm has absolute advantage in terms of task duration,
which is only half of that of LCF. Note that the task duration of MIP is calculated
fairly with SIP algorithms. Since we dispatch all of the mobile agents simultaneously,
contention exists when multiple agents are close to each other. Even so, MIP still has
superior delay performance than SIP algorithms.
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Fig. 9. Task communication energy
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In Fig. 9, the energy consumption of MIP algorithm is much higher than that of SIP
algorithms when source number is small. Actually, it is only necessary for the usage of
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Fig. 11. Agent accumulated delay

multi-agent when source number is large. When the source number is 40, the energy
consumption of MIP algorithm becomes comparable to those of SIP algorithms.

In Fig. 10, the accumulated hop counts of MIP algorithm is larger than the hop
count of SIP. By comparison, it is important to consider the joint delay and energy
performance, especially for delay constraint traffic in wireless sensor network, such as
wireless multimedia sensor network, and video sensor networks [12]. Fig. 11 shows
that MIP algorithm has the best integrated performance, which verifies effectiveness of
the proposed algorithm.

5 Conclusions

In this paper, we addressed the problem of itinerary planning for multi-agent based data
dissemination, facilitating concurrent sensory data collection to reduce task duration
extensively. The proposed multi-agent itinerary planning (MIP) algorithm has the sim-
ilar complexity with most of single agent based itinerary (SIP) algorithm, and can be
flexibly adaptive to network dynamics in various network scales. We will propose more
efficient source-grouping algorithm in our future work.
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Abstract. The deployment of sensor networks is both widespread and
varied with more niche applications based on these networks. In the case
study provided in this work, the network is provided by two football
teams with sensors generating continuous heart rate values for the dura-
tion of the activity. In wireless networks such as these, the requirement
is for complex methods of data management in order to deliver more
and more powerful query results. In effect, what is required is a tradi-
tional database-style query interface where domain experts can continue
to probe for the answers required in more specialised environments. This
paper describes a system and series of experiments that requires pow-
erful data management capabilities to meet the requirements of sports
scientists.

Keywords: Wireless Sensor Network, Data Synchronisation, Calibra-
tion, Query Service.

1 Introduction

Sensor networks have become more varied with many niche applications based
on a wide variety of application areas. Unobtrusive sensors are now commonly
used to assess the physiological responses during individual and teams sports.
The measurement of heart rate to assess the physiological load during individual
and team sports is widely accepted within the sporting community [2,13]. Ambu-
latory telemetric equipment such as the wireless Polar Team Heart monitor [12]
used in this study has made it possible to innocuously monitor heart rates during
team sports. Relative exercise intensity can be estimated [1] by processing and
manipulating the output from heart rate monitors as this is commonly used as
a measure of exercise intensity during a game of soccer [2, 13].

Gaelic football [14] is the most popular sport in Ireland. It is a hybrid of
Rugby and Australian Rules football. This project assessed heart rate responses
during small sided and regular Gaelic football games in young players. To achieve
this, we created a wireless sensor network that has multiple configurations and

� Partially Funded by Enterprise Ireland Grant CFTD-2008-231.
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requires a sophisticated data management layer to process, normalise and query
the data streams.

This paper is structured as follows: in the remainder of this section we provide
the motivation and contribution for our research; in §2, we describe the sensor
network in terms of components and different configurations; in §3, we introduce
a DataSpace architecture that provides the platform for data management in the
sensor network; in §4, we describe an application to harvest data from sensor
networks; in §5, a set of experiments with analysis of the results are given; in §6,
we provide details of related research; while §7 offers conclusions.

1.1 Requirements and Motivation

To accurately determine the intensity at which each player is working during
a game or training session, a calculation of each player’s maximum heart rate
(MHR) and resting heart rate (RHR) must be determined. Resting heart rate
was determined following a 5 minute rest period and Maximal heart rate was
determined using a field based test.

Once again, heart rate data can also indicate the amount of time spent in
different intensity zones (table 1) but only with adequate data management
techniques and a flexible query interface. Such a query interface will require
user interaction with the sensor network and not a series of ‘built-in’ queries.
Specifically, the development of a quick accurate measurement of the amount
of time spent in each training zone is an important factor in determining the
primary energy source utilised during games and training. In addition, it may
also facilitate coaches in developing individual physiological profiles for each
player. This will allow coaches to design and implement appropriate individual
training programmes.

The requirement for an infrastructure to monitor and optimise players’ perfor-
mances led to the development of a wireless sensor network that was configured
for each experiment as described in section §2. While the network provided the
participants and hardware, it was then necessary to provide the data manage-
ment layer in order to process and calibrate data generated by the networks.
The motivation is to provide a traditional query interface for the low level data
generated by the wireless network. The research described in this paper is a re-
sult of a collaboration between the Interoperable Systems Group (ISG) and the
School of Health and Human Performance, both at Dublin City University in
Ireland. While the usage of XML to provide interoperability for sensor networks

Table 1. Heart Rate Training Zones

Perc. Zone Description Typical Range
Rest to 60% Resting Walking Pace RHR to 120

60%-70% Recovery Develops basic endurance and aerobic capacity. 120 to 140
70%-80% Aerobic Develops the cardiovascular system. 140 to 160
80%-90% Anaerobic Develops the lactic acid system. 160 to 180
90%-100% Maximal Training in this zone is optial for development of 180 to 200

players’ aerobic capacity but is possible only for short periods.



600 M. Roantree et al.

is gaining in popularity, XML has well known performance issues [6] [11] and
the manipulation of this sensor network requires normalisation and continuous
recalibration of the sensor data. Thus, any approach that uses XML as part of
the data management level must demonstrate that queries times are within an
acceptable level of performance.

1.2 Contribution

The construction of a sensor network comprising athletes and heart rate moni-
tors, and configured in different ways provides a strong foundation for analysing
the performance characteristics of athletes and in building personal and team-
based physiological profiles. However, this represents the physical layer in the
solution and a software layer comprising all of the data management and query
performance aspects is still required. In this paper, we describe those data man-
agement components that facilitate user manipulation and analysis. Our classi-
fication and calibration services are the key enablers in the provision of a robust
query service and these will be discussed in detail, providing algorithms for
locating only meaningful data. Furthermore, we believe our usage of a DataS-
pace Architecture [5] facilitates the required heterogeneity in data management
for sensors networks where data arrives in multipe formats, requiring multiple
processors and different processing logic. Our prototype and experiments will
demonstrate the speed at which data becomes available to users and the re-
sponse times they can expect from queries.

2 Wireless Sensor Network Configurations

In this section, we describe the various configurations of the wireless sensor
network and outline the underlying scenarios giving rise to these configurations.
The actual experiments involved a number of school-aged football teams playing
Irish Gaelic football where each player wore a heart monitor that monitored
and broadcasted their heart-rate values, every 5 seconds, to a base station. The
configuration of the sensor network was determined by the context for each
experiment. These are the contexts in which players wore the heart monitors.

– 15-a-side games. Each team consists of one goalkeeper, six defenders, two
midfielders and six attackers with the likely configuration displayed in
figure 1. The network operates for the lifetime of a single football match
with sensing commencing just before, and terminating just after, the match
itself. Data outside the First Half and Second Half is to be identified and
eliminated from user queries.

– 9-a-side games. Each team consists of one goalkeeper, three defenders, two
midfielders and three attackers. As for 15-a-side matches, only data for the
First and Second halves should be used in analysis.

– Bangsbo test. The Bangsbo endurance test [1] has a series of levels of in-
creasing intensity. Participants progress through the levels until fatigue forces
them to drop out. When the last participant is eliminated, the sensor network
terminates.
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Defense

Attack

Defense

Attack

Fig. 1. Network Configurations

From the descriptions above, it is clear that networks may broadcast for set
durations or may run for an unknown duration in the case of the Bangsbo test. In
addition, the playing surface area differs for all three configurations as illustrated
in figure 1. This diagram shows 3 different surface areas: the outside (largest) area
is for 15 a side games and will contain 30 nodes for the 15 players on each team;
the middle area is for 9-a-side and will contain 18 nodes while the smallest (inner
strip) can contain up to 50 nodes as a larger number of players may participate
in the training activity in this small area. The user scenario expressed in figure
1 is for an analysis of the 6 attacking players and the defenders who are closely
tracking them.

3 Sensor Web Architecture

The concept of the DataSpace system was introduced in [5] as a solution to
organisations such as healthcare or sport scientists who have a requirement for
large numbers of diverse but interrelated data sources. In this section we de-
scribe the major components of the HealthSense DataSpace system and how
each component contributes to the information management process.

3.1 Data Capture

The Data Capture Component comprises both data sources and a metabase that
is used for understanding the content and semantics of the actual data sources.
The key difference between the DataSpace architecture and more traditional
distributed architectures is that the data is subject oriented, similar to a Data
Warehouse. In this DataSpace, sensor data exists in both raw format (binary
or textual files) and in an enriched XML format. The raw format is necessary
for live queries as the converted files are not available quickly enough for this
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Fig. 2. SportSense DataSpace Architecture

purpose [11]. An Object-relational model (Oracle 10g) is used for creating sub-
ject (athlete or patient) profiles and is also used for managing injury data. A
separate system is used to store video data while the video metadata is stored in
a relational database. Unlike federated database systems that are created from
existing application databases, this is a green-field architecture with some level
of control to make integration of data easier. However, there will always be sit-
uations where unplanned integration will be necessary. For example, combining
the output from new sensor devices with previously generated data.

DataSpace Repository. The repository for the HealthSense DataSpace pro-
vides the engine for the DataSpace system and has a complex metamodel. As
with the DataSpace System itself, the System Repository (or metabase) also
adopts a hybrid storage model structure. This is necessary as some of the con-
structs involved are not suited to traditional storage systems. While a full de-
scription of the repository and its Metadata Service form part of a separate body
of work [11], we provide a brief description of the major components now.

– Integrations. Relationships across separate data sources with semantics for
integration.

– Profiles. For each user or user type, a profile is created that links the user
to specified data sources. It may provide a link to Integration objects where
users are managing data from multiple sources.

– Templates. Templates are used to describe raw sensor sources. Together
with a structural enrichment process, they form XML schemas and are used
to populate these schemas with raw data so that they can be queried using
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XPath or XQuery [15]. Their goal is to ensure that the service componets
are never required to change.

– Contexts. While template objects provide for the creation of XML data
from raw sensor output, this provides only a structural enrichment of the
sensor data. With Context objects, it is possible to semantically enrich the
file. Contexts provide the necessary background to understand the situation
in which each sensor was used. For example, a Heart Rate monitor can be
used in a match situation: football, tennis or athletics; or it may be used in
testing scenarios such as the Bangsbo test [2].

– Schemas. Schema objects are stored for XML databases only. They provide
the user with a storage model version of raw sensor data and enable the user
to formulate queries. There is a strict one-to-one mapping between templates
and schemas.

– Replicas. There are many examples of data replication in the DataSpace
system and these are modelled in the system repository. For example, the
optimiser will create a relational index of an XML database; multimedia
metadata is created for video files; XML views are created from object-
relational databases for the purpose of sharing data.

3.2 Profile Component

HealthSense is a Web Information System in that web browsers provide the
interface to multiple sources of data, and HTML or XML is used as an interface
between heterogeneous data collections and users. What connects user types
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Fig. 3. Data Capture and Management
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with different requirements, to one or more data sources are the profiles. Many
profiles are simple to construct: a physiotherapist will only query and manage
data from a single database (Injury DB) or a knowledge worker who wants to
average team heart rate data after each match. However, some of the profiles
are more complex: knowledge workers wishing to mine larger data volumes are
searching for relationships between training regimes (Electronic Sports journal),
maximal heart rate and injuries sustained.

Semantic Enrichment. This service creates the XML version for all sensor
streams using a template approach [3] that requires no modification to sys-
tem components when new sensors are introduced. Initially, raw sensor streams
are structurally enhanced to produce basic XML files and subsequently, these
files are mined to generate additional semantics for every sensor reading. In all
sporting experiments, we apply state information to each sensor reading, where
a state refers to some interval in either a sporting event (eg. football game or
tennis match) or a lab-based training activity.

4 SportsSense System

In this section we describe the infrastructure that facilitates the provision of a
data management and query service for a sensor network using the standard web
languages XPath and XQuery. While this paper focuses mainly on the cleaning
and normalisation of data, we will provide a brief overview of the entire infras-
tructure.

4.1 Data Enrichment

The role of the enrichment process is to convert the raw sensor data into XML
format, providing both structure and additional semantics. This is motivated by
the need to use a high level query language rather than write low level primitives
every time the user modifies or has a new query requirement. Each sensor device
has associated with it a template file (an XML schema document) that facilitates
the transformation of the raw data into XML. In previous work [3], we described
a system where all sensor streams use an XML template to make themselves
readable and queryable by the system. The benefit of this approach is that
the system requires no modification when new sensors are introduced to the
wireless network. The enriched XML file contains a header section detailing the
user information, session parameters that describe the current experiment or
activity, and sensor device ID information. The body of the XML file contains
the readings recorded by the sensor device.

In figure 4, we have a small extract from an enriched sensor stream which
previously generated some header data, followed by a stream of heart rate val-
ues and time stamps. Meaningful queries (see §5) are not possible without the
descriptive attributes that are added from the sensor’s template file. Other than
structural markup, additional semantics such as outlier information, rolling av-
erages (to that timestamp) and athlete details are included to facilitate more
complex queries.
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<user>murphy</user>
<session>080503ME_Bangsbo</session>
<sessiontype>Under 14</sessiontype>
<sensorData candidate="candidate">

<device>HRM</device>
<startTime>1209826519000</startTime>
<interval>5000</interval>
<sections>

<section name="Params">
<parameter><key>Version</key>

<value>106</value>
</parameter>
... (parameter element repeats)

</section>
<section name="HRData">

<measurement offset="0"
state="" stateoffset="" time="1209826519000">

<reading ordinal="">
<key>HeartRate</key>
<raw-value>80</raw-value>
<outlier-value>80</outlier-value>
<padded-value>80</padded-value>
<value>80</value>
<averages>

<average>
<time/>

<value/>
</average>

</averages>
</reading>

</measurement>
... (measurement element repeats)

Fig. 4. An Enriched Sensor Stream

4.2 Classification

The goal of this process is the dynamic classification of sensor streams as dif-
ferent groups or clusters of players (in this sensor network) based on various
characteristics, such as age, team, field position and experiment type.

One of the requirements of databases or data warehouses is appropriate classi-
fication of all stored objects. This facilitates the user when expressing the query
if for example, all related experiments are located in the same section of the
database. The benefit of the enrichment process is that sensor data streams now
have a number of classifying attributes as shown in figure 4. Currently user,
session and sessiontype are used to sort each of the sensor streams as they
arrive.

This is an important feature when the system scales to include experiments at
a National level. As each Gaelic football club rolls our their own sensor network
experiments, it will be necessary to distribute data across multiple sites but have
an integration parameter when queries are expressed across distributed informa-
tion sources. For example, it would be possible to query the results (across the
country) for all Bangsbo experiments, involving players under 14 years of age,
between a specific range of dates.
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4.3 Cleaning and Normalisation

The goal of this process is the calibration of the sensor data so that domain
experts can extract and query only appropriate sensor readings. The difficulty
with this process is that the network generates data that will corrupt the results
of user queries and analyses. This is caused by heart rate monitors sending
heart rate data outside the prescribing activities periods. Secondly, the necessary
calibration of results requires a number of updates to the sensor streams that
can be time consuming using XML databases. Thus, there are two challenges:
identifying only relevant sensor data and performing a fast calibration process.

The calibration process involves the use of states. By imposing a state value
on every sensor reading, we can use the states to categorise and ultimately
synchronise sensor streams. All sporting events conform to rigid structures and
the training activities employed by the Sports Scientists also adhere to a set
structure [1]. Irish Gaelic football has 15 players with the game played over two
halves. Scientists require that only heart rates for the duration of the First and
Second halves should be used to generate the results of queries. Our algorithm
identifies three principle states: First-Half (FH), Half-Time (HT) and Second-
Half (SH). An illustration of a typical player heart rate stream over a full game
is presented in figure 5. A heart rate sensor begins to monitor as soon as the
electrodes touch the skin, and generates a value every 5 seconds. As this takes
place in a random and fairly chaotic manner, it is not easy to synchronise sensors
at the start of the match. In some cases the monitor is attached 10 minutes before
the start and in others up to 40 minutes before the start. However, figure 5
provides some indication as to how the problem was approached as FH and SH
states are clearly visible (although only for this participant). Furthermore, all
devices were removed within 5 minutes of the end of each match, effectively
closing down the sensor network.

The goal of the cleaning process is to remove heart rate values that are not
in the First Half (FH) or Second Half (SH) states. For a 15-a-side game, the
sports scientists agreed that obtaining a fixed duration of 30 minutes activity
for both halves would provide the necessary data to determine the zonal infor-
mation described in table 1. Thus, we have two fixed functions T(FH) = 1800
and T(SH) = 1800 (30 * 60 seconds). It was also agreed that the interval be-
tween halves (half-time HT) would be set at 12 minutes, providing T(HT) = 720.
These functions will return different values for the 9-a-side networks and also
have no meaning for tests such as Bangsbo which has a large number of states,
but the principle remains the same, with only the number of functions and their
durations changing. It also allows us to paramaterise the process where it is clear
that playing times were shorter or longer than expected.

The process to clean the data has three core algorithms. The first is detectHT
which returns the start time for Half Time. Once found this is used to segment
the sensor stream in order to reduce the search space for the detectFH and
detectSH algorithms. This step is very important as we discovered that these
algorithms return many false positives if the entire stream is searched.
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Fig. 5. Player Sensor Data Stream

The detectHT algorithm reads from the end of the file and calculates all
candidate Half Times by computing rolling averages for every 5-second interval.
This must be computed for at least the length of the half, T(SH) and the length
of half time, T(HT), and a surplus, T(surplus) to ensure that we always read
enough of the data stream. The lowest average heart rate for each 12 minute
duration is regarded as half time: the segment of least activity during the search
period.

Definition 1. detectHT

Start from End(Stream)
Calculate each 12 minute average AVG(HT) for T(SH)+T(HT)+T(surplus)
for all AVG(i)

locate smallest
return begin_time for AVG(smallest)

The detectSH algorithm reads from the end of half time until the end of the
sensor stream, and generates each 30 minute average of heart rate values. Upon
finding the largest 30 minute average, this is designated as the SH state. A
similar process is used to detect the FH state.

Definition 2. detectSH

Start from End(HT)
Calculate each 30 minute average AVG(SH) until the end of stream
for all AVG(i)

locate largest
return begin_time for AVG(biggest)

As the length for each half and half time will almost never correspond exactly to
the predefined durations, there will be gaps between each of the states which are
ignored for analysis purposes. However, we present these intervals to the sports
scientists in the event that they wish to recalibrate by changing the state dura-
tions. For a subsequent iteration, they are used to modify parameters (lengths
of playing halves or half time) and create a new range for the sensor values.
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We have deliberately kept the algorithms simple to ensure fast query response
times, but we have found accuracy to be above 92% with this purely automated
approach. Furthmore, the small percentage of streams where we discovered false
positives were due to irregular heart rate values. For example, the goal keeper
does not have the high activity exhibited by out field players. Additionally, there
were a very small number of players who had relatively low activity during play-
ing times, making the true location of half time difficult. Our current approach
will employ a Bayesian model to use data from multiple streams (players) to
highlight what are impossible Half Time locations.

5 User Queries and Experiments

After enrichment, data is stored in the MonetDB XQuery server [9] where it is
then calibrated until ready for user queries. All experiments ran on an Intel Core
2 Duo processor PC with 4GB of RAM running Windows XP professional. The
system was implemented using the Sun Java Virtual Machine version 1.6; the
MonetDB XQuery server is version 4.30.0. The current size of the dataset is just
under 0.5Gb in its XML format in the MonetDb database. All experiments were
executed four times with the average of the last three runs times recorded. The
first run was treated as a cold run and thus ignored.

5.1 Sample Queries

For the experiments described in this section, our queries focused on the sensor
data generated from a single 15-a-side game. On average, each sensor recorded
between 1100 and 1200 readings at 5 second intervals over a period of between
95 and 105 minutes. Table 2 provides a list of queries (in English) with the times
to compute the results. It provides the overall time for delivery of results to end
users. These queries represent the base queries upon which more complex queries
are then expressed. For example, to determine those players that exhibit heart
rate readings that are, on average, higher than the team average, across a number
of matches, it is necessary to build upon the set of basic queries presented in
Table 2. While these base queries may appear simplistic, it is not possible to
execute these user requests on raw data streams. In other words, without the

Table 2. Query execution times

Query Time

1 Return all HR values for player number 1 in game time 63 ms

2 Return the Avg HR value of player number 1 in second half game time 94 ms

3 Return the Max HR value of player number 5 in game time 78 ms

4 Return the Avg HR value of Team Scotstown in selected game 141 ms

5 Return Avg HR value for each Scotstown defender in selected game 563 ms

6 Return Max HR value for each Scotstown defender in selected game 531 ms



Using Sensor Networks to Measure Intensity in Sporting Activities 609

data management layer, it would require identifying a particular stream (from a
potentially large number of data streams), applying some context information to
determine the phase ”in game time”, and writing low-level query primitives to
detect values or collect sequences to compute min, max, avg etc. In our system,
we can apply XQuery to resolve all user requirements. Additionally, we provide
the XQuery expression for each query in Table 3 to demonstrate that even the
most basic sensor queries require fairly complex XQuery expressions.

Table 3. Full Query Expressions

Query Time

1 let $c := collection(’db/GAA football/Club01’) return $c/healthSense[user[text 63 ms

()=’mmccar’]]/sensorData/sections/section[@name=’HRData’]/measurement

/reading[key[text()=’HeartRate’]]/value/text())

2 let $c := collection(’db/GAA football/Club01’) return fn:avg($c/healthSense 94 ms

[user[text()=’mmccar’]]/sensorData/sections/section[@name=’HRData’]

/measurement[@offset>=3600000]/reading[key[text()=’HeartRate’]]/value/text())

3 let $c := collection(’db/GAA football/Club01’) return fn:max($c/healthSense 78 ms

[user[text()=’bharra’]]/sensorData/sections/section[@name=’HRData’]

/measurement/reading[key[text()=’HeartRate’]]/value/text())

4 fn:avg(let $c := collection(’db/GAA football/Club01’) for $p in $c//healthSense, 141 ms

$q in $c//Players/Player where $p/user = $q/Name/Code order by $q/@Id

return if $q/TeamId=”ST” then $p//measurement/reading[key[text

()=’HeartRate’]]/value/text() else())

5 let $c := collection(’db/GAA football/Club01’) for $p in $c//healthSense, 563 ms

$q in $c//Players/Player,$r in $c//Players where $p/user =$q/Name/Code

and $p/session = $r/Game/Id order by $q/@Id return if (($q/Position/Role=”DE”)

and ($r/Game/Type=”15aside”) and ($q/TeamId=”ST”)) then fn:avg($p//

measurement/reading[key[text()=’HeartRate’]]/value/text()) else())

6 let $c := collection(’db/GAA football/Club01’) for $p in $c//healthSense, 531 ms

$q in $c//Players/Player,$r in $c//Players where $p/user =$q/Name/Code

and $p/session = $r/Game/Id order by $q/@Id return if (($q/Position/Role=”DE”)

and ($r/Game/Type=”15aside”) and ($q/TeamId=”ST”)) then fn:max($p//

measurement/reading[key[text()=’HeartRate’]]/value/text()) else())

5.2 Query Evaluation

The first 3 queries are processed in less than 100ms with the reason being that
they query a single player data file (or small XML document). In other words,
simple queries based on individuals will always execute quickly, even where the
database grows quite large. Even in a database of 0.5Gb, the tree pruning capa-
bilities of MonetDB are quite effective.

It takes a little longer to run Query 4, approximately 150ms, because it cal-
culates the team average heart rate in a specific game and requires access to
15 player files. However, the speed is good as the query locates the match data
quickly. This is likely to decrease in speed as large numbers of match data is
added. There is currently data from almost 200 matches in the database of
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which 80 are 15-a-side matches. We have determined the correct placement and
classification of sensor data to improve query response times.

Queries 5 and 6 both require in excess of 500ms to generate results. This is
due to the fact that it must compute averages and maximums for all players in
a given team.

Table 3 provides the full XQuery expressions for each query to further em-
phasise the complexity of query expressions and to help explain the query times.
Queries 5 and 6 require iterations not needed in other queries. What this table
also demonstrates is the level of detail than can be expressed by building an ap-
propriate data management layer that supports standard query languages such
as XPath.

6 Related Research

A recent research project that focused on sensor networks in the sporting domain
is presented in [4]. They have a similar contextual platform to their experiment
in that they treat a single sporting event as the basis for generating the sensor
data. Similar to our work, they provide an experimental prototype with fast
response times for built-in queries. However,in our approach we provide a high
level and flexible query language to allow domain specialists to probe and refine
their requirements.

In [16], the authors present a platform for incorporating non-XML sources
into an XML system. As with our approach, they use a Description Language
to generate the XML representation of data. On the positive side, no conversion
of sensor data is necessary as they create a view definition to interpret the raw
data. However, they provide only a template system that has not been applied
to any domain (instead they provide some use-case descriptions), and no query
response times are possible. Our experience with real world data has shown
that unexpected data values such as outliers can require system manipulation
that affects response times and different networks will provide different problems
when trying to synchronise or integrate the sensor data.

In [17], the authors process and query streams of raw sensor data without con-
version to XML. Their approach is to enrich raw data into semantic streams and
process those streams as they are generated. Their usage of constraints on the
data streams provides a useful query mechanism with possibilities for optimisa-
tion. However, this work is still theoretical and has yet to provide experiments
or an indication of query performance.

The researchers in [8] also process raw sensor data without conversion to
XML. Here they employ the concept of proximity queries where network nodes
monitor and record ‘interesting’ events in their locality. While their results are
positive in terms of cost, queries are still at a relatively low level (no common
format for query expression), and it is difficult to see how this type of proximity
network can be applied in general terms due to the complexity of the technologies
involved.

In [7], they provide semantic clusters within their sensor network. This is a
similar approach to our approach as we classify related groups of sensor outputs.
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They adopt a semi-automated approach and are capable of generating metadata
to describe sensors and thus, support query processing. However, their object-
oriented approach is likely to lead to problems with interoperability and this
could be exacerbated through the lack of common query language. While this can
be addressed with a canonical layer (probably using XML) for interoperability, it
is likely to have performance related issues. Furthermore, our approach is fully
automated with templates used to provide conversion to XML and processes
that employ different rule logic for different sensor configurations and contexts.

7 Conclusions

In this paper, we describe our use of sensor networks to measure the work rate
intensity during sports training and matches. As the research focused on school-
age players, the networks were configured in terms of size, duration and format to
assess the physiological impact of participants. Polar’s team heart rate monitors
were used to generate data and this research describes the data management
components that were used to deliver data, through a high-level query interface
to domain experts. Data and results presented in this paper were gathered from
the sensor networks over a 3-month period in the Summer 2008, and research was
jointly carried out by both sports scientists and data management specialists.
In our experiments, the slowest query executed in a litle over half a second, the
system is now in daily use. In effect, sports scientists have the full power of the
XQuery language to extract results that are not possible with existing vendor
software such as Polar or Garmin where fixed, built-in queries generate tables
and graphs.

On the sports science side, current research is focused on providing hetero-
geneity to the sensor network by incorporating different sensor types which must
be integrated with the current data streams. This allows for comparisons between
sensor outputs, thus enabling an evaluation of new devices before being deployed
outside laboratory environments. From an information management perspective,
we are developing a framework that provides the same level of query interface,
but for streaming data, so that sports sensor networks can be queried in real
time [11]. Furthermore, as all query expressions require somebody with the ap-
propriate IT skills to generate(see Table 3), we are building a paramaterised user
interface to provide sports scientists with the ability to execute queries without
the need for specialist IT involvement.
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P. (eds.) EuroSSC 2008. LNCS, vol. 5279, pp. 206–219. Springer, Heidelberg (2008)

5. Franklin, M., Halevy, A., Maier, D.: From Databases to Dataspaces: A New Ab-
straction for Information Management. SIGMOD Record 34(4), 27–33 (2005)

6. Grust, T.: Accelerating XPath Location Steps. In: Proceedings of the 2002 ACM
SIGMOD International Conference on Management of Data, pp. 109–120. ACM
Press, New York (2002)

7. Kawashima, H., Hirota, Y., Satake, S., Imai, M.: Met: A Real World Oriented
Metadata Management System for Semantic Sensor Networks. In: 3rd International
Workshop on Data Management for Sensor Networks (DMSN), pp. 13–18 (2006)

8. Kotidis, Y.: Processing Proximity Queries in Sensor Networks. In: 3rd International
Workshop on Data Management for Sensor Networks (DMSN), pp. 1–6 (2006)

9. MonetDB - open source XML database (2008), http://monetdb.cwi.nl/
10. Marks, G., Roantree, M.: Metamodel-Based Optimisation of XPath Queries. In:

Sexton, A.P. (ed.) BNCOD 2009. LNCS, vol. 5588, pp. 146–157. Springer, Heidel-
berg (2009)

11. McCann, D., Roantree, M.: A Query Service for Raw Sensor Data. In: Barnaghi,
P., et al. (eds.) EuroSSC 2009. LNCS, vol. 5741, pp. 38–50. Springer, Heidelberg
(2009)

12. Polar (2008), http://www.polar.fi
13. Reilly, T.: Energetics of high intensity exercise (soccer) with particular reference

to fatigue. Journal of Sports Sciences 15, 257–263 (1997)
14. Reilly, T., Doran, D.: Science and Gaelic Football: A Review. Journal of Sports

Sciences 19, 181–193 (2001)
15. Roantree, M., McCann, D., Moyna, N.: Integrating Sensor streams in pHealth

Networks. In: 14th Intl. Conf. on Parallel and Distributed Systems, pp. 320–327.
IEEE Computer Society Press, Los Alamitos (2008)

16. Rose, K., Malaika, S., Schloss, R.: Virtual XML: A toolbox and use cases for the
XML World View. IBM Systems Journal 45(2), 411–424 (2006)

17. Whitehouse, K., Zhao, F., Liu, J.: Semantic Streams: a Framework for Composable
Semantic Interpretation of Sensor Data. In: Römer, K., Karl, H., Mattern, F. (eds.)
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Abstract. A novel approach for achieving high Quality of Service (QoS)
in sensor networks via topology control is introduced and experimentally
assessed in this paper. Our approach falls in the broader discipline of
graph structural mining, and exploits a leading concept initially studied
in the context of Social Network Analysis (SNA), namely betweenness.
Particularly, in our research betweenness is applied in terms of a graph
structural mining measure embedded in the core layer of our proposed
topology control algorithm, called Edge Betweenness Centrality (EBC).
EBC allows us to evaluate relationships between entities of the network
(e.g., nodes, edges), and hence identify different roles among them (e.g.,
brokers, outliers). In turn, deriving knowledge is further exploited to de-
fine raking operators that look at structural properties of the graph mod-
eling the target sensor network. Based on these amenities, our topology
control algorithm is able of providing an “insight” of the graph structure
of the network on top which control over information flow, message deliv-
ery, latency and energy dissipation among nodes can be easily deployed.

Keywords: Data Mining, Sensor Networks, Topology Control, Graph
Structural Mining.

1 Introduction

Recent advances in low-power and short-range-radio technology arisen during
last few years have enabled a rapid development of Wireless Sensor Networks
(WSN). The range of applicability of WSN is very wide, and spans from en-
vironmental sensor networks monitoring (environmental) parameters, such as
temperature and humidity, to industrial control robotics, from disaster preven-
tion systems to emergency management systems, and so forth. Sensors are tiny,
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usually battery-operated devices with radio and computing capabilities, which
are used to cooperatively monitor physical or environmental conditions.

As regards research issues of sensor networks, several efforts have been done
by both the academic and industrial research community, mainly in the con-
text of routing algorithms [11, 13], network coverage aspects [15, 27], storage
issues [18, 25] and topology control [16, 24]. The common denominator of all
these efforts is represented by the goal of maximizing energy conservation across
the network, in order to gain efficacy and efficiency, as maximizing energy con-
servation corresponds to maximizing network lifetime For instance, as regards
specific data management issues over sensor networks [4], maximizing energy
conservation means that multi-step maintenance and query algorithms can be
executed over the target sensor network, thus involving in more effective data
management capabilities rather than the case of single-step algorithms. Another
motivation of the need for energy conservation in sensor networks relies on in-
herent technological properties of sensors. In fact, sensors are unlikely to be
recharged, especially since they may be deployed in unreachable terrains, or, in
some cases, they may be disposed after the monitoring application running over
the target network ends its execution.

In order to reduce energy consumption, topology control algorithms have been
proposed in literature [10, 12, 16, 17, 19, 22, 23, 24, 28, 29, 30]. The final goal
of these algorithms consists in reasoning-over and managing the topology of the
graph modeling the target sensor network in order to reduce energy consumption
as much as possible hence increase network lifetime accordingly. A different line
of research appeared recently proposes driving sensor network topology control
in terms of Quality of Service (QoS) requirements [17] over the target sensor
network itself. Several QoS-based requirements have been designed and devel-
oped in this context, depending on the particular application scenario ranging
from real-time video and content provisioning to time-critical control systems,
and so forth (see [17] for a complete survey of typical case studies). Given a set
of nodes performing a specific task which is critical for the target sensor network
application (e.g., sink nodes in environmental sensor networks), the basic idea
behind topology control algorithms is to select from the target network appropri-
ate logical neighbors of the former nodes, namely a subset of physical neighbors
of the former nodes that can be used to perform application-specific procedures
(e.g., message transmission) without the need of involving the rest of physical
neighbors during the execution of these procedures. QoS-based topology con-
trol algorithms select the suitable set of logical neighbors such that input QoS
requirements can be satisfied.

Inspired by motivations above, in this paper we investigate the problem of QoS-
based topology control over homogenous WSN. Given (i) a set of wireless nodes
in a plane such that nodes have the same transmitting power and bandwidth ca-
pacity, and (ii) QoS requirements between node pairs, our problem consists in
finding a network topology that can simultaneously meet the input QoS require-
ments and minimize the maximal power utilization ratio of nodes. In particular, in
our research QoS requirements are modeled in terms of simple-yet-effective node
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connectivity, so that message transmission can be ensured (while node connectiv-
ity can be preserved in order to ensure correct message delivery), and network life-
time can be increased as much as possible accordingly. In this scenario, avoidance
of hotspots also needs to be carefully considered. Therefore, adaptive tasks that
depend on the current logical neighbor seem to play the role of most promising
strategy to be investigated in order to avoid fast battery depletion.

Looking at deeper details, in our research we propose an innovative weighted,
bidirectional topology control algorithm, called Edge Betweenness Centrality
(EBC), and experimentally evaluate such algorithm against a state-of-the-art
topology control algorithm, namely Gabriel Graph (GG) [8]. Fundamentals of
our approach can be found in the conceptual basis drawn by several centrality
measures that have been proposed in order to model and evaluate the impor-
tance of a node in a network [3, 9]. These measures have been initially applied in
the context of Social Network Analysis (SNA), and later to other areas as well,
such as biological networks [31].

Freeman [6, 7] defines the betweenness of a node as a possible centrality
measure for detecting the importance of that node within the target network,
thus achieving the fundamentalm concept of betweenness centrality. This con-
cept founds on the property stating that vertices that occur on many shortest
paths between other vertices have higher betweenness than those with lower
occurrences. Closeness centrality [7] pinpoints vertices that tend to have short
geodesic distances from other vertices with in the network. In network anal-
ysis, closeness is preferred over shortest-path length, as closeness gives higher
values to more central vertices [7]. Finally, Eigenvector centrality [1] assigns rel-
ative scores to all nodes in the network based on the principle that connections
to high-scoring nodes provide to the global score of the actual node a higher
contribution rather than the one provided by connections to low-scoring nodes.
For instance, Google’s PageRank [21] is a variant of the Eigenvector centrality
measure. Our research focuses on a meaningful variation of the betweenness cen-
trality concept, namely edge betweenness centrality [9, 20], and its application
to the leading context of sensor networks.

Summarizing, the contributions of this paper are the following:

– an innovative weighted, bidirectional topology control algorithm, EBC, and
its application to the leading context of sensor networks;

– a comprehensive experimental evaluation of algorithm EBC, and its compar-
ison with a state-of-the-art topology control algorithm, GG, on top of the
well-known simulation environment JSim [26];

– critical analysis and discussion on performance of the two comparison
topology-control algorithms, EBC and GG.

The rest of the paper is organized as follows. In Section 2 we discuss related
work on topology control algorithms over networks. Section 3 describes in detail
algorithm EBC. Section 4 focuses on the comparison algorithm GG. Section 5
is devoted to the experimental evaluation and analysis of the two comparison
topology control algorithms, EBC and GG. Finally, Section 6 contains conclu-
sions and future work of our research.
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2 Related Work

There exists considerable related work addressing topology control issues over
networks, even focalizing on QoS-based topology control. As regards studies on
topology management for energy conservation in networks, it has been demon-
strated that both powering off redundant nodes and lowering radio power while
maintaining node connections can contribute to efficient power saving. In light of
this assumption, Shen et al. [24] introduce algorithm Local Shortest Path (LSP).
In the LSP approach, each node makes use of link weights in order to compute
the shortest paths between itself and neighboring nodes. Then, all second nodes
on these shortest paths are selected as logical neighbors. The final step of al-
gorithm LSP involves in adjusting the power transmission of so-selected logical
nodes to save energy.

Li et al. [19] instead propose algorithm Local Minimum Spanning Tree
(LMST), which computes a “power-reduced” network topology by construct-
ing a minimum spanning tree over the network in a fully-distributed manner.
The aim of this approach relies in the evidence that the power-reduced network
is less energy-consuming than the original network.

EasiTPQ [17] is another QoS-based topology control algorithm. EasiTPQ
founds on the assumption that each node in the network has different func-
tionalities during data transmission, e.g. some nodes bear more data relay tasks
whereas some other nodes only transmit data generated by themselves. In order
to achieve the desired QoS, EasiTPQ schedules as active nodes that are more
involved in relaying data tasks rather than generating data flows.

Wattenhofer et al. [29] propose a simple-yet-effective distributed algorithm
according to which each node makes local decisions about its transmission power,
such that these local decisions then collectively guarantee global connectivity
of the network. Specifically, based on directional information, a node grows it
transmission power until it finds a neighbor node in every possible direction. The
resulting network topology increases network lifetime by reducing transmission
power, and, in turn, even traffic interference, thanks to the deriving availability
of low-degree nodes. Huang et al. [12] further extend [29] to the case of using
directional antennas.

Ramanathan and Rosales-Hain [23] describe a centralized spanning tree algo-
rithm for building connected and bi-connected networks with the goal of mini-
mizing the maximum transmission power for each node. Two optimal, centralized
algorithms, namely CONNECT and BICONN-AUGMENT, are proposed for the
case of static networks. Both are greedy algorithms, and resemble Kruskal’s min-
imum cost spanning tree algorithm [14]. For the case of hoc wireless networks,
two distributed heuristics hare proposed, namely LINT and LILT. However,
these heuristics do not guarantee network connectivity.

Finally, Jia at al. [30] focus the attention on the problem of determining a
network topology able to meet input QoS requirements in terms of end-to-end
delay and bandwidth. The proposed scheme adopts an optimization criterion
whose goal is to minimize the maximum per-node power consumption. In [30],
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authors demonstrate that, when network traffic is “splittable”, a sub-optimal
solution can be achieved by means of linear programming techniques.

3 Edge Betweenness Centrality: A Novel Topology
Control Algorithm for Sensor Networks

During past years, vertex betweenness has been studied in the vest of a measure
of the centrality and influence of nodes in networks [6, 7]. Given a node vi, vertex
betweenness is defined as the number of shortest paths between pairs of nodes
that run through vi. Vertex betweenness is a measure of the influence of a node
over the information flow among nodes of the network, especially in scenarios
such that information flowing over the target network primarily follows shortest
available paths.

In order to compute betweenness centrality, Brandes [2] proposes an efficient
backwards algorithm which starts from leaf nodes of a tree of shortest paths
and progressively accumulates the leaf-nodes’ betweenness values moving bask
towards the root node of the tree.

Girvan-Newman algorithm [9] extends the definition of betweenness centrality
from network vertices to network edges, via introducing the concept of Edge
Betweenness (EB). Let G = 〈V, E〉 be a connected undirected graph, and vi

and vj two nodes in G, respectively. Let σvivj denote the number of shortest
paths between nodes vi and vj . Let σvivj (e) denote the number of shortest paths
between vi and vj which go through e ∈ E. Betweenness centrality of an edge
e ∈ V , denoted by EB(e), is defined as follows:

EB(e) =
∑
viεV

∑
vjεV

σvivj (e)
σvivj

(1)

In its original implementation [20], which focuses on unweighted, undirected net-
works, EB analysis makes use of algorithm Breadth-First Search (BFS). Girvan-
Newman algorithm [9] works in the opposite way. Instead of trying to construct a
measure that determines edges that are the “most central” for network commu-
nities, it focuses on edges that are the “least central” for network communities,
i.e. edges that are “most between” for network communities. Communities are
detected by progressively removing edges from the original graph, rather than
by adding the strongest edges to an initially empty network. In our research, we
do not use the centrality measure to find communities but instead to select the
most important edges, energy-wise, to propagate messages.

Specifically, steps that are used to compute the edge betweenness centrality
index are the following:

1. compute shortest paths through the network by means of Dijkstra’s
algorithm [5];

2. for each edge, compute the edge betweenness centrality index like in [20], but
instead of un-weighted edges use the average energy of the two connecting
nodes as edge weight.
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Based on the edge betweenness centrality index, our algorithm EBC selects
logical neighbors of actual node based on the following rules:

– for each node, logical neighbors must cover the 2-hop node neighborhood;
– 1-hop neighbors with the highest-scoring betweenness centrality index are

selected.

Moreover, in order to avoid hotspots, our algorithm recalculates the edge be-
tweenness centrality index based on the corresponding energy levels of each node,
therefore selecting different edges to be part of the logical neighborhood of each
node.

4 Gabriel Graph: A State-of-the-Art Topology Control
Method for Networks

Gabriel Graph has been introduced by Gabriel and Sokal in [8]. Formally, given
a graph G = 〈V, E〉 and two vertices v1 and v2 in V , we say that v1 and v2 are
adjacent if the closed disc of diameter v1v2 does not contain other vertices of V .
In the context of sensor networks, we extend the basic adjacency concept above
and we say that a sensor node si is connected with a sensor node sj , who lies
within the si’s transmission range, if there not exist another node sk which is
contained by the closed disc of diameter sisj . This simple-yet-effective method
is used by algorithm GG to find logical neighbors of a given sensor node.

In more detail, in our JSim-based experimental framework, logical neighbors
of a given sensor node are found by algorithm GG according to the following
steps:

1. each sensor node broadcasts its location – at the end, every node in the
sensor network knows its neighbors and their locations;

2. each sensor node si determines its logical neighbor set Li by computing the
closed discs of diameters equal to the distance between the location of si and
each other physical node belonging to the si’s physical neighborhood set Pi

– for each physical neighbor sj in Pi, if the disc of diameter sisj does not
contain other physical neighbors of Pi then sj becomes a logical neighbor
of si.

5 Experimental Evaluation and Analysis

In this Section, we present the experimental evaluation of algorithm EBC in
comparison with algorithm GG, which can be reasonably considered a state-of-
the-art result in topology control over networks.

5.1 Simulation Model

In our experimental framework, we have developed a simulation model based
on JSim, a well-known Java-based simulation environment for numerical analy-
sis [26]. In particular, in our simulation environment, the AODV routing protocol
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Table 1. Simulation parameters

Parameter Values

sensor node number 500, 750, 1000
terrain size 400 x 400
radio range 14m, 17m

initial energy charge 10 Joules
transmission energy 0.001 Joules
wireless bandwidth 2 Mbps

is deployed within the reference WSN [REF]. Also, we use IEEE 802.11 as the
MAC protocol and the free space model as the radio propagation model. Wireless
bandwidth is assumed to be 2 Mbps.

We performed a large number of experiments on top of various sensor network
topologies, and by ranging several experimental parameters, but for the interest
of space, here we present a subset of our experimental results. Table 1 summarizes
the simulation parameters.

5.2 Experimental Results

As stated in previous sections, topology control algorithms over sensor networks
try to minimize the energy consumption of nodes by transmitting data to a
subset of a node’s physical neighbors. Therefore, given the actual node, the first
step deals with the issue of finding node’s physical neighbors. Then, topology
control algorithms are applied in order to select the subset of logical neighbors
that can propagate messages throughout the network without any data loss,
neither involving all the effective physical neighbors.

Our experimental analysis focuses on the comparison between algorithms
EBC and GG in terms of logical neighbors found and energy consumption
that is needed to propagate messages through logical neighbors. For each algo-
rithm, we also analyze the impact of a change in network density on algorithm’s
performance.

Figure 1 shows the overall number of physical neighbors that exist in the
network for 500, 750 and 1000 nodes, respectively. The increase in the number
of physical neighbors is due to the increase in the sensor transmission radius
from 14 to 17 meters. This means that each sensor node can communicate with
nodes that exist in its wider vicinity. For a radius of 14m, the number of physical
neighbors are 1298, 2640 and 4488, respectively. For a radius of 17m, we instead
have: 1958, 3984, and 6797.

Figure 2 illustrates the average number of physical neighbors of each node
in the network, for different size of the sensor network. In the first case, i.e. a
network with 500 nodes, the average number of physical nodes per-sensor-node
is 2.4 for a radius of 14m and 3.7 for a radius of 17m. The respective numbers for
a network with 750 nodes are: 3.5 (14m radius) and 5.3 (17m radius). Finally,
for a network with 1000 nodes, retrieved numbers are: 4.4 (14m radius) and 6.7
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Fig. 1. Number of physical neighbors

Fig. 2. Average number of physical neighbors per-sensor-node

(17m radius). Notice that in all the cases retrieved numbers are the same for
both algorithms EBC and GG since they are not applied to the initial step that
finds the physical neighbors of each node.

Moving the attention on the proper experimental comparison of the two in-
vestigated topology-control algorithms (i.e., EBC and GG), Figure 3 shows the
overall number of logical neighbors found after each algorithm has been applied
to each network setting with different size (500, 750 and 1000 nodes) when the
radius is set to 14m. As shown in the Figure, starting from an initial number
of physical neighbors found equal to 1086 (500 nodes), algorithm GG finds 1298
logical neighbors (750 nodes) while algorithm EBC finds a smaller subset of 752
logical neighbors (750 nodes). This difference increases as the number of sen-
sor nodes in the network increases. For 1000 nodes, algorithm GG founds 3742
logical neighbors, whereas algorithm EBC 1513 logical neighbors only.

Figure 4 shows instead the performance of algorithms EBC and GG in terms
of average logical neighbors found per-sensor-node, still with a radius equals to
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Fig. 3. Number of logical neighbors found (radius = 14m)

Fig. 4. Average number of logical neighbors per-sensor-node (radius = 14m)

14m. As clearly follows from Figure 4, algorithm EBC delivers about the same
average number of logical neighbors per-sensor-node, i.e. about 1.5, irrespectively
of the size of the sensor network. On the other hand, algorithm GG does not
perform as well, since the average number of logical neighbors per-sensor-node
ranges from 2 (500 nodes) up to 3.7 (1000 nodes).

Figure 5 shows the results for the same experiment when the radius is set
to 17m. As shown in the Figure, when radius increases the difference between
the two algorithms’ performance is even more noticeable. In fact, the number of
logical neighbors found by algorithm GG ranges from 1639 (500 nodes) to 5648
(1000 nodes). The respective numbers for algorithm EBC range instead from
1014 (500 nodes) to 2052 (1000 nodes). Therefore, it clearly follows that EBC
outperforms GG even under this experimental analysis perspective.

Figure 6 confirms to us the superiority of algorithm EBC over algorithm GG
in terms of the average number of logical neighbors found per-sensor-node, still
with a radius equals to 17m. It should be notice again that algorithm EBC
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Fig. 5. Number of logical neighbors found (radius = 17m)

Fig. 6. Average number of logical neighbors per-sensor-node (radius = 17m)

remains practically insensitive to the increase in the number of sensor nodes and
provides an average number of 2 logical neighbors per-sensor-node throughout
the simulation. On the other hand, algorithm GG performs poorly with an av-
erage number of logical neighbors found per-sensor-node ranging from 3.1 (500
nodes) to 5.6 (1000 nodes).

Looking at energy consumption minimization, the main goal of topology con-
trol algorithms, Figure 7 shows the energy consumption per-node needed to
propagate a message to logical neighbors, when the radius is set to 14m. Again,
algorithm EBC requires an almost unchanged amount of energy to this goal,
i.e. about 0.0015 Joules, whereas algorithm GG requires an amount of energy
ranging from 0.0020 (500 nodes) to 0.0037 (1000 nodes) Joules to perform the
same operation.
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Fig. 7. Transmission energy consumption per-node (radius = 14m)

Fig. 8. Transmission energy consumption per-node (radius = 17m)

Finally, Figure 8 shows the results for the same experiment when the radius is
set to 17m. Even in this experimental analysis, algorithm EBC outperforms al-
gorithm GG with a transmission energy consumption per-node equals to of 0.002
Joules. Indeed, algorithm GG significantly increases the energy requirement by
ranging from 0.0031 (500 nodes) to 0.0056 (1000 nodes) Joules.

6 Conclusions and Future Work

Betweenness is a centrality measure for networks that has been initially stud-
ied in the context of SNA. This measure states that vertices that occur on
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many shortest paths between other vertices have higher betweenness than those
with lower occurrences. Therefore, nodes with high betweenness are selected as
nodes able to control the overall information flow within the network. Topol-
ogy control algorithms aim at providing high QoS by maximizing network life-
time and ensuring message delivery. Inspired by these motivations, in this pa-
per we have proposed a novel topology control algorithm for sensor networks,
EBC, which exploits the edge betweenness centrality concept to ensure high
QoS throughout the network. Also, we performed a comprehensive campaign of
experiments where we compared the performance of algorithm EBC with the
performance of algorithm GG, a state-of-the-art result in topology control over
networks, under several perspectives of analysis. Experimental results have
clearly demonstrated the superiority of algorithm EBC over algorithm GG,
in terms of both logical neighbors found and amount of transmission energy
consumption.

As future work, we plan to devise alternative centrality measures for networks,
looking at the wide literature available on the topic, and experimentally com-
pare these novel measures to edge betweenness centrality. Apart from number of
logical neighbors found, transmission energy consumption and scalability, which
have been investigated in this paper, in the future experimental analysis we
will focus on other interesting experimental parameters that need more research
efforts, such as message latency and message delivery.
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Abstract. In data-centric sensor networks each device is like a minimal
computer with cpu and memory able to sense, manage and transmit data
performing in-network processing by means of insertions, querying and
multi-hop routings. Saving energy is one of the most important goals,
therefore radio transmissions, which are the most expensive operations,
should be limited by optimizing the number of routings. Moreover the
network traffic should be balanced among nodes in order to avoid prema-
ture discharge of some devices and then network partitions. In this paper
we present a fully decentralized infrastructure able to self-organize fully
functional data centric sensor networks from local interactions and learn-
ing among devices. Differently from existing solutions, our proposal does
not require complex devices that need global information or external help
from systems, such as the Global Positioning System (GPS), which works
only outdoor with a precision and an efficacy both limited by weather
conditions and obstacles. Our solution can be applied to a wider number
of scenarios, including mesh networks and wireless community networks.
The local learning occurs by exploiting implicit cost-free overhearing at
sensors. The work reports an extensive number of comparative experi-
ments, using several distributions of sensors and data, with a well-know
competitor solution in literature, showing that an approach fully based
on self-organization is more efficient than traditional solutions depending
on GPS.

1 Introduction

Self-organization is becoming a promising paradigm to cope with complex sys-
tems and to reduce their costs, in fact it leads, in general, to properties like the
self-configuration, self-administration and self-healing etc., namely to systems
that work without, or drastically limiting, the human interventions. Applica-
tion scenarios where it can be inconvenient or unfeasible to set up a system by
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configuring or implementing every single component are also emerging in large
wireless ad-hoc networks.

Examples of ad-hoc networks are mesh networks, sensors networks and wire-
less community networks (i.e. static or quasi-static networks), while vehicular
networks are an interesting example of MANET (mobile ad-hoc networks). Com-
pared to wired networks, wireless networks have unique characteristics. In wire-
less networks, node failures may cause frequent network topology changes, which
instead are rare in wired networks. In contrast to the stable link capacity of wired
networks, wireless link capacity continually varies because of the impacts from
transmission power, receiver sensitivity and interference. Additionally, wireless
sensor networks have strong power restrictions and bandwidth limitations.

In this paper we focus on self-organizing sensor networks, though our work
is easily suitable for all static (or quasi static) wireless ad-hoc networks, as we
highlight in some rows. Several kinds of sensor applications have been developed
in recent years. In some applications, a large volumes of data or events are con-
tinuously collected, aggregated/synthesized and stored by sensors for in-network
processing. Data-Centric Storage (DCS) scheme emerged from the sensor net-
work literature as the most efficient one for storing and processing data directly
within a sensor network. This kind of networks are possible thanks to a new
generation of sensors equipped with memory for storing data and processors for
executing moderately demanding algorithms. In other words such sensors are
similar to minimal computers but with more restrictions, hence the solution pre-
sented in this paper is also suitable to the mentioned above networks composed
by more powerful devices.

In DCS, events are placed according to their event types, which refers to pre-
defined attribute’s values (temperature and pressure, for instance). Hence data
or events can be named by attributes and logically represented as relations in
distributed databases [7] [1] [4].

In this paper we present a new solution based on a local learning method
that improves the performance of W-Grid infrastructure [10] [11] [9] [8], both
in terms of routings up to 12% and of traffic balancing, without affecting en-
ergy consumptions; we highlight that it is difficult to gain both performance on
routing and on balancing just because there is a trade-off between them. The
solution does not require GPS because each device receives a virtual coordinate
reflecting its local connectivity with other neighbour devices and each of them
uses this information to perform routings and to forward exact match query,
namely a query to search a single exact data. This means a greater applicability
than existing solution based on GPS. The work also present how the infrastruc-
ture manages range queries, which are more complex searches involving two or
more attributes/dimensions. The in-network data management occurs sponta-
neously by observing that each device receives a set of multiple unique virtual
coordinates, each of which represents also a portion of the data indexing space
for which a device is assigned the management responsibility.

Section 2 describes the related works, in Section 3 we briefly present the
main features of the infrastructure. Section 4 illustrates the management of
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data and queries. Section 5 introduces the cost-free local learning capability.
Section 6 describes an extensive number of comparative experiments according
to several scenarios; the performances are compared with the preceding version
of W-Grid and with a well-known competitor solution in literature that requires
GPS. Section 7 reports final considerations.

2 Related Works

Routing is necessary whenever a data sensed (generated) must be transmitted
elsewhere in the network, including an external machine, proactively or reactively
according to periodic tasks or queries submitted to the network system.

As stated before, we do not consider sensor networks which simply trans-
mit data externally at a remote base station, we focus on advances wireless
sensor networks in which data or events are kept at sensors, are indexed by
attributes and represented as relations in a virtual distributed database. For in-
stance in [4,15], data generated at a node is assumed to be stored at the same
node, and queries are either flooded throughout the network [4].

In a GHT [13], data is hashed by name to a location within the network, en-
abling highly efficient rendezvous. GHTs are built upon the GPSR [5] protocol
and leverage some interesting properties of that protocol, such as the ability to
route to a sensors nearest to a given location, together with some of its limits,
such as the risk of dead ends. Dead end problems, especially under low density
environment or scenarios with obstacles or holes, are caused by the inherent
greedy nature of the algorithm that can lead to situation in which a packet gets
stuck at a local optimal sensors that appears closer to the destination than any
of its known neighbors. In order to solve this flaw, correction methods such as
perimeter routing, that tries to exploit the right hand rule, have been imple-
mented. However, some packet losses still remain and furthermore using perime-
ter routing causes loss of efficiency both in terms of average path length and of
energy consumption. Besides, another limitation of geographic routing is that
it needs sensors to know their physical position adding localization costs to the
system. In DIFS [3], Greenstein et al. have designed a spatially distributed index
to facilitate range searches over attributes.

Our solution is more similar to the multi-dimensional distributed indexing
method for sensor networks developed in [6] and [14], but differently from our ap-
proach they require nodes to be aware of their physical location and of network
perimeter; moreover they employ GPSR for the physical routing. GPSR routing
performances are heavily affected by network topology (e.g nodes density or ob-
stacles) and it cannot work in indoor environments since it relies on GPS. Our so-
lution behaves like a multi-dimensional distributed index, but its indexing feature
is cross-layered with routing, meaning that no physical position nor any external
routing protocol is necessary, routing information is given by the index itself.

In [6] and [14] data space partitions, whose splitting method derives from [12],
follow the physical positions of nodes, instead of the distribution of data. The
consequence is that the storage load per node is, in general, unbalanced, because
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it depends on the physical network topology; this leads to an unbalanced number
of routings among nodes, particularly with not random data as shown by the
experiments, and consequently to a rapid network break-up caused by premature
turning off of most loaded sensors. In W-Grid the storage load balancing has
been achieved thanks to two key points: (i) the multi-dimensional data space
partitions occur according to the actual data distribution and (ii) each partition
has the same maximum bucket size. Another key difference is that data partitions
in [6] and [14] are disjoint, while in W-Grid they are nested. The main difference
between [6] and [14] is that the latter requires a fewer number of sensors with
GPS.

3 W-Grid

From now on, in this paper we will use the term nodes and sensors interchange-
ably. The main idea is to map sensors on a binary tree so that the resulting
coordinate space reflects the underlying connectivity among them. Basically we
aim to set parent-child relationships to the sensors which can sense each other,
in this way we are always able to route messages, in the worst cases simply fol-
lowing the paths indicated by the tree structure. Using virtual coordinates that
do not try to approximate node’s geographic position we eliminate any risk of
dead-ends. Basically W-Grid can be viewed as a binary tree index cross-layering
both routing and data management features in that, (1) by implicitly generating
coordinates and relations among nodes allows efficient message routing and, at
the same time, (2) the coordinates determine a data indexing space partition for
the management of multi-dimensional data. Each node has one or more virtual
coordinates on which the order relation is defined and through which the rout-
ing occurs, and at the same time each virtual coordinate represents a portion of
the data indexing space for which a device is assigned the management respon-
sibility. W-Grid virtual coordinates are generated on a one-dimensional space
and the devices do not need to have knowledge of their physical location. Thus,
differently from algorithms based on geographic routing (see section 2), W-Grid
routing is not affected by dead-ends. Since in sensor networks the most impor-
tant operations are data gathering and querying it is necessary to guarantee the
best efficiency during these tasks.

3.1 Generation of Virtual Coordinates

When a device, let us say d turns on for the first time, it starts a wireless channel
scan (beaconing) searching for any existing W-Grid network to join (namely any
neighbor device that already holds W-Grid virtual coordinates). If none W-Grid
network is discovered, d creates a brand new virtual space coordinate and elects
itself as root by getting the virtual coordinate “∗”1. On the contrary, if beaconing
returns one or more devices which hold already a W-Grid coordinate, n will join
the existing network by getting a virtual coordinate.
1 It is conventional to label “ ∗ ” the root node.
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Coordinate Setup. Whenever a node needs a new W-Grid coordinate, an ex-
isting one must be split. A new coordinate is given by an already participating
node dg, and we say that its coordinate c is split by concatenating a 0 or a 1 to
it. The result of a split to c will be c′ = c+1 and c′′ = c+0. Then, one of the new
coordinates is assigned to the joining node, while the other one is kept by the
giving node. No more splits can be performed on the original coordinate c since
this would generate duplicates. In order to guarantee coordinates’ univocity even
in case of simultaneous requests, each asking node must be acknowledged by the
giving one dg. Thus, if two nodes ask for the same coordinate to split, only one
request will succeed, while the other one will be canceled.

Coordinate Selection. At coordinate setup, if there are more neighbors which
already participate the W-Grid network, the joining sensor must choose one
of them from which to take a coordinate. The selection strategy we adopt is to
choose the shortest coordinate2 in terms of number of bits. If two or more strings
have the same length the sensor randomly chooses one of them. Experiments have
shown that this policy of coordinate selection reduces as much as possible the
average coordinates length in the system. In Figure 1 there is a small example
of a W-Grid network. In the tree structure, parent-child relationships can be set
only by nodes that are capable of bi-directional direct communication.

n1

n2
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n3

n7

n6

n5 *011 

n2 *1 

n1 * 

n3 *00 

n7 *101     n6 *111 

n4 *11 

a

b
n1 *0 

n1 *01 n2 *10 

n2 *100 n4 *110 n1 *010 

Fig. 1. Physical (a) and logical (b) network. Empty circles represent split coordinates,
full black circles are coordinates that can still be split.

3.2 Formal Model: Network Properties

The sensor network is represented as a graph S:

S = (D, L)

2 Among the ones that still can be split, see Coordinate Setup.
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in which D is the set of participating devices and L is the set of physical con-
nectivity between couples of devices:

L = {(di, dj) : two − way connection between di and dj}

Each device is assigned one or more (virtual) coordinate(s). We define C as the
set of existing coordinates. Each coordinate ci is represented as a string of bits
starting with �. According to the regular expression formalism coordinates are
defined as follows:

C = {c : c = �(0 | 1)∗}

E.g. �01001 is a valid W-Grid coordinate. Given a coordinate ci and a bit b their
concatenation will be indicated as cib. E.g. considering ci = �0100, b = 0 then
cib = �01000. Given a bit b its complementary b is defined. E.g 1 = 0. Some
functions are defined on C:

length(c) : C → � (1)

Given a coordinate c, length(c) returns the number of bits in c. (� excluded).
E.g. length(�01001) = 5.

bit(c, k) : (C,�− {0}) → {0, 1} (2)

Given a coordinate c and a positive integer k ≤ length(c), bit(c, k) returns the
k-th bit of c. Position 0 is out of the domain since it is occupied by �.

pref(c, k) : (�,�) → C (3)

Given a coordinate c and a positive integer k ≤ length(c), pref(c, k) returns
the first k bits of c. E.g. pref(�01001, 3) = �010. We define the complementary
(buddy) of a coordinate c as:

c = pref(c, length(c) − 1)bit(c, length(c)) (4)

E.g. �01001) = �01000.

father(c) : (C − {�}) → C

father(c) = pref(c, length(c) − 1) (5)

lChild(c), rChild(c) : (C) → C

lChild(c) = c0 (6)

rChild(c) = c1 (7)
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E.g. Given a coordinate ci = �011, father(�011) = �01, rChild(�011) = �0111,
lChild(�011) = �0110. A function M maps each coordinate c to the device
holding it:

M : C → D

A W-Grid network is represented as a graph:

W = (C, P )

P is the set of parentships between coordinates.

P = {(ci, cj) : cj = ci(0 | 1)}

E.g. pi = (�010, �0101). We define the complementary (buddy) of a parentship
p = (ci, cj) as:

p = (ci, cj) (8)

E.g. p = (�010, �0101), p = (�010, �0100). A graph W is a valid W-Grid network
if both the following properties are satisfied:

1. ∀p = (ci, cj) ∈ P, (M(ci) = M(cj)) ∨ ((M(ci), M(cj)) ∈ L)
2. ∀p = (ci, cj) ∈ P : M(ci) �= M(cj) ⇒ ∃ p = (ci, cj) ∈ P : M(ci) = M(cj)

3.3 Formal Model: Network Generation

W-Grid network is generated according to this few simple rules:

1. The first node that joins the networks (that initiate a coordinate space) gets
the coordinate �. A node that holds a W-Grid coordinate is marked as active.
A function last is defined:

last(d) : D → C

which returns the last coordinate received by d. If d is not active the func-
tion returns {∅}. After the first node, let us say n1, has joined the network,
last(n1) = �.
2. ∀ l = (di, dj) ∈ L : last(di) �= {∅} two parentships are generated:

– p = (last(di), c′): M(c′) = dj

– p

Where c′ = lChild(last(di)) | rChild(last(di)). Namely c′ corresponds to the
non-deterministic choice of one of the children of c. Nodes progressively get new
coordinates from their physical neighbors in order to establish parentships with
them. The number of coordinates at nodes may vary, in W-Grid that measure
is always used as a parameter. The policies for coordinates may be: (1) a fixed
number of coordinates per node (e.g. a given k) or (2) one coordinate per phys-
ical neighbor. Coordinates getting is also called split. The actors of the split
procedure are an asking node and a giving node. A coordinate ci is split by
concatenating a bit to it and then, one of the new coordinates is assigned to
the joining node, while the other one is kept by the giving node. Obviously, an
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already split coordinate ci can not be split anymore since this would generate
duplicates. Besides, in order to guarantee coordinates’ univocity even in case of
simultaneous requests, each asking node must be acknowledged by the giving
node. Thus, if two nodes ask for the same coordinate to split, only one request
will succeed, while the other one will be temporarily rejected and postponed. Co-
ordinate discovering is gradually performed by implicit overhearing of neighbor
sensors transmissions.

3.4 Routing Algorithm

W-Grid maps nodes on an indexing binary tree T in order to build a totally
ordered set over them. Each node of the tree is assigned a W-Grid virtual coor-
dinate (c) which is represented by a binary string and has a value v(c):

∀ c ∈ T, v(c) ∈ C

where C is a totally ordered set since:

∀ c1, c2 ∈ T : c2 ∈ l(c1) → v(c2) < v(c1)

∀ c1, c2 ∈ T : c2 ∈ r(c1) → v(c2) > v(c1)

where r(c) and l(c) represents the right sub-tree and the left sub-tree of a coor-
dinate c ∈ T respectively. And:

∀ c1, c2 ∈ T : F (c1, c2) = 0 → v(c1) < v(c2)

∀ c1, c2 ∈ T : F (c1, c2) = 1 → v(c1) > v(c2)

where F (c1, c2) is a function that returns the bit of coordinate c1 at position
i+1 where i corresponds to the length of the common prefix between c1 and c2.
For instance given two coordinates c1 = 110100 and c2 = 1110, F (c1, c2) = 03

therefore c2 > c1. As we stated before, the coordinate creation algorithm of W-
Grid generates an order among the nodes and its structure is represented by a
binary tree. The main benefit of such organization is that messages can always
be delivered to any destination coordinate, in the worst case by traveling across
the network by following parent-child relationship. The routing of a message is
based on the concept of distance among coordinates. The distance between two
coordinates c1 and c2 is measured in logical hops and correspond to the sum of
the number of bits of c1 and c2 which are not part of their common prefix. For
instance:

d(*0011,*011) = 5

Obviously it may happen that physical hops distance is less then the logical.
Given a message and a target binary string ct each node ni forwards it to the
neighbor that present the shortest distance to ct. It is important to notice that
each node needs neither global nor partial knowledge about network topology
to route messages, its routing table is limited to information about its direct
neighbors’ coordinates. This means scalability with respect to network size.
3 While F (c2, c1) = 1, therefore F (c1, c2) = F (c2, c1).
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4 W-Grid Data Management

W-Grid organizes nodes (i.e. sensors/devices) in a tree structure and distributes
data (tuple or records with any kind of information) among them by translating
the values of the record attributes into binary strings, namely into virtual co-
ordinates that are used to locate the matching node where to store the strings,
that is the data. The translation of record values into binary strings occurs by
means of a linearization function mapping multidimensional data to one dimen-
sion with a good locality preserving behavior. Several linearization functions,
such as Z curve, Hilbert curve etc., have been successfully adopted in the past
for multi-dimensional data structures (see [2] for a survey) and in particular we
adopted a modified version of the one proposed in [12].

Since W-Grid ci are binary strings, we can see from Figure 2 that they corre-
spond to leaf nodes of a binary tree. Therefore a W-Grid network acts directly
as a distributed database with a distributed index. This means that each coor-
dinate represent a portion (i.e. region) of the global data space as depicted in
Figure 2. The mechanism described in subsection 3.3 and in 3.1, which generates
new coordinates, corresponds to a split method that creates also new regions.
Basically, from the viewpoint of data management, this split method divides the
region in two half of equal volumes along a space dimension. The dimension is
chosen following a simple rule: if a region r has been achieved by splitting his
father region along the i-th dimension, then r will be split on the successive
dimension, namely i-th+1 modulo number-of-space-dimensions.

An additional concept related to region splits, which is specific of the data
management feature, is that all region have a maximum bucket size b that fixes
the maximum number of data managed by each region. When the number of any

n1 *01 n4 *11n2*10n3 *00

n1 *

n2*1n1 *0

*1

*

*01

*00

*11

*10

*0

Fig. 2. Correspondence between coordinates and data space partitions
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region data is equal to b + 1 (region overflow) then the region undergoes a split
following the same method just described, but with a slight difference: if after
the split one of the resulting region is still in overflow, then the split process
continues recursively and stops when no region is overflowing its bucket. The
process converges quickly because the region is always divided in two half and
moreover it is sufficient to separate only one (overflowing) region data from the
other.

The region bucket size allows also a first indirect balancing of the storage load
of regions at nodes, moreover each nodes may receive several coordinates/regions.
Coordinates that have been split (the empty circles in Figures 1 and 2) cannot
contain data.

Let us describe a brief example of an environment monitoring application in
which sensors survey temperature (T ) and pressure (P ), to which we refer as d1
and d2. Each event is inserted in the distributed database implicitly generated
by W-Grid, reporting for instance date and time of occurrence.

Without loss of generality we can define a domain for T and P let us say
Dom(d1) = [−40, 60] and Dom(d2) = [700, 1100]. We present an example of
range query submitted to the network. Return the events having a tempera-
ture ranging from 26 to 30 Celsius degrees and pressure ranging from 1013 to
1025mbar. After calculating the correspondent binary string4 for the four corners
of the range query, namely:

(26,1013) (26,1025) (30,1013) (30,1025)
c1 = *11011000 c2 = *11011001
c3 = *11011010 c4 = *11011011

all we have to do is querying sensors whose coordinates have ∗110110 as prefix.
To do this we will route the range query toward ∗110110. Once the correspon-

dent sensor has been reached it will be in charge to (1) solve part of the query
if it is managing regions covered by the range query and (2) find out which of
its child nodes (neighbor nodes) has coordinates that are covered by the range
query. The query is then forwarded to each of these child node for further solv-
ing. We have fully implemented this algorithm and its performances are reported
in Section 6.

5 Local Learning

This method introduces a learning algorithm locally at sensors, with no extra
cost in terms of radio transmissions, whose goal is to learn information regarding
direct sensor neighbors. This strategy improves routing performances by reduc-
ing the number of hops, namely the number of forwards, and consequently the
4 For instance, by standardizing 26 and 1013 (c1) to their domains we obtain 0, 66 and

0, 783 respectively. We multiply both of them by 24 in order to get a string of length
8. The binary conversion of the multiplications are 1010 and 1100 respectively.
Then, by crossing bit by bit the two string we get the c where destination node
location is stored *11011000.
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routing latency. The basic idea is to exploit the implicit overhearing that radio
communications cause. In fact every time that a packet pi (data or query) with
destination ci is forwarded by a sensor df (forwarder) to a sensor dr (receiver),
each sensor that is within the radio range (neighbors N) of df is aware that
the packet is being forwarded. As a consequence each sensor in N can discover
(i) which virtual coordinate is the destination of pi, (ii) which sensor dr has
been chosen towards that destination and (iii) which is the distance of pi at dr.
Here comes the local learning. If any sensor in N , let us say dl finds out that a
neighbors, let us say dnf with coordinate cnf would have taken pi closer than dr

then dl temporarily stores the pair (dnf , ci) so that when it performs the next
beaconing it informs df that a better path has been discovered. In this way,
the next time that df needs to forward a packet to a destination whose prefix
is ci, dl will be preferred to dr. Figure 3 shows an example of local learning.
Packet pi with destination ∗011 must be routed by node df . By forwarding pi

to dl the distance from df to the destination is 3 while by forwarding pi to df

the distance is 5. Local learning allows nf to know that dl is a better choice for
routing packets whose destination is ∗011%5.

A possible variation of the strategy is to choose between dl and dr according
to a certain probability, so that possible changes in network topology and con-
sequently new possible paths can be caught even if some learning has already
occurred.

Fig. 3. Example of local learning at node nf

6 Experimental Results

We have compared the performances of W-Grid algorithm with DIM [6] by
implementing DIM in our Java Network Simulator.

We simulated four kinds of network deployment on an area of 800 × 800
meters in which 205 sensors where spread according to (1) uniform and (2) not
uniform distribution and in both cases we generated two set of data based (a)
on a random and (b) on a skewed distribution respectively. We varied nodes
5 % means a binary string of arbitrary length.
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densities by adjusting nodes transmission range (73, 101 and 122 meters) so
that each sensor could have, on average, 4, 8 and 12 neighbors respectively.
Sensors performed periodic beaconing so that coordinate creation was gradual,
the simulation randomly chose one sensor to beacon first and elect itself as root
of a virtual coordinate space. Then, as described in Section 3 we let sensors
build the W-Grid network and a DIM network as well. Once both W-Grid and
DIM network generation were completed we performed 2000 data insertion, with
data generated into domains D1 = {0, 800} and D2 = {0, 800}. After that we
randomly generated 5000 range queries and injected them into the network to
randomly chosen sensors. When creating a range query we followed these steps:

– Generation of a query central point (x, y) on D1 and D2

– Generation of the range by using Math.Gaussian Java function and multi-
plying the resulting value by a factor 70

– Applying the range to (x, y)

By fixing the factor to 70 we obtain that about 67% of the queries will have a
range within 140 and 99% of them will have a range within 420. From simula-
tions results we obtained that the 5000 range queries looked for 100000 data on
average, meaning that each query covered an average of 20 data.

6.1 Network Traffic Comparison

When comparing DIM and W-Grid it is appropriate to make some considera-
tions. DIM relies on GPSR when performing routing, this means that sensors
need to be aware both of their physical location and the network perimeter.
These constraints increase the cost of each sensor and limit the DIM usage pos-
sibility, for instance it cannot be used in indoor environments and in outdoor

Fig. 4. Number of routings with sensors and data randomly distributed
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areas where the density of sensors is beyond the GPS precision, or when weather
conditions are bad.

W-Grid achieves significatively better routing performances than DIM in all of
the four scenarios achieved by combining the two distributions of sensors with the
two distributions of data. Moreover, the local learning improves the performance
in all experiments achieving the best gain of 12% when not random data are
distributed over randomly positioned sensors (see Figure 5). In all scenarios DIM
reduces the wide gap to W-Grid as the network density increases. As depicted

Fig. 5. Number of routings with sensors randomly distributed and data not randomly
distributed

Fig. 6. Number of routings with sensors not randomly distributed and data randomly
distributed
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Fig. 7. Number of network routings with sensors and data not randomly distributed

Fig. 8. Std Dev of routings over Avg routings per node, with sensors and data randomly
distributed

in Figure 5 and in Figure 6, when the sensor density is 4 neighbors per sensor,
DIM requires, respectively, between 3 and 10 times more routings (i.e. message
forwards) than W-Grid in order to resolve the same sets of range queries over
the same sensor deployments.

As far as the distribution of the routing workload per node is concerned, it is
measured as the ratio between the standard deviation of the number of routings
and the average of routings. When the standard deviation is greater than its
corresponding average, the ratio is greater than 1 and of course it is smaller
than 1 in the opposite case. It is necessary to adopt such a ratio to compare
the W-Grid and DIM routing workload because the two approaches generate a
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Fig. 9. Std Dev of routings over Avg routings per node, with sensors randomly dis-
tributed and data not randomly distributed

Fig. 10. Std Dev of routings over Avg routings per node, with sensors not randomly
distributed and data randomly distributed

different number of routings for the same simulation configurations. As depicted
in Figure 8 and 10 DIM behaves better than W-Grid when data are random.
If data are not uniformly distributed, as it usually happens in real applications,
W-Grid achieves a better workload balancing when the density is equal or greater
than 8 neighbours per node (see Figure 9 and 11. Moreover the learning method
always improves the routing workload balancing.

With regard to range queries efficacy we can observe in Figure 12 that a
percentage of data between 2% and 3% are not cought by DIM range queries,
while W-Grid does not miss any data. DIM losses are due to sensor placement
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Fig. 11. Std Dev of routings over Avg routings per node, with sensors and data not
randomly distributed

Fig. 12. Number of data not found by range queries

which may cause some regions not to be managed by any sensor and GPSR
routing not being able to find the correct backup zone.

7 Conclusions

W-Grid is a cross-layering infrastructure able to self-organize wireless sensor
networks for routing and multi-dimensional data management. Simulations have
shown that W-Grid generates wireless networks, which significantly reduce the
network traffic with respect to DIM networks in all the experimented scenarios.
Moreover W-Grid produces a better balancing of the routing workload when data
are not uniformly distributed and when the sensor density is equal or greater
than 8 neighbours per sensor. Finally, the local learning method has further
improved both the network traffic and the routing balancing of W-Grid in all
experiments.
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Abstract. Multimedia data are sensitive to delay which deteriorates the video
quality and the perception of the viewer. Due to the sensitivity to the delay,
transmitting multimedia data over inherently variant wireless channels is a big
challenge. Although wireless systems have employed adaptive modulation and
coding (AMC) to combat the variation of the environment, the possible delay in
the buffers still has impacts on the video quality. In this paper, the focus is on
the performance of wireless multimedia streaming using AMC. In particular, the
video frame error rate and the resulting GOP distortion for video streaming is an-
alyzed. It is observed that the video quality depends on the target packet error rate
of the AMC, which also determines the SNR thresholds of AMC. Through our
analysis, the optimal target PER of AMC and the resulting SNR thresholds can be
obtained to achieve the optimal video quality that minimizes the GOP distortion.

Keywords: queueing analysis, cross layer optimization, multimedia, streaming,
AMC, distortion.

1 Introduction

Multimedia streaming faces a big challenge in delivering multimedia data within strict
delay bound for the receiving node to reconstruct the video streaming in time. On the
other hand, the nature of the varying wireless channels results in even bigger chal-
lenge for wireless multimedia streaming. Different techniques have been proposed to
deal with the varying channels. Adaptive modulation and coding (AMC) is a technique
commonly used which dynamically adjusts the modulation and coding according to
the channel condition to maximize the overall throughput. When multimedia streaming
application is performed upon wireless networks with AMC, the video quality is signif-
icantly affected by AMC. When the channel condition is bad, AMC transmits data with
low rate mode to ensure low probability of error during the transmission. Yet, there is
a tradeoff here. Due to the low transmission rate of AMC under the poor channel state,
the data packets may be queued in the buffer and experience longer delays due to bad
channel conditions. Under such circumstances, the delay sensitive multimedia packets
may be dropped due to timeouts and buffer overflows. The dropped packets thus cause
severe deterioration to the quality of the reconstructed video.

In the literature, several works explore the effect of AMC on the queueing behavior
of wireless transmissions. The first study analyzing the queueing behavior of wireless

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 647–662, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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transmissions with AMC is given in [1]. The queueing analysis is extended for AMC
with automatic repeat request (ARQ) incorporated [2]. In [3], the queueing analysis
with AMC over MIMO system is studied. It is noted that the works in [1, 2, 3] do not
consider the timeout problem of delay-sensitive traffic when transmitting with AMC.
There have been some works focusing on the issue. In [4], the authors consider the
problem of scalable video transmission with adaptive BCH codes. However, BCH codes
are not commonly used in practical AMC. In [5, 6], the timeout probability of video
traffic over AMC transmission is analyzed using the effective capacity method. The
quality of the reconstructed video and the effect of cross traffic from other multimedia
streams are not considered in these works.

In this paper, a cross-layer optimization algorithm for maximizing video quality is
proposed. The queue of multimedia streaming via AMC is first analyzed. The analysis
is then applied to analyze the video frame error rate (VFER) and the resulting GOP dis-
tortion for the video streaming. The effect of the interruption of cross traffic from other
multimedia streams is also analyzed. It is observed that the video quality depends on
the target packet error rate (PER) of AMC, which also determines the SNR thresholds
of AMC. Through our analysis, the optimal target PER of AMC and the resulting SNR
thresholds can be obtained to achieve the optimal video quality that minimizes the GOP
distortion.

The remainder of the paper is organized as follows. In Section 2, the system model
is first described. In Section 3, we analyze the video streaming quality for the case
of single multimedia stream. In Section 4, we extend the work to the case of multi-
ple streams. The analysis in these sections enables us to determine the optimal AMC
for video streaming. In Section 5, the numerical results are presented. Finally, the
conclusions are given in Section 6.

2 System Model

2.1 System Description

The block diagram of wireless multimedia transmission from a base station to a mobile
receiver through fading channels is illustrated in Figure 1. At the base station, a classi-
fier divides the arriving packet into two categories, delay sensitive multimedia packets
and delay insensitive data packets. The two classes of packets are sent to two different
buffers, the media buffer and the data buffer respectively. In this work, we consider a
general model which allows the base station to serve multiple multimedia streams at the
same time. At the mobile receiver, it estimates the channel quality to decide the AMC
mode to use. The AMC mode choice is then fed back to base station for the PHY mode
controller to adjust the modulation/coding for packet transmissions.

2.2 Packet/MAC Frame Structure

Real-time multimedia packet transmissions employ UDP protocol to avoid the extra
delay caused by retransmissions. As shown in Figure 2, a UDP packet contains header,
payload and CRC. The packet accommodates Nb = 11680 bits (1460 bytes). The CRC
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Fig. 1. Wireless multimedia transmissions via AMC

Fig. 2. Packet structure

Fig. 3. MAC frame structure

is assumed perfect for packet error detection. If a packet is detected to be in error, the
packet is dropped and declared packet loss. The header and the CRC parity bits are
assumed to be negligible for throughput calculation.

Fig. 3 illustrates the MAC frame structure. Each MAC frame consists of header,
trailer and packets coming from upper layer. Each MAC frame contains Ns symbols
and the MAC frame duration is Tf seconds. Given the AMC mode is in mode n with
transmission rate Rn, the value of Ns can be calculated by

Ns = Noverhead +
knNb

Rn
≈ knNb

Rn
, (1)

where kn is the number of packets in a MAC frame, and Noverhead denotes the number
of symbols of physical layer overhead. Note that Noverhead can be ignored because it
is much less relative to the number of payload symbols. Thus

kn ≈ Ns

Nb
Rn = bRn (2)

where b � Ns/Nb. b is the number of total packets grouped together per MAC frame
given rate Rn.
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2.3 AMC Transmission Modes and Packet Error Rate

In this paper, the following transmission mode (TM) for physical layer AMC is consid-
ered. The transmission modes use Mn QAM modulation with punctured convolutional
codes. Monte Carlo simulation is conducted to obtain the exact PER. The simulation
block diagram is depicted in Figure 4. The generator polynomial of mother code is
g = [133, 171], and the coding rate and puncturing pattern are adopted from IEEE
802.11a [7]. The packet size is set to be the same as Nb (1460 bytes). For the sake
of analysis, the simulated PER of each AMC mode n is fitted by a piecewise function
pn(γ) as

pn(γ) =
{

1, if γ < γpn

exp(an − gnγ), if γ ≥ γpn,
(3)

Simulation and fitting results are shown in Figure 5. The figure shows the fitting curves
well match the simulation curves. In Table 1 we summarize the fitting results of each
transmission mode.

Fig. 4. Block diagram of TM simulation
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Table 1. Curve fitting parameters in different modes

Mode 0 Mode 1 Mode 2 Mode 3 Mode 4
Modulation - QPSK 16-QAM 16-QAM 64-QAM

Coding Rate Rc - 1/2 1/2 3/4 2/3
Rn (bits/sym.) 0 1 2 3 4

an - 9.7413 7.6572 7.7266 6.5429
gn - 5.1606 1.0960 0.5430 0.1022

γpn(dB) - 3 9 12 16

2.4 FSMC Wireless Channel Model

FSMC is widely used to model the varying wireless channel which matches well with
the actual channel measurement experiments. The channel SNR is partitioned into N+1
non-overlapping consecutive intervals by the SNR threshold points {γn}N+1

n=0 , and each
SNR interval is associated with an AMC mode. When the received channel SNR γ falls
in [γn, γn+1), the channel is said to be in channel state n and AMC mode n is used for
transmission. The SNR thresholds {γn}N+1

n=0 are determined by the QoS criteria in the
following section. Based on [9] and [10], the probability of the channel being in state
n is

Pr(n) =
∫ γn+1

γn

p(γ)dγ

=
Γ (m,

mγn

γ
) − Γ (m,

mγn+1

γ
)

Γ (m)
, (4)

where

Γ (m, x) =
∫ ∞

x

tm−1 exp(−t)dt

is the complementary incomplete Gamma function, and

p(γ) =
mmγm−1

γmΓ (m)
exp(−mγ

γ
) (5)

is the probability density function (pdf) of the commonly used Nakagami-m distribu-
tion for modeling the receive channel SNR. Note that γ = E{γ} denotes the average
received SNR and Γ (m) =

∫∞
0 tm−1 exp(−t)dt is the Gamma function.

Since the channel is varying continuously, it is generally assumed that the channel
state transition probability Pm,n = 0 for any nonconsecutive states m, n such that
|m − n| � 2. The remaining nonzero transition probabilities are the adjacent-state
transition probabilities which can be computed as [11]

Pn,n+1 =
Nn+1Tf

Pr(n)
, if n = 0, 1, ..., N − 1 .

Pn,n−1 =
NnTf

Pr(n)
, if n = 1, ..., N, (6)
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where Nn denotes the level crossing rate of state n. The value of Nn can be approxi-
mated by [12]

Nn =
√

2πfd

Γ (m)
(
mγn

γ
)m−0.5exp(−mγn

γ
), (7)

where fd denotes the maximum Doppler shift. The (N + 1) × (N + 1) channel state
transition probability matrix Pc can then be expressed as

Pc =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 − P0,1 P0,1 · · · 0

P1,0 1 − P1,0 − P1,2 P1,2
...

0
. . .

. . . 0
... PN−1,N−2 1 − PN−1,N−2 − PN−1,N PN−1,N

0 · · · PN,N−1 1 − PN,N−1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (8)

2.5 QoS Criteria and AMC SNR Thresholds

In this paper, we consider the QoS criteria which requires the target average PER of the
AMC, PER, to be P0. The average PER of AMC in mode n is of the form [10]

PERn =
1

Pr(n)

∫ γn+1

γn

exp(an − gnγ)p(γ)dγ

=
1

Pr(n)
exp (an)
Γ (m)

(
m

γ

)m
Γ (m, bnγn) − Γ (m, bnγn+1)

(bn)m

, n = 1, ..., N, (9)

where
bn =

m

γ
+ gn. (10)

The average PER of AMC can then be obtained as the ratio of the average number of
error packets over the total average number of transmitted packets. Together with the
QoS criteria, we have the following equation

PER =
∑N

n=1 RnPr(n)PERn∑N
n=1 RnPr(n)

= P0. (11)

One can find the AMC SNR thresholds {γn}N+1
n=0 from the equation above following

the algorithm in [1], which we omit the details here.

2.6 Queueing Model

Detailed description of the queueing model is given as follows.

Queueing Policy. The media buffer and the data buffer are both of finite buffer lengths.
The time is divided into slots, each of length equal to MAC frame duration Tf . Each
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buffer operates following the first-come first-serve (FCFS) policy. When the buffer is
full, the newly arrived packets are dropped. Each packet in the queue waits for at most
P time slots for service before it gets timeout and discarded. There is no retransmission
when multimedia packet transmission error occurs so as not to introduce extra delay.
Throughout the paper, it is assumed that the media buffer has higher priority over the
data buffer. The data packets are served only when the media server is empty. Thus the
focus is on analyzing the performance of the media queue in this paper.

Arrival Process. For the media queue, it is assumed that the aggregated packet arrival
from multiple multimedia streams is a Poisson process with mean λTf . The probability
mass function of the number of arrival is

P (A = k) =

⎧⎨⎩ (λTf )k exp(−λTf )
k!

, if k ≥ 0

0, else,
(12)

where A ∈ {0, 1, 2, ...}. In the case of multiple multimedia streams, we assume the
video packets of each multimedia stream arrive in a batch during each slot due to the
packet aggregation of the stream in the previous hop. This indicates that in each slot,
packets from certain stream A either all arrive before or all arrive after the packet batch
of another stream B. It is assumed that there are no interlacing of packets from two
different multimedia streams within each slot.

Service Policy. The service rate of the queue dynamically adjusts according to the
channel state and the associated AMC mode. When the FSMC state is n, the AMC is in
mode n which transmits cn packets per time slot. From (2), it is noted that cn = kn =
bRn. The set of all possible service rates is denoted by Ψ = {c0, c1, ..., cN}. At the
beginning of the slot, the server discards the time-out packets which have waited for P
time-units. The server sends packets out of the queue at the beginning of the slot based
on the service rate c ∈ Ψ of the slot. It is also noted that the packet arrivals within each
slot can not be served until the next slot.

3 Performance Analysis for Single Stream Case

In this Section, the queue is studied for the case of single multimedia stream. In par-
ticular, we induce a refined Markov chain from the queue. The state of the refined
Markov chain specifies the current service rate resulted from AMC, and the delays ex-
perienced by the current packets in the queue. The transition probabilities of the refined
Markov chain is derived and it enables us to find the steady state probability of the re-
fined Markov chain. The steady state probability is further used for analyzing the video
quality of the multimedia stream.

3.1 Refined Markov Chain

Let S(c,u1,...,uP ) denote the state of the refined Markov chain induced from the media
queue, where c ∈ Ψ denotes the service rate of the server at the time and ui denotes
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the number of packets having waited i time slots in the queue. In particular, uP denotes
the number of packets having waited P time slots and thus exceeded their lifetimes.
Since the media buffer is of finite length K , we can express the space of all valid u =
(u1, ..., uP ) as

u ∈ Ω, Ω =
{

(u1, u2, ..., uP )
∣∣∣∣ui ∈ {0, 1, ..., K}, i = 1, ..., P
and u1 + u2 + ... + uP ≤ K

}
. (13)

For the sake of clarity, we also use the notation of S(c,u) to denote S(c,u1,...,uP ) through-
out our work. The total number of states for the refined Markov chain can be is

L = (N + 1)
K∑

n=0

HP
n = (N + 1)

K∑
n=0

(P + n − 1)!
(P − 1)!n!

. (14)

Based on the queueing model in Section 2.6, one can observe that for the refined Markov
chain of current slot to transit from S(c,u) = S(c,u1,...,uP ) to S(d,v) = S(d,v1,...,vP ) in
the next slot, where (c, u) and (d, v) must satisfy the the following constraints:

1. For the element vP ,
vP = max{0, uP−1 − c}. (15)

2. For the vP−n term, where 1 � n < P − 1,

vP−n =
{

max{0,
∑n+1

j=1 vP−j − c}, if vP−n+1 = 0
uP−n−1, if vP−n+1 �= 0.

(16)

3. Given the current state of the refine Markov chain is S(c,u), the number of packets
remaining in the queue within after the packet transmissions of the current slot is

L(c,u) = max{0,

P−1∑
j=1

uj − c}, (17)

and the number of free space in the queue is

F(c,u) = K − L(c,u) = K − max{0,

P−1∑
j=1

uj − c}. (18)

If there are total of A packets arriving during the slot, it is obvious to see that v1
satisfies

v1 =
{

A, if A < F(c,u)
F(c,u), if A ≥ F(c,u).

(19)

From the constraints above, we can derive the L×L transition probability matrix of the
refined Markov chain. Define the transition probability matrix as

P =
[
P(c,u),(d,v)

]
, (20)

where P(c,u),(d,v) denotes the transition probability from S(c,u) to S(d,v), c, d ∈ Ψ
and u, v ∈ Ω. The transition probability depends on the service rate transition, arrival
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process, and waiting times experience by the current packets in the queue. It can be
derived as

P(c,d),(u,v) = P (S(d,v)|S(c,u)) = P (d|c)P (v|S(c,u)) = Pc,dP (v|S(c,u)), (21)

where Pc,d is the transition probability of the service rate. Note that the service rate
transition is determined by the FSMC state transition. If c = cm and d = dn, Pc,d =
Pcm,dn = Pmn of matrix Pc in (8). On the other hand, for P (v|S(c,u)), it is easy to see
P (v|S(c,u)) = 0 if c, u v do not satisfy the constraints (15),(16). Thus we have

P (v|S(c,u)) =
{

P (v1|S(c,u)), if v, c and u satisfy (15) ,(16)
0, else,

(22)

with

P (v1|S(c,u)) =

{
P (A = v1), v1 < F(c,u)

1 −
∑F(c,u)

k=0 P (A = k), v1 ≥ F(c,u)
. (23)

Through (21)-(23), one can obtain P in (20). Denote the steady state probability of the
refined Markov chain at state S(c,u) by π(c,u). Since matrix P is irreducible, The steady
state vector π = [π(c,u)] satisfies

π = πP,
∑

c∈ Ψ,u∈Ω

π(c,u) = 1. (24)

One can easily solve for π numerically.

3.2 Video Frame Error Rate Analysis

In MPEG video compression, the video sequence is divided into group of picture (GOP)
for data compression. In each GOP, the video codec generates different types of frames,
i.e. I-frame, P-frame and B-frame. The size of I-frame is generally larger than that of
P-frame and B-frame. Due to varying length of the video frame, the VFER is different
for different type of frames, which is a big challenge.

Assuming that the length of the video frame considered is fragmented into Nv pack-
ets for transmission. We assume that these Nv packets arrive the base station within one
time slot. There are three possible events that causes the video frame to be in error at
the receiver.

1. Blocking event B: Any of the Nv packets fails to enter the media queue when the
buffer is full.

2. Timeout event T : Any of the Nv packets gets discarded due to waiting for P slots
in the queue.

3. PHY transmission error event E : Any of the Nv packets experiences transmission
error when transmitted by AMC.

Define PB = P (B), PT = P (T ), and PE = P (E). These probabilities are derived as
follows.
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Blocking Probability. From the steady state probability π of the refined Markov chain,
we can derive PB as

PB =
∑

c∈Ψ,u∈Ω

P (B|S(c,u))π(c,u), (25)

where P (B|S(c,u)) is the probability of frame error due to blocking packets given S(c,u).
The probability can be expressed as

P (B|S(c,u)) = P{0, F(c,u) − Nv < 0}

=
{

1,
∑P−1

i=1 ui − c − Nv < 0
0, otherwise.

(26)

Timeout Probability. The timeout probability can also be derived from π as

PT =
∑

c∈Ψ,u∈Ω′
c

P (T |S(c,u))π(c,u), (27)

where

Ω′
c =

{
[x1, x2, ..., xP ]

∣∣∣∣xi ≥ 0, x1 + x2 + ... + xP ≤ K,
x1 + x2 + ... + xP−1 − c ≥ Nv

}
(28)

is the set of possible u which ensures that the blocking event will not occur given the
current service rate c. Let d1, d2, ..., dP−1 be the service rates in following (P −1) time
slots. Note that a necessary condition for any of the Nv packets to be timeout is

d1 + d2 + ... + dP−1 < L(c,u) + Nv = max{0,

P−1∑
j=1

uj − c} + Nv = I(c,u), (29)

i.e. the total amount of the served packets in the next following P − 1 time slots is
less than the current queue length plus Nv. This is not a sufficient condition since it is
possible to have packets in L(c,u) to get timeout which saves the Nv packets from time
out even if the inequality does not hold. The probability of the necessary condition is
an upper bound of P (T |S(c,u)). We use it as an approximation of P (T |S(c,u)), which
can be computed as

P (T |S(c,u)) �
∑

d1+d2+...+dP−1<I(c,u)

Pc,d1Pd1,d2 · · · PdP−2,dP−1 , (30)

where {Pdi,dk
} is the FSMC transition probabilities from Pc in (8).

PHY Transmission Error Probability. Given that the QoS criteria demands the AMC
to maintain a target PER of P0, PE can simply derived as

PE =
∑

c∈Ψ,u∈Ω′
c

{1 − (1 − P0)Nv }{1 − P (T |S(c,u))}π(c,u). (31)

With the three probabilities, one can see that the VFER of video frames of size Nv

packets is a function of Nv and P0, which can be expressed as

ξ(Nv, P0) = PB + (1 − PB)PT + (1 − PB)(1 − PT )PE

= 1 − (1 − PB)(1 − PT )(1 − PE). (32)
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3.3 Video Codec Performance Analysis and Optimization

The performance of a video codec is often evaluated by the GOP distortion [13] and
the peak signal-to-noise ratio (PSNR). Given the target error rate P0 of the AMC, the
expected GOP distortion can be computed as

DGOP (P0) = D0 −
∑

l

$Dl

∏
l′�l

(1 − ξl(P0)) , (33)

where D0 is the expected distortion if no video frame from the GOP is received, $Dl

is the expected distortion reduction if the l-th frame of the GOP is correctly received
(given the previous (l − 1) frames are all correctly received). The model assumes that
given any of the frame prior to the l-th frame is corrupted, the content embedded in the l-
th frame is not decodable. The values of D0 and $Dl are codec and content dependent.
One can obtain these values simply from simulation. The VFER ξl(P0) is the error rate
for the l-th frame in the GOP. Depending on the frame type of the l-th frame (I, P, or B)
and the video content, one can find the average length Nvl

of the l-th frame in the GOP
via simulation. From the VFER analysis in the previous section, we can compute ξl as

ξl(P0) = ξ(Nvl
, P0). (34)

From the GOP distortion, we can compute the PSNR Γ (P0) as

Γ (P0) = 10 log10

(
2552

DGOP (P0)

)
(dB). (35)

One can see that the GOP distortion and the PSNR is a function of P0. The AMC can
be optimized for the video streaming performance by finding the optimal target PER
P ∗

0 that maximizes Γ (P0), and then determine the SNR thresholds of the AMC from
P ∗

0 following the algorithm in [1].

4 Performance Analysis for Multiple Streams Case

For the case of multiple multimedia streams, the cross traffic from other multimedia
streams arriving the media queue earlier than the packet arrivals of the concerned stream
has to be considered. In Figure 6, the arrivals from the cross traffic and the concerned

Fig. 6. Cross traffic arrival
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video streams are depicted for the duration of a slot. Denote the arrival rate of the cross
traffic by λ′ and the arrival time of the video packet batch from the concerned stream by
τ . Due to the property of Poisson arrival process, τ is of uniform distribution U(0, Tf).
The probability having α cross traffic packets arrival ahead of the video packets from
the concerned stream can be derived as

P (Ac = α) =
∫ Tf

0
P{λ′τ = α} · 1

Tf
dτ

=
∫ Tf

0

(λ′τ)αe−λ′τ

α!
1
Tf

dτ

=
1

λ′Tf · α!

{
α! − e−λ′Tf

α∑
i=0

α!
(α − i)!

(λ′Tf )α−i

}
. (36)

The queueing analysis with the presence of cross traffic is generally a difficult task. To
simplify the analysis, we assume that during the steady state, the cross traffic arrivals
during a slot will not cause the refined Markov chain to deviate from its steady state
to a great extent. The performance of the video streaming can be analyzed simply by
applying the analysis in Section 3 with modified PB and PT . Note that PE is unaffected
by the cross traffic.

Modified Blocking Probability. The blocking probability with the interruption of
cross traffic during the steady state can be written as

PB =
∑

c∈Ψ,u∈Ω

P (B|S(c,u))π(c,u), (37)

where

P (B|S(c,u)) = P{Ac > max(0, F(c,u) − Nv)}

= 1 −
β(c,u)∑
α=0

P (Ac = α), (38)

with β(c,u) defined as
β(c,u) = max{0, F(c,u) − Nv}. (39)

Modified Timeout Probability. The modified timeout probability can be expressed as

PT =
∑

S(c,u)∈{S(e,r)|F(e,r)>Nv}

⎧⎨⎩ ∑
α≤max{0,F(c,u)−Nv}

P (T |S(c,u), Ac = α)

⎫⎬⎭
P (S(c,u), Ac = α)

=
∑

c∈Ψ,u∈Ω′
c

β(c,u)∑
α=0

P (T |S(c,u), Ac = α)P (Ac = α)π(c,u).
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Define the number of total packets in the queue including Nv video packets and cross-
traffic packets as

I(c,u) = L(c,u) + Nv + Ac, (40)

we can obtain P (T |S(c,u), Ac = α) as

P (T |S(c,u), Ac = α) =
∑

d1+d2+...+dP−1<I(c,u)

Pc,d1Pd1,d2 · · · PdP−2,dP−1 . (41)

Recall that Pdi,dk
are elements of Pc in (8).

5 Numerical Results

In this section, the numerical experiment results are demonstrated to verify our per-
formance analysis for the video streaming. We consider the transmission of MPEG2
video over wireless LAN. The case of two video streams streaming at the same time is
simulated. Both streams have the same content and identical codec setting. The simple
MPEG-2 profile is used for video compression, and the codec settings are summarized
in Table 2. Note that Nv(I) denotes the number of packets fragmented from I-frame
and Nv(P ) denotes the number of packets fragmented from P-frame. The simulation
parameters of the numerical experiments in this section are summarized in Table 3.

Table 2. MPEG-2 codec setting

Sequence Foreman
Frame rate 30 frames/sec

GOP 5
Resolution 176 × 144

Chroma format 4:2:2
Bit-rate 280kbps , 380kbps
Nv(I) 2 packets , 3 packets respectively
Nv(P ) 1 packet

Frame pattern IPPPP

Figure 7 shows curves of the VFER ξ(Nv, P0) versus the target PER P0 of the AMC.
The solid lines are computed from our analysis whereas the dashed lines are obtained
from simulations. One can observe that the proposed analysis is very accurate in cap-
turing the VFER and the tradeoff associated with P0. When the target PER P0 is set too
small, the AMC transmits with very low rate. As a results, video packets are queued in
the buffer and many of them get expired before transmission. As a result, the VFER is
increased. On the other hand, when P0 is very large, though the AMC transmits with
high rate which reduces the timeout probability, the PHY errors occur with high prob-
ability. As a result, VFER is also increased. Therefore, there is an optimal choice of
P0 to minimize the VFER. The star marks in the figure denote the VFER minimum for
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Table 3. Simulation Parameters

Packet size Nb 1460 bytes
Slot duration Tf 6ms
b defined in (2) 1
The mean of Poisson arrival λTf 1 packet/slot
Queue size K 10 packets
Nakagami parameter m 1 (Rayleigh fading)
Average SNR γ 22 dB
Doppler frequency fdTf 0.02
Packet timeout P 4 slots
Target packet error rate P0 from 10−4 to 10−1
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Fig. 7. VFER ξ(Nv, P0) versus P0 with P = 4

different values of Nv. It is observed that the optimal P0 is different for different Nv . To
determine the optimal P0 to use, the overall PSNR performance has to be considered.

From the analytical VFER curves of different Nv in Figure 7, the GOP distortion
DGOP (P0) and the resulting PSNR can be computed. The results are illustrate in Fig-
ure 8. The dashed lines and the solid lines nearly overlap which indicates our analysis
is also accurate in capturing the PSNR performance. From the maximum point of the
PSNR curves, we can find the optimal target PER P0 for the video streaming. The SNR
thresholds of the AMC can be determined accordingly. Note that the optimal P0 of
PSNR is not necessary the same with the optimal P0 of VFER shown in the previous
figure.
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Fig. 8. Average PSNR in GOP versus P0 with P = 4

6 Conclusions

In this paper, an analytical framework has been proposed to analyze the performance
of streaming delay sensitive multimedia packets over the wireless fading channel em-
ploying the AMC transmission scheme at physical layer. Through the framework, the
video frame error rate of video frames of different lengths has been derived. The GOP
distortion and the associated PSNR have also been obtained from the video frame er-
ror rate. The PSNR can be expressed as a function of the target AMC PER. From the
PSNR analysis, one can obtain the optimal target AMC PER to determine the optimal
SNR thresholds for the AMC to support multimedia streaming. Simulations show that
the proposed analysis is accurate in capturing the performance of the video streaming.
It is useful for optimizing the performance of wireless multimedia streaming.
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Abstract. In this paper, a radio resource sharing scheme for wireless cel-
lular network is investigated to achieve efficiency and fairness among base
stations. We propose a credit-token based spectrum sharing algorithm.
Game theory is utilized to formulate and analyze the proposed spec-
trum sharing algorithm. We first discuss the simplest two-base-station
game through a graphical method to gain insights for the solution. After-
wards, the Nash Equilibrium of the n-base-station game is derived and
the spectrum allocation at the Nash equilibrium is shown to be unique.
Several desirable properties, including allocative efficiency, Pareto opti-
mality, weighted max-min fairness, and weighted proportional fairness,
are proved to be attained at the Nash equilibrium. Furthermore, we
design a strategy-proof spectrum allocation mechanism based on the
proposed spectrum sharing algorithm so that truthful declarations of
spectrum demands maximize the performance in each cell.

Keywords: wireless cellular network, spectrum sharing, credit token,
game theory.

1 Introduction

Dynamic spectrum sharing has been a promising approach to increase the effi-
ciency of spectrum usage [1]. In the realm of dynamic spectrum sharing, many
researchers are interested in introducing pricing mechanisms to further achieve
efficient and fair spectrum utilization [2,3,4]. Credit token is one of such possible
pricing solutions. The concept of credit token and and its utilization in dynamic
spectrum sharing are first introduced in [4]. Credit token is similar to money
except that credit token can be frozen but cannot be exchanged. In IEEE 802.22
standard, credit token is also used in the self-coexistence mechanism in the MAC
protocol [5].

Recently, game theory has been applied to model dynamic spectrum sharing
among BSs. S. Sengupta et al. applied minority game theory to investigate the
problem that whether a BS should stay at the present channel or switch to
another channel [6]. They showed a mixed strategy Nash equilibrium existed
and the mixed strategy space performed better than the pure strategy space

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 663–678, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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in achieving optimal solution. D. Gao et al. modeled the dynamic renting and
offering mechanism as a progressive second price auction [7]. The utilization of
this auction mechanism had a major benefit that BSs would make their requests
truthfully. D. Niyato et al. formulated the transaction of spectrum bands between
licensed users and BSs by a sealed-bid double auction [8]. They also introduced a
pricing mechanism to model the service between BSs and users. Nash equilibrium
was found through a numerical method.

In this paper, we aim to find a game theoretic solution for inter-cell radio
resource management. We propose a credit-token based spectrum sharing algo-
rithm which comprises mechanisms of spectrum renting, offering, and contention.
By applying game theory to formulate the spectrum sharing problem, we con-
firm that a Nash equilibrium always exists and the spectrum allocation at the
Nash equilibrium is always unique. Several desirable properties, including al-
locative efficiency, Pareto optimality, weighted max-min fairness, and weighted
proportional fairness, are attained at the Nash equilibrium. Finally, extended
from the spectrum sharing algorithm, we devise a strategy-proof, efficient and
fair spectrum allocation mechanism to adopt in the general case that BSs’ max
spectrum demands are private information.

2 Spectrum Sharing Scheme

2.1 System Model

The system we consider consists of an agent, A, and n BSs, BSi for i = 1, 2, ..., n.
Agent A, serving as a marketplace, manages resource transactions among all BSs.
Agent A also offers free spectrum using time O. (If O is less than zero, “offering
O” means “retrieving −O.”) Each BSi has a single orthogonal spectrum band,
spectrum using time T , a credit token budget Bi, and a max traffic demand xi

(in time) additional to T . All of these are assumed to be public information.
Figure 1(a) is an illustration of a system of Agent A and three BSs. Figure 1(b)
is the corresponding max additional traffic demands. The notations are summa-
rized in Table 1. In the rest parts of the paper, we will use “spectrum” to denote
spectrum using time for short.

2.2 Credit-Token Based Spectrum Sharing Algorithm

We propose a credit-token based spectrum sharing algorithm. The algorithm has
two phases: a spectrum renting-and-offering phase and a spectrum contention
phase. We assume each BSi will use credit tokens for spectrum acquisition and
spectrum protection.

Initially, Agent A broadcasts that the renting-and-offering phase starts with
spectrum O provided. After hearing the broadcasting, each BSi will make an
acquisition/offering request, yi, which is the spectrum it claims to acquire if
yi > 0 or to offer if yi < 0. Each BSi is accordingly referred to as an acquirer or an
offeror. As each BSi makes its spectrum request, an assumption is adopted that
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BS1

BS2
BS3

Renting, offering, 

and contention
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(a) System Diagram

Spectrum Using Time0

1x
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1BS
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O�Agent A

T�

(b) Max Additional Traffic Demands

Fig. 1. System of Agent A and Three BSs

every unit of the spectrum BSi wants to acquire, [yi]
+, and of the spectrum BSi

wants to protect, T − [−yi]
+, is equally important. Therefore the credit tokens

should be fairly allocated. The unit spectrum acquisition price and the unit
spectrum protection price are then both equal to pi (yi) = Bi

T+yi
. , as depicted in

Figure 2. (The function [·]+ gives a non-negative value.) Alternatively, as Agent
A receives the acquisition/offering requests from all BSs, it collects the offered
spectrum from the offerors and then assigns the collected spectrum and O to the
acquirers, in decreasing order of the unit acquisition price, for their requested
amount until exhaustion. When multiple acquirers have the same unit acquisition
price and there is not enough spectrum for them, the spectrum assigned to them
is assumed proportional to their requested amounts.

If the acquirers cannot get enough spectrum in the renting-and-offering phase,
the contention phase starts. In the contention phase, Agent A first collects each
BSi’s spectrum to protect, T − [−yi]

+. The collected
(
T − [−yi]

+
)
s are then

sorted in increasing order of the unit protection price. Afterwards Agent A as-
signs the sorted

(
T − [−yi]

+
)
s to the acquirers for their inadequate amounts in

decreasing order of the unit acquisition price. The assignment ends if the unit
protection price is greater than or equal to the unit acquisition price. Finally,
Agent A returns the unassigned spectrum back to original BSs. When multi-
ple acquirers have the same acquisition price and there is not enough spectrum
for them, we assume the spectrum assigned to them is proportional to their
inadequate amounts. When multiple BSs have the same protection price and
their spectrum is assigned to others, we assume the assigned spectrum is fairly
afforded by these BSs.

After both renting-and-offering and contention phases finish, the credit tokens
the acquirers spend for spectrum acquisition are frozen and data transmission
begins. We show, in Table 1, the mathematical expressions of the spectrum
BSi acquires or offers in the renting-and-offering phase and the spectrum BSi

acquires or loses in the contention phase. The former is min (yi, ri) and the latter
is min

(
[yi − ri]

+
, ci

)
. The total spectrum BSi acquires or loses in both phases

is therefore min (yi, ri)+min
(
[yi − ri]

+
, ci

)
. However, we will use min(yi, ti) to
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Fig. 2. Unit Spectrum Acquisition and Protection Price of BSi

Table 1. Notations

T Spectrum owned by each BS.

O Spectrum offered by Agent A.

Bi Credit token budget of BSi.

xi Max traffic demand additional to T of BSi.

yi Spectrum acquisition/offering request of BSi.

pi(yi) Unit spectrum acquisition and protection price of BSi. pi(yi) = Bi
T+yi

min (yi, ri) Spectrum BSi acquires or offers in the renting-and-offering phase.

ri(y) = [yi]
+∑

j;pj=pi

[yj]+

[
O +

n∑
j=1

[−yj ]+ − ∑
j;pj>pi

[yj ]+
]+

min
(
[yi − ri]+ , ci

)
Spectrum BSi acquires or loses in the contention phase.

ci(y) =
[
yi−ri

]+∑
j;pj=pi

[
yj−rj

]+
⎡⎣ ∑

j;pj <pi

(
T −

[
−yj

]+)
− ∑

j;pj >pi

[
yj − rj

]+⎤⎦+

−
(

T − [−yi
]+)

+

⎡⎢⎢⎢⎢⎣
(

T − [−yi
]+)

− T−[−yi
]+∑

j;pj=pi

(
T−

[
−yj

]+) ⎡⎣− ∑
j;pj<pi

(
T −

[
−yj

]+)
+

∑
j;pj >pi

[
yj − rj

]+⎤⎦+

⎤⎥⎥⎥⎥⎦
+

min (yi, ti) Spectrum BSi acquires or loses in both phases.

min (yi, ti) = min (yi, ri) + min
(
[yi − ri]+ , ci

)
ti(y) =

[
yi

]+∑
j;pj=pi

[
yj

]+
⎡⎢⎣O +

∑
j;pj=pi

[
yj

]+ − ∑
j;pj≥pi

yj +
∑

j;pj<pi

T

⎤⎥⎦
+

− T

+

⎡⎢⎢⎢⎢⎣
(

T − [−yi
]+)

− T−[−yi
]+∑

j;pj=pi

(
T−

[
−yj

]+)
⎡⎢⎣−O − ∑

j;pj=pi

[
yj

]+
+

∑
j;pj≥pi

yj − ∑
j;pj<pi

T

⎤⎥⎦
+

⎤⎥⎥⎥⎥⎦
+

Pi (y) Frozen credit tokens of BSi. Pi (y) = pi (yi) [min(yi, ti)]+
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represent the total spectrum BSi acquires or loses in both phases for simplicity.
(Due to lack of space, we skip the proof here.)

3 Game Formulation

The problem we want to study is as follows.

Problem. Given that the original spectrum T , the credit token budget Bi, and
the max traffic demand xi of each BSi are public information, if the acquisi-
tion/offering request yi is such that −T ≤ yi ≤ xi, how does each BSi make the
acquisition/offering request to increase the spectrum?

From each BS’s perspective, spectrum sharing is intrinsically a game that each
BS unitarily optimizes its performance by acquiring or offering spectrum. We
utilize game theory to find if there is any steady state, Nash equilibrium, for this
the spectrum sharing problem. Game theory is a set of mathematical tools for
analyzing interactive decision processes [9]. Three primary components comprise
a game: a player set N ; a strategy space S =

∏
i∈N

Si where Si, i ∈ N is player i

strategy set; a utility-function set U = {ui (s)}, where ui (s), i ∈ N is player i’s
utility under a strategy profile s ∈ S. In a game, a steady state where no player
will unitarily deviate is called a Nash equilibrium [10].

Table 2. Spectrum Sharing Game Model

G = (N, Y, U, B, X)

Player Set N N = {1, 2, ..., n}. BSs are the players of the game.

Strategy Space Y Y =
∏

i∈N

Yi and Yi = {yi : −T ≤ yi ≤ xi} ∀i ∈ N .

We treat BSi’s acquisition/offering request yi as the
strategy.

Utility-function Set U U = {ui(y)} and ui(y) = min (yi, ti) ∀i ∈ N .
Since each BS aims to increase its spectrum, it is reason-
able to set the spectrum as the utility. We do not include
any pricing term because each BS never receives credit to-
kens. (Recall that credit tokens can only be frozen.) We
also ignore the constant term T for convenience. Each
BS’s utility is therefore the spectrum it acquires or loses
from renting, offering, and contention.

Credit-token-budget Set B B = {Bi}
Max Traffic Set X X = {xi} with {pi (xi)} in decreasing order.

Without losing generality, we assume {pi (xi)} is sorted
in decreasing order.
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Definition 1. A strategy profile s∗ =
(
s∗i , s

∗
−i

)
is a Nash equilibrium if

ui (s∗) ≥ ui

(
si, s

∗
−i

)
∀si �= s∗i and ∀i ∈ N

The best response function of any player depicts his best (in term of highest
utility) strategy given all possible s−i from other players. A Nash equilibrium
can also be defined by best response functions.

Definition 2. BRi (s−i) is the best response function of player i if

BRi (s−i) = {si : ui (si, s−i) ≥ ui (s′i, s−i) , ∀s′i �= si}

Definition 3. A strategy profile s∗ =
(
s∗i , s

∗
−i

)
is a Nash equilibrium if

s∗i = BRi

(
s∗−i

)
∀i ∈ N

By applying game theory, we construct a game model, denoted as G, for the
spectrum sharing problem. The game model is shown in Table 2 with each BS’s
credit token budget and max traffic demand taken into account.

4 Graphical Analysis – Two Players with Same Budget

To gain insights for the solution of the general n-player game, we derive the
Nash equilibrium in the simplest 2-same-budget-player game through a graphical
method. We draw both players’ best response functions together. The resulting
intersection is the Nash equilibrium. Recall we assume p1 (x1) ≥ p2 (x2). When
both players have the same credit token budget, this assumption reduces to
x1 ≤ x2. Accordingly, the system traffic demands can be clasified into three
cases: x1 ≤ O

2 and x2 ≤ O − x1; x1 ≤ O
2 and x2 > O − x1; x1 > O

2 and x2 > O
2 .

4.1 Traffic Case 1 - x1 ≤ O
2 and x2 ≤ O − x1

As illustrated in Figure 3(a), the best response function of player 1 is uniquely
x1. It means player 1 will always play the unique dominant strategy, y1 = x1.
We call this strategy a dominant one since it always results in higher utility than
all other strategies. Also, player 2’s best response function is x2. Player 2 plays
the unique dominant strategy, y2 = x2. The intersection of two best response
functions is (x1, x2), a unique Nash equilibrium. The corresponding utility profile
is (x1, x2) as well.

4.2 Traffic Case 2 - x1 ≤ O
2 and x2 > O − x1

We already know player 1 plays the unique dominant strategy, y1 = x1, when
x1 ≤ O

2 . In Figure 3(b), player 2’s best response function is BR2 (y1) = O−y1 ∼
x2 which implies that the strategy, y2 = x2, is player 2’s unique dominant strat-
egy. However, it is not meaningful to discuss the concept of dominant strategy
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Fig. 3. Best Response Functions and Nash Equilibrium

for player 2 while it is like to play a single-player game. We explain why player
2 is like to play a single-player game. When x1 ≤ O

2 , player 1 plays the unique
dominant strategy, y1 = x1, and acquires x1 from O. (When x1 is less than
zero, “acquiring x1” means “offering −x1.”) For player 2, it has (O − x1) re-
mained to acquire without any other player. Therefore player 2 is like to play a
single-player game and it can always acquire (O − x1) by playing y2 such that
O − x1 ≤ y2 ≤ x2. This fact obviously results in multiple Nash equilibria. This
can also be shown from the intersection of two best response functions, a line
segment between (x1, O − x1) and (x1, x2). It means multiple Nash equilibria,
(x1, O − x1 ∼ x2), exist. Though multiple Nash equilibria exist, the correspond-
ing utility profile is uniquely (x1, O − x1).

4.3 Traffic Case 3 - x1 > O
2 and x2 > O

2

In Figure 3(c), the best response function of player 1 is

BR1 (y2) =

⎧⎪⎨⎪⎩
min (O − y2, x1) ∼ x1 if y2 ≤ O

2

y−
2 if O

2 < y2 ≤ x1

x1 if x1 < y2

and the best response function of player 2 is

BR2 (y1) =

{
min (O − y1, x2) ∼ x2 if y1 ≤ O

2

y−
1 if O

2 < y1

We see neither player 1 nor player 2 has dominant strategy. The intersection of
two best response functions is

(
O
2 , O

2

)
, a unique equal-strategy Nash equilibrium.

The corresponding utility profile is
(

O
2 , O

2

)
.

We summarize the observations as follows. These observations, playing the es-
sential roles in the two-same-budget-player game, can be extended in the general
n-different-budget-player game.

1. Condition for unique dominant strategies: When x1 ≤ O
2 , player 1 plays the

unique dominant strategy, y1 = x1. When x2 ≤ O − x1, player 2 plays the
unique dominant strategy, y2 = x2.
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2. Existence of a Nash equilibrium: A Nash equilibrium always exists in all
cases.

3. Condition for multiple Nash equilibria: The only case where multiple Nash
equilibria exist is x1 ≤ O

2 and x2 > O − x1. We have explained that be-
cause player 2 is like to play a single-player game with (O − x1) offered, it
can always acquire (O − x1) by playing O − x1 ≤ y2 ≤ x2. Multiple Nash
equilibria, (x1, O − x1 ∼ x2), hence exist.

4. Unique utility profile at the Nash equilibrium: Even in the multi-Nash-
equilibrium case, the corresponding utility profile is unique.

5 Mathematical Analysis – n Players

In this section, we first extend the two-same-budget-player game to the gen-
eral n-different-budget-player game, i.e. Game G. The extention is summarized
in Table 3. Afterwards, we do formal derivations for the Nash equilibrium of
Game G.

Table 3. Summary of Extension

2-Same-Budget-Player Game n-Different-Budget-Player Game

Traffic
Threshold

{
O
2 , O − x1

} {
ej,−(j−1)

}
Traffic x1 > O

2 and x2 > O
2 ; xj ≤ ej,−(j−1) ∀j ∈ {1, ..., k},

Case x1 ≤ O
2 and x2 > O − x1; xj > ej,−k ∀j ∈ {k + 1, ..., n}

x1 ≤ O
2 and x2 ≤ O − x1 where k ∈ {0, N}

Nash
(

O
2 , O

2

)
; (x1, O − x1 ∼ x2); (x1, x2)

(
x1, ..., xk, ek+1, ..., en,−k

)
if k �= n − 1;

Equilibrium
(

x1, ..., xn−1, en,−(n−1) ∼ xn

)
if k = n − 1

5.1 Extension from Two-Player Game to n-Player Game

Recall that we have assumed the max traffic demands are such that {pi (xi)} is
ranged in decreasing order. In the two-same-budget-player game, we see there are
two traffic thresholds, O

2 and O = x1. Accordingly, the traffic can be categorized
into three cases: x1 > O

2 and x2 > O
2 ; x1 ≤ O

2 and x2 > O − x1; x1 ≤ O
2 and

x2 ≤ O − x1. The corresponding Nash equilibrium is
(

O
2 , O

2

)
, (x1, O − x1 ∼ x2),

and (x1, x2).
Extended from the two-same-budget-player game, it is reasonably to guess

the n- same-budget-player game has the set of n traffic thresholds,

⎧⎨⎩−
j−1∑
l=0

xl

n−j+1

⎫⎬⎭,

where x0 = −O. To further extend to the n-different-budget-player game, we

must know what plays the same role as
−

k∑
l=0

xl

n−k in the n-same-budget-player
game.
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Definition 4. For Game G, we define

ej,−k ≡ Bj

1
n−k

n∑
l=k+1

Bl

⎛⎜⎜⎝−
k∑

l=0

xl

n − k

⎞⎟⎟⎠ +

⎛⎜⎜⎝ Bj

1
n−k

n∑
l=k+1

Bl

− 1

⎞⎟⎟⎠ T

∀j ∈ {k + 1, ..., n} and ∀k ∈ {0, N}, where x0 = −O

ej,−k can be interpreted as weighted and translated
−

k∑
l=0

xl

n−k with the weight
Bj

1
n−k

n∑
l=k+1

Bl

. The term −k in the subscript indicates that player i, i ∈ {1, ..., k},

which has already acquired xi from O, is excluded. When k = 0, ej,−0 is de-
noted as ej for short. Following the definition, there is a corollary stating some
properties of ej,−k.

Corollary 1. For Game G, the following statements about ej,−k are always
true:

1. pj (ej,−k) =
1

n−k

n∑
l=k+1

Bl

T+
−

k∑
l=0

xl

n−k

∀j ∈ {k + 1, ..., n}.

2.
k∑

j=1
xj +

n∑
j=k+1

ej,−k = min

(
O,

n∑
j=1

xj

)
∀k ∈ {0, N}.

3. xk ≤ ek,−(k−1) ⇔ xj ≤ ej,−(j−1) ∀j ∈ {1, ..., k}.
4. xk+1 > ek+1,−k ⇔ xj > ej,−k ∀j ∈ {k + 1, ..., n}.
5. xk ≤ ek,−(k−1) ⇒ pk(ek,−(k−1)) ≥ pj(ej,−k) ∀j ∈ {k + 1, ..., n}.

When Bi = Bj ∀i, j ∈ N , the weights for all ej,−k become 1 and ej,−k reduces

to
−

k∑
l=0

xl

n−k . It is intuitively to believe that ej,−k play the same roles as
−

k∑
l=0

xl

n−k in
the same-budget case. Hence Game G should have the set of n traffic thresholds,{
ej,−(j−1)

}
. Besides, we can classify the traffic into (n+1) cases where the (k+1)-

th case, k ∈ {0, N}, is xk ≤ ek,−(k−1) and xk+1 > ek+1,−k. From Corollary
1.3 and 1.4, the (k + 1)-th case can equivalently represented as xj ≤ ej,−(j−1)
∀j ∈ {1, ..., k} and xj > ej,−k ∀j ∈ {k + 1, ..., n}.

Definition 5. For Game G and ∀k ∈ {0, N}, we define

Traffick ≡ xj ≤ ej,−(j−1) ∀j ∈ {1, ..., k} and xj > ej,−k ∀j ∈ {k + 1, ..., n}

The Nash equilibrium under Traffick should be (x1, ..., xk, ek+1, ..., en,−k) if k �=
n − 1, and

(
x1, ..., xn−1, en,−(n−1) ∼ xn

)
if k = n − 1.
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5.2 n-Player Game

Before starting, we should mention that we will use ui and ti to express ui (y)
and ti (y) at any given strategy profile y for short. If we need to compare the
results between two different strategy profiles, say (yi, y−i) and (y′

i, y−i), we will
distinguish by using u′

i and t′i to express ui (y′
i, y−i) and ti (y′

i, y−i). Also, due to
lack of space, we will only give proofs of important theorems.

First, Lemma 1 reveals the increasing property of utility functions with respect
to strategies.

Lemma 1. Given that Game G is under Traffick, k ∈ {0, N}, the following
statements are always true:

1. ui = yi ∀i ∈ {1, ..., k}.
2. if yi ≤ ei,−k for some i ∈ {k + 1, ..., n}, ui = yi.

Lemma 1.1 shows that ui, i ∈ {1, ..., k}, is an increasing function of yi under
Traffick. Therefore player i can always play yi = xi to get the highest utility. In
words, player i, i ∈ {1, ..., k}, plays the unique dominant strategy, yi = xi.

Theorem 1. Given that Game G is under Traffick, k ∈ {0, N}, player i, i ∈
{1, ..., k}, plays the unique dominant strategy, yi = xi.

Recall we have guessed the Nash equilibrium under Traffick is (x1, ..., xk, ek+1, ...,
en,−k) if k �= n − 1 and

(
x1, ..., xn−1, en,−(n−1) ∼ xn

)
if k = n − 1. To verify our

guess is correct, we prove that all other strategy profiles cannot be a Nash equi-
librium. The proof is taken into two parts. The first part is to show that yi < xi

for any i ∈ {1, ..., k} or yi < ei,−k for any i ∈ {k + 1, ..., n} is not in any Nash
equilibrium. The other part is to show that yi > ei,−k for any i ∈ {k + 1, ..., n}
is not in any Nash equilibrium.

Lemma 2. For Game G under Traffick, k ∈ {0, N}, yi < xi for any i ∈
{1, ..., k} or yi < ei,−k for any i ∈ {k + 1, ..., n} is not in any Nash
equilibrium.

Lemma 3. For Game G under Traffick, k ∈ {0, N} and k �= n − 1, yi > ei,−k

for any i ∈ {k + 1, ..., n} is not in any Nash equilibrium.

Combining Lemma 2 and Lemma 3, we have verified that under Traffick,
any strategy profile other than (x1, ..., xk, ek+1, ..., en,−k) if k �= n − 1 and(
x1, ..., xn−1, en,−(n−1) ∼ xn

)
if k = n−1 cannot be a Nash equilibrium. In words,

only (x1, ..., xk, ek+1, ..., en,−k) if k �= n − 1 and
(
x1, ..., xn−1, en,−(n−1) ∼ xn

)
if

k = n − 1 can be a Nash equilibrium. We therefore check its property and find
it a Nash equilibrium.

Theorem 2. Given Traffick, k ∈ {0, N} and k �= n−1, Game G has the unique
Nash equilibrium, NEk = (x1, ..., xk, ek+1,−k, ..., en,−k).
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Proof. Given Traffick, if Game G is at (x1, ..., xk, ek+1,−k, ..., en,−k), the corre-
sponding utility profile is also (x1, ..., xk, ek+1,−k, ..., en,−k). For player i, i ∈
{1, ..., k}, if it plays y′

i < xi, then u′
i = y′

i < ui. For player i, i ∈ {k + 1, ..., n}, if
it plays y′

i < ei,−k, u′
i = y′

i < ui; if it plays, y′
i > ei,−k, u′

i = ei,−k. Consequently,
(x1, ..., xk, ek+1,−k, ..., en,−k) meets the definition of Nash equilibrium. Since there
is no other possible Nash equilibrium, Game G under Traffick, k ∈ {0, N} and
k �= n − 1, has the unique Nash equilibrium (x1, ..., xk, ek+1,−k, ..., en,−k). ��

Theorem 3. Given Trafficn−1, Game G has multiple Nash equilibria, NEn−1 =(
x1, ..., xn−1, en,−(n−1) ∼ xn

)
.

Proof. When k = n−1, it is proved in Theorem 1 that player i, i ∈ {1, ..., n − 1},
plays the unique dominant strategy yi = xi. For player n, it is like to play a

single-player game with −
n−1∑
j=1

xj , equivalently en,−(n−1), offered. Player n can

play en,−(n−1) ≤ yn ≤ xn such that un = en,−(n−1). Hence G has multiple Nash
equilibria, NEn−1 =

(
x1, ..., xn−1, en,−(n−1) ∼ xn

)
. ��

After deriving the Nash equilibrium, we can easily verify that the utility profile
at the Nash equilibrium is always unique. This is drawn by substituting all NEks
into the utility functions.

Theorem 4. Given Traffick, k ∈ {0, N}, Game G has the unique utility profile,
U ∗

k = (x1, ..., xk, ek+1,−k, ..., en,−k), at the Nash equilibrium NEk.

Recall we have set spectrum as utilities for all BSs. In system meaning, the utility
profile at the Nash equilibrium represents the spectrum allocation at the Nash
equilibrium. Theorem 4, in words, reveals that our spectrum sharing algorithm
always results in the unique traffic-dependent spectrum allocation at the Nash
equilibrium, AR∗ = U ∗

k given Traffick, k ∈ {0, N}.

6 Properties at Nash Equilibrium

After deriving the Nash equilibrium, we can proof that the spectrum allocation at
the Nash equilibrium meets the criteria of allocative efficiency, Pareto optimality,
weighted max-min fairness, and weighted proportional fairness.

Allocative efficiency [11] means that a resource allocation maximizes total
utilities over all players. It is regarded as the most optimality since no other
allocations can achieve greater social welfare. Pareto optimality [11] is defined
as an allocation upon which no player can be made happier (in utility) without
making at least one other player less happy. It is true that allocative efficiency
always implies Perato optimality. The mathematical definitions of allocative effi-
ciency and Pareto optimality are given as below. To conform with the expressions
in our game, we use y and Y instead of s and S to represent the strategy profile
and the strategy space respectively.
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Definition 6. A resource allocation game is allocatively efficient if the Nash
equilibrium is a solution to the optimization problem

max

n∑
i=1

ui(y) s.t. y ∈ Y

Definition 7. A resource allocation game is Pareto optimal if the Nash equilib-
rium y∗ satisfies

∃y′ �= y∗, ui(y′) > ui(y∗) ⇒ ∃j ∈ N, uj(y′) < uj(y∗)

An allocation satisfies weighted max-min fairness [12] if it is not possible to
increase one player’s weighted utility without simultaneously decreasing another
player’s weighted utility which is already smaller. An allocation exhibits weighted
proportional fairness [12] if it maximizes the product of all players’ utilities with
weights in exponents.

Definition 8. A resource allocation game is weighted max-min fair with the
weights {wi}, if the Nash equilibrium is a solution to the optimization problem

max min

(
u1(y)
w1

, ...,
un(y)
wn

)
s.t. y ∈ Y

Definition 9. A resource allocation game is weighted proportional fair with the
weights {wi}, if the Nash equilibrium is a solution to the optimization problem

max
n∏

i=1

ui(y)wi s.t. y ∈ Y

Recall we ignore the constant term T when setting spectrum as utilities. While
discussing weighted max-min fairness and weighted proportional fairness, we
should replace ui with (T + ui) ∀i ∈ N ; otherwise, the objective functions will
not be correctly characterized. We choose B̂i = Bi

1
n

n∑
j=1

Bj

as the weight for each

player i. This is because Bi, mainly influencing player i’s priority to acquire and
to protect spectrum in system meaning, is the power to increase player i’s utility.
Also, by showing the range of utility functions in Lemma 4, we can transform the
constraints of the optimization problems above from strategy domain into utility
domain. Consequently, we can prove the properties by verifying that the utility
profile at the Nash equilibrium is a solution to the corresponding optimization
problems. We prove the properties of allocative efficiency and weighted max-min
fairness here.

Lemma 4. For game G and ∀y ∈ Y , the following statements about utility
functions are always true:
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1. −T ≤ ui (y) ≤ xi ∀i ∈ N .

2. −nT ≤
n∑

i=1
ui (y) ≤ min

(
O,

n∑
i=1

xi

)
.

Theorem 5. Game G is allocatively efficient. Equivalently, the utility profile at
the Nash equilibrium is a solution to the optimization problem,

max
n∑

i=1

ui s.t. − T ≤ ui ≤ xi ∀i ∈ N and − nT ≤
n∑

i=1

ui ≤ min

(
O,

n∑
i=1

xi

)

Proof. Recall in Theorem 4 that the utility profile under Traffick, k ∈ {0, N},

is U ∗
k = (x1, ..., xk, ek+1,−k, ..., en,−k). Corollary 1.2 shows

k∑
i=1

xi +
n∑

i=k+1
ei,−k =

min

(
O,

n∑
i=1

xi

)
∀k ∈ {0, N}. Therefore we know

n∑
i=1

ui is maximized by U ∗
k

∀k ∈ {0, N}. Game G is allocatively efficient. ��

Theorem 6. Game G is weighted max-min fair with the weights
{
B̂i

}
. Equiva-

lently, the utility profile at the Nash equilibrium is a solution to the optimization
problem,

max min

(
T + u1

B̂1
, ...

T + un

B̂n

)

s.t. − T ≤ ui ≤ xi ∀i ∈ N and − nT ≤
n∑

i=1

ui ≤ min

(
O,

n∑
i=1

xi

)

Proof. When Game G is under Traffic0, by substituting U ∗
0 into the objective

function and using Corollary 1.1, we derive

T + ui

B̂i

=
T + ei

B̂i

=
T + O

n

1
n

n∑
l=1

Bl

(
1
n

n∑
l=1

Bl

)
= T +

O

n
∀i ∈ N (1)

min

(
T + u1

B̂1
, ...,

T + un

B̂n

)
= min

(
T +

O

n
, ..., T +

O

n

)
= T +

O

n
(2)

Because
n∑

i=1
ei = O, if uj > ej for some player j, there must be some player m

having um < em. Therefore we have

min

(
T + u1

B̂1
, ...

T + un

B̂n

)
< min

(
...,

T + em

B̂m

, ...

)
≤ T +

O

n
(3)

Equation (3) tells that min
(

T+u1

B̂1
, ..., T+un

B̂n

)
is maximized by U ∗

0 .
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When Game G is under Traffick where k �= 0, we know, from Corollary 1.5,
pk(ek,−(k−1)) ≥ pj(ej,−k) ∀j ∈ {k + 1, ..., n}. Then p1(x1) ≥ ... ≥ pk(xk) ≥
pk(ek,−(k−1)) ≥ pj(ej,−k) ∀j ∈ {k + 1, ..., n}. This is equivalent to

T + x1

B̂1
≤ ... ≤ T + xk

B̂k

≤
T + ek,−(k−1)

B̂k

≤ T + ej,−k

B̂j

∀j ∈ {k + 1, ..., n} (4)

Equation (4) reveals that the max value of min(T+u1

B̂1
, ..., T+un

B̂n
) is T+x1

B̂1
and is

reached at u1 = x1. Since u1 = x1 is implied by U ∗
k , k �= 0, min(T+u1

B̂1
, ..., T+un

B̂n
)

is maximized by U ∗
k where k �= 0.

In summary, min
(

T+u1

B̂1
, ...T+un

B̂n

)
is maximized by the utility profile at the

Nash equilibrium. Game G is weighted max-min fair. ��

7 Strategy-Proof Mechanism – Max Traffic Declaration

In the previous content, we already show the Nash equilibrium, the spectrum
allocation result, and the corresponding properties of our game. If we omit the
process of players’ making acquisition/offering requests and directly adopt the
final spectrum allocation result, the proposed spectrum sharing algorithm can
be simplified as the following spectrum allocation rule.

Definition 10. Given that the spectrum T , the credit token budget Bi, and the
max traffic demand xi of each player i are public information and assuming that
{pi (xi)} is ranged in decreasing order without losing generality, the spectrum
allocation is AR∗ = (x1, ..., xk, ek+1,−k, ..., en,−k) under Traffick, k ∈ {0, N}.

According to this spectrum allocation rule, we can design a mechanism M to
adopt in a more general case that all players’ max traffic demands are private
information. In Mechanism M , each player i declares its max traffic demand,
x′

i, which may be different from the true max traffic demand xi. Given all play-
ers’ declarations, Mechanism M applies the spectrum allocation rule to allocate
spectrum. Since now each player possibly gains more spectrum than its true max
traffic demand, it is reasonable to add the assumption that when a player has
reached its true max traffic demand, its utility is the true max traffic. Mecha-
nism M is strategy-proof [11,13], i.e. the truth-revelation of the max traffic is a
dominant-strategy equilibrium.

Theorem 7. Mechanism M is strategy-proof. Equivalently, the strategy profile,
(x1, ..., xn), is a dominant-strategy equilibrium.

Proof. Given any x′
−i, we want to prove x′

i = xi always results in the highest
utility for every player i under all traffic cases.

Let N = {i} be the sorted player set N such that
{
pi

(
x′

i

)}
is in decreasing

order. Let ej,−k, ∀k ∈ {0, N} and ∀j ∈ {k + 1, ..., n}, be the same as ej,−k in
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Definition 4 with {xi} replaced by
{
x′

i

}
. Also, let Traffick, k ∈ {0, N}, denote

x′
j ≤ ej,−(j−1) ∀j ∈ {1, ..., k} and x′

j > ej,−k ∀j ∈ {k + 1, ..., n}.
Assume that player i now plays x′

i = xi and has the m-th priority, i.e. i = m
and xi = x′

m. When m ≤ k, we have xi = x′
m ≤ em,−(m−1). Correspondingly,

ui = xi which is the highest utility player i can obtain. When m > k, we
have xi = x′

m > em,−k and ui = em,−k. If player i plays x′
i < em,−k, then

u′
i = x′

i < em,−k = ui; if player i plays x′
i ≥ em,−k, then u′

i = em,−k. In words,
no other strategy results in higher utility. From the above, x′

i = xi results in
the highest utility under all traffic cases and therefore is a dominant strategy of
player i.

Because the derivation above is applicable ∀i ∈ N , x′
i = xi is a dominant

strategy of every player i and the strategy profile, (x1, ..., xn), is a dominant-
strategy equilibrium. ��

Given that Mechanism M is at (x1, ..., xn), the spectrum allocation result is the
same as that in Theorem 4. Efficiency and fairness thus hold.

8 Conclusions

In this paper, we propose an efficient and fair spectrum sharing scheme. We show
all BSs always reach a Nash equilibrium where the spectrum allocation is unique.
The proposed spectrum sharing algorithm is desirable because it achieves effi-
ciency and fairness among all BSs. The spectrum allocation is efficient as alloca-
tive efficiency and Pareto optimality are achieved. It also meets both weighted
max-min fair and weighted proportional fair criteria. By adopting this spectrum
allocation result, a strategy-proof mechanism, ensuring efficiency and fairness at
the truth-revealing dominant-strategy equilibrium, is designed to apply in the
more general case that max traffic demands are private information.
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Abstract. As the popularity of multi-functional communication devices
grows, traditional audio conferencing now may involve heterogeneous
teleconferencing devices, including POTS phone, VoIP phones, dual-
mode smart phones, and so on. During a multi-party audio conference
involving heterogeneous devices, it is possible that a video conference
is held concurrently involving a subset of devices capable of processing
video streams for better the conferencing experience. In such a scenario,
the need for synchronization between circuit-switched audio streams and
packet-switched video streams arises. While the problem of audio-video
synchronization has been extensively investigated in related work, ex-
isting solutions are limited to synchronization in packet-data networks
and hence are not applicable in the target environment. In this work,
we consider the problem of supporting such an overlay video conference
among dual-mode phones. We first transform the audio-video synchro-
nization problem into the problem of synchronizing circuit-switched and
packet-switched audio streams. We then propose an end-to-end solution
for audio synchronization that is transparent to the heterogeneous net-
work protocol suites involved. We investigate synchronization algorithms
based on digital speech processing using different acoustic features of
the speech signal in the waveform, cepstrum, and spectrum domains. We
evaluate the effectiveness of different algorithms under various impair-
ments including codec distortion, line noises, packet losses, and overlap-
ping utterances. Evaluation results show a promising direction for using
DSP-based algorithms to address the synchronization problem across
heterogeneous telephony systems.

Keywords: Overlay video conference, heterogeneous telephony device,
dual-mode phone, VoIP.

1 Introduction

As modern communication technology advances, more and more devices have
been made available for use with different telephony services, including POTS

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 679–695, 2009.
� Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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phones, 2G/3G mobile phones, GSM/WiFi dual-mode smart phones, and even
VoIP phones. A multi-party teleconference thus may involve conferees using such
various types of telephony devices. Due to the disparity of device capability,
however, it is possible that only a POTS audio conference can be held among
such heterogeneous teleconferencing devices, despite the fact that the conferees
with smart phones and pocket PCs may be capable of participating in a video
conference.

To provide a better conferencing experiencing among capable devices while
maintaining the audio conference, one feasible scenario is to hold the video con-
ference atop the multi-party audio conference. Since the audio conference is held
through the PSTN, a concurrent video conference based on IP thus is possible
among IP-based devices such as dual-mode phones. In this way, while the audio
conference involving participants with legacy POTS phones proceeds as usual,
participants with dual-mode phones may still be able to leverage their hardware
capability for face-to-face communications.

An important feature of such heterogeneous teleconferencing is that the audio
conference is held through the PSTN network while the video conference is held
through the IP network. Since audio and video conferences are held over different
networks, heterogeneity in network environment may lead to different delays and
jitters of the multimedia streams [1]. Audio and video streams thus are very likely
to be asynchronous at the receiving side, potentially resulting in a perceptually
unpleasant conferencing experience.

While synchronization of audio and video streams is a well-attended problem
in the literature [2, 3,4, 5, 6], conventional synchronization control schemes typ-
ically rely on the use of the common timestamp information on the audio and
video streams for inter-stream synchronization, including adaptive buffer con-
trol and playout scheduling. Clearly, these schemes are proposed for operating
in the IP network where it is possible to manipulate the packet header (e.g. in-
jecting time-stamp information). They therefore cannot be used directly in the
target scenario involving the circuit-switched PSTN telephony system with a
very different suite of network protocols from the packet-switched IP telephony
system.

To address the problem of synchronization across heterogeneous telephony
systems, we therefore investigate solutions based on digital speech processing
(DSP). The goal is to avoid reliance on network protocols of the circuit-switched
telephony system for providing synchronization tips. Instead, we aim to explore
the acoustic features inherent in the audio streams for synchronization at the
receiving end. Acoustic features have the nice property that they can potentially
prevail against different switching technologies as long as the audio streams
are generated from the same utterance of the speaker. We investigate three
DSP-based algorithms using acoustic features in the waveform, cepstrum, and
spectrum domains. The performance of the three algorithms is evaluated against
different sources of impairments including codec distortion, line noise, packet
loss, and overlapping utterances in individual telephony systems. Evaluation
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results show that utilizing digital speech processing techniques for synchronizing
audio streams across heterogeneous telephony systems is promising.

The rest of this paper is organized as follows. Section 2 describes in details
the target scenario, and how the problem of audio-video synchronization can be
simplified into a synchronization problem across PSTN and IP audio streams.
Sections 3, 4, and 5 present synchronization algorithms and their performance
under different impairments in the waveform, cepstrum, and spectrum domains
respectively. Finally, Section 6 compares the overall performance of the three
algorithms and concludes the paper.

2 Synchronization in Heterogeneous Teleconferencing

In this section, we first describe the synchronization framework for supporting
heterogeneous teleconferencing. We then discuss the challenges of achieving syn-
chronization in the proposed framework.

2.1 Synchronization Framework

The scenario for overlay video conferencing atop multi-party audio conferencing
is shown in Fig. 1. The audio conference is held by the audio conference server lo-
cated in the PSTN network. Conferees attend this audio conference using various
kinds of teleconferencing devices, including legacy POTS phones, GSM phones,
GSM/WiFi dual-mode smart phones, and even laptops as IP soft phones. The
video conference, on the other hand, is held among devices capable of accessing
the IP network and processing video streams such as dual-mode pocket PCs and
smart phones.

In such heterogeneous teleconferencing, it is necessary on dual-mode phones
that the PSTN-based audio stream is synchronized with the IP-based video
stream. While related work has proposed the concept of lip synchronization [7,
8] for audio-video synchronization, sophisticated processing algorithms such as
face localization, lip modeling and tracking, and identification are required. We
instead seek a solution without the need for processing the video stream in this
paper.

Inspired by related work [6], we consider an approach that embeds audio in-
formation in the video stream for synchronization between PSTN audio and IP
video streams. At the transmitter, each video frame is sent through the IP net-
work to the receiver while carrying with it audio information (audio hash) of
the current audio frame to be used by the synchronization algorithm. At the
receiver, after the video stream is received from the IP network, the embedded
audio hash can be extracted and used to determine the timing relationship of
the IP video stream with the PSTN audio stream through audio synchroniza-
tion. The problem of audio-video synchronization thus becomes the problem of
synchronizing PSTN and IP audio streams.

To detail, when the dual-mode phone receives the IP video stream and PSTN
audio stream, both streams are buffered for the purpose of synchronization and
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Fig. 1. Heterogeneous teleconferencing

playback. If synchronization between the two streams is necessary, the synchro-
nization module at the receiver extracts the audio hash from the IP video stream
and determines the timing relationship between the two audio streams. The re-
sulting timing relationship is fed to the playback buffer where common syn-
chronization control schemes can be applied. Note that whether the received
audio and video streams need to be synchronized depends on the synchroniza-
tion trigger that can be determined on a periodic or dynamic basis. Clearly,
since synchronization does not need to be performed for every video frame but
only when the dynamics of the two telephony systems change significantly, the
requirement for real-time computation of the synchronization algorithm becomes
less strict.

2.2 Challenges

To better support heterogeneous teleconferencing, it is important to synchronize
circuit-switched and packet-switched audio streams with little or no reliance on
circuit-switched network protocols for providing synchronization tips. Synchro-
nization based on the inherent acoustic features of the concerned speech signal
thus is one possible solution for achieving the goal. There are however challenges
in such DSP-based approaches as we describe in the following:

Codec Distortion. To reduce bandwidth requirement, the audio stream is
typically encoded before transmission. Different telephony services have been
using different voice codecs such as the AMR (Adaptive Multi-Rate) codec in
GSM and the G.723 or G.729 codec in VoIP. These voice codecs however result in
a lossy compression and introduce different degrees of distortions to the original
speech signal.
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Packet Loss. In packet-switched networks, packets are subject to errors, delay
and reordering. Such impairments may result in losses of audio frames in the
packet-switched audio stream. While loss concealment algorithms have been used
in VoIP to combat such impairments, nonetheless the speech signal is distorted,
especially in wireless networks with bursty losses.

Line Noise. Similar to the transmission problem in IP telephony, circuit-
switched audio streams may suffer from different types of noises incurred by
the transmission line or user device. Such noise clearly impairs the speech signal
and complicates the synchronization process.

Overlapping Utterances. In multi-party teleconferencing, the speech signal
to be synchronized is “buried” inside a mixture of multiple speech signals uttered
by other speakers (conferees). Different from the static, broadband noise incurred
by the transmission line, interference incurred by overlapping utterances is more
difficult to separate. The distortion thus incurred will impose great challenges
on the synchronization algorithm.

Therefore, while a DSP-based algorithm operates directly on the speech sig-
nals and can allow for better transparency over voice switching technologies, it
needs to be resilient to various distortions incurred by heterogeneous telephony
systems on the speech signals. We present in the following three DSP-based
algorithms for synchronization of circuit-switched and packet-switched audio
streams.

3 Waveform-Based Synchronization

To determine the relative timing of two audio streams, the simplest way is to
match the waveforms of the two speech signals after decoding the audio streams
based on time-domain processing.

3.1 Basics of Cross Correlation (XCOR)

Cross correlation is widely used in many areas such as pattern recognition. It
tries to capture how similar or different a test signal is from the specific signal.
The commonly used similarity measure is the correlation coefficient, r, defined
as

r =
∑N

i (x(i) − mx) (y(i) − my)√∑N
i (x(i) − mx)2 ×

∑N
i (y(i) − my)

2
, (1)

where x(i) and y(i) are the comparing signals and mx and my are individual
means. Therefore, if two comparing speech signals have similar waveforms, their
correlation coefficient may reach a value close to 1 when the two signals are
“aligned” in time. It thus can be used as a metric for determining the relative
timing of two speech signals.



684 H.-P. Lin and H.-Y. Hsieh

IP Network 
Module

PSTN Network 
Module

PSTN Audio Buffer

IP Audio Buffer

Cross
Correlation

Synchronization Module

Match
Determination

Search Range

Matching Window Size

Fig. 2. XCOR synchronization module

3.2 XCOR Synchronization Module

Based on the cross-correlation function, we can design a synchronization mod-
ule as illustrated in Fig. 2. Audio streams received from either circuit-switched
(PSTN) or packet-switched (IP) networks are first stored in individual buffers.
When the synchronization process begins, a window of speech samples (matching
window) is selected from one buffer to iteratively match against a time-shifted
window of speech samples of the same size in the second buffer. To reduce the
computation complexity, the time shift can be limited to a search range if the
maximum or approximate time offset of the two audio streams can be esti-
mated beforehand. The correlation coefficient thus computed at each iteration
is recorded against the time-shift value. At the end of iterations, the time shift
that corresponds to the largest correlation coefficient is used as the relative time
offset of the two audio streams.

3.3 Performance Evaluation

We evaluate the performance of the synchronization algorithm based on cross
correlation for various types of impairments as mentioned in Section 2.2. Due
to lack of space, however, we only present and discuss a subset of the results in
this section.

Line Noise. The thermal noise is the most common source of noise so we focus
our discussion on the distortion by thermal noise. We model the noise as the
Additive White Gaussian Noise (AWGN), where the variance (σ2) determines
the energy level of noise. A noise with energy level 0.01 in our experiments
corresponds to almost the lower-volume part in the source speech. Therefore,
the effect of noise at this level is comprehensible. Since the noise reduces the
correlation coefficient at the time shift of 0, the accuracy of correlation-based
synchronization might also be affected. Fig. 3 shows the accuracy of synchroniza-
tion when one of the source signal is impaired by noise. We encode one source
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signal using the Adaptive Multi-Rate (AMR) codec (GSM audio stream), and
the other signal using the G.729 codec (VoIP audio stream). We can observe
that the accuracy of synchronization is lowered by the noise. Increasing the size
of the matching window can potentially improve the accuracy, although at the
cost of increased computation complexity.
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Fig. 3. Performance of XCOR against line noise

Overlapping Utterances. In a multi-party conference, it is possible that mul-
tiple speakers speak at the same time. Hence, the receiver may receive an audio
stream with mixing utterances from different speakers. Fig. 4 thus shows the
effect of overlapping utterances on correlation-based synchronization. From the
top two sub-figures, we can observe that the correlation coefficient is substan-
tially lowered at the point of 0 time-shift as the number of interfering utterances
increases. For a small matching window such as 100 ms, the algorithm is more
vulnerable to interfering utterances, and thus achieves lower accuracy compared
to the case with a large matching window.

Combined Impairments. We combine all sources of impairments and eval-
uate the performance of correlation-based synchronization as shown in Fig. 5.
We can observe that the performance is severely degraded as distortions add up.
This is because cross correlation considers only the time-domain waveform, and
different types of distortions change the waveform-similarity of the concerned
speech signal in different ways. Even though the distortion level of individual
impairments is low, overall the performance is still significantly affected. In ad-
dition, although increasing the matching window size can improve the accuracy,
the performance improvement is limited considering the increase in computation
complexity. Therefore, we can observe that cross correlation can sustain minor
distortions on the waveform, but as the distortion level increases or multiple
distortions add up, its performance quickly drops.
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Fig. 4. Performance of XCOR against overlapping utterances
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In conclusion, cross correlation is vulnerable to practical distortions because
it considers only the time-domain waveform of the speech signal. Since the wave-
form is easily corrupted by distortions, a larger window size of speech samples
should be used for synchronization, thus increasing computation complexity of
the algorithm.
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4 Cepstrum-Based Synchronization

The cepstrum of a signal is commonly used in digital speech processing appli-
cations such as voice identification and pitch detection. We thus investigate the
use of cepstrum-based analysis for voice synchronization in the section.

4.1 Basics of MFCC

The cepstrum of a signal is obtained as the Fourier transform of the logarithm
of the power spectrum of the signal (“spectrum of a spectrum”). It has the nice
property that the convolution of two signals in the time domain is equivalent
to the addition of their ceptra in the cepstrum domain. To capture the per-
ception of the human auditory system to the speech signal, the Mel-Frequency
Cepstral Coefficient (MFCC) is often used in cepstral analysis. The frequency
warping introduced in the mel-scale transformation of the cepstrum allows a bet-
ter representation of sound. Conventionally, for each window of speech samples
(analysis window), a set of coefficients (MFCCs) is obtained as a column vector,
and the index of each coefficient is referred to as the MFCC bin.

4.2 MFCC Synchronization Module

To use MFCC for audio synchronization, we first define the similarity metric for
each MFCC bin similar to [9] as follows:

B(m, u) =
{

|m − u|, if m + ε ≥ u;
p, otherwise, (2)

where m and u are the coefficients of the two comparing speech signals (referred
to as mixed and unmixed signals) in the concerned MFCC bin respectively, ε
is the error factor, and p is the penalty value. The penalty value is designed
to differentiate the correct match at the time shift of 0 from other shifts. The
error factor, on the other hand, is included for tolerance of minor faults such as
those introduced by random noises. As shown in Fig. 6, different time shifts of one
signal result in different signals to be compared against the other signal. For each
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Fig. 6. MFCC synchronization module
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comparing signal, a window of speech samples (matching window) consisting
of multiple analysis windows is transformed into multiple columns of MFCCs.
B(m, u) is then computed for every MFCC bin in one column, and values over all
MFCC bins over all columns are summed up as the similarity metric of the two
comparing signals. Once the similarity metric for the two comparing signals (with
different time shifts) is determined, the synchronization process can proceed.

4.3 Performance Evaluation

To evaluate the performance of the synchronization algorithm based on MFCC,
we set the size of the analysis window to 32ms (corresponding to one matching
column). The size of the matching window is varied depending on the number
of analysis windows (matching columns) included for calculating the similarity
of the two signals. Due to lack of space, we present and discuss only a subset of
the results in the following.

Packet Loss. When packet losses occur in VoIP, conventional approaches apply
packet loss concealment methods where the missing frame is filled using the
previously received frame. Fig. 7 reveals the robustness of MFCC against packet
losses when the lost frame is concealed by duplicating the frame in the previously
received packet. Although a small number of matching columns might not be
sufficient to differentiate the correct match from other shifts, the case with 4
matching columns performs reasonably well for a packet loss rate of less than
20%.
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Fig. 7. Performance of MFCC against packet loss
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Overlapping Utterances. As shown in Fig. 8, once the PSTN audio contains
interfering utterances from other speakers, the percentage of accuracy drops sig-
nificantly. Even for the case with 16 matching columns (about 512ms of matching
window), the performance of the MFCC-based algorithm drops from 100% to
about 60% as the number of utterances in the PSTN audio stream increases from
1 to 3. This is because as the number of speakers increases, the coefficients in
each MFCC bin are heavily distorted and it becomes more difficult to differen-
tiate the correct match from other shifts using the penalty value. Therefore, the
MFCC-based synchronization algorithm also shows the problem of vulnerability
to interfering utterances.
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Fig. 8. Performance of MFCC against overlapping utterances

Combined Impairments. Fig. 9 shows the performance of MFCC when mul-
tiple sources of distortions occur. We can observe that since MFCC is vulnerable
to overlapping utterances, whenever an audio stream involves mixed utterances,
its performance degrades significantly. For the case with no overlapping speakers,
however, MFCC performs reasonably well under additional sources of distortion
if the size of the matching window is sufficient (about 256ms).

To sum up, as long as the size of the matching window is appropriately cho-
sen, using the similarity of MFCC bins for synchronization seems to be a viable
option since it is robust against many types of waveform distortions. However, its
performance is severely degraded against overlapping utterances in the PSTN
audio stream. In addition, using a larger size of the matching window is not
effective in this case. This is a potential problem with MFCC since in a practi-
cal conference, especial during a keen discussion, many speakers may speak at
the same time, and thus the PSTN audio stream is likely to be a mixture of
utterances from multiple speakers.
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Fig. 9. Performance of MFCC against combined impairments

5 Spectrum-Based Synchronization

Waveform-based synchronization exploits the similarity of audio streams in the
time domain. Spectrum-based synchronization, on the other hand, exploits the
similarity in the frequency domain.

5.1 Basis of Spectrogram (SPGM)

Since the human speech varies with time, a direct transform of the speech signal
into the frequency domain will lose many useful information. Instead, a short-
time Fourier transform (STFT) is applied on the speech signal on a window-
by-window (time frame) basis. The squared magnitude of the STFT over time
thus obtained is the spectrogram of the signal, and it shows the variation of the
spectral density of the signal over time.

While the frequency-domain representation of a signal ideally is equivalent to
the time-domain representation, frequency-domain processing has several nice
properties. An important property of the spectrogram that we explore in this
paper is the property of window-disjoint orthogonality (W-DO) for human speech
[10, 11]. It has been discovered that a speech signal is sparsely distributed in
its time-frequency representation and, as a result, different speech utterances
(except speech babbles) tend not to overlap (orthogonal) in the time-frequency
plot such as the spectrogram. With the assumption of W-DO, the value of each
frequency bin at a certain time frame can be considered as being contributed by
a single speaker as we show in Fig. 10. Many blind speech separation techniques
based on the approximate W-DO of speech have been proposed [12, 13]. The
sparsity in spectrogram provides a helpful tool for voice synchronization if the
speech signal to be synchronized is “buried” inside a mixture of multiple speech
signals.
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5.2 SPGM Synchronization Module

To explain the operation of the synchronization algorithm based on spectro-
gram, assume that the PSTN audio stream is mixed with multiple utterances,
and the goal is to synchronize the unmixed IP audio stream against the mixed
PSTN audio stream. Based on the concept of W-DO, some frequency bins in the
spectrogram of the PSTN speech signal are dominated by the utterance of the
concerned speaker, and hence they can be used for similarity measure against
the IP audio stream. We can choose only those “significant” frequency bins
for minimizing the disturbance of overlapping utterances in the synchronization
process.
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The synchronization module based on spectrogram is shown in Fig. 11. When
the synchronization process begins, a window of speech samples (unmixed signal)
is selected from the IP audio buffer and sent to the FFT processor to compute
the spectrogram. The speech samples of the PSTN audio buffer within the search
range (of time shifts) is also sent to the FFT processor for generating the second
spectrogram. The silence filter inside the synchronization module is used to
exclude silence frames to avoid unnecessary and error-prone matching. For each
possible time shift of the two spectrograms, the significance locator infers from
the two spectrograms and determines which frequency bins should be included
for calculating the similarity. Let m(τ, ω) and u(τ, ω) be the spectrogram values
of the mixed and unmixed signals at time τ and frequency bin ω respectively.
The metric S(τ, ω) = |m−u

u | is then used for determining the significance of bin
ω of frame τ . The similarity (dissimilarity) metric of the two comparing signals
is calculated by summing the significance of all bins with S(τ, ω) < η over all
time frames (matching columns). The time shift that yields the lowest value is
determined as the relative time offset of the two audio streams.

5.3 Performance Evaluation

To evaluate the performance of the synchronization algorithm based on spectro-
gram, we set the analysis window to 64ms with 32ms overlap. Each matching
column thus represents a 32ms time-shift from adjacent columns.
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Fig. 12. Performance of SPGM against overlapping utterances

Overlapping Utterances. From Fig. 12 we can observe that the percentage of
accuracy still drops as the number of interfering speakers increases. This is be-
cause the sparsity is somewhat compromised as the number of speech utterances
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increases. However, comparing to the performance of MFCC-based algorithm,
this spectrogram-based algorithm can achieve better accuracy. If we consider the
case with two interfering speakers, the spectrogram-based algorithm can achieve
more than 90% of accuracy if 8 or more matching columns are applied. The
MFCC-based algorithm, on the other hand, achieves only 40% of accuracy as
shown in Fig. 8.

Combined Impairments. Fig. 13 shows the performance of the spectrogram-
based algorithm when multiple sources of distortions occur. The spectrogram-
based algorithm shows performance benefits compared to the other two algo-
rithms when the number of speakers increases. In addition, its performance is
consistently improved as the number of matching columns increases.

In conclusion, for the case of overlapping utterances, the synchronization algo-
rithm based on spectrogram achieves better performance compared to the other
two algorithms due to speech sparsity. As for other impairments such as packet
losses, however, the spectrogram-based algorithm does not show significant per-
formance benefits over the other two.
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6 Conclusions

To compare the performance of the three algorithms, we show in Fig. 14 their
performance under all sources of distortions as described in Section 2.2. The
two audio streams are encoded using AMR and G.729 respectively, the packet
loss rate is set to 10%, the variance of the noise is set to 10−4, and the number
of overlapping utterances is set to 2 and 4 for comparison. We can observe
that the spectrogram-based algorithm outperforms the other two. The XCOR-
based synchronization algorithm is limited in its performance by multiple sources
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of distortions. As for the MFCC-based synchronization algorithm, since it is
vulnerable to overlapping utterances, the performance is the worst among these
three. However, without overlapping utterances, the MFCC-based algorithm can
typically achieve better performance than the spectrogram-based algorithm. A
hybrid algorithm combining multiple metrics may potentially be used for audio
synchronization in future work.
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Fig. 14. Performance of the three algorithms against combined impairments

In conclusion, we have considered in this paper the problem of supporting
video conferencing atop a multi-party audio conference with heterogeneous tele-
phony devices. We have identified the importance of synchronizing the IP video
stream and the PSTN audio stream in the target scenario. We have transformed
the audio-video synchronization problem into the problem of synchronizing au-
dio streams across heterogenous telephony systems. To address the synchroniza-
tion problem between circuit-switched and packet-switched audio streams, we
have proposed an end-to-end solution framework transparent to the heteroge-
neous network protocol suites involved. Under this framework, we have investi-
gated three synchronization algorithms based on digital speech processing in the
waveform, cepstrum, and spectrum domains. Evaluation results show that such
DSP-based techniques are an appealing solution toward addressing the target
problem.
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Abstract. With its abundant bandwidth and worldwide availability,
the 60 GHz band has been considered as a promising solution to pro-
vide multi-Gbps wireless transmission. Different standard bodies and
industrial interest groups start various projects to develop technologies
in the 60 GHz band for applications such as high-definition (HD) and
fast file transfer. However, until now very little efforts are made to en-
sure interference-free coexistence between these technologies. In this pa-
per, we investigate the interference problem in the 60 GHz band. The
ECMA-387 standard is used as a study case to illustrate how some sim-
ple techniques can mitigate the interference among heterogenous devices
in the 60 GHz band. We conduct both mathematical analysis and sim-
ulations to demonstrate the performance of these simple techniques and
identify some problems for future improvements.

Keywords: heterogenous, interference, coexistence, wireless PANs.

1 Introduction

In the last decade, data rates and file sizes of multimedia applications have in-
creased substantially. These applications drive the data rate beyond the megabit-
per-second (Mbps) level to a formidable gigabit-per-second (Gbps) level. Take
high definition (HD) video as an example. The raw data rate of a full HD video
with a resolution of 1920*1080 pixels is as high as 2.98 Gbps.1 In order to sup-
port transfer of such high-date rate videos between consumer electronics, High
Definition Multimedia Interface (HDMI) was developed. The HDMI cable can
transfer uncompressed HD video within a distance of 10 meters at a rate of
4.7 Gbps.

In addition to HD videos, many other applications including bulk file trans-
fer, system backup and computer ducking stations can benefit from multi-Gbps
transmission. Although these applications generally do not require strict quality
of service (QoS) as HD videos, the transfer time is always a crucial performance
metric. For example, consider synchronizing an 80G-iPod with the music library
in a personal computer. It takes more than 20 minutes if using a USB 2.0 cable
(at a full speed of 480 Mbps). However, it takes only 3 minutes if using the latest
USB 3.0 cable (up to 4.8 Gbps).
1 The refreshing rate is 60 frames per second, and each pixel is represented by 24 bits.

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 696–714, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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Although many “wired” solutions (e.g., HDMI or USB 3.0) are developed to
support multi-Gbps transmission, doing so over a wireless link is never an easy
task. In principle, one can increase the transmission rate of a wireless link by
increasing (1) the spectrum efficiency, and/or (2) the transmission bandwidth.
By using the advanced techniques such as orthogonal frequency division mul-
tiplexing (OFDM) and multi-input multi-output (MIMO), one might be able
to “squeeze” out 15 bits per second per Hertz [1]. However, even with such
high spectrum efficiency, a bandwidth of 200 MHz is needed to achieve a 3-Gbps
transmission rate. One can find that the real challenge to achieve multi-Gbps
wireless transmission is to allocate a sufficient amount of bandwidth in the
already-crowded wireless spectrum.

Lately, the 60 GHz band becomes an attractive solution to multi-Gbps wire-
less communications. The 60 GHz band has a common 3.5 GHz bandwidth
worldwide, up to 9 GHz in Europe, and up to 7 GHz in North America and
Japan. Figure 1 shows the spectrum availability in these regions. Thanks to its
abundant bandwidth and worldwide availability, the 60 GHz band can provide
multi-Gbps transmission with a much relaxed spectrum efficiency, which leads
to a simpler hardware design. For example, one can use a bandwidth of 2 GHz
in the worldwide 60 GHz band, with a spectrum efficiency of 1.5 bits per second
per Hertz, to “easily” achieve a data rate of 3 Gbps.
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Fig. 1. Spectrum availability around 60 GHz band

1.1 Multiple Competing Standards

In views of the promising potential in the 60 GHz band, different standard bodies
and interest groups have started various projects for 60-GHz communications.
These projects include WirelessHD developed by the WirelessHD Consortium [2],
IEEE 802.15.3c developed by the IEEE 802.15 Task Group 3c [3], WiGig devel-
oped by WiGig Alliance [4], IEEE 802.11ad developed by the IEEE 802.11 VHT
Study Group [5], and finally, the ECMA-387 [7] developed by the Ecma Inter-
national TC48.

WirelessHD targets on streaming uncompressed full-HD audio and video at a
distance of 10 meter. WirelessHD specifies two physical (PHY) modes: High Rate
PHY (HRP) and Low Rate PHY (LRP). HRP adopts the OFDM and provides a
throughput of over 3 Gbps (when using 16-QAM) for video streaming. LRP also
adopts the OFDM but only supports up to 40Mbps transmission for lower power
consumption. The LRP is used for transmitting and receiving control messages
and cannot be used when there is video streaming in vicinity.
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IEEE 802.15.3c is designed for general wireless personal area networks (PANs)
and supports data rates from 1 Gbps to more than 5 Gbps. IEEE 802.15.3c
defines three PHY modes, including Single Carrier mode (SC PHY), High Speed
Interface mode (HSI PHY), and Audio/Visual mode (AV PHY). SC PHY uses
single carrier with adaptive modulations to achieve a date rate of up to 5.28
Gbps. On the other hand, HSI PHY and AV PHY (dedicated for video streaming)
adopt the OFDM to provide data rates of 5.77 and 3.8 Gbps, respectively.

IEEE 802.11ad is designed for wireless local area networks (LANs) and aims
to support at least 1 Gbps transmission at a range of at least 10 meters. As a
member of the 802.11 family, IEEE 802.11ad relies on a so-called Fast Session
Transfer to provide “a seamless transfer of an active session from the 60 GHz
band to the 2.4/5 GHz band, and vice versa.” This function allows devices to
switch among different PHYs for either higher transmission rates (in 60 GHz
band), or extended ranges and better reliability (in 2.4/5 GHz band) depending
on the network environment.

The ECMA-387 standard supports multi-Gbps wireless transport for both
bulk data transfer and multimedia streaming. In order to support theses appli-
cations, the ECMA-387 standard defines three device types: Types A, B, and
C, each with a different level of capability and hardware complexity. According
to ECMA-387, Type A devices support both single carrier block transmission
(SCBT) and OFDM to provide more than 6 Gbps transmission at 10 meters for
full-HD video streaming and Wireless PAN applications. Type B devices use a
simpler single carrier modulation to support a lower data rate (3.175 Gbps) at
3 meters. Type C devices use an even simpler single carrier modulation (OOK
and 4-ASK) to support point-to-point data exchange without QoS guarantees.
Type C devices only communicate within a range less than 1 meter using a data
rate of up to 3.2 Gbps.

1.2 Challenges – Interference among Heterogenous Devices

As one can see from the above discussion, different solutions have been devel-
oped to enable a wide range of applications in the 60 GHz band. On one hand,
we can find the best solution for each application. On the other hand, devices
based on different solutions will be collocated in the same 60 GHz band. Since
these solutions adopt different PHY-layer technologies, network architectures
and channelization, the collocated devices inevitably will interfere with each
other. This problem is referred to as interference among heterogenous devices in
this paper.

Interference among heterogenous devices is not a unique problem in the 60
GHz band. Take 2.4 GHz ISM band as an example. The WiFi, Blutooth and
ZigBee devices can interfere with each other when using overlapping frequency
bands. However, interference in the 60-GHz band could be a a much serious
problem compared to that in 2.4 GHz band for the following reasons. First, the
number of channels in the 60 GHz band is much less than in the 2.4 GHz band.
In the 60 GHz band, the channel bandwidth is generally between 1 to 2 GHz in
order to support multi-Gbps transmission. As a result, only 3 or less channels
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can be defined. In the 2.4 GHz band, devices usually have more than 10 channels
to operate (e.g., 11 channels for WiFi, or 16 channels for ZigBee devices). With
less channels available, devices in the 60 GHz band have more difficulties to
avoid interference from other heterogenous devices.

Second, the maximum allowed power in the 60 GHz band is much higher than
in other unlicensed bands. The Equivalent Isotropically Radiated Power (EIRP)
in the 60 GHz band can be as high as 40dbm. With such a transmission power,
along with the use of directional antennas, the interference among heterogenous
devices in the 60 GHz band simply cannot be ignored as it is in the 2.4 GHz
band.

Finally, both HD video streaming and bulk data transfer are high-duty cy-
cle applications. Even with the multi-Gbps transmission rates, the wireless link
can easily be fully-loaded by a single high-duty cycle application. In order to
reduce overhead and fully utilize the link capacity, most of the existing 60 GHz
solutions adopt the master-slave architecture with a reservation-based channel
access. Unlike the widely-adopted, contention-based channel access in the 2.4
GHz band (e.g., carrier sense multiple access used by WiFi or ZigBee devices),
devices using the reservation-based channel access do not perform energy detec-
tion before accessing a channel. As a result, heterogenous devices in the 60 GHz
band do not have the chance to avoid each other in time domain as WiFi and
ZigBee devices.

In this paper, we investigate the interference among heterogeneous device
in the 60 GHz band. Instead of harmonizing the physical-layer signal formats,
we approach this problem from the perspective of the medium access control
(MAC) layer. We will use the ECMA-387 standard as our study case and show
how heterogenous devices may be able to coexist with each other without a
common PHY layer.

The rest of this paper is organized as follows. In Section 2, we give an intro-
duction to the mechanisms for interoperability and coexistence in the ECMA 387
standard. In Section 3, we examine different interference scenarios, and identify
some potential problems when using the ECMA-387 solutions. In Section 4, we
analyze and simulate the identified problems using OPNET Modeler. Finally,
we conclude our work in Section 5.

2 Case Study: ECMA-387

The ECMA-387 standard is an all-purpose standard that supports a wide range
of applications in the 60 GHz band. To accommodate various applications while
taking into account device complexity, the ECMA-387 standard defines three
device types, each for some specific applications. The devices of different types
use different PHY modes and network architectures, and thus, treat each other
as heterogenous devices. To address this issue, several mechanisms are specified
in the ECMA-387 standard for inter-operation and coexistence among these
devices. In this section, we give a detailed description of these mechanisms and
explain the design rationale.
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2.1 Heterogeneous Devices: Three Device Types

ECMA-387 defines three types of devices, namely the advanced Type A device,
the second simple Type B device, and the simplest Type C device. The target
applications of Type A devices include HD video streaming and general appli-
cations in a Wireless PAN. The target applications of Type B devices are point-
to-point, short-range (1-3 meters) video streaming and data transfer. Type C
devices target the point-to-point fast file download in less than 1 meter. Among
these three types of devices, Type A devices are considered as the “high end,
high performance” device; Type B devices are considered as “economic” devices,
and the Type C devices are considered as the “low-end” cheap devices.

Each type of devices uses a basic PHY mode specifically designed for that
type. These basic PHY modes are mode-A0, mode-B0, and mode-C0 for Type
A, Type B, and Type C devices, respectively. The mode-A0 PHY uses SCBT
with BPSK and provides 0.397 Gbps within 10 meter transmission ranges. The
mode-B0 uses SC with DBPSK and provides 0.794 Gbps within 1 to 3 meter
transmission ranges. The mode-C0 uses SC with OOK and provides 0.8 within
less than 1 meter ranges. If a pair of communicating devices belong to the same
device type, they communicate using the PHY mode of the device type.

In addition to supporting its own basic PHY mode, a device is also required to
support the basic PHY modes of less advanced devices. For example, a Type A
device is required to support both mode-B0 and mode-C0 PHYs while a Type B
device is required to support the mode-C0 PHY. These additional requirements
facilitate the inter-operation among heterogeneous devices without incurring too
much PHY complexity to the more advanced Type A and Type B devices. For
example, a Type A device can then communicate with Type B devices using
the mode-B0 PHY, and communicate with Type C devices using the mode-C0
PHY. Similarly, a Type B device can communicate with Type C devices using
the mode-C0 PHY.

Based on the above designs in the ECMA-387 standard, the mode-C0 PHY
seems as a common PHY for all devices. With this common PHY, devices of
different types may exchange information with each other to avoid interference.
Unfortunately, the transmission range of the simple mode-C0 PHY is only around
1 meter. Therefore, devices that are beyond this range cannot communicate using
the mode-C0 PHY and may still interfere with each other. As we will explain
later, the ECMA-387 relies on a dual-beacon protocol to address the interference
among homogeneous devices.

2.2 Interoperability

In the ECMA-387 standard, interoperability is referred to as data communication
between heterogeneous devices. To enable inter-operation, devices of different
types form a Master-Slave Pair (MSPr). In the MSPr, the more advanced device
is the master device while the simpler device is the slave device. For instance,
in an MSPr established by a Type A device and a Type B device, the Type A
device is the master and the Type B device is the slave. In an MSPr established
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by a Type B device and a Type C device, the Type B device is the master and
the Type C is the slave.

Data transmission in an MSPr is carried out by exchange of poll frames be-
tween the master and slave devices. In the poll frames, the master device specifies
the time for the slave device to transmit/receive the data as well as the time
to receive the next poll frame. The slave device follows the timing provided in
the poll frame and transmits/receives during the specified interval. The timing
structure of an MSPr is shown in Figure 2. Since the simpler slave device does
not support more advanced PHY modes, transmission of polls and data frames
must use the basic PHY mode of the slave device. As a result, the transmission
rate and range of an MSPr is limited by the capability of the slave device. For
example, the transmission range of a Type A-C MSPr cannot exceed 1 meter.
This is an unfortunate compromise due to the tradeoff between the performance
and complexity.

 

                                                                                                                            Poll 
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Fig. 2. Timing structure of a Master Slave Pair (MSPr)

2.3 Coexistence

Devices of different types in the ECMA-387 may interfere with each other when
they are collocated in the same channel but not in the inter-operation mode.
Figure 3 shows an example of how two independent pairs of Type A devices and
Type B devices interfere with each other. Here, the two Type A devices use the
mode-A0 PHY for their communication while the two Type B devices use the
mode-B0 PHY. One can see that the Type A device X and the Type B device Y
interfere with each other as their antennas point to each other. The ECMA-387
addresses the interference problems differently depending on the devices involved
in the interference. For interference that involves Type A and Type B devices, a
Dual-beacon Protocol is adopted. For interference that involves Type C devices,
a channel sensing mechanism is adopted. These two approaches are detailed in
the following two subsections.

Dual-beacon Protocol. The ECMA-387 standard requires Type A and Type
B devices to send beacons periodically using their own basic PHY modes. The
purposes of beacon transmission are two-fold. First, the beacons are used by
the devices of the same type to synchronize with each other. Second, a device
declares in the beacons its reservation of the channel time. Once receiving the
reservation information, devices of the same type can avoid interfering with that
device by honoring its reservation. The timing structure established by the bea-
cons is shown in Figure 4. With this timing structure, an advanced device can
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Type A device

Type A device

Type B device

Type B device

X

Y

Fig. 3. Coexistence between the AA-BB communicating pairs

communicate with another advanced device of the same type while communicat-
ing with a simpler device via the MSPr. For example, as also shown in Figure 4,
Type A device X reserves time block 1 to communicate with Type A device
Y , and reserves time block 2 to inter-operate with Type C device Z. Since the
beacons from devices of different types use different PHY modes, a Type-B de-
vice cannot receive and decode the mode-A0 beacons to synchronize and honor
the Type A device’s reservation. On the other hand, a Type A device is able to
receive and decode the mode-B0 beacons and thus may avoid interfering with
the Type B devices. However, the transmission range of the mode-B0 PHY is
only 3 meters. As a result, a Type A device that is more than 3 meters from
a Type B device is still unaware of the Type B device’s reservation and thus
cannot avoid interfering with the Type B device.

Beacon timing structure 

Time Block 1 Time Block 2 

Beacon period Data transfer period 

Mode‐A0 Beacons  

X  Y  (X Y) (X Z) 

time  

X  

Y  

Z 

Fig. 4. Timing structure established via transmission and reception of beacons

To address the interference between the Type A and Type B devices, the
ECMA-387 standard requires a Type B device to send mode-A0 beacons as well.
However, the Type B device does not need to receive and decode the mode-A0
beacons. The mode-A0 beacon is transmitted solely for the Type A devices to
avoid interfering with the Type B devices. Since the transmitter of a mode-
A0 PHY is much simpler compared to the receiver of a mode-A0 PHY, this
additional requirement does not incur too much hardware complexity to the
second simple Type B device. The transmission of both mode-A0 and mode-B0
beacons by the Type B devices is referred to as Dual-beacon protocol in the
ECMA-387 standard.

The timing structure of the Dual-beacon Protocol is illustrated in Figure 5.
Each Type B device sends a mode-A0 beacon right after the mode-B0 beacon.
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The mode-A0 beacon sent by a Type B device contains identical information
as the mode-B0 beacon. With these information, a Type A device can honor a
Type B device’s reservation and coexist with the Type B device even they are
10 meters apart.

mode‐A0 Beacon 
mode‐B0 Beacon  

Dual beacons sent by a Type‐B device  

Beacon timing structure 

Beacon Period 

mode‐A0 beacon sent by a Type‐A device  

time 

Fig. 5. Timing structure in Dual-beacon Protocol

Channel sensing with prioritized access. Type C devices are considered
as the lowest-level devices in the ECMA-387 standard. In order to reduce the
hardware complexity, the Type C device are not to required to transmit and
receive beacons. For two Type C devices to communicate with each other, an
MSPr is established with one Type C device being the master device and the
other being the slave device.

Without transmission and reception of any beacon, a Type C device may
interfere with the Type A and Type B devices as well as being interfered by these
devices. The ECMA-387 standard addresses this issue by requiring a Type C
device to transmit only when the channel is free of non-Type C transmission. To
achieve that, a Type C device scans the channel for a duration that is long enough
to determine that the channel is free of non-Type C transmission, before starting
an MSPr. In addition, a Type C device aperiodically ceases transmission to scan
for non-Type C transmission after the MSPr is established. Both the master
and slave Type C devices must perform the scans to minimize the interference.
When detecting non-Type C transmission, the master Type C device suspends
the MSPr for an additional period of time. If the channel is free of non-type C
transmission after the suspension, the master device restarts the MSPr. If a slave
Type C device detects non-Type C transmission, it informs the master Type C
device. The master Type C device reacts as if the non-Type C transmission is
detected by itself.

The aforementioned rules make the Type C devices in the ECMA-387 stan-
dard as the lowest priority devices in terms of channel access. Given that the
Type C devices targets on the low-cost application with no QoS guarantee, sac-
rificing the performance of the Type C devices seems not a bad option (at least
from the viewpoint of the ECMA-387 standard).

Synchronization issues. The Dual-beacon protocol enables a Type A device
to honor a Type B device’s reservation and thus to avoid interfering with the
Type B device. To achieve such interference-free coexistence, these devices must
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synchronize with each other. Otherwise, the timing information in the beacons
for channel reservation is useless.

Synchronization between devices using the Dual-beacon Protocol is a tricky is-
sue. Given that the Type B devices can only transmit (not receive or decode) the
mode-A0 beacons, the Type B devices are unable to use the mode-A0 beacons
from the Type A devices for synchronization. The ECMA-387 standard spec-
ifies unique rules to address the synchronization problem of the Dual-beacon
Protocol. These rules are listed as follows.

1) A Type-A device X shall synchronize to the slowest Type B device, unless
the Type-B device is one of the salve devices in X ’s MSPr.

2) A Type-A device indicates itself as a forced synchronized device in the bea-
cons if it synchronizes to a Type B device or a forced synchronized device.

3) A non-forced synchronized device X shall synchronize to a forced synchro-
nized device Y , unless Y is already forced to synchronize to X .

4) A forced synchronized device shall not synchronize to another forced syn-
chronized device.

5) A device indicates itself as a forced synchronized device in the beacons if it
synchronizes to a forced synchronized device.

6) A Type A device X shall synchronize to the slowest Type A device Y , if
there is no Type B device or forced synchronized device other than X ’s slave
devices.

7) A slave device shall synchronize to its master device in the MSPr.
8) A device indicates itself as a forced synchronized device in the beacons if it

is a slave device in an MSPr.
9) A Type B device X shall synchronize to the slowest Type B device Y , if X

is not a slave device and there is no forced synchronized device other than
X ’s slave devices.

The forced synchronization is designed to address the case when a device detects
another device but finds out that device cannot synchronize with itself (i.e.,
one-way communication between Type A and Type B devices). Although these
rules solve most of the synchronization problems in the ECMA-387 standard, we
show in the next section that there still exist some problems that need further
consideration.

3 Synchronization Problems for Interoperability and
Coexistence

The ECMA-387 standard defines synchronization rules for interference-free co-
existence among heterogenous device. In this section, we thoroughly examine
these rules in different network scenarios. We focus on the scenarios with com-
munication pairs formed by Type A devices and Type B devices. The Type C
devices are the lowest-priority devices and have little impact on the performance
of Type A and Type B devices. The scenarios of our interests are further catego-
rized into four cases, and are denoted as AA-BB, AA-AB, AB-BB, and AB-AB,
respectively.
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3.1 Case I: AA-BB Pairs

The logic topology of Case I is shown in Figure 6. Since the two Type B devices
are not the slaves of any device and do not understand the mode-A0 beacons,
they simply synchronize to each other according to Rule no.9. The two Type A
devices are forced to synchronize to the Type B devices directly or indirectly,
depending on whether or not receiving the mode-A0 beacons from the Type
B devices. If yes, the Type A device is forced to directly synchronize to the
Type B device according to Rule no.1. Otherwise, the Type A device is forced
to synchronize to another forced synchronized Type-A device according to Rule
no.3. Note that if none of the Type A devices is a forced synchronized device, it
means that both of the Type A devices are outside the coverage of the Type B
devices. Thus, the two pairs, AA and BB, do not interfere with each other and
do not need to synchronize to each other.

pair 1 pair 2

Type A device

Type A device

Type B device

Type B device

Fig. 6. Case I: AA-BB pairs

3.2 Case II: AA-AB Pairs

The logic topology of Case II is shown in Figure 7. Since the Type B device is
the slave of its master Type A device, the Type B device is forced to synchronize
to that Type A device according to Rule no.7. If any of the two Type A devices
in the AA-pair is in the coverage of the Type B device, these two Type A devices
will be forced to synchronize to the Type B device according to Rule no.3. If
any of the Type A devices in the AA pair is also in the coverage of the Type
A device in the AB-pair, the Type A device in the AB-pair will also be forced
to synchronize to the Type A devices in the AA-pair according to Rule no.3.

pair 1 pair 2

Type A device

Type A device

Type A device

Type B device

Fig. 7. Case II: AA-AB pairs
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If none of the Type A devices in the AA-pair is in the coverage of the Type A
device of the AB-pair, these two Type A devices are synchronized to the Type
A device of the AB-pair via the Type B device.

If none of the two Type A devices in the AA-pair is in the coverage of the
Type B device, these two Type A devices along with the Type A device in the
AB-pair synchronize with each other according to Rule no.6.

3.3 Case III: AB-BB Pairs

The logic topology of Case III is shown in Figure 8. Again, the Type B device in
the AB pair is forced to synchronize to its Type A master device according to
Rule no.7. If any of the Type B devices in the BB-pair is in the coverage of the
Type B device in the AB pair, then both of the Type B devices in the BB-pair
will synchronize to the Type B device in the AB-pair according to Rule no.3. If
the Type A device in the AB pair is also in the coverage of any of the Type B
devices in the BB-pair, the Type A device is then forced to synchronize to the
Type B devices in the BB-pair according to Rule no.3. If the Type A device in
the AB-pair is not in the coverage of any of the Type B devices in the BB-pair,
then the Type B devices in the BB-pair indirectly synchronize to the Type A
device via the Type B device in the AB-pair.

If none of the Type B devices in the BB-pair is in the coverage of the Type B
device in the AB-pair, the Type A device in the AB-pair is forced to synchronize
to the Type B devices in the BB-pair according to Rule no.1. The Type B device
in the AB-pair then indirectly synchronizes to the Type B devices in the BB-pair
via the Type A device.

pair 1 pair 2

Type A device

Type B device

Type B device

Type B device

Fig. 8. Case II: AB-BB pairs

3.4 Case IV: AB-AB Pairs

The logic topology of Case IV is shown in Figure 9. In this case, both of the Type
B devices are forced to synchronize to their own master Type A devices according
to Rule no.7. If none of the Type A devices receives the mode-A0 beacons from
each other or from the Type B device in another AB-pair, then the two Type-
B devices are the only forced synchronized devices. Based on Rule no.4, these
two Type B devices do not synchronize with each other even if they are in the
coverage of each other. As a result, the four devices cannot synchronize with
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each other, and the interference-free coexistence between these two AB-pairs are
compromised.

Note that if any additional link other than the links shown in Figure 9 is
established , these four devices will be able to synchronize to each other. In the
next section, we will give a thorough mathematical analysis on how frequently
the case shown in Figure 9 may occur given that the devices use directional
antennas. We will also show how clock drifting affects the synchronization using
the OPNET-based simulations.

pair 1 pair 2

A1
Type A device

Interference

B1
Type B device

A2
Type A device

B2
Type B device

Fig. 9. Case IV: AB-AB pairs

4 Simulation and Analysis

To better evaluate the impact of synchronization on coexistence, we consider
realistic network topologies that may lead to the logic topologies illustrated
in Section 3. We first consider the scenario shown in Figure 9, as our earlier
discussion suggests that there exists a non-zero probability that devices may not
synchronize with each other. Our first objective in this section is to evaluate how
frequently this scenario can occur by deriving a probability upper bound.

4.1 System Setup

We consider two AB pairs, each forming a MSPr and randomly located in a
given area. The transmission range of each Type A device is 10 meters, and the
transmission range of each Type B device is 3 meters, based on the ECMA-
387 standard. The beam width of the Type A devices varies from 15 to 90
degrees (array antennas), while the beam width of the Type B devices is fixed
at 90 degrees (fixed antenna). These settings reflect the differences in device
complexity.

The distance between the two Type B devices is randomly distributed between
0 meter to 3 meters so that the Type B devices are in the coverage of each other.
The antennas of the two Type B devices are randomly oriented. Each Type A
devices is located in the coverage of its own slave Type B device. Since we assume
that the MSPr has been formed, the antenna of each Type A device is pointed
toward the slave Type B devices. The system setup is illustrated in Figure 10.
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Fig. 10. System setup

4.2 Probability Upper Bound

As mentioned in Section 3, synchronization in Case IV is not a problem as long as
there exists a link — other than the link between the Type B devices — between
the two AB pairs. Denote the event that there exists a link between device i and
j as Lij . The probability that these two AB pairs cannot synchronize to each
other can be obtained by

Pno−sync = P [LB1B2 ]∗ (1)
P [L′

A1A2
∩ L′

A1B2
∩ L′

A2B1
|LB1B2 ].

We first calculate the probability P [LB1B2 ]. The event LB1B2 occurs when the
two Type B devices point their antennas to each other. Therefore, we have

P [LB1B2 ] = P [B1 → B2] ∗ P [B2 → B1], (2)

where the event Bi → Bj represents that Type B device i points its antenna
to Type B device j. Given that the antenna of a Type B device is randomly
oriented with a beam width of 90 degrees and the location of the Type B devices
are randomly selected, one can calculate P [Bi → Bj] by

P [Bi → Bj ] =
∫ 2π

0

∫ φ−2π

φ

π

2
1
2π

dθdφ =
1
4
. (3)

With Eq. (3), the probability P [LB1B2 ] can then be calculated by

P [LB1B2 ] =
1
4

∗ 1
4

=
1
16

. (4)

To calculate P [L′
A1A2

∩ L′
A1B2

∩ L′
A2B1

|LB1B1 ], we first rewrite the probability
as

P [L′
A1A2

∩ L′
A1B2

∩ L′
A2B1

|LB1B2 ] (5)
= 1 − P [LA1B2 |LB1B2 ] − P [LA1B2 |LB1B2 ]
− P [LA2B1 |LB1B2 ] + P [LA1B2 ∩ LA2B1 |LB1B2 ]
+ P [LA1A2 ∩ LA2B1 |LB1B2 ] + P [LA1A2 ∩ LA1B2 |LB1B2 ]
− P [LA1A2 ∩ LA1B2 ∩ LA2B1 |LB1B2 ].
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By closely examining these events, one can find that only P [LA1A2 |LB1B2 ],
P [LA1B2 |LBB], P [LA2B1 |LB1B2 ], and P [LA1B2 ∩ LA2B1 |LB1B2 ] have non-zero
values. In other words, the other events cannot occur with any given orientation
and locations of the devices. Thus, Eq. (5) can be further simplified as

P [L′
A1A2

∩ L′
A1B2

∩ L′
A2B1

|LB1B2 ] (6)
= 1 − P [LA1A2 |LB1B2 ] − P [LA1B2 ∪ LA2B1 |LB1B2 ].

P [LA1B2 ∪LA2B1 |LB1B2 ] in Eq. (6) is very difficult to be obtained. Therefore, in-
stead of finding the exact value of P [L′

A1A2
∩L′

A1B2
∩L′

A2B1
|LB1B2 ], we calculate

its upper bound by

P [L′
A1A2

∩ L′
A1B2

∩ L′
A2B1

|LB1B2 ] ≤ (7)
1 − P [LA1A2 |LB1B2 ].

Finally, the upper bound of Pno−sync is obtained by

Pno−sync <
1
16

∗ (1 − P [LA1A2 |LB1B2 ]). (8)

Figure 11 illustrates the upper bound of Pno−sync for different beam widths
of the Type A devices. It can be found that the probability linearly decreases
with the increase of the beam width. The result seems contracting the intuition
as the larger the beam width, the more chances that there exist additional links
between the AB pairs so that devices can synchronize with each other. However,
it is noted that the probabilities are plotted based on Eq. (8). Therefore, the
larger the beam width, the larger the value of P [LA1A2 |LB1B2 ], and, thus the
smaller the upper bound.

Another important observation in Figure 11 is that the maximum of the upper
bound is only 0.06, which occurs when the beam width of the Type A device
is 15 degrees. Note that Pno−sync is the “conditional” probability that two AB
pairs lose the synchronization given that their Type B devices are in the coverage
of each other (within a 3 meter range). If we take into account the cases where
the Type B devices of the AB pairs are outside the coverage of each other, the
probability of two AB pairs losing synchronization with each other (so that they
interfere with each other) will be even smaller.

4.3 Simulation Results

We conduct OPNET-based simulations to evaluate the impact of clocking drift-
ing on synchronization in realistic network environments. The synchronization
procedure is implemented as follows. When a device receives a beacon from an-
other device, it extracts the timing information in the beacon and determines
the start time of the beacon timing structure of the beacon transmitter. By
comparing the start time of all neighbors with its own start time, the device can
determine the amount of relative drifting and then adjust the local clock accord-
ing to the rules in Section 2.3. If the device should synchronize to a slower-clock
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Fig. 11. Probability upper bound: Lack of synchronization in Case IV

device, it delays the start time in his next beacon timing structure. If the device
should synchronize to a faster-clock device, it advances the start time in his next
beacon timing structure.

We consider Case I and Case II in Section 3. The physical topology and clock
drifts for each case are given in the following subsections.

Case I: AA-BB pairs. Figure 12 shows the physical topology and the coverage
of each device. Based on the setting, A2 is in the coverage of B1 and B2 (and vice
versa). The result network connectivity is shown in Figure 13. The arrows in the
figure represent the relation in terms of clock adjustment between devices. An
outbound arrow represents that a device may synchronize to the device to which
the arrow points. Figure 13 shows that A1 synchronizes to A2, A2 synchronizes
to either B1 or B2, and either B1 synchronizes to B2 or B2 synchronizes to B1
depending on their clock drifts. In this simulation, the clock drift of A1, A2, B1,
and B2 are randomly set as 9.9 ppm, 4.32 ppm, -4.7 ppm, and 6.35 ppm. The
length of the beacon timing structure is set as 256 milliseconds. Therefore, the
total clock drift within one beacon timing structure can be calculated as +2.54
microseconds (us) for A1, +1.11 us for A2, -1.20 us for B1, and +1.63 us for B2.

A1

A2

B1 B2

Fig. 12. Topology of Case I: AA-BB pairs
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A1

A2 B2

B1

Fig. 13. Logic links and synchronization relationship in Case I

The differences between the start times of the four devices are shown in Fig-
ure 14. Here, we use B2’s start time as the reference. One can find that the
start times of the four devices are not perfectly aligned due to the clock drifting.
However, they do not drift away with the time. Figure 14 shows that B1 is faster
than B2, but the difference never exceeds 3.2 us. On the other hand, A1 is always
slower than B2 but the difference never exceeds 2.2 us. The simulation shows
that these four devices are synchronized as expected.

Figure 15 shows the clock adjustment of each device at the beginning of each
beacon timing structure. Since the clock resolution is 1 us in our simulation, the
adjustment must be a round off of the actual difference of devices’s start times.
For example, B1 delays its clock either 2 or 3 us in order to synchronize to the
slowest device B2. The figure shows that A1 tries to synchronize to A2, A2 tries
to synchronize to B1 while B1 tries to synchronize to B2.
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Fig. 14. Start time differences between devices in Case I

Case II: AA-AB pairs. Figure 16 shows the physical topology and the cover-
age of each device. Based on the setting, A2 is also in the coverage of A3 and B1
(and vice versa). The resulting network connectivity is shown in Figure 17. We
can find that in this case, A1 should synchronize to A2, A2 should synchronize
to B1 (i.e., the slave of A3), B1 should synchronize to its master device, and
finally A3 should synchronize to A2. In other words, every device should adjust



712 C.-W. Hsu and C.-T. Chou

0 5 10 15 20
−5

−4

−3

−2

−1

0

1

2

3

4

5
Clock adjustments of devices

Timing strucure index

T
im

e 
ad

ju
st

ed
 (

us
)

 

 

Adj of A1
Adj of A2
Adj of B1
Adj of B2

Fig. 15. Clock adjustment in Case I

A1
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A3 B1

Fig. 16. Topology of Case II: AA-AB pairs

A1

A2 B1

A3

Fig. 17. Logic links and synchronization relationship in Case II

its local clock. This is quite different from the previous case where B2 is the
clock reference of all other devices.

In this simulation, the clock drift of A1, A2, B1, and B2 are randomly set as
1.49 ppm, 4.5 ppm, 9.66 ppm, and 7.74 ppm. The length of the beacon timing
structure is still 256 milliseconds. Therefore, the total clock drift within one
beacon timing structure can be calculated as +0.38 us for A1, +1.15 us for A2,
+2.47 us for A3, and +1.98 us for B1.

The differences between the start times of the four devices are plotted in
Figure 18. Here, we use A3’s start time as the reference. One can find that the
start times of the four devices are again not aligned due to the clock drifting.
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Fig. 18. Start time differences between devices in Case II

However, they still do not drift away with the time even though not a single
device (such as B2 in Case II) can be used as the absolute clock reference. We
can find that the maximum difference between the devices’s start times never
exceeds 4 us.

One interesting observation from Figure 18 is that all of the curves change
in a similar way. For example, when the difference between B1’s and A3’s start
times decreases/increases (the ‘star’ line), the difference between A1’s and A3’s
start times (the ‘square’ line) decreases/increases as well, with a possible delay
of 256 ms. The same situation can be found for the difference between A2’s and
A3’s start times. The observation verifies the so-called circular synchronization
as we pointed out earlier in this section.

5 Conclusions

In this paper, we investigated the interference among heterogenous devices in the
60 GHz band. The ECMA-387 standard was used as our study case to demon-
strate how interference-free coexistence can be achieved without imposing too
much complexity on simple devices. The Dual-beacon Protocol of the ECMA-387
protocol was thoroughly investigated, especially from the aspect of synchroniza-
tion between heterogeneous devices. Our numerical and simulation results show
that with a probability of more than 0.94, the heterogenous devices using the
ECMA-387 standard can coexist without interfering with each other.
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Abstract. Over 500 million host computers, three billion PCs and mo-
bile devices consume over a billion kilowatts of electricity. As part of this
“system” computer networks consume an increasing amount of energy,
and help reduce energy expenditure from other sources through E-Work,
E-Commerce and E-Learning. Traditionally, network design seeks to min-
imise network cost and maximise quality of service (QoS). This paper
examines some approaches for dynamically managing wired packet net-
works to minimise energy consumption while meeting users’ QoS needs,
by automatically turning link drivers and/or routers on/off in response
to changes in network load.

1 Introduction

Electrical energy is needed for Information and Communication Technologies
(ICT) both to operate and cool the equipment. However ICT plays a complex
role in energy consumption: as summarised by Francesco Serafini of HP: “ICT
covers 2% of the global energy consumption. We can work to halve it to 1%, but
the priority is to work to decrease the remaining 98%” (through greater use of
ICT), via the “communicate more and travel less” paradigm. (cf. T. Cowen of
BT): “if people rely heavily on videoconferencing, distance working, e-learning
and e-commerce, there can be a sharp decrease in flights and journeys which
will save money and carbon”. Thus computer-communication networks offer a
way forward for reducing the consumption of energy and carbon emission by
reducing land and air transport, but this potential reduction is partially offset
by the power used by data centres and computer networks [1]. Network and web
service providers have electrical annual costs in the billions of pounds. Even a
fraction of energy savings in networks could lead to reduced financial costs and
carbon savings. Therefore future computer networks should include energy aware
traffic management and routing techniques, together with efficient hardware level
energy management, to provide acceptable levels of QoS, at the lowest possible
energy levels. The importance of packet networks on energy consumption in-
creases with the “convergence to the Internet Protocol (IP)” paradigm whereby
most modes of communication, including mobile telephony, are increasingly sup-
ported by underlying packet networks. Since IP networks rely on network nodes
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and links, the electrical energy used for operating and cooling the equipment
creates a crucial need for research on energy saving strategies for networks.

Our research starts from the premise that if one knows (a) the traffic being
carried by a network, (b) the Quality of Service (QoS) requirements of the traffic
flows, and (c) the capacity and energy requirements of the nodes and links that
are available to store and forward this traffic, then (d) one could rationally se-
lect a set of nodes and inter-node links, and paths through these selected nodes
from source to destination, so as to satisfy the required QoS at a minimum en-
ergy utilisation. Although much work has been done for power management in
wireless networks, this subject has not yet received much attention for wired
networks. In the wired case, the problem we describe can in principle be formu-
lated as a standard network topology optimisation problem where the cost to
be minimised is power consumption, and the constraint to be respected is QoS.
However a static optimisation approach, assuming a given fixed set of traffic
flows, is impractical due to dynamic changes in traffic levels. Approaches that
can take advantage of short period changes in traffic levels, e.g., hourly or even
shorter, would be more useful, and one can also consider variations in electric
energy costs. More sophisticated approaches, which we will not study in this
project) might consider the impact on carbon emissions. Moving data centres to
remote locations where energy is cheap and outside temperatures are low (for
cooling) has been considered, but this idea is impractical for networks where
much of the infrastructure should be close to the end users.

Our work considers a dynamic approach to energy optimisation in packet
networks, where link drivers and/or nodes are turned on or off, in response to
traffic load in the network, with ensuring changes in the paths followed by the
traffic so as to meet the QoS needs of the flows. Since it is technically easier to
keep routers “on” constantly, and just turn the links’ drivers on/off according
to need, and since drivers can use up to 40% or more of the energy consumed
by a network node [2, 3], we will focus in particular on that approach.

Our main objective is therefore to develop a principled approach for the de-
sign of a software based “Energy Management System” (EMS) for wired packet
networks that will make and carry out dynamic decisions to minimise network
energy consumption while respecting QoS constraints. The EMS would run on
top of the network (e.g., IP) layer, and continuously undertake the following
steps:

– a)Observe ongoing traffic flows in the network, monitor the status of nodes
and the network’s power consumption.

– b) Select the network configuration that offers an acceptable or better level
of QoS to ongoing and predicted flows, with lower energy consumption.

– c) Manage and sequence dynamic changes in links and nodes, and reroute
traffic, to achieve reduced power consumption at acceptable QoS levels.

This study does not address optimisation related to cooling systems for network
routers because it would require knowledge of the physical spaces and external
conditions related to buildings where routers are housed. However, when network
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equipment consumes less power, there is an induced effect on heat dissipation
power used for cooling.

1.1 Prior Work on Power in Wired Networks

Energy saving strategies for wired networks have not received much attention.
Some preliminary works can be found in [2, 3, 4, 5, 6, 7]. Paper [4] character-
izes the variation due to fluctuating electricity prices and argue that existing
distributed systems should be able to exploit this variation for significant eco-
nomic gains. In [5] some methods that allow for detection of inactivity periods
in Ethernet networks are proposed. Such periods are exploited to obtain energy
savings with little impact on loss or delay. Papers [2, 6] study the power profile
of modern network devices and propose some method in order to reduce the
energy consumption without affecting the performance. The authors of [3] con-
siders jobs reallocation in order to reduce the number of active switches into the
network. Finally, paper [7] surveys methods and technologies currently used for
energy-efficient operation of computer hardware and network infrastructure in
the context of cloud computing.

None of the previous works consider a general framework for energy optimi-
sation in packet networks, where link drivers and/or nodes are turned on or off,
in response to traffic load in the network, with ensuring changes in the paths
followed by the traffic so as to meet the QoS needs of the flows. We introduced
this problem in [8].

1.2 Prior Work on Power in Wireless Networks

Differently from the wired case, energy-saving routing protocols in wireless net-
works have been studied in detail. Energy saving techniques for wireless sensor
networks [9], are important because of the limited power availability in networks
which operate with batteries or renewable energy sources. “Topology control”
(TC) algorithms [10, 11] for wireless networks have been proposed so as to dy-
namically modify the network graph to maintain or optimize desirable global
properties, such as network capacity or user perceived QoS, while reducing en-
ergy consumption and wireless interference between nodes. These approaches
dynamically adjust the transmission power of each node in order to save energy
while guaranteeing connectivity. Another important criterion considered is to
limit the ratio of the number of hops traversed by packets from the sources to
the destinations, for a given power setting, to the number of hops traversed if
all nodes were transmitting at maximum power, and some complex trade-offs
occur as the nodes’ transmission power levels are varied. While the maximum
power can yield the minimum number of hops, higher power levels will adversely
affect collisions and interference, lower levels of transmission power potentially
lengthen the paths traversed by packets, but reduce collisions and interference
on each hop. As the hop count increases, the energy used per packet can also
increase and adverse effects such as delay and loss can also increase.
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In [12] topology control is studied with the addition of QoS constraints, and
an integer linear programming problem is formulated so as to assign transmission
radii to sensors (hence establishing the network topology) so as to minimise the
overall global energy consumption while respecting the desired QoS constraints.
Although it has similarities to the research we propose, the TC problem for
wireless networks cannot be mapped directly into the problem we consider. In
a wireless sensor network, a node may change the set of nodes with which it
communicates in one hop by adjusting its transmission power, and hence range.
This is not the case in wired networks, where a router is connected in one hop
to routers which are turned on and connected to it via a link. In a wired node,
power consumption may change as a function of the node’s workload based on
turning some or all the cores in the processors on an off, but this capability may
be difficult to control explicitly, and in any case close to 60% of the router’s en-
ergy consumption typically results from peripheral hardware. In TC for wireless
nodes, one cannot switch off some wireless nodes because they may also act as
sensors whose role is to gather information, in addition to forwarding packets.

Turning nodes off has been considered in [13] for an energy aware distributed
data-centric routing protocol that takes into account the physical location of the
sources of data; this is less relevant to the wired networks because wired packet
networks may have source and destination nodes anywhere throughout the net-
work. Finally, the broadcast nature of the wireless medium introduces both a
degree of freedom (local multicast to neighbours) and additional constraints (in-
terference and collisions) which do not exist in wired packet networks.

In [9] a middleware that manages the state (idle, active, sleeping) of sensor
nodes so as to reduce the network’s energy consumption, is proposed and two
algorithms are considered, either turning off a node when the node is not involved
in sending, forwarding or receiving data, or using information about the spatial
“density of active nodes” so as to change the proportion of time spent in the
active state (duty cycle) of nodes in proportion to the density of active nodes. In
a sensor network the volume of traffic is generally relatively low and each node
can alternate between different states (idle, active, sleep) quite frequently. This
may not possible in a wired scenario, where traffic volumes and speeds can be
high, QoS constraints can be stringent, and large packet loss rates cannot be
tolerated. Also, large wired routers can take a non negligible time to be turned
on/off, especially when precautions must be taken to avoid packet losses in the
queues. In [14] battery powered wireless ad-hoc networks are considered, and a
routing technique which selects paths so as to both satisfy QoS constraints and
minimises power consumption is suggested, so and some of these ideas may be
used in our proposed research.

1.3 Power Minimisation in Clusters of Servers

Recent research has also considered energy savings in clusters of database and
web servers, where one seeks to minimise power while guaranteeing acceptable
levels of throughput and response time [15]. In such systems, energy consumption
depends on CPU utilisation, but is also caused by components such as disks,
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memory, network devices, etc., and an idle server may still use up to 60% of its
peak power [15, 16]. Thus, in order to minimise energy power, it is necessary
to turn off or down complete ICT servers as a function of load. In [16] policies
based on economic criteria allocate resources within a large cluster of servers,
focusing on energy, by managing the request dispatcher so as to concentrate the
incoming load on a minimal set of active servers that fulfill the QoS agreement,
while other servers are maintained in a low-power idle state. The related dynamic
provisioning problem is studied in [17] for long-lived TPC connections, as in the
case of instant messaging (Microsoft Messenger, Skype, etc.) or online gaming,
using an approach that consists of a dynamic provisioning algorithm and a load
dispatching policy. In [18], a dynamic provisioning technique is proposed for
a platform that hosts several applications, using a queuing model for system
analysis, and a provisioning technique. The analytical model yields the minimum
number of servers required to respect the QoS agreement, and the provisioning
technique uses a predictive strategy, based on long time scales, to determine
future load. The prediction is then adjusted uses a reactive provisioning policy
at small time scales, to address problems that may be caused by sudden changes
in system load.

The main difference with the networked context is that the research on data
centres addresses the question “What is the least number of processing nodes
that are needed?”, while in the packet network context we first identify “Which
nodes are needed within the given topology, and then decide how traffic should
be re-routed through the active nodes. The networking context is also more
complex to manage in the presence of ongoing traffic flows that will need to be
re-routed so as to constantly satisfy the QoS constraints.

2 Technical Approach

As indicated earlier, this work focuses on dynamic energy optimization in the
context of network routing, with monitoring of the current flows and prediction
of future flows in the network, including source and destination pairs, volume of
traffic in each flow, QoS constraints per flow, the path for each flow, and different
“activity levels” ranging from “sleep” to “fully active” that each of the router
nodes can have. Our work therefore addresses:

– (A) The formalisation of dynamic network management for energy opti-
mization, and development of the optimisation algorithms, and

– (B) The design and implementation of the Energy Management System
middleware (EMS) and its experimental evaluation in our network test-bed.

2.1 Dynamic Network Management for Energy Optimisation

For (A), we suggested two approaches: (i) the first assumes that the drivers of
the links from a node can be turned on or off, resulting in proportional (possibly
non-linear) changes in the energy consumption, (ii) the second, less realistic
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approach with today’s technology, considers turning on and off certain nodes,
with larger changes in energy consumption but at a slower rate than (i), say in
the minutes. We think that (i) is more realistic because the node itself remains
“awake” but its communication drivers are turned on/off.

Both approaches can be studied using a representation of the network N as a
set of bi-directional links and nodes forming a graph. A link (i, j) i, j ∈ N , has
a maximum traffic carrying capacity of C(i, j) packets/seconds. At time t, link
(i, j) can be in states: k(i, j, t) ∈ {0, 1, ... M} where 0 is the “off” state, and M
is the state in which the link operates at maximum capacity C(i, j); in practice
we can expect that there will be just two such states, 0 and M . In the case (i)
a link’s traffic carrying capacity at time t is

K(i, j, t) = k(i, j, t)C(i, j)/M

For each k(i, j, t) a link will have a power consumption (energy per unit time) of
P (k(i, j, t)) while a node has a power consumption denoted by P (i, t). Clearly
for symmetric links we have k(i, j, t) = k(j, i, t). In the case (ii) the node will
have just two states, on or off, and we will be dealing at each instant of time
with a sub-network n(t) ⊆ N , and the network n(t) has an instantaneous power
consumption of

P (n(t), t) =
∑

i∈n(t)

P (i, t) +
∑

i,j∈n(t)

P (k(i, j, t))

Let k(t) be the matrix [k(i, j, t)]n×n. At time t, the network carries a set F (t) of
flows, each characterized by a source-destination pair, and each flow f(t) ∈ F (t)
has a traffic volume V (f(t)) and is of type T (f(t)) (e.g., UDP, TCP etc.), with
QoS constraints Q(f(t)) which is typically a vector of numerical values (e.g.,
delay, loss, jitter) which must not be exceeded if the QoS is to be satisfied. The
routing scheme at time t is R(F (t), n(t), k(t), t), which is assigns each flow to
a sequence of nodes in n(t) (for (i) n(t) = N) going from the flow’s source to
its destination. Since flows interact with each other via the routing scheme, the
observed QoS for flow f(t) is q(f(t), R(F (t), n(t), k(t), t)), a vector denoting the
observed or measured QoS for f(t). If the network respects the QoS constraints
at time t, then

q(f(t), R(F (t), n(t), k(t), t)) ≤ Q(f(t)) ∀f(t) ∈ F (t)

meaning that, say, the observed delay, loss and jitter for each flow are smaller
than the required upper bound for delay, loss and jitter. The power optimisation
problems can then be formulated as follows:

– For approach (i): Given a set of flows F (t), find a link-level activity matrix
k(t) and an assignment of paths to flows R(F (t), N, k(t), t), such that the
QoS constraints are respected:

q(f(t), R(F (t), N, k(t), t)) ≤ Q(f(t)) ∀f(t) ∈ F (t)

and power consumption P (N, t) is minimised.
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– For approach (ii): Given a set of flows F (t), find a sub-network n(t) ⊆ N
and an assignment of flows to paths in n(t), R(F (t), n(t), k(t), t), such that
the QoS constraints are respected:

q(f(t), R(F (t), n(t), k(t), t)) ≤ Q(f(t)) ∀f(t) ∈ F (t)

and power consumption P (n(t), t) is minimised.

To describe the optimisation problems, we can construct a “network of queues”
model [19], where in (i), the link “service rates” are proportional to k(i, j, t),
so that algorithms can be designed to choose the matrix k(t) as a function of
the flows’ characteristics and QoS constraints so as to minimise power consump-
tion. A differentiable cost function will be developed to seek local minima with
gradient-type techniques to seek local minima, with the intention of deriving
expect fast (polynomial time in the size of the network) optimisation algorithms
using our experience with gradient descent learning in neural networks [20]. For
(ii), to avoid the combinatorial explosion in seeking the best choice among all
subsets of active nodes, we will examine greedy heuristics to identify the links and
nodes that carry the least traffic, or the links and nodes carrying the least traffic
among those with the highest power consumption, for possibly being turned off,
and examine incremental policies for turning links or node off or on. This raises
a challenging “real-time” aspect further discussed below.

As we change the network topology from network n1(t) to another one
n2(t′), t′ > t, these networks will necessarily have common nodes (to avoid
losing traffic), and hence traffic re-routing must accompany changes in network
topology. Thus re-routing must be carried out in stages, so that once the future
sub-network n2(t′) is selected then:

– First certain flows should be diverted to nodes which are common to the cur-
rent network and the future network, to avoid traffic loss during re-routing,

– Then certain links or nodes are turned off, while others may be turned on,
so that the new network is established.

– Finally traffic has to be re-rerouted to take its new form.

These steps must be taken in a manner that the QoS for each flow is respected
and the overall integrated power consumption over all the steps is lower. In net-
works operated by Internet service providers, excess capacity is usually main-
tained so as to protect the users’ traffic in the case of node and link failures of
nodes and this feature actually simplifies the practical implementation of our
proposal. We will therefore examine how this feature can be used to advantage
in both (i) and (ii), as traffic is re-routed so as to turn off certain links or nodes
to reduce power consumption.

2.2 Design of the EMS

The EMS, the software system which will implement the optimisation algo-
rithms, should use a proactive approach to monitor the network and explore
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control decisions. It will collect information about system state, then compute a
course of action, and decide on the sequence of changes to be made. The EMS will
gather information about: 1. Active traffic flows : sources and destinations, infor-
mation about paths, traffic rates, experienced QoS (delay, jitter, packet loss), 2.
Power consumption: instantaneous power consumption of each link driver and
router, 3. Router traffic: identity (flow) and amount of traffic passing through
each router.

The EMS uses the optimisation algorithms that we develop to evaluate whether
a change in the network can provide significant reduction in power consumption
with acceptable QoS, and evaluate whether the sequence of actions to reroute
traffic and turn off and on certain (i) links (drivers) and/or (ii) routers can be
carried out without major QoS degradation. Then it acts upon the routing tables
to redirect traffic, then turn some drivers and nodes off, and it might turn others
on, then again re-direct traffic, while continuing to monitor the QoS and power
consumption.

The role of the EMS bears some similarity with previous work on the Cognitive
Packet Network (CPN) routing protocol [21] that monitors the QoS state of
flows, and recommends the choice of paths to optimise users’ QoS.

CPN is implemented in the Imperial College test-bed described in http : //
san.ee.ic.ac.uk, using “smart packets” (SP) which travel though the network
from node to node to collect QoS information at nodes and links. The resulting
information is then returned to the sources, using “acknowledgement packets”
(ACKs) which differ from conventional ACKs in networks. In CPN, the traffic
payload is carried by “dumb packets” which use source routing. In CPN deci-
sions are distributed, and sources select the paths that they use. In EMS on the
other hand, we will begin with a centralised approach, even though a distributed
approach may be taken at a second stage. We will also consider how the EMS
may combine “admission control” for new connections to power optimisation
and traffic routing. However, once the EMS determines the links or nodes to
be turned off, and chooses the new paths for the flows that are affected by this
change, it can inform the source nodes of the flows and provide them directly
with the new source routes before it actually makes the changes at the link or
node level. Like CPN, EMS may also use SPs to (I) collect QoS information
about nodes and paths, and (II) collect data about ongoing energy consump-
tion at nodes. The latter may be done with sensors placed at the power plugs
of drivers or nodes or from their power supplies. Using the same SP to collect
both QoS data and power data would also provide better timing accuracy about
the network state which is of interest and includes both power and QoS. Once the
best options have been chosen and the sequence of decisions are selected,
the EMS can also distribute the routing decisions throughout the network using
a mechanism similar to MPLS, or use source routing as indicated earlier.

3 Some Preliminary Experiments

In order to illustrate the feasibility of our research, we ran some simple experi-
ments on the test-bed of Figure 1 representing the SwitchLAN network topology
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Fig. 1. Topology of the test-bed in use

[22]. The network is composed by 44 router running the CPN adaptive routing
protocol [21]. We emulated the effect of disabling the drivers some of the nodes’
links by blocking their links.

The first experiment aims at studying QoS metrics of interest, namely delay,
packet loss and jitter, while turning some routers off. We activated three 1Mb/s
flows from node 8 to 1, 13 to 40, 30 to 21. Every 100 seconds we deactivated one
router by disabling its links. In particular we deactivated nodes 28, 2, 34, 41, 16,
18, 26, emulating a 10-20% reduction in power consumption. Figures 2, 3 and 4
show the measured delay, packet loss and jitter, respectively.

These results highlight that not all topology changes affect the perceived QoS.
In particular, changes made at instants 100s, 300s, 500s and 700s do not have
a particular influence on the delay and packet loss, since the paths used by the
routing protocol do not contain any of these nodes. By contrast, changes made at
instants 200s, 400s, and 600s result in an increase of the measured delay and in
momentary peaks of packet loss. Delay increases because these nodes lie on the
shortest path among sources and destinations, thus longer paths have to be used
at each change. The reason of the peaks in packet loss is instead twofold. On the
one hand, some packets are still stored in the router queues at the moment in
which links are disabled. On the other hand, the CPN protocol needs to detect
the change and eventually discover alternative paths to the destination. Figure 4
shows that jitter remains unchanged in this experiment.

From these results it is possible to deduce that our research can effectively
reduce the energy consumption, while guaranteeing an acceptable level of QoS,
by turning on and off routers according to the network load.
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Fig. 6. Packet loss - second experiment
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The second experiment aims at showing the CPN protocol capabilities of re-
acting in consequence of a change in the network. We activate three 1Mb/seconds
flows from node 23 to 38, 17 to 22, 32 to 33, and we turn sundae off (by disabling
all of its links) and then on, every 100 seconds. Each flow has a shortest path
through sundae, thus every time it is turned off the CPN protocol has to adapt
the routing scheme to the new topology by using longer paths. Figures 5 and 6
show the measured delay and packet loss, respectively. The network runs CPN
which adapts the paths so as to avoid sundae when it is off. Although delay
and loss increase, they recover rapidly after each change, while jitter appears to
remain stable.

4 Conclusions

This paper describes some preliminary results on research that can contribute to
discovering principled techniques that can reduce energy consumption in packet
networks. It is therefore hoped that this work can influence the ICT research
community and industry to direct more attention to these issues.

As a consequence, energy optimisation can become a new and important area
of network optimisation and management that directs researchers’ attention to
energy savings in computer networks.
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Abstract. In 2003, we presented an architecture for a streaming video
quality assessment system [1]. Six years later, many of the challenges
outlined in that paper remain. This paper revisits the 2003 architec-
ture, updates it given what we have learned in our experience thus far
with developing the architecture, and discusses in detail the remaining
challenges to the realization of this architecture. We conclude with sug-
gestions for moving beyond the biggest challenges, namely cooperation
among the interested parties and system scale.

Keywords: Quality of Experience (QoE), Quality of Service (QoS),
Streaming Media, Measurement, Performance, Reliability.

1 Introduction

In 2003 we published a paper [1] proposing a new architecture for assessing
users’ quality of experience (QoE) of streaming video, video sent on-demand
over unicast from a media server to one or more media clients. At the time,
RealPlayer was the dominant mechanism for video delivery over the Internet,
and the amount of video traffic was a small but increasing fraction of overall
Internet traffic [2]. Today, video makes up about 30% of Internet traffic [3],
with much of the video embedded on sites such as YouTube and Hulu [4]. Then
and now, content providers, content distributors, and ISPs are interested in
determining how current network conditions, such as packet losses and delays
and available bandwidth, affect the performance, as perceived by the end-users,
of streaming video applications, and vice versa. It is this user perception, after
all, that drives Internet, application, and content use.

The notion of QoE is a nebulous one: there is no one accepted definition
for QoE of streaming video, nor an accepted standard of streaming video QoE
measurement. While subjective approaches, such as the Mean Opinion Score [5],
are the most natural choice, they suffer from scalability and context accuracy
issues. Indeed, a survey of the literature shows that QoE has been measured using
� This work is sponsored by grants from the Howard Hughes Medical Foundation
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network-level measurements [6, 7, 8], frame rate [9], packet-level statistics [10],
received signal strength indicators [11], and a complex combination of network,
application, and content measurements [12].

The breadth of QoE measurement approaches speaks to the complexity of
the QoE measurement problem. Yet we must overcome these challenges to cre-
ate robust, dependable, efficient, and effective QoE measurement systems. Such
systems will move the current trial-and-error approach of network provisioning,
application deployment, and protocol design and development to a place where
application performance combined with knowledge of network conditions leads
to a more responsive approach to video delivery over the Internet, and to fu-
ture Internet support of rich media applications, such as high-definition video
for entertainment, distance learning, telemedicine, and telepresence.

In this paper, we revisit our proposed architecture for a QoE assessment sys-
tem for streaming video. The main focus of our work to date has been on develop-
ing the measurement tool and appropriate QoE measurement(s). We discuss the
challenges in developing a QoE measurement, revisit the original architectural
goals, update the architectural design, and discuss the remaining challenges.
Many of the system-wide challenges that we wrote about in 2003 still exist, and
some of them, like garnering cooperation among the interested parties, provide
significant barriers to realizing this architecture.

We start in Section 2 by discussing the original architecture goals and de-
scribing the motivations and barriers to cooperation of the involved entities.
Section 3 highlights the process and remaining challenges in selecting a QoE
measurement. Section 4 updates the architecture and discusses the new design
elements, including the design of a new key aspect of our system, the health
monitor. Section 5 concludes by discussing the key remaining challenges and
proposing mechanisms for moving towards the realization of this architecture.

2 Original Architecture

Figure 1 illustrates our original QoE assessment architecture, which focuses on
four main goals:

1. Flexibility: Measurements should be collected automatically and with a
minimal amount of end-user participation. Additionally, the architecture
should support on-demand, non-disruptive measurements from any subset
of participating hosts, either for diagnostic or planning purposes. The as-
sessment servers, which control the collection of data from media clients and
helper agents and coordinate the analysis of this data, provide this function-
ality within the architecture.

2. Support for multiple consumers of assessment: Multiple parties have
a vested interest in supporting and delivering streaming video. A stream
quality measurement system should provide a mechanism for these parties to
fully participate in the system by both sharing and receiving data from other
parties. The report servers, which disseminate analyzed data, accomplish this
architectural goal.
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Fig. 1. The original QoE assessment architecture, from [1]

3. Utilization of existing infrastructure: A large-scale QoE assessment ar-
chitecture should leverage existing applications and infrastructure wherever
possible, including other measurement infrastructures and existing tools, to
reduce the burden on end-users and the network. The proposed architecture
accomplishes this by the use of helper agents, which may be existing mea-
surement points within the network, and by collecting measurements from
the media player applications (see Section 3).

4. Responsiveness: QoE measurements should be used to modify how the
system behaves. Examples include determining whether network or server
resources should be reprovisioned, whether a stream should be served from
a different location on the network, or whether a server should temporarily
decrease or increase its sending rate. In the proposed architecture, the report
servers and assessment servers collaborate to make this happen.

A QoE assessment system for streaming video necessarily involves independently-
operating independently with common needs and goals. Media servers, for in-
stance, are most interested in knowing if they are streaming at a bandwidth that
their clients can support. Media clients, on the other hand, want assurance that
their stream quality will either not degrade, if it is currently acceptable, or improve
soon, if it’s currently less than acceptable. They may also want to know if another
media server can deliver the same content at a better quality level. Content dis-
tributors are interested in content placement for optimal performance, as well
as how many servers are needed and whether transcoding of content is necessary.
Network operators want to know if their networks are healthy, which paths are
over- or under-provisioned, whether better routes exist to certain destinations,
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and whether reprovisioning of resources is necessary. Network architects are
interested in how to provision and design networks to best support video traffic,
including router placement and peering relationships. Finally, protocol devel-
opers and application designers are interested in how to best utilize existing
infrastructure to maximize performance, and in knowing what network and/or
application conditions are most likely to affect performance.

There are points along the delivery system where cooperation is required. A
content distributor cooperates with network operators and ISPs in order to de-
termine where to locate content servers. Media servers and media clients interact
with ISPs to connect to the Internet. Other cooperative relationships, if they ex-
isted, would prove beneficial to both parties. Application designers could work
with network operators to improve how applications utilize existing network
infrastructure. Similarly, network architects could utilize feedback from media
servers and clients to improve the resource distribution of future networks.

Historically, cooperation among these parties has been limited. Given a set
of data from, for example, a network provider, it is often trivial to determine
the source, destination, and/or nature of the data traffic. This opens up both
privacy and trade secret issues: customers may not want their competitors to
know what sites they are visiting; an outsider may be able to infer the topology of
a network, or an ISP’s peering agreements; knowledge of an ISP’s customers may
violate privacy agreements and give its business rivals a competitive advantage.
Measurement data might also be used to design a more effective denial of service
attack against an ISP or set of media servers. Finally, there is the fear that
measurement data might demonstrate that an ISP’s service level agreement is
not being met for one or more of its customers, opening it to lawsuits for breech
of contract. These represent real barriers to cooperation, and we recognize that
these issues are non-trivial and difficult to fairly address. We return to this point
in Section 5 and present several ideas for mitigating these barriers.

3 QoE Measurement

A key challenge in the development of a QoE measurement architecture is defin-
ing QoE for streaming video. A survey of the literature yields several definitions:
video distortion as seen by the end user [13]; the number and severity of impair-
ments caused by transmission parameters such as noise [14]; how a user would
rate the subjective quality of the stream as compared to other streams s/he has
viewed in the past [15,6]; how close the video quality is to satellite or cable video
quality [8]. To date, there is no measurement standard for QoE for streaming
video, as we discuss in Section 1.

Our approach is to exploit the ease of collection and analysis of objective mea-
surements and infer the user’s experience by collecting measurements as close to
the user as possible, at the application layer, using an instrumented version of a
media player application [15]. The application layer measurements are composed
of stream state information reported by the player, which we poll once per second,
on quantities such as current average bandwidth, number of lost and retransmit-
ted packets, frame rate, and number of times buffered. They reflect the current
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state of the video stream as well as the media server’s response to network condi-
tions, such as packet losses. From this state information, we can infer what a user
“sees”, particularly if we know the expected state of a “normal” stream.

As we discuss in [10], not all state measurements are created equal: some of
them, such as retransmitted packets, are early indicators of the presence of net-
work congestion; while others, such as average bandwidth, are lagging indicators
of network congestion.1 Because a goal of our architecture is to predict streaming
video QoE, we focus on collecting and analyzing leading indicators, specifically
the number of successfully retransmitted packets.

Discerning the QoE of a video stream requires knowledge of the QoE of past
streams. Users are likely to assign similar QoE ratings to streams with similar
stream state characteristics.Thus, a measurement system could compare past
stream state data and QoE ratings against stream state measurements of a
currently-streaming video to assign a QoE rating to that video. Data mining
techniques can be used to efficiently search this historical data to find the closest
matching stream, and assign a QoE rating to the current stream based on the
rating of the closest match. This is the idea behind our own QoE measurement
strategy. As a proof of concept, we collected MOS-like measurements and stream
state measurements for 228 streams and applied a nearest-neighbor data mining
technique to this data to predict stream QoE ratings. Our experiments showed
that this approach results in correct QoE ratings assignments between 70 and
90% of the time; see [15, 16] for more details.

Collecting measurement data on a large enough scale to demonstrate the
accuracy of various proposed QoE measurements remains a challenging task;
most existing data results from smaller experiments on testbed networks, with
possibly unrealistic network conditions. There are also questions as to whether
a generic QoE measurement can exist for different video scenarios, such as live
versus on-demand content or streaming versus progressive download. If different
QoE measurements are required by different applications, the architecture must
be nimble enough to switch between these measurements and analyses on the
fly. Finally, there is the question as to whether measurement and analysis can be
completed on sufficient time scales to allow affected parties to react and respond
to the results. Our results in [16] show promise, but further work must be done
for this architecture to prove viable.

4 System Architecture

Figure 2 updates the architecture discussed in Section 1 based on our experi-
ence in developing parts of the system architecture. The new architecture better
reflects the complex relationships along the critical path of measurement, and
better meets the goals of responsiveness and support for multiple consumers of
1 To some extent, whether a measurement is a leading or lagging indicator of network

congestion depends on the state information that the media player reports. Windows
Media Player, for instance, reports the number of application packets that were
successfully retransmitted, while QuickTime does not.
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Fig. 2. The revised streaming video QoE assessment architecture. Forward paths are
denoted by lines with white arrows, while feedback paths are denoted by lines with
double black arrows.

assessment. This version of the architecture also focuses more specifically on the
QoE measurement mechanism.

The revised architecture introduces the QoE rater and the health monitor,
which utilize current and past measurements to infer current QoE and system
health levels, respectively. The QoE rating algorithm relies on past and current
application measurements, as well as past QoE ratings, to assign QoE ratings to
current streams. The training algorithm uses past QoE and stream state mea-
surements to develop a heuristic by which to evaluate the QoE of current streams,
which is used by the QoE rater. The health monitor analyzes the QoE ratings, as
well as current network measurements, and periodically sends out status reports
to the system entities. The health monitor can also send more frequent updates
in cases where it detects that the health of the system is deteriorating from an
acceptable level.

Each entity acts upon the information received from the health monitor how-
ever it sees fit. Each entity can also request information from other parties in the
system. For instance, content distributors may match up health monitor reports
with available bandwidth reports from network operators to determine when
and how to redistribute content. Media servers might also utilize bandwidth and
path updates from network operators to optimize their streaming rates. As up-
dated application and network measurements are fed back into the system, the
system becomes self-supporting, reflecting both the current state of the network
and the relevant history of the network and application states, similar to the
system proposed in [17].

The RTP feedback architecture [18], RTCP, shares many of the same goals
we seek here, and yet has historically suffered from scalability and usability
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issues. Unlike RTCP’s feedback mechanism, which originates solely from the
client, feedback in our architecture originates from multiple sources, allowing for
a more holistic consideration of system state. Also, while RTCP sends all reports
upstream, our architecture allows for multiple feedback and feed-forward paths,
to allow for continuous monitoring and updating of system state.

Because the health monitor and QoE rater constantly respond to new mea-
surement data, the system necessarily evolves as application and network data
evolve, and as traffic patterns and application usage patterns change. Thus, the
system can support both current and future streaming video applications and
traffic patterns, and can evolve along with the Internet and its applications.

While the structure of the health monitor is quite simple, its implementation
poses several key challenges. Defining an appropriate time-scale for measurement
reporting requires a tradeoff between accuracy and relevancy: the monitor needs
to distinguish between normal and troublesome network behavior and recognize
diurnal and weekly patterns in the data, but must also be nimble enough to
respond to sudden changes in network state, such as router outages or server
overload, and sudden changes in QoE levels, such as when a media server goes
down. We propose a two-pronged strategy. The health monitor receives periodic,
time-averaged measurements from the network under “normal” circumstances:
for example, packet loss rates over the last five minutes. This reduces unnec-
essary communication between the network measurement entity and the health
monitor. Instantaneous, more frequent measurements are allowed under certain
conditions, determined either by the network measurement entity, the health
monitor (in the case where QoE ratings drop sharply, for instance), or both.
Identifying adequate time periods for more frequent measurement could be de-
termined on a case-by-case basis or by trial and error among the parties. This
strategy prevents the system from being overly sensitive and from being unre-
sponsive. An additional challenge is involved in determining when to examine
network measurement data and/or QoE ratings more closely. A simple solution
is to only consider network measurements when the QoE rating itself is low, bor-
derline, or decreasing from a previous steady state; or, conversely, to consider
QoE levels only when network measurements imply declining network condi-
tions. If the QoE measurement, or the network state, is acceptable and stable,
no further action needs to be taken.

5 Remaining Challenges: Cooperation and Scale

In previous sections, we have discussed the evolution of our streaming video
QoE assessment architecture in light of our experiences developing and realizing
the architecture. So far, our work has successfully addressed two of the largest
challenges: identifying an appropriate QoE metric and developing a means for
analyzing QoE-related data. In order to fully realize the architecture, two key
challenges remain: garnering cooperation among independent entities, and de-
termining an appropriate system scale. We address these remaining challenges
in this section.
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Garnering cooperation entails addressing the main concerns about sharing
data addressed in Section 1: privacy, security, trade secrets, and legal issues.
Solutions already exist to deal with anonymizing and sanitizing network mea-
surement data, although these may be imperfect [19]. Safeguards such as lifetimes
could be imposed on shared data, after which the data could only exist in sum-
mary form, if at all. Standards of conduct, such as the best practices proposed
in [20], should be more widely accepted and implemented. Legal agreements can
be brokered between the key parties to address the legal and trade secret is-
sues that can occur in the act of sharing data. For instance, ISPs, in exchange
for sharing available bandwidth information with content providers, will receive
data from the content providers and from the system to allow it to reprovision
itself more efficiently. Content distributors, in exchange for sharing content and
encoding information with various parties, would in turn receive path availability
information from the networks that would allow them to better provision and
place their servers.

Scale is another key challenge in the realization of this architecture. While
ideally such an architecture would exist on a nationwide or international scale,
in reality it is easier to garner cooperation and marshall the necessary resources
on a smaller scale—for example, a content distribution network and its partners.
Such a system could leverage the existing business relationships between content
providers, the media servers that deliver the content, the connected ISPs and
their network operations, and the content distribution networks, allowing for a
more natural development of trust. Such closed systems, particularly early on in
the deployment of this architecture, could very well provide the needed proof-of-
concept for the viability and value of this architecture, paving the way for more
wide-scale implementation, perhaps regionally or nationally.

As our experience over the past six years, and the work of the networking
community for over a decade, has demonstrated, developing and implementing
QoE assessment mechanisms for streaming video remains a difficult and some-
times vexing problem. We have made some key strides, particularly in identifying
application-level measurements from which QoE can be inferred, but still need
to find viable solutions for the cooperation and scale issues. While the challenges
remain great, the payoff of a self-supporting, responsive, and self-healing system
for streaming video delivery, in which the complex interactions between network
and application performance are better understood, and in which this knowl-
edge is leveraged to design and implement better networks, applications, and
protocols, will be greater still.
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Abstract. Wireless roaming means that a mobile device is able to switch
from one network cell to another while keeping the link to active services.
Recent researches [13] showed that it increases the security to establish
an authenticated and confidential tunnel directly to a home network
which then acts as service provider respectively proxy server for further
external services. In this paper we extend the trust assumptions and
formal security goals for wireless roaming via tunnels (WRT) that were
given by Manulis et al.[7].

Additonally, we propose an efficient protocol that realizes the authen-
tication and key agreement for establishing the secure tunnel, whereby
considering the delay restrictions that are given by current multimedia
services like VoIP or video streaming.

Furthermore we discuss the accounting problem and present a solu-
tion that ensures a fair accounting for the foreign network.

Keywords: Wireless networks, security, key agreement, mutual authen-
tication, accounting.

1 Introduction

Wireless LAN is a very popular communication medium today, since it allows
its users to be mobile while having access to all services they usually use in a
wired LAN. Recent technologies like IEEE 802.11a/g/n also allow a very high
bandwidth, so that the advantages from the wired alternative become smaller
and smaller.

To let wireless LAN become even more attractive, the coverage has to be
improved further on, so that everyone has everywhere access to his preferred
services. Of course, it is not possible to realize a single wireless LAN that covers
a whole city region. That means, it is necessary to work with several smaller
wireless networks that may be operated by foreign network providers. Therefore
a cooperation with foreign network providers is required.

There are three problems to solve:

1. When connecting to foreign wireless LAN providers, it is important to pre-
serve the own security.

2. While switching between two wireless LAN cells, current running services
like VoIP, video or audio streaming should not be affected.

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 739–752, 2009.
c© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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3. The foreign wireless LAN provider clearly wants to get paid for the service
he provides; that means, a fair accounting must be arranged.

Imagine a whole city covered with wireless nodes from private users. Most of
them have a direct connection to the internet and are able to distribute their
internet link over wireless LAN. There are several companies which want to pro-
vide seamless internet access in the whole city by using the given infrastructure.
These companies offer an accounting model for all private users who share their
internet connectivity, so that the companies’ customers may use these internet
links. The task is, to provide a network protocol that authenticates the compa-
nies’ customers to the companies and offers fair accounting for the private users,
that share their internet connection with the customers.

Sastry et. al [13] made a new proposal for the network structure that is needed
for realizing a city-wide wireless LAN access. Shortly, they propose that a foreign
network provider (in the following called F) does only relay the traffic between
the mobile node (called M) and the home network (called H) which then acts as a
proxy server for all services the mobile node wants to access. The communication
between the mobile node and the home network is protected by a confidential
and authenticated tunnel to improve the security. The big advantage of this
solution is that the risk for the misuse of the foreign network’s internet link
drops to zero, because all services (including internet access) are provided by
the home network. The single purpose of the foreign network F is to relay the
tunnel data between the mobile node M and the home network H.

Nevertheless, Sastry et. al did not propose a concrete implementation for this
solution.

Manulis et. al [7] extended this idea with a concrete secure authentication
and key establishment protocol for three parties. This protocol accomplishes
mutual authentication between M, H and F , H, which is necessary for the
secure communication and can later be used for accounting purposes also. Their
proposed protocol is not optimized for efficiency in terms of roaming.

We propose a new network protocol that is optimized for roaming, even when
multimedia services like VoIP or video streaming are in use. This can be reached
by improving the efficiency in comparison to the proposed protocol by Manulis
et. al. Furthermore, we present a protocol for accounting purposes so that a
commercial scenario can be realized easily.

2 Our Roaming and Accounting Solution

Before we can go over to present our new protocols EAWRT (Efficient Authenti-
cated Wireless Roaming via Tunnels) and WRA (Wireless Roaming Accounting),
we have to define the environment for both protocols formally.

That is defining the protocol participants and the used key material
(section 2.1), the identifiers for instances and protocol sessions in section 2.2,
our trust assumptions (i.e. who trusts who) in section 2.3, the adversary abilities
(section 2.4) and last but not least the building blocks (cryptographic primitives
and abbreviations) of our protocols in section 2.5.
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After that we present our roaming protocol (EAWRT) in section 3 and the
accounting protocol (WRA) in section 4, giving proof sketches for the correctness
as well as the security of the protocols.

2.1 Protocol Participants and Key Material

The protocol participants are namely the mobile device M, a foreign network F
and a home network H. The user of the mobile device M has got a service con-
tract with a home network H, which gives him access to several provided services
by H, wherever an appropriate network infrastructure is given. An appropriate
network infrastructure is realized through the nodes of the foreign network F ,
that provide on the one side wireless access for all M and on the other side a
fast link to the home network H.

We assume, M and H are in possession of a common longterm key kMH that
is chosen with respect to the security parameter l.

For relaying data between M and H, the foreign network wants to get paid.
Therefore there is another contract between each foreign network F and home
network H. Because there may be a lot of different home networks and even
more foreign networks, it is not efficient to provide a symmetric key between
each foreign network and each home network.

For that reason, each foreign network F and home network H own a Diffie-
Hellman public key pair {SK, PK} which is chosen with regard to the security
parameter l.

2.2 Instances and Protocol Sessions

The number of the mobile devices M, foreign networks F and also home net-
works H may be very big, so it is likely that the same F or H (or even M)
are participants in several parallel protocol sessions. We want to extend this by
saying that it is possible that there are different protocol sessions with the same
M, F and H. The number of parallel protocol sessions is denoted as q (later
used in the security analysis).

We claim that there is an unlimited number of instances of M, F and H,
whereby denoting an instance as Xs with X ∈ {M, F , H} and s ∈ NN . Three
instances M, F and H are called partnered when they have the same session id
SID := H, AIDM , F, rH , rM , rF whereby H, AIDM , F are the identifiers of H,
M, F and rH , rM , rF are randomly chosen nonces of each participant.

An instance of H, M, F in a protocol session calls ACCEPT or ABORT upon
the decision if the protocol execution was successful in respect to the protocol
aims.

2.3 Trust Assumptions

Before protocol execution, the mobile device M and the home network H share
some credentials that allow them to do a mutual authentication, which is neces-
sary for establishing a trusted communication tunnel. Since H provides a service
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for M, both parties must have a contract with each other, including on the one
hand credentials and on the other hand rules for accounting and usage.

The foreign network F is responsible for the relay of the tunnel data between
the mobile device M and the home network H. Mutual authentication between
F and H is required, because the foreign network F clearly wants to get paid for
the forwarding service it provides and must therefore be aware of H’s identity.
Additionally the home network H wants to be sure about F ’s identity to realize
a fair payment. Furthermore sharing credentials between F and H to support
the accounting process may be necessary.

The mobile device M will be implicitly authenticated against the foreign
network F due to the fact that H accepts in the protocol. The same applies for
the foreign network F against M, because the mobile device M is assured that
H would not have been accepted when the authentication between F and H had
failed.

2.4 Adversarial Model

The adversary A is modelled as a probabilistic polynomial time (PPT) machine
and has full control over the communication and protocol invocations. A is al-
lowed to do the following queries:

– Invoke(X , m). Upon this query, a new instance Xs of X ∈ {M, F , H}
is created. Message m is sent to the new instance, whereby the answer is
directed to the adversary A.

– Send(Xs, m). This query sends a message m to Xs. When Xs has completed
processing m, the response is sent back to A. With the help of this query,
A’s control over the communication channel is modeled, since A is able to
stay passive by honestly forwarding each message or to become active by
modifying m or even injecting a new message.

– Corrupt(X ). As response to this query, A gets the longterm key of X . That
is kM for M, SKF for F and {SKH , kM ∀M} for H. When X becomes
corrupted, all instances Xs of X become corrupted too.

– RevealKey(Xs). If Xs has already accepted, the adversary A gets the ses-
sion key as response to this query. The session key between M and H is
kMH , whereas the session key between F and H is denoted as kFH .

– TestKey(Xs). The adversary may query TestKey() to an accepted in-
stance of a session. The instance Xs chooses a random bit b and answers
with a random value on b = 0 and with the session key {kMH , kFH} on
b = 1.

2.5 Building Blocks

Now, we itemize the cryptographic primitives that are used by the proposed
protocols EAWRT (Fig. 1) and WRA (Fig. 2).

– A cryptographic hash function that provides preimage, second preimage and
collision resistance [11]. Hash: {0, 1}∗ → {0, 1}l. By Succpreimage

Hash (l) we denote
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the success probability for a PPT adversary to find a preimage for a given
output ∈ {0, 1}l of the hash function. Succ2nd-preimage

Hash (l) denotes the success
probability for a PPT adversary to find a second preimage ∈ {0, 1}∗ for a
given preimage-hash pair ∈ 〈{0, 1}∗, {0, 1}l〉.

– A message authentication code (MAC) that suffices the weak unforgeability
against chosen message attacks (WUF-CMA) [4]. Succwuf-cma

MAC (l) denotes the
success probability over all PPT adversaries to find a MAC forgery under
access to the MAC oracle. A MAC is verified with verkey(value).

– A pseudo random function PRF: {0, 1}l × {0, 1}∗ → {0, 1}∗ for key deriva-
tion. We denote the maximum advantage over all PPT adversaries (running
within time l) in distinguishing the outputs of PRF from the outputs of a
random oracle better than Pr= 1

2 by Advprf
PRF(l).

– A symmetric encryption scheme with integrity protection that suffices the
indistinguishability property under adaptive chosen ciphertext attacks (IND-
CCA2) [2]. We denote the advantage that an adversary is able to decrypt
(dec) at least one bit without knowing the used key as Advind-cca2

DEC (l).
Furthermore, the symmetric encryption scheme satisfies weak unforge-

ability against chosen message attacks. The adversary’s success probability
to encrypt (enc) without the right key and gaining a valid ciphertext is
Succwuf-cma

ENC (l).
– A static diffie-hellman key agreement over a finite cyclic group, where the

decisional diffie hellman (DDH) problem is strong. By Advddh
DH (l) we denote

the advantage over all PPT adversaries to recognize a valid DH tuple.
– A digital signature scheme that provides existential unforgeability under cho-

sen message attacks (EUF-CMA). The signing operation is denoted by sigSK?

and the according verification operation by verPK? . The maximum success
probability over all PPT adversaries of finding a forgery is represented by
Succeuf-cma

SIG/VER(l).
– A set of database operations : lookup(AIDM) searches for the given index

AIDM and returns the corresponding identity (M). add() inserts a new
assignment: AIDM → M.

– A set of verification functions : validate and verify. validate checks, if a
value is within a logical range. The range may be of length one (an expected
value). verify is used, when the expected value must be cryptographically
computed, e.g. when the expected value must be hashed.

3 Roaming Protocol (EAWRT)

In the following, we propose a new protocol for the wireless roaming via tunnels
scenario. We introduce a more efficient protocol than Manulis et al. by aban-
doning on digital signatures and asymmetric encryption. Due to this, we have
smaller messages and we need less computation time. Additionally we support
anonymity of the mobile device.

The EAWRT protocol is shown in Figure 1. M, F , H are the identities of the
participants and AIDM is the anonymous identity of M.
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SKi = i, PKi = gi mod p are the private respectively public diffie-hellman
parameter for i ∈ {F, H}. In detail (but not shown in the figure), there is also
a big prime p that conforms to the security level l and a base g that generates ZZ∗

p.

Foreign Network F
{SKF := f, PKF := gf}

Home Network H
{kM : ∀M, AIDM :

∀M, SKH := h, PKH := gh}

Mobile Device M
{kM , AIDM}

AIDM , rM , F , rF

rF ∈R {0, 1}l

tkFH := PKSKF

H

rH ∈R {0, 1}l

tkFH := PKSKH

F

H, AIDM , rM

rH , EF

SID:=H, AIDM ,F , rH , rM , rF

kMH := PRFkM
(SID)

verkMH
(MAC-1) → ACCEPT ∨ ABORT

AIDM := PRFkMH
(M)

MAC-2 := MACkMH
(MAC-1|l2)

F , rF , rH , MAC-1

SID:=H, AIDM ,F , rH , rM , rF

kFH := PRFtkF H
(SID)

〈 r′F , MAC-1 〉 := deckF H
(EF )

validate(r′F ) → ACCEPT ∨ ABORT

rM ∈R {0, 1}l

MAC-2MAC-2

verkMH
(MAC-2)

→ ACCEPT ∨ ABORT

AIDM := PRFkMH
(M)

add(AIDM → M)

lookup(AIDM ) → M ∨ ABORT

SID:=H, AIDM ,F , rH , rM , rF

kMH := PRFkM
(SID)

kFH := PRFtkF H
(SID)

MAC-1 := MACkMH
(SID|l1)

EF := enckF H
(rF , MAC-1)

Fig. 1. Efficient Authenticated Wireless Roaming via Tunnels (EAWRT)

3.1 Correctness of EAWRT

The authentication and key establishment protocol Π (Figure 1) is correct, when
definition 1 holds.

Definition 1 (Correctness EAWRT). In the presence of a passive adversary,
Π is correct when all parties M, F and H have accepted and the key kMH

between M and H, as well as the key kFH between F and H is identical on both
sides.
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Proof (sketch). The key kMH is computed as PRFkM (SID), whereby kM is a
shared key between M, H and SID is the session identifier (consisting of all
participant identifiers and all participant nonces). As proof statement we state
that kMH is identical on both sides, if both parties are partnered in the protocol
session and share the same key kM .

The key kFH is computed as PRFtkF H (SID), whereby tkFH is a static Diffie-
Hellman key between F , H and SID is the session identifier. If both instances
are partnered in the protocol session, the public key of the other party is known
and PKSKF

H ≡ PKSKH

F , then kFH is identical on both sides.
The combination of both statements gives an idea for the correctness proof of

EAWRT.

3.2 Security Definitions for EAWRT

Now we state the security goals that have to be achieved between the mobile
device M, the foreign network F and the home network H. Between M and H
mutual authentication, integrity and confidentiality is required. These goals can
be obtained by using symmetric cryptographic methods based on key material
which is agreed on both sides. Non-repudiation is not explicitly required, which
leads to the fact that no asymmetric cryptography is necessary.

Definition 2 (Mutual Authentication between M and H). A wins if one
of the following arises during the protocol run:

1. An uncorrupted instance of M accepts with a corrupted partnered instance
of H

2. An uncorrupted instance of H accepts with a corrupted partnered instance of
M

3. After having accepted, both uncorrupted partnered instances M and H hold
a different session key kMH .

Definition 3 (Authenticated Key Exchange between M and H). Given
a uniformly chosen bit b, a PPT adversary A interacts with a correct protocol
Π, whereby it is not allowed for A to query RevealKey() to an accepted in-
stance or to corrupt an instance. Gameake−M−H

Π (A, l) is defined as the following
interaction:

1. A interacts with instances of M, F , H without using the RevealKey() and
Corrupt() query

2. A asks TestKey() to an instance of M or H and gets, dependent on b, a
random value chosen from {0,1}l (if b = 0) or kMH (if b = 1)

3. After further interaction, A terminates and outputs a bit b′

A wins Gameake−M−H
Π (A, l) if b′ = b. The maximum probability of the adver-

sarial advantage over the random guess of b, over all adversaries (running in
time l) is

Advake−M−H
Π (A, l) =

max

A |2Pr[Gameake−M−H
Π (A, l) = b] − 1|.
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Definition 4 (Mutual Authentication between F and H). A wins if one
of the following arises during the protocol run:

1. An uncorrupted instance of F accepts with a corrupted partnered instance of
H

2. An uncorrupted instance of H accepts with a corrupted partnered instance of
F

3. After having accepted, both uncorrupted partnered instances F and H hold a
different session key kFH

Definition 5 (Authenticated Key Exchange between F and H). Given
a uniformly chosen bit b, a PPT adversary A interacts with a correct protocol
Π, whereby it is not allowed for A to query RevealKey() to an accepted in-
stance or to corrupt an instance. Gameake−F−H

Π (A, l) is defined as the following
interaction:

1. A interacts with instances of M, F , H without using the RevealKey() and
Corrupt() query

2. A asks TestKey() to an instance of F or H and gets, dependent on b, a
random value chosen from {0,1}l (if b = 0) or kFH (if b = 1)

3. After further interaction, A terminates and outputs a bit b′

A wins Gameake−F−H
Π (A, l) if b′ = b. The maximum probability of the adversar-

ial advantage over the random guess of b, over all adversaries (running in time
l) is

Advake−F−H
Π (A, l) =

max

A |2Pr[Gameake−F−H
Π (A, l) = b] − 1|.

Definition 6 (Anonymity of M). This goal protects the anonymity of M
by hiding the real identity of M towards F and all protocol outsiders. A PPT
adversary A wins if one of the following occurs, after M and H have accepted:

1. A knows the real identity of M
2. A knows if an instance of M has participated in a previous accepted session
3. A recognizes an instance of M when it participates in a next session

3.3 Proof Sketches for the Security of EAWRT

Having all definitions and assumptions in place, we proceed proving the security
of the EAWRT protocol. To give a full security proof, we need to show that
the protocol accomplishes the security goals from definition 2 to 6. Due to lack
of space we only give short proof sketches and refer to [10] for the full security
analysis of EAWRT.

Theorem 1 (Mutual authentication between M and H). With a WUF-
CMA secure MAC, the protocol Π of EAWRT provides mutual authentication in
the sense of definition 2 and

SuccMA−M−H
EAWRT (l) ≤ 3q2

2l
+ 2Succwuf-cma

MAC (l).
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Proof (sketch). The advantage of the adversary can be reduced to the collision of
the three nonces rM , rF , rH (within q sessions) and the adversary’s probability
successfully forging MAC-1 or MAC-2.

Theorem 2 (Authenticated Key Exchange between M and H). With
a pseudo random function and a WUF-CMA secure MAC, the protocol Π of
EAWRT provides authenticated key exchange in the sense of definition 3 and

SuccAKE−M−H
EAWRT (l) ≤ 3q2

2l
+ 2Succwuf-cma

MAC (l) + 2qAdvprfPRF(l).

Proof (sketch). The advantage of the adversary can be reduced to the collision
of the three nonces rM , rF , rH , the adversary’s probability successfully forging
MAC-1 or MAC-2 and the success probability of distinguishing kMH from a
random value in all q sessions.

Theorem 3 (Mutual Authentication between F and H). With a WUF-
CMA secure MAC, the protocol Π of EAWRT provides mutual authentication in
the sense of definition 4 and

SuccMA−F−H
EAWRT (l) ≤ 3q2

2l
+ Succwuf-cma

ENC (l) + qAdvind-cca2
DEC (l).

Proof (sketch). The advantage of the adversary can be reduced to the collision of
the three nonces rM , rF , rH and the adversary’s probability successfully forging
an encryption EF . Additionally, if the adversary is able to extract one bit of
information out of EF , it is possible to create a distinguisher that breaks the IND-
CCA2 security. The advantage of breaking the IND-CCA2 security (q parallel
sessions) is added to the success probability of the adversary.

Theorem 4 (Authenticated Key Exchange between F and H). With a
static Diffie-Hellman and a IND-CCA2 secure symmetric encryption, the proto-
col Π of EAWRT provides authenticated key exchange in the sense of definition
5 and

SuccAKE−F−H
EAWRT (l) ≤ 3q2

2l
+ qAdvddhDH(l) + qAdvind-cca2

DEC (l) + 2qAdvprfPRF(l).

Proof (sketch). The advantage of the adversary can be reduced to the collision
of the three nonces rM , rF , rH , the secrecy of tkFH breaking the decisional
Diffie-Hellman assumption, the security of EF by beeing able to extract one bit
of information about kFH (IND-CCA2) and at last the pseudo randomness of
kFH due to beeing able to predict a random value for the used pseudo random
function (PRF).

Theorem 5 (Anonymity of M). With a pseudo random function PRF, the
protocol Π of EAWRT provides anonymity of M in the sense of definition 6 and

Succanonymity
EAWRT (l) ≤ 3q2

2l
+ qAdvprfPRF(l).
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Proof (sketch). he advantage of the adversary can be reduced to the collision of
the three nonces rM , rF , rH and the pseudo randomness of AIDM .

Combining the previous five theorems, we state security of EAWRT according
to the defined security goals.

4 Accounting Protocol (WRA)

We extended the model of Manulis et al. by the need for a fair accounting. To
realize that, we propose the WRA protocol, which is an extension to the normal
tunnel communication between the mobile device M and the home network H.
Additionally to the tunnel data, which is represented by MSG and MSG2, we
have added some cryptographic measures to ensure that the foreign network F is
able to proof, how many data was relayed. As consequence, the foreign network
F is able to bring this size of transmitted data to account, whereby neither H
nor F is able to cheat.

The home network H acknowledges the size of the transmitted data to F
via two mechanisms. Firstly as an absolute value of the transmitted bytes in a

Foreign Network F
{kFH}

Home Network H
{kMH , kFH}

Mobile Device M
{kMH}

MSG, EH

MSG

MSG2, COINS, MAC [, SIG]

MSG2, COINS, MAC [, SIG]

B := # transmitted bytes
EH := enckF H

(B)

validate(COINS) [∧ verPKH
(SIG) ]

→ ACCEPT ∨ ABORT

verkMH
(MAC) ∧

validate(COINS) [∧ verPKH
(SIG) ]

→ ACCEPT ∨ ABORT

B := deckF H
(EH) ∧

validate(B) → ACCEPT
∨ ABORT

IF (B ≥ Base + n) THEN
x ∈R {0, 1}l;
Base := B;
∀ 0 < i ≤ n:

Coini := Hashn−i(x);
SIG := sigSKH

(B, Coin0, SID)
END IF

COINS := Coin(B−Base)
MAC := MACkMH

(MSG2, COINS)

Fig. 2. Wireless Roaming Accounting protocol (WRA)
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digital signature. Secondly as an element of a hash chain, representing a value
relative to the last digitally signed value.

Figure 2 shows the WRA protocol. The size of the used hash chain is denoted
by n. B is the number of transmitted bytes, whereby Base is the last digitally
signed value of B.

4.1 Correctness of WRA

The accounting protocol is correct when definition 7 holds.

Definition 7 (Correctness WRA). In the presence of a passive adversary,
Π is correct when M, F and H have accepted and are sure that the partnered
instances hold the same value B, containing the transmitted data volume.

Proof (sketch). We give an idea for the correctness proof of WRA in the fol-
lowing. If all parties have accepted, it is left to show that all parties have the
knowledge of the same value B in the presence of a passive adversary. B can
be represented by several values: B, COINS and SIG. H sends COINS with a
corresponding MAC in the third message, F forwards these values in the fourth
message. If these values have arrived at M and M accepts, it is obvious that all
parties hold the same value for B.

The correctness of WRA can be proven with these considerations.

4.2 Security Definitions for WRA

Between F and H mutual authentication is required for accounting. Both sides
have to be sure about the identity of the other party, so that one side can ac-
count its provided service and the other side will accept the issued bill. Integrity
protection and maybe confidentiality are necessary to protect the accounting
data communicated between F and H.

Definition 8 (Fair Accountability). In order to guarantee fair accountabil-
ity, the foreign network F needs a non-repudiative acknowledgement over the
size of the data, that was forwarded.

By demonstrating this acknowledgement, the foreign network F can prove,
how much data was relayed (at least), whereby nor the mobile device M neither
the home network H are able to deny this. A wins if one of the following arises
during the protocol run:

1. An uncorrupted instance of F or M accepts an acknowledgement over the
transmitted bytes (COINS/SIG) that was not created by H

2. An uncorrupted instance of F or M accepts an invalid or replayed acknowl-
edgement over the transmitted bytes (COINS/SIG)
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4.3 Proof Sketch for the Security of WRA

The WRA protocol fulfills the fair accountability property according to definition
8. Due to lack of space we only present a proof sketch here. The full proof of
this theorem can be found in [10].

Theorem 6 (Fair Accountability of WRA)). Given a EUF-CMA secure
digital signature scheme and a cryptographic hash function, the fair accountabil-
ity property of WRA (definition 8) can be broken with a probability of

SuccFAWRA(l) ≤ 1
m

Succeuf-cma
SIG/VER(l) + nSuccpreimage

Hash (l) + Succwuf-cma
MAC (l).

Proof (sketch). Given the appearance probability of SIG as Pr[SIG occurs] :=
1
m with 1 < m ≤ n and n the length of the used hash chains. The adversary’s
advantage can be reduced to forging (EUF-CMA) a signature SIG, appearing
with the probability 1

m , the forgery of COINS to a higher value by finding any
valid preimage (maximum n) for a given value and the success probability of
forging the value MAC (WUF-CMA).

5 Efficiency of EAWRT and WRA

In comparison with the WRT protocol from Manulis et al. [7], the EAWRT
protocol has some obvious advantages in respect to performance, since we aban-
don digital signatures and asymmetric encryption. Due to this, we have notably
smaller sized messages and less computation time needed. Particulary for mobile
devices this approach fits good, because their computation power respectively
battery power is limited.

Moreover, we are able to improve the performance from EAWRT even more
by applying some precomputations. The computation of tkFH , the static diffie-
hellman key, is computational expensive but has to be done only one time for
all protocol instances with the same F and H. So, this key can be computed at
the first contact between F and H and then stored for later use.

After the last message of the EAWRT protocol, H verifies MAC-2 by com-
parison with a self-computed MAC-2. This computation can be done earlier to
save time. The verification MAC-2 can be computed by H right after sending
out his message 〈rH , EF 〉, while waiting for the last message of the protocol.

Our accounting protocol (WRA) works like an addon to the normal commu-
nication (MSG, MSG2). To each message, only one hash value (COINS) and one
MAC value is added (in total 256-512 bits). Additionally, everytime our hash
chain runs out of preimages, a digital signature setting a new root for the hash
chain is appended.

Since digital signatures need a big amount of space (usually 1024-4096 bits
without canonicalization) and computation time, it is desirable to abandon them
as long as possible. Therefore the length of the hash chain n should be chosen
in respect to efficiency.
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6 Conclusion

In this paper, we introduced two new properties for the wireless roaming via
tunnels scenario. At first, the anonymity property, which allows the user of the
mobile device to stay anonymous for outsiders (including the foreign network)
while roaming. This includes the unlinkability of two different sessions.

The second property is named fair accounting, which has a special meaning for
this scenario. It is necessary for the foreign network, which forwards the tunnel
data between the mobile device and the home network, that the home network
approves the size of the transmitted data. Since the foreign network wants to get
paid for relaying, the home network’s confirmation of the size of the transmitted
data must be non-repudiative, in other words: signed. In dispute, the foreign
network can present the signatures and demand the payment.

We have presented an optimized AWRT protocol (named EAWRT), that ful-
fills the requirements proposed by Manulis et al. [7]. Additionally, our protocol
has the anonymity property and is designed to be more efficient. Notably the
efficiency of our protocol is important, since we want to allow near realtime
services like VoIP or video chats even in roaming cases.

Moreover we showed up a solution for the accounting problem by introducing
another protocol named WRA. This protocol attaches some cryptographic val-
ues to the normal communication flow and can thereby enforce fair accounting
without too much overhead.

For both introduced protocols there is a full security analysis in [10].
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Lúıs Rodrigues, and João Cachopo

INESC-ID, Lisbon, Portugal

Abstract. The transition to multicore architectures has raised the urge
to identify novel programming paradigms aimed at simplifying the de-
velopment of parallel programs.

Transactional Memories (TM) are regarded as one of the most promis-
ing approaches to address this issue, as highlighted by the huge inter-
est garnered in the research community over the last years. Distributed
Transactional Memories (DTMs) represent a very recent branching of
the research line on TMs, aimed at enhancing their scalability and
dependability.

In this paper, we review some of our recent results and research direc-
tions focused on the integration of DTMs in clusters of web application
servers and on the design of scalable and fault-tolerant DTM algorithms.

1 Introduction

Transactional Memories (TMs) have garnered considerable interest of late due to
the recent technological trend that has made of multi-core and many-core CPUs
the architecture-of-choice for mainstream computing. TMs represent an attractive
solution to spare programmers from the pitfalls of conventional explicit lock-based
thread synchronization, relying instead on proven concurrency-control concepts
used for decades by the database community to simplify concurrent programming
[1]. When using TMs, the programmers are simply required to specify which oper-
ations on shared data structures are to be executed within the scope of an atomic
and isolated transaction. By relinquishing the programmer from the burden of
managing locks or other error-prone low-level concurrency control mechanisms,
TMs have been shown to enable a sensible boost in productivity, as well as in code
reliability, e.g., [6].

Even though the study of TMs has garnered a large interest in the research
community over the last 5 years, the problem of how to enhance their scalability
and fault-tolerance via distribution and replication has started to receive atten-
tion only very recently [2, 4, 12, 23]. This is actually a major gap, which becomes
pretty manifest when TMs start to be adopted in real world applications, as they
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are faced with harsh scalability and dependability challenges that cannot be ef-
fectively tackled, due to the current lack of efficient Distributed Transactional
Memory (DTM) solutions.

Web applications represent an important class of the systems that would sig-
nificantly benefit from the adoption of TM-based solutions, provided that these
are able to ensure adequate levels of scalability and failure resilience. Modern
Web-based applications, in fact, tend to be structured according to a three-tier
(or, more in general, multi-tier) architecture that relies on relational DBMSs for
persisting the application data, whilst exploiting object-oriented programming
platforms (e.g., J2EE) hosted by dedicated application servers for implementing
the business logic. This allows reflecting at both the software and hardware level
the logical decomposition of applications, permitting to achieve high modular-
ity and flexibility. On the other hand, the partitioning of the application into
multiple tiers generates an obvious increase in the system’s complexity, generat-
ing performance and reliability pitfalls and hindering developers’ productivity.
Accessing the data on remote DBMSs, in fact, imposes incurring into onerous
round-trips that may significantly hamper performance, especially for the case
of complex operations. Further, the multiplicity and diversity of the employed
components, and their interdependencies, makes reliability a complex issue to
tackle, exposing the system to a spectrum of hazardous state inconsistencies in
the presence of failures [14, 32]. Finally, rather than being a completely trans-
parent aspect, relational-based persistence affects the programming model, hin-
dering the successful implementation of an object-oriented rich domain model.

To overcome these problems, in [6, 9], we introduced a novel, TM-centric
approach to architect web applications. In such an approach, the application’s
state is hosted in memory by the application servers, and locally persisted for
scalability and durability purposes. The increased locality between the appli-
cation logic and data alleviates the aforementioned performance and reliability
issues. Accesses to the application state are handled, in a totally transparent
manner for the developers, by a DTM layer that (i) enforces the atomicity and
the isolation of any state updates triggered by the application, (ii) guarantees
the consistency of the application state replicated across the nodes of the cluster,
and (iii) triggers, when necessary, the update of a lightweight persistent storage
system that is also replicated across the cluster.

In this paper we describe some of our recent results towards the realization
of the envisioned TM-centric architecture, focusing in particular on the issues
related to the design and implementation of scalable and dependable DTMs
(rather than, e.g., on the aspects related to persistence).

We start by reporting our experiences with the development of the FénixEDU
application, which represents, to the best of our knowledge, the first web applica-
tion to have leveraged on TM technology. Next, we report the results of a work-
load characterization study of FénixEDU, whose results have driven some of our
main choices in the design space of the algorithms architected to ensure the con-
sistency of DTM platforms. We then describe BFC (Bloom Filter Certification), a
novel TM replication protocol, which we recently proposed in [12], that exploits an
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efficient Bloom Filter-based encoding technique to reduce the overhead associated
with the cluster-wide certification of transactions. Finally, we point out some of
our current research directions in this area.

This paper is organized as follows. Section 2 presents related work. Section 3
introduces the FénixEDU system, describing its current architecture and high-
lighting some key aspects of its workload. In Section 4 we illustrate the proposed
architecture. The BFC replication protocol is overviewed in Section 5. Section 6
concludes the work and points to future research directions.

2 Related Work

One way to implement a web application domain model is to use an object-
oriented paradigm. A common approach is, for instance, to use a multi-tier J2EE
architecture where the business logic and data are modeled using Enterprise Java
Beans, being the data stored in databases by means of an Object/Relational
mapping tool. The solution proposed in [29] presents a way to replicate such
systems by adding fault tolerance mechanisms on both the application server
and the database. The authors rely on a locking based approach. In our case, by
relying on a DTM to synchronize concurrent accesses directly at the application
server’s tier, we are able to avoid error-prone, explicit locking schemes, and to
rely on much simpler, and more lightweight, persistence solutions rather than
on fully-fledged relational databases.

The only DTM solutions that we are aware of are those in [2, 4, 23]. However,
the solutions proposed so far have not addressed the important issue of how
to exploit replication not only to improve performance, but also to enhance
dependability. This is clearly a central aspect of DTM’s design, as the probability
of failures increases with the number of nodes, becoming impossible to ignore in
large clusters.

The problem of replicating a TM is closely related to the problem of database
replication, given that both TMs and DBMSs share the same key abstraction of
atomic transactions. The fulcrum of modern database replication schemes [27, 28]
is the reliance on an Atomic Broadcast (ABcast) primitive [13, 19], typically pro-
vided by some Group Communication System (GCS) [25]. Roughly speaking, an
ABcast service ensures that the broadcast messages are received by all or none
of the participants, and in the same order, despite the occurrence of failures.
ABcast plays a key role to enforce, in a non-blocking manner, a global trans-
action serialization order without incurring in the scalability problems affecting
classical eager replication mechanisms based on distributed locking and atomic
commit protocols, which require much finer grained coordination and fall prey
of deadlocks [16]. Certification-based approaches, such as [28, 29, 30] are consid-
ered as some of the most efficient solutions among the plethora of ABcast based
replication schemes [12]. Therefore, they represent natural candidates also in the
context of TM systems. In these schemes, transactions are locally processed on
a single replica and validated a posteriori of their execution through an ABcast
based certification procedure aimed at detecting remote conflicts between con-
current transactions. The certification based approaches may be further classified
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into voting and non-voting schemes, where voting schemes, unlike non-voting
ones, need to ABcast only the writeset (and not the readset which may be very
large), but on the other hand incur in the overhead of an additional uniform
broadcast [19] along the critical path of the commit phase. As highlighted in our
previous work [31], the replica coordination latency has a significantly amplified
cost in TMs when compared to conventional database environments, given that
the average transaction execution time in TM settings is typically several orders
of magnitude shorter than in database ones. To maximize efficiency, it is there-
fore highly desirable to design novel mechanisms capable of minimizing the costs
associated with the replica coordination schemes. This represents an important
goal of our current research activities.

Our work is also related to the large body of literature on Distributed Shared
Memories (DSM). To overcome the strong performance overheads introduced
by classic DSM implementations [24, 35], which ensure strong consistency guar-
antees with the granularity of a single memory access, several DSM systems
provide relaxed memory consistency guarantees, e.g., [21]. Unfortunately, de-
veloping software for relaxed DSM’s consistency models may be challenging for
programmers because they need to master complicated consistency properties.
Conversely, the simplicity of the atomic transaction abstraction, at the core
of (D)TMs, allows to increase programmers’ productivity [6] with respect to
both locking disciplines and relaxed memory consistency models. Further, the
strong consistency guarantees provided by atomic transactions can be supported
through efficient algorithms that incur only in a single synchronization phase per
transaction (typically taking place at commit time), effectively amortizing the
communication overheads across a set of (possibly large) memory accesses.

3 The FénixEDU System

The FénixEDU system is a web application that supports a wide range of
academic activities in the Lisbon’s Instituto Superior Técnico (IST) campus
(management of web pages for different courses, student enrollment, etc). The
FénixEDU system started as a typical web application, with the application
logic implemented in Java and hosted by a single application server, and its
data stored in a relational DBMS. In its first version, FénixEDU relied on an
Object/Relational mapping tool [26] to store the objects in the database, while
maintaining a local cache of the database data. To control the concurrent ac-
cess to the domain entities, FénixEDU relied on explicit lock-based interfaces to
synchronize read and write operations [11]. Unfortunately, this lock-based ap-
proach to concurrency was highly error-prone, as programmers often forgot or
misplaced the acquisition of locks, causing frequent consistency problems into
the domain data. Moreover, with the increased usage of the system, also the first
performance problems appeared. After some performance profiling, these were
attributed to the overheads incurred in the acquisition and in the management
of locks by the operations that accessed many thousands of objects.

To address these issues, across 2005 the FénixEDU codebase was adapted
to permit transparent integration with a TM layer, called JVSTM [7]. JVSTM
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relies on a software based implementation of a multiversion concurrency control
scheme [3], providing excellent performance for read-only transactions (largely
predominating in reference benchmarks for Web applications [36, 37], as well
as in the FénixEDU’s workload), because they incur in negligible book-keeping
overheads and are sheltered from the possibility of blocks or aborts. The in-
tegration of JVSTM within the architecture of the FénixEDU application was
designed so to achieve total transparency from the developer’s perspective, and
provided benefits not only in terms of performance (thanks to the elimination
of the overheads associated with lock acquisition and management), but also in
terms of robustness (thanks to the avoidance of the error-prone manual man-
agement of locks) and simplification of the programming model (quantifiable in
terms of reduction of lines of code to be developed and debugged [6]).

Serving a population of 12000 students, 900 faculty and 800 administrative
members and faced with a steadily increasing traffic volume, the FénixEDU
system was eventually forced to address the problem of scaling out the TM-
enabled application server. As a first step in this direction, a very simple replica
synchronization scheme orchestrated by a centralized back-end database is cur-
rently being employed. Essentially, each application server is required to access
the database every time it starts a new transaction (whether read-only or not)
to check whether its local cache is still up-to-date. The detection of any con-
flict developed during transactions’ execution is performed at commit time via
a sequential validation phase performed by checking whether the readset of the
committing transaction T intersects with the writesets (stored by the database)
of any transaction that has committed before T. Unfortunately, even though
this approach is very simple, the reliance of the current replication solution on
an external data storage causes large performance overheads, strongly limits
concurrency, and suffers of a single point of failure.

To drive the design phase of an efficient DTM platform capable of effectively
matching the characteristics of the FénixEDU application, the system was instru-
mented to collect information on the nature of the workload generated by the ap-
plication towards the TM layer. The workload data was collected over a period of
two years (from June 2007 to July 2009), gathering information concerning around
390 millions of transactions. A first result that we observed is that write transac-
tions are approximately only 2% of the total number of transactions in the system.
This ratio supports the choice of a TM layer, such as JVSTM, particularly opti-
mized for read-only transactions. Further, it suggests to bias the design of a DTM
platform so to require synchronization exclusively for write transactions, unlike
the currently operational solution that demands a remote synchronization with
the back-end also when a read-only transaction is started.

In Figure 1 we plot the probability density functions of the readset’s and
writeset’s sizes for write transactions, as these factors may have a big influence
on the amount of information exchanged among the replicas of a DTM. From
these plots we can draw two main considerations. On one side, we observe that,
on average, writesets are several orders of magnitude smaller than readsets (more
precisely the average readset’s size is of 5575, whereas the average writeset’s size
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Fig. 1. Probability density functions for the readset’s and writeset’s size of write trans-
actions

is of 36). This suggests that DTM solutions should strive to avoid communicating
the whole readset and, whether possible, should exclusively propagate informa-
tion concerning the transactions’ writeset. On the other hand, the sizes of the
readset and the writeset are far from being concentrated around their average
values: the maximum readset’s and writeset’s sizes, in fact, are from three to
four orders of magnitude larger than the corresponding average values. In other
words, the FénixEDU’s workload comprehends very heterogeneous components,
which makes it extremely challenging to identify a “one-size-fits-all-solution”
capable to deliver optimal performances in every scenario.

4 System Architecture

To address the above discussed inefficiencies and limitations affecting the DTM
solution currently supporting the FénixEDU application, in [9] we have recently
proposed a new architecture that neatly decouples the issues related with the
synchronization of the replicated TM layer with those concerning the persistence
of data. In the envisioned architecture, which is depicted also in Figure 2, the
consistency of the TM-enabled application server replicas is no longer dependent
on a centralized DBMS. Conversely, the application server replicas coordinate
the execution of transactions by directly communicating among them, leveraging
on the services provided by a Group Communication System to propagate the
updates and reach cluster-wide agreement on the outcome (commit/abort) of
transactions.

Coping with the issues related to the concurrent execution of distributed trans-
actions directly at the application server replicas’ level, rather than relying on
the assistance of a standard relational DBMS, provides two main advantages.

First, the achievement of a neater separation of logical concerns: once the
TM tier has autonomously ensured the consistency of a transaction, the back-
end just has to be able to atomically persist the corresponding updates. This
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permits to rely on much simpler, and more lightweight, persistence solutions
than fully-fledged relational databases (which incur in the unnecessary overheads
associated with SQL or complex concurrency control mechanisms [34]).

Further, the reliance on a standard, relational DBMS as the coordinator of
the TM replication protocol forces to implement the whole replication protocol
by exploiting exclusively standard SQL interface. Being SQL designed for other
purposes, it can significantly hinder the development of even basic mechanisms
typically employed by any transactional replication scheme (e.g., synchronous
propagation of state updates to other replicas).

Let us now analyze more in detail the architecture illustrated in Figure 2. The
incoming requests are dispatched by a load-balancer (see [8] for a comprehen-
sive survey on load-balancing in web clusters) to a set of replicated application
servers, which rely on a replicated persistent storage for ensuring durability. Note
that the latter is depicted as a logical independent component, even though it
could be physically colocated in the same machines also hosting the application
server to enhance locality between the application logic and the (persistent) data.
In the remainder, we will concentrate on the description of the modules compos-
ing the DTM layer, which represents the actual focus of this paper, postponing
a thorough analysis of the replicated persistence storage to a future paper.

Each application server hosts the following components: a Request Proces-
sor (RP), responsible for receiving the requests and activating the transactional
logic; a TM instance, extended with a reflective interface that externalizes key
information about the transactions’ execution state (e.g., transactions’ readsets
and writesets), which are normally encapsulated by existing TM implementa-
tions; a Cache Manager (CM), responsible for implementing caching policies
(e.g., prefetching, eviction strategies) based on the application access patterns;



762 P. Romano et al.

a Replication Manager (RM), implementing the distributed coordination proto-
col required for ensuring replica consistency (an overview of the TM replication
protocols currently under development/evaluation will be provided in the re-
mainder of this paper); a Persistent Store Interface (PSI), providing APIs to in-
teract with a replicated storage system; a Group Communication Service (GCS),
responsible for maintaining up-to-date information regarding the membership of
the group of application servers (including failure detection) and providing the
required communication support for the coordination among the servers.

5 The BFC Protocol

The Replication Manager, being in charge of ensuring the consistency of the
DTM layer, represents a fundamental building block of the architecture described
in Section 4. In this section we present one of our recent results concerning the
design and evaluation of TM replication mechanisms, namely the Bloom Filter
Certification (BFC) protocol [12].

As already discussed in Section 2, the abundant literature on database replica-
tion protocols, and in particular the recently proposed family of AB-cast based
replication schemes [28, 29, 30], represents a natural source of inspiration for
the design of TM replication solutions. However, the efficiency of any trans-
actional replication scheme is much more strained in TMs than in databases,
given that the average transaction’s execution time in TMs is typically several
orders of magnitude smaller than in databases (in [31], for instance, we’ve shown
that 50% of write transactions complete in less than 200µsecs when consider-
ing standard TM benchmarks). This translates into a corresponding increase of
the overhead associated with the inter-replica coordination activities, urging for
novel solutions aimed at minimizing such costs.

The BFC protocol aims at achieving exactly this goal, requiring just a sin-
gle ABcast to commit a transaction, like in non-voting certification protocols
and differently from voting ones, which incur in the costs of an additional Uni-
form Reliable Broadcast. On the other hand, analogously to voting certification
protocols, and unlike non-voting ones, BFC avoids to flood the network with
large messages carrying the whole transaction’s readset. The latter aspect is
particularly important given that it is well-known that the ABcast latency is
significantly affected by the size of transmitted messages [18, 20] and that the
transactions’ readsets are frequently very large in web applications. This is also
confirmed by the results of the workload characterization study of the FénixEDU
application reported in Section 3.

BFC achieves such a result by exploiting the space-efficient encoding proper-
ties of Bloom Filters (BF), whose fundamentals we briefly recall in the following
for the sake of clarity (the interested reader may refer to [5] for a recent survey
on BF and on their applications). BFs are data structures that permit to test
whether an element is a member of a set, avoiding the encoding of the whole set,
but rather permitting to store a much more compact representation of it. This
comes, however, at the cost of incurring in false positives (i.e., an element may
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appear to be present in the set, whereas it is not), albeit false negatives are, on
the other hand, not possible. More in detail, a Bloom Filter representing a set
S = {x1, x2, . . . , xn} of n elements from a universe U consists of an array of m
bits, initially all set to 0. The filter uses k independent hash functions h1, . . . , hk

with range {1, . . . , m}, which map each element in the universe to a random
number uniformly over the range. To add an element x ∈ S to a BF, x is fed to
each of the k hash functions. The array positions output by the k hash functions
are then all set to 1. To determine whether an item y belongs in S, the values
of the hi(y) bits are checked. If even only one of these bits is 0, it means that y
is not a member of S (with no possibility of mistakes). If all hi(x) are set to 1,
then x may be in S, although this may be wrong with some probability, called
false positive probability. Interestingly, the probability of a false positive f for
a single query to a Bloom Filter can be known beforehand, once the number of
bits used per item m/n and the number of hash functions k are fixed, by using
the following formula:

f = (1 − e−kn/m)k (1)

We may now start describing the BFC scheme. Similarly to existing certification-
based transactional replication schemes, in BFC incoming transactions are lo-
cally processed in an optimistic fashion, avoiding any inter-replica synchroniza-
tion scheme during transaction execution. Further, by leveraging on the JVSTM
multi-version scheme, the BFC ensures that read-only transactions are always
provided with a consistent committed snapshot. This spares them from the risk
of aborts and permits to obviate the need for replica coordinations even during
the commit phase. Overall, the overhead incurred in by read-only transactions
due to the replication scheme is in practice almost nullified.

For what concerns update transactions, at commit time these are first locally
validated to detect any local conflicts. If the local validation phase is successfully
passed, the Replication Manager encodes the transaction’s readset (i.e., the set
of identifiers of all the objects read by the transaction) in a BF, and ABcasts it
along with the transaction writeset.

As in classical non-voting certification protocols, update transactions are val-
idated by all replicas once they are ABcast-delivered. At this stage, replicas
check whether the BF of the validating transaction contains any item updated
by any concurrent transactions. If no match is found, given that a BF provides
no false negatives, then the transaction may be safely committed. Otherwise the
transaction is aborted.

Given that the occurrence of false positives leads to the generation of unneces-
sary aborts, the BF size is set so to ensure that the probability pabort for a false pos-
itive to induce a transaction abort is bounded by a user-tunable threshold, which
we denote as maxAbortRate. The problem here is that pabort is a function of the
number of queries q that will be performed on the BF during the transaction’s
validation phase, but the BF has to be constructed when the transaction enters
the commit phase. At this time, however, it is not possible to predict the value of
q, which is determined by the number of transactions that will commit before the
transaction is ABcast-delivered and by the size of the writesets of each of these
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Fig. 3. Compression factor achieved by BFC considering the ISO/IEC 11578:1996
UUID encoding

transactions. Neither of these are known when the BF is created. On the other
hand, it is important to highlight that any error in estimating q does not compro-
mise consistency, but may only lead to deviations from the target maxAbortRate
threshold. To tackle this problem, BFC uses a lightweight heuristic that estimates
q through the moving average across the number of BF queries performed during
the validation phase of the last c transactions to have been ABcast-delivered. Once
q is estimated, we can then determine the number m of bits in the BF by consider-
ing that the false positives for any distinct query are independent and identically
distributed events which generate a Bernoullian process where the probability of
occurrence of a single event (namely, a false positive during a single query) is given
by Equation 1. After some simple maths, we obtain the following expression for
the BF’s size:

m =
⌈
− n

log2(1 − (1 − maxAbortRate)
1
q )

ln 2

⌉
The striking reduction of the amount of information exchanged, achievable by
the BFC scheme, is clearly highlighted by the graph in Figure 3, which shows the
BFC’s compression factor (defined as the ratio between the number of bits for
encoding a transaction’s readset with the ISO/IEC 11578:1996 standard UUID
encoding, and with BFC) as a function of the target maxAbortRate parameter
and of the number q of queries performed during the validation phase. The
plotted data shows that, even for marginal increases of the transaction abort
probability in the range of [1%-2%], BFC achieves a [5x-12x] compression factor,
and that the compression factor extends up to 25x in the case of 10% probability
of transaction aborts induced by a false positive of the Bloom Filter.

To evaluate the scalability of the BFC protocol, and quantify the performance
gains achievable with respect to conventional certification based protocols, we de-
veloped a prototype implementation. Differently from the architecture described
in Section 4, the current implementation of BFC is not yet interfaced with a
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Fig. 4. STMBench7, read dominated with long traversals, maxAbortRate=1%

persistent storage system and assumes that each replica maintains a whole copy
of the DTM (hence not needing the Cache Manager component). Extending our
current prototype to incorporate these modules represents an important direc-
tion for our future work. On the other hand, the current prototype permits us
to evaluate empirically the performance of the BFC scheme without incurring in
possible interferences generated by the coexistence of other components, such as
the Persistent Storage and the Cache Manager, which address orthogonal issues
with respect to BFC.

The target platform for our experimental performance study is a cluster of 8
nodes, each one equipped with an Intel QuadCore Q6600 at 2.40GHz equipped
with 8 GB of RAM running Linux 2.6.27 and interconnected via a private Gigabit
Ethernet. We use Appia [10, 25] as the GCS and select a classic sequencer-based
implementation [13, 19] for the ABcast service.
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We consider a standard, and rather complex, benchmark for TM systems,
namely STMBench7 [17], which features a number of operations with different
levels of complexity over an object-graph with millions of objects. Specifically, we
consider the “read dominated with long traversals” configuration of the bench-
mark, which generates a workload closely resembling the one of the FénixEDU
application (large readsets, much smaller writesets, predominance of read-only
transactions). Also, we set the maxAbortRate parameter to the very conservative
value of 1%, which should be in practice acceptable for most web applications.

In Figure 4(a) we plot the throughput (committed transactions per second)
while varying the number of replicas, and the number of threads per replica.
The plot shows linear speedups as the number of threads and replicas increases,
highlighting the scalability of the BFC protocol. Figure 4(b) shows the perfor-
mance gains achievable by BFC with respect to a classic non-voting certification
scheme in terms of reduction of the execution time of write transactions, which
fluctuates in the range from around 20% to around 40% and is imputable to a 3x
message compression factor. This points out how the BFC scheme can achieve
significant performance gains even for a negligible (i.e., 1%) additional increase
of the transaction’s abort rate. This makes the BFC scheme viable, in practice,
even in abort-sensitive applications.

In conclusion, the BFC scheme makes it possible to use additional replicas to
improve the throughput of the system and, last but not the least, permits to use
(faster) non-voting certification approaches in the presence of workloads with
large readsets.

6 Conclusions and Future Work

In this paper we have overviewed some of our recent results concerning the
integration of DTMs in clusters of web application servers. In particular we
have reported our experiences with the development of a complex, real web
application, namely FénixEDU, which is, to the best of our knowledge, the first
web application in production to rely on (D)TM technology.

We have then focused on the description of BFC, a recently introduced
certification-based transactional replication scheme that permits to reduce sig-
nificantly the cost of the inter-replica synchronization phase by exploiting the
space-efficient encoding of Bloom Filters.

For what concerns our ongoing and future work, we are currently pursuing
several orthogonal, yet complementary, research directions, which we overview
in the following.

Speculative transaction execution. The average latency of ABcast is, even
for very small messages, in the order of at least a few milliseconds in typical data-
center environments, see, e.g., [18, 20]. The completion time of (not replicated)
TM transactions, on the other hand, is often two or three orders of magnitude
smaller. Hence, in any ABcast based replication protocol, it is highly likely that
transactions complete and stall (relatively) long before the ABcast is concluded.
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This may lead to severe under-utilization of the available computing resources.
Given the above considerations, we are currently pursuing the idea of specu-
latively exploring multiple alternative transaction serialization orders (rather
than just the one suggested by the spontaneous order delivery as suggested in,
e.g., [22]) so to maximize the utilization of any CPU core waiting idle for the
termination of an ABcast’s run.

The main challenge here is related to the fact that the number of possible
serialization orders over a set composed of n elements is n!, which drastically
reduces the probability to blindly select the correct final serialization order as the
number of messages to be ordered grows. This issue raises the need for ingenious
heuristics that are able to maximize the probability to drive the speculative
exploration of the serialization orders towards useful trajectories.

Lease based replication mechanisms. Another orthogonal approach that
we are currently pursuing is based on the idea of taking advantage from the
application’s data access pattern locality to reduce the frequency of activation
of the ABcast-based replica synchronization schemes (and hence their inherent
overhead) and to decrease the likelihood of remote conflicts.

The underlying intuition is to rely on consensus-like coordination primitives
(such as the Atomic Broadcast) only to establish the ownership of a “lease”
on the data items accessed by a committing transaction. On the other hand,
transactions accessing data items for which the local replica already owns a lease
are guaranteed not to be aborted due to a remote conflict (at least in absence of
failure suspicions) and may be committed in a considerably more efficient way,
avoiding the costs of ABcast-based synchronization.

By introducing the Weak Mutual Exclusion abstraction, see [33], we have
already provided a formal specification of the lease mechanism underlying the
proposed approach. At this stage, the challenge is to design and implement prag-
matical, highly efficient, Weak Mutual Exclusion protocols, as well as lightweight
load balancing strategies aimed at maximizing the data access pattern locality
of TM applications.

Adaptive replication strategies. We hypothesize that no single universal
replication scheme exists that is able to effectively cope with the high hetero-
geneity characterizing TM workloads. Therefore, we advocate the need for de-
veloping self-adapting TM replication schemes, able to identify in a timely and
automatic way the optimal replication strategy for each incoming transaction
on the basis of the (estimated) size of its readset and writeset, as well as of its
conflict probability.

Implementing a polymorphic replication strategy requires facing two main
challenges: on one hand, ensuring the consistent interaction of different repli-
cation algorithms and, on the other hand, engineering lightweight and timely
mechanisms to identify automatically the characteristics of incoming transac-
tions [15] and the corresponding preferable replication scheme.
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Abstract. Workflow-structured Web service composition is an emerging com-
puting paradigm for constructing next-generation large-scale distributed appli-
cations within and across organizational boundaries. Mapping such application
workflows in heterogeneous environments and optimizing their performance in
terms of quick response and high scalability are vital to the success of these
distributed applications. Workflows with complex execution semantics and de-
pendencies are typically modeled as directed acyclic graphs. We construct cost
models to estimate data processing and transfer overheads and formulate the re-
stricted workflow mapping for minimum total execution time as an NP-complete
optimization problem. We propose a heuristic approach to this problem that re-
cursively computes and maps the critical path to network nodes using a dynamic
programming-based procedure. The performance superiority of the proposed ap-
proach is illustrated by an extensive set of simulations and further verified by
experimental results from a real network in comparison with existing methods.

Keywords: WS-BPEL, workflow mapping, optimization, heuristic algorithm.

1 Introduction

As the number of Web services of wide variety grows rapidly in the Internet, Web
service composition has become an important computing paradigm for constructing
next-generation large-scale distributed applications within and across organizational
boundaries. Successful business operations require an efficient and flexible scheme for
pooling globally available Web service-based resources together to quickly adapt to
various customer needs and dynamic market conditions. WS-BPEL (Web Service Busi-
ness Process Execution Language) is now a de facto specification for Web service
composition.

A WS-BPEL application based on composite Web services features complex execu-
tion semantics and is typically coordinated by a single node referred to as a centralized
orchestrator. The WS-BPEL process is usually designed by application developers ac-
cording to certain business logics and manually deployed on a WS-BPEL engine. Fig. 1
diagrammatizes a typical execution setup of WS-BPEL process: a request is sent to the
centralized WS-BPEL engine, which orchestrates the invocation of Web services lo-
cated in different Web containers. As pointed out in [7], instead of transferring data
directly from the point of generation to the point of consumption, this execution model

N. Bartolini et al. (Eds.): QShine/AAA-IDEA 2009, LNICST 22, pp. 770–784, 2009.
© Institute for Computer Science, Social-Informatics and Telecommunications Engineering 2009
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WS-BPEL engine

Client
Workflow description

Web services Web services

reply

Fig. 1. A typical execution setup of WS-BPEL process

uses the engine as a central intermediator to exchange data between Web services, re-
sulting in unnecessary network traffic. In addition, a Web service could generate a large
volume of data that are irrelevant to the composite service but still need to be transferred
to the engine where they are eventually discarded, hence causing unnecessary workload
in the network. This client-server communication model poses an inherent performance
limitation on scalability: the system performance degrades significantly as the traffic
and workload increase in heterogeneous and cross-organization environments.

We propose a distributed approach to execute a WS-BPEL process that overcomes
the above performance limitation by constructing and mapping a WS-BPEL workflow
with direct inter-web service data transfer to a set of network nodes. The workflow is
constructed by a static analyzer that takes three steps: (i) load a WS-BPEL process and
transform it into a customized memory structure of WS-BPEL process (Java classes);
(ii) load the generated memory representation of BPEL process and transform it into a
BCFG (BPEL Control Flow Graph) representation; and (iii) apply a revised algorithm
in [3] to remove control flow edges in BCFG and insert control and data dependence
edges, which generates the final Program Dependence Graph (PDG) representation of
the WS-BPEL process. We apply static analysis techniques of multi-threaded programs
to BPEL process and some composition structure patterns, such as AND split (fork),
XOR split (conditional), loop and AND join (merge), and XOR join (trigger), which
can be modeled and represented in our tCFG (threaded Control Flow Graph)-structured
BCFG [3, 10]. Note that loop operations can be managed by unfolding the cycles as
proposed in [31]. We would like to point out that the activities in BPEL considered here
are synchronous and stateless Web services invocations. Invocations of asynchronous
and stateful Web services are more complicated and are out of the scope of this paper.

The workflow mapping may be subject to some restrictions and involves two types of
graphs: (i) a Directed Acyclic Graph (DAG) that models the workflow of a WS-BPEL
process, where each vertex represents an activity and each directed edge represents
the data transfer or execution dependency between two activities (also referred to as
PDG [12]); (ii) a directed weighted graph that represents an underlying physical com-
puter network, where Web services are deployed on heterogeneous computing nodes
that are connected by network links with different bandwidths. The topology of the
computer network may not be complete in a dedicated network environment or even
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in the Internet due to different administrative policies and firewall settings. Further-
more, the Web services in the Internet come and go dynamically while those deployed
in high-speed reliable enterprise intranet are more stable and predicable. Mapping such
workflows into heterogeneous computing environments and optimizing their end-to-end
performance are crucial to ensuring the success of business processes requiring quick
response and the maximum utilization of system resources.

The workflow-structured WS-BPEL process requires distributed execution of com-
plex Web service components with inter-component communications using massively
dispersed computing and networking resources to support business collaborations in
various domains. The workflow mapping objective is to strategically select an appro-
priate set of network nodes that host different Web services in the physical computer
network and assign each activity in the WS-BPEL process to one of those selected
nodes to achieve the Minimum Execution Time (MET) of the process for fast response.
Certain activities in a WS-BPEL process might be restricted to some specific com-
puting nodes providing the corresponding Web services. We refer to such activities as
restricted activities as opposed to free activities, which can be mapped onto any com-
puting nodes. We allow multiple activities to be mapped onto the same node and the
computing resources of that node are shared in a fair manner by those activities run-
ning concurrently on that node. Note that activities assigned to the same node do not
share computing resources if their executions do not overlap due to the dependency or
unavailability of input data. Similarly, the bandwidth of a network link is fairly shared
by multiple data transfers that take place concurrently on the same link. We formulate
the workflow mapping with arbitrary node reuse and certain mapping restrictions as an
NP-complete optimization problem, and propose a heuristic approach, restricted Re-
cursive Critical Path (rRCP), which is modified from the Recursive Critical Path (RCP)
algorithm in [29] by taking the mapping restrictions into consideration.

The rest of the paper is organized as follows. We conduct an extensive survey of WS-
BPEL processes and workflow mapping in Section 2. We construct mathematical mod-
els and formulate the problem in Section 3. In Section 4, we design the rRCP algorithm
for workflow mapping to achieve MET. The implementation details and performance
evaluations are presented in Section 5. We conclude our work in Section 6.

2 Related Work

Web services have found pervasive applications in different domains over wide-area
networks [17, 22, 27]. Guo et al. proposed the ANGEL model for service composition
and adopted a redundant mechanism in ANGEL to improve system availability [17].
In [27], Shin et al. proposed a simple heuristic solution to Web service composition
where the highest search priority is given to services providing the largest number of
new responses. Li et al. proposed a general purpose Web Service Management System
in [22] that enables execution optimization of composite services through multiple en-
gines. In the Symphony project [24], Mangla [25] partitioned a composite Web service
written as a single WS-BPEL program into an equivalent set of decentralized processes
using a new code partitioning algorithm based on PGD to minimize communication
costs and maximize the throughput of multiple concurrent instances of the input pro-
gram. However, Mangla’s work does not consider the situation where multiple services
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may be executed on a single server. Yildiz et al. proposed an efficient process transfor-
mation technique that converts a process conceived for centralized execution to a set of
nested processes to be deployed on dynamically bound services [30]. Other research ef-
forts along this line include the static optimization of WS-BPEL process [3] and batch
invocation of Web services [10], where the former applies static analysis to the WS-
BPEL process to identify “concurrent branches” and the latter reduces the number of
connections by forming batch invocation request to implement “one request, many in-
vocations of Web services”. Security and performance issues of BPEL processes were
studied in [5] and [6], respectively.

The workflow mapping problem in distributed network environments under different
constraints has been extensively studied by researchers in various disciplines [4, 8, 9,
15, 28] and continues to be the focus of distributed computing due to its theoretical
significance and practical importance. Zhu et al. proposed a model of overlay network
with linear capacity constraints (LCC) [32], which incorporates correlated link capac-
ities by formulating shared bottlenecks as linear constraints of link capacities. Guerin
et al. tackled an all hops optimal path problem to minimize end-to-end delay or max-
imize bandwidth with a limit on the maximum number of possible hops [16]. Among
the traditional workflow mapping problems in theoretical aspects of computing, sub-
graph isomorphism is known to be NP-complete [14] while the complexity of graph
isomorphism still remains open. Many special cases of graph isomorphism under dif-
ferent topology constraints on the mapped (workflow) or mapping (network) graphs can
be solved in polynomial time, including isomorphism between planar graphs [18] and
bounded valence graphs [23]. The mapping computational complexity could also be
reduced by introducing an adequate representation of the search space and process, and
pruning unprofitable search paths in the search space [13].

Many research efforts have been focused on static scheduling algorithms for multi-
processors that are considered as identical resources. Kwok et al. proposed Dynamic
Critical-Path (DCP) scheduling algorithm [20] to map task graphs with arbitrary com-
putation and communication costs to a multiprocessor system with an unlimited number
of identical processors in a fully-connected network. A task graph scheduling scheme
for streaming data, Streamline, which places a coarse-grain dataflow graph on avail-
able grid resources, is proposed in [2] to improve the performance of graph mapping
for streaming applications with various demands in distributed network environments.
Most graph mapping or task scheduling problems in grid environments assume com-
plete networks with heterogeneous resources. Similar mapping problems are also stud-
ied in the context of sensor networks. Sekhar et al. proposed an optimal algorithm for
mapping subtasks onto a large number of sensor nodes based on an A∗ algorithm, and
also proposed a greedy A∗ algorithm to reduce the complexity of the original optimal
solution accounting for the limited energy of each sensor node [26].

3 Cost Model and Problem Formulation

We model the workflow of a WS-BPEL process as a task graph Gt = (Vt ,Et), |Vt | = m,
where vertices represent different computing activities: w0,w1, . . . ,wm−1. The data or
control dependency between a pair of adjacent vertices wi and wj is represented by a
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directed edge ei, j with data size zi, j between them and the entire workflow is modeled
as a DAG starting from the source activity w0 and ending at the destination activity
wm−1. An intermediate activity wi cannot start any processing until it receives all re-
quired input data from its preceding activities. The computational complexity of an
activity is modeled as a function fwi(·) on the total aggregated input data zwi , and the
activity sends results to its succeeding activities once it completes the required process-
ing. We estimate the computing time of an activity wi running on network node v j as

Tcomp(wi,v j) =
fwi (zwi )

p j
. The actual runtime of an activity does not only depend on the

total aggregated incoming data size and computational complexity, but also the capacity
of system resources deployed on the selected nodes as well as their availability during
the runtime. Note that for an application with multiple source or destination activities,
we could convert it to this model by inserting a virtual starting or ending activity of
complexity zero connected to all source or destination activities with zero-sized output
or input data transfers.

Table 1. Workflow and network parameters

Parameters Definitions
Gt = (Vt ,Et) task graph

m number of activities in the workflow
wi the i-th computing activity
ei, j dependency edge from activity wi to w j

zi, j data size of dependency edge ei, j

zwi aggregated input data size of activity wi

fwi(·) computational complexity of activity wi

Gc = (Vc,Ec) computer network graph
n number of nodes in the network graph
vi the i-th network or computer node
vs source node
vd destination node
pi normalized computing power of vi

li, j network link between nodes vi and v j

bi, j bandwidth of link li, j

di, j minimum link delay of link li, j

Tcomp(wi,v j) computing time of activity wi running on node v j

Ttrans(zh,k,li, j) transfer time of data zh,k over link li, j

Ttotal total execution time required for a WS-BPEL process

The underlying computer network is modeled as an arbitrary weighted graph Gc =
(Vc,Ec) consisting of |Vc| = n computer nodes interconnected by directed communi-
cation links represented by a matrix L[n × n]. The processing power of a computer
node is a complex notion that combines a variety of host factors such as processor fre-
quency, bus speed, memory size, I/O performance, and presence of co-processors. For
simplicity, we use a normalized variable pi to represent the overall processing power
of a network node vi without specifying its detailed system resources. There are two
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parameters, bandwidth (BW) bi, j and minimum link delay (MLD) di, j, associated with
a network link li, j ∈ L (i, j ∈ n) between nodes vi and v j. The estimated time of transfer-
ring the data zh,k between modules wh and wk over the network link li, j can be calculated
as Ttrans(zh,k, li, j) = zh,k

bi, j
+ di, j.

,j kl

,j kb
,j kd

ip

jp

kv

iv

jv kp

hw

lw

gw rw

tw

uw

,h re

Fig. 2. A mapping example

For convenience, we tabulate in
Table 1 the notations we define in the
above workflow and network models
to facilitate the problem formulation. A
mapping example is illustrated in Fig. 2,
where activities wh and wg are mapped
to network node vi, wl is mapped to v j,
and wr, wt and wu are mapped to vk. The
dashed arrows represent the data or con-
trol dependencies in a WS-BPEL pro-
cess and the solid arrows represent the
communication links between network
nodes. Activity wr cannot start its execu-
tion until it receives all required data from its preceding activities wh and wl . Note that
wr does not receive data directly from wh and wl in the centralized execution model,
where a central engine is responsible for all data communication. Activity wr aggre-
gates incoming data and performs a predefined computing routine whose complexity
is modeled as function fwr(·) on the total aggregated input data zwr and sends out the
results to its succeeding activities upon finishing its processing.

The mapping objective is to map all the activities of a WS-BPEL process onto an
appropriate set of computer nodes to minimize total execution time Ttotal , which is de-
termined by its critical path (CP), i.e. the longest path of the workflow. Once a mapping
scheme is determined, one may calculate Ttotal by adding up all the computing time and
transfer time incurred on the CP, which can be estimated as:

TTotal = ∑
wi∈CP

Tcomp(wi,vh)+ ∑
e j,k∈CP

Ttrans(z j,k, l f ,g)

= ∑
wi∈CP

fwi (zwi )
ph

+ ∑
e j,k∈CP

(
z j,k
b f ,g

+ d f ,g

) (1)

We assume that the inter-activity transfer time on the same node is negligible consider-
ing that the in-memory transfer rate is much faster than across networks.

The proposed workflow mapping problem considers node reuse and resource share.
In the underlying network, multiple services might be mapped onto the same node but
some services are only available on certain nodes. To simplify the time estimation of an
activity, we combine the time cost for service invocation and activity processing.

4 Restricted Workflow Mapping Algorithm

The workflow mapping or scheduling problem is known to be NP-complete [2, 21] even
on two processors without any topology or connectivity restrictions [1]. The mapping
problem in this paper considers mapping restrictions: some activities in the WS-BPEL
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process can only be mapped onto certain nodes with specific resources to support the
execution of those restricted activities. We modify and adapt the Recursive Critical Path
(RCP) algorithm in [29] to this new problem and propose a restricted version of RCP
algorithm, referred to as restricted Recursive Critical Path (rRCP).

4.1 rRCP Algorithm

rRCP features a recursive optimization strategy. In each round, it chooses the CP based
on the previous round of calculation as shown in Fig. 3 and maps it to the network nodes
using a dynamic programming-based procedure until the mapping results converge to
an optimal or suboptimal point or a certain termination condition is met. The mapping
restrictions are taken into consideration when each activity is being mapped.
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Fig. 3. An example of WS-BPEL process map-
ping using rRCP algorithm

The pseudocode of the rRCP map-
ping scheme is provided in Alg. 1. The
initial mapping assumes resource homo-
geneity and connectivity completeness in
computer network, that is, the computer
network is considered as complete with
identical computer nodes and commu-
nication links. Thus, we only need to
consider the workflow when calculating
the initial computing and transfer time
cost components on each activity and
over each dependency edge, respectively.
With the initial time cost components in
workflow G1

t , we find its CP P1 using a
procedure defined in FindCriticalPath(),
which essentially finds the longest path
in a DAG. From this point on, we remove the assumption on resource homogeneity and
connectivity completeness, and map the current CP, i.e P1 to the real computer network
using a dynamic programming-based pipeline mapping algorithm MapCriticalPath()
with arbitrary node reuse as well as mapping restrictions for MET. The activities that
are not located on the CP, referred to as branch or non-critical activities, are mapped to
the network nodes using a procedure defined in MapNonCriticalActivity(). Based on
the current mapping, we compute a new CP using updated time cost components in Gi

t
and calculate a new MET. The above steps are repeated until a certain condition is met,
for example, the difference between two METs of two consecutive iterations is less than
a preset threshold.

The complexity of the rRCP algorithm is O(k(m + |Et |) · |Et |), where m represents
the number of activities in the WS-BPEL process, |Et | and |Ec| denote the number of
dependency edges in the workflow and communication links in the computer network,
respectively, and k is the number of iterations where CPs are calculated and mapped.

The algorithm for CP calculation is well studied and documented in the literature.
The algorithms for CP mapping MapCriticalPath() and non-critical activities map-
ping MapNonCriticalActivity() are similar to those proposed in [29] using a dynamic
programming-based and a greedy-based procedure, respectively. Note that when
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Algorithm 1. rRCP(Gt ,Gc,vs,vd)
1: MET0 = METmax = MaxValue;
2: Create Gc

∗ by assuming resource homogeneity and connectivity completeness in Gc;
3: Calculate initial cost components for G1

t based on Gc
∗;

4: P1 = FindCriticalPath(G1
t ,w0,wm−1);

5: MET1(G1
t ) =∑(Tcomp(P1)+Ttrans(P1));

6: i = 1;
7: while |METi −METi−1| ≥ T hreshold do
8: Call MapCriticalPath(Pi,Gc,vs,vd) to map the activities on CP Pi to network Gc with

mapping restrictions;
9: Call MapNonCriticalActivity(Pi,Gi

t ,Gc,vs,vd) to map the activities not on CP to network
Gn with mapping restrictions;

10: i = i+1;
11: Calculate new time cost for Gi

t based on the current mapping;
12: Pi = FindCriticalPath(Gi

t ,w0,wm−1);
13: METi(Gi

t) = ∑(Tcomp(Pi)+Ttrans(Pi));
14: return METi(Gi

t).

multiple activities are assigned to the same computer node, resources on this node are
shared among these activities only if they can run concurrently. Two activities are con-
sidered “independent” if there does not exist any path between them, and only indepen-
dent activities may run concurrently on the same node. It is worth pointing out that the
time calculation based on this resource share strategy is still an approximation since the
execution start time of an activity depends on the arrival time of its latest input data.
Therefore, even independent activities deployed on the same node may not run concur-
rently if their execution start and end times do not overlap. Note that some activities in
the WS-BPEL process can only be executed on a subset of computers in the network,
which imposes additional constraints for selecting nodes. In Fig. 3, the IDs listed under
an activity are the IDs of those computer nodes that have been ruled out for deploying
that activity. For example, activity w1 cannot be mapped to nodes v6 and vp.

5 Performance Evaluation

Despite the widespread application of WS-BPEL processes in a wide spectrum of fields,
there still lacks a standardized benchmark for evaluating their performances. We present
below the results from both simulations and real network experiments to illustrate the
performance superiority of the proposed mapping solution over existing algorithms.

5.1 Simulation Results

The proposed rRCP algorithm is implemented in C++ and runs on a Windows XP desk-
top PC equipped with a 3.0 GHz CPU and 2 Gbytes memory. For performance com-
parison purposes, we also implement the other three algorithms, namely, Greedy A∗,
Streamline, and Naive Greedy. A∗ algorithm is a static allocation scheme proposed by
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Sekhar et al. [26], which maps the subtasks of a DAG-like workflow onto a large num-
ber of sensor nodes. A greedy A∗ algorithm, which is specifically designed to reduce the
complexity of the A∗ algorithm, explores only the least-cost path of the search tree in

Table 2. Simulation-based performance comparison of MET among four algorithms

Prb Problem Size MET (s)
Idx m, |Et |, n, |Ec| rRCP Greedy A∗ Streamline Naive Greedy
1 4, 6, 6, 35 1.05 1.08 1.15 1.08
2 6, 10, 10, 96 1.15 1.85 1.33 1.23
3 10, 18, 15, 222 1.59 1.89 1.95 1.92
4 13, 24, 20, 396 1.49 2.16 2.09 2.19
5 15, 30, 25, 622 2.29 2.57 2.67 2.32
6 19, 36, 28, 781 1.41 1.75 1.71 1.57
7 22, 44, 31, 958 1.17 1.43 1.61 1.74
8 26, 50, 35, 1215 3.14 3.76 3.83 3.57
9 30, 62, 40, 1598 4.40 5.38 5.41 4.92

10 35, 70, 45, 2008 4.24 5.19 5.99 4.48
11 38, 73, 47, 2200 3.21 3.64 5.16 4.40
12 40, 78, 50, 2478 2.69 3.73 4.31 3.17
13 45, 96, 60, 3580 1.41 1.52 2.07 1.81
14 50, 102, 65, 4220 1.99 5.01 3.87 4.59
15 55, 124, 70, 4890 7.64 12.35 9.49 10.84
16 60, 240, 75, 5615 9.98 11.45 15.07 13.55
17 75, 369, 90, 8080 11.57 19.37 14.68 15.13
18 80, 420, 100, 9996 24.83 31.73 30.69 28.50
19 90, 500, 150, 22496 17.33 24.74 20.77 21.37
20 100, 660, 200, 39990 35.79 41.37 38.66 39.29

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 2020
0

5

10

15

20

25

30

35

40

45

Index of 20 problem sizes

M
E

T
 (

s)

 

 

rRCP
Greedy A*
Streamline
Naive Greedy

Fig. 4. Simulation-based MET performance comparison among the four algorithms
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Fig. 5. Performance speedups of rRCP over the other three algorithms

Table 3. Simulation-based MET performance comparison of mean and standard deviation

MET (s)
Prb Problem Size rRCP Greedy A∗ Streamline Naive Greedy
Idx m, |Et |, n, |Ec| Mean Std Div Mean Std Div Mean Std Div Mean Std Div
1 4, 6, 6, 35 0.5280 0.3824 0.5600 0.4121 0.5600 0.4105 0.5600 0.4121
2 10, 18, 15, 222 1.2750 0.4832 1.6120 0.4893 1.4680 0.7200 1.5530 0.6351
3 15, 30, 25, 622 2.0600 0.4323 2.0090 0.4967 2.4430 0.5029 2.3080 0.7288
4 22, 44, 31, 958 2.1160 0.5808 2.7720 0.8537 2.9720 0.8707 2.3200 0.7722
5 30, 62, 40, 1598 2.9780 1.4326 3.7160 1.8126 4.2450 1.4535 3.1270 1.4951
6 40, 78, 50, 2478 3.0360 1.2833 3.8980 1.4230 4.7650 1.5064 3.4040 1.8909
7 50, 102, 65, 4220 3.6840 1.1972 4.6110 1.6615 5.2930 1.3297 3.8940 1.2713
8 60, 240, 75, 5615 8.8360 2.0971 11.9580 3.0178 12.3640 2.2823 10.0900 2.3685
9 80, 420, 100, 9996 16.1200 2.5483 21.3010 2.9096 21.4230 3.6038 20.1380 5.1338

10 100, 660, 200, 39990 25.1450 4.4816 30.0550 6.6525 28.8300 5.1543 26.5470 6.5483

the solution space, instead of searching all feasible paths, assuming that the optimal so-
lution is most likely to be found on this path. Streamline works as a global greedy algo-
rithm that expects to maximize the throughput of a distributed application by assigning
the best resources to the most needy stages in terms of computation and communication
requirements at each step [2]. The greedy algorithm makes an activity mapping deci-
sion at each step only based on the current information without considering the effect
of this local decision on the mapping performance at later steps.

We conduct an extensive set of mapping experiments for MET using a large number
of simulated workflows for WS-BPEL processes and computer networks. These simu-
lation datasets are generated by randomly varying the parameters of the workflows and
computer networks within a suitably selected range of values: (i) the number of activi-
ties and the complexity of each activity, (ii) the number of inter-activity communications
and the data or control flow between two activities, (iii) the number of nodes and the
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processing power of each node, and (iv) the number of links and the BW and MLD of
each link. The topology and size of 20 simulated computing workflows and computer
networks as well as the MET calculated by four mapping algorithms in comparison are
tabulated in Table 2, where the problem size is represented by a four-tuple: m activities
and |Et | edges in the workflow, and |n| nodes and |Ec| links in the computer network.
For a visual performance comparison, we plot in Fig. 4 the MET performance measure-
ments from these four algorithms for 20 different problem sizes ranging from small to
large scales. We observe that rRCP exhibits comparable or superior MET performances
over the other three algorithms. Note that the MET measurement points plotted along
the x axis (index of problem size) are independent of each other due to the random
generation of these 20 problem instances. However, since MET represents the total ex-
ecution latency from source to destination, a larger problem size with more network
nodes and computing activities generally, not absolutely though, incurs a longer map-
ping path resulting in a longer execution time, as the overall increasing trend indicates.

We also plot the MET performance speedup of rRCP over the other three algorithms

in Fig. 5, which is defined as: Speedup=
∣∣∣METrRCP−METother

METrRCP

∣∣∣, where METrRCP represents

the MET for rRCP and METother denotes MET for each of the other three algorithms
in comparison. We observe that rRCP achieves an average performance improvement
around 20%-80% in most of the cases and even more than 150% speedups in some
cases, which demonstrates the MET performance superiority of the rRCP algorithm.

To further investigate the robustness of these mapping algorithms, for each of 10
problem sizes chosen from the previous 20 cases, we randomly generate 20 problem in-
stances and run four mapping algorithms on them. We then calculate and plot the mean
value and standard deviation over 20 instances for each problem size in Table 3 and
Fig. 6. We observe that rRCP achieves the best MET performance in an expected sense
with the smallest standard deviation, which demonstrates the performance robustness
and optimization stability of rRCP in achieving MET in various workflows and com-
puter networks of disparate topologies and different scales.
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5.2 Experimental Results

We also conduct experiments on workflow deployment and WS-BPEL process execu-
tion in real networks. The experimental settings involve 10 Intel-based Windows ma-
chines labeled from 0 to 9, each of which runs ActiveBPEL, an open source WS-BPEL
engine [11]. The hardware and software configurations of each computer are provided
in Table 4. These computers are connected via a reliable and fast local-area network.

Table 4. Specifications of 10 computers used in
the experiments

No. CPU (GHz) RAM (GB) OS
0-5 2.5 x 2 1.99 Windows XP
6 1.8 x 2 0.99 Windows XP
7 2.8 1 Windows XP
8 2.8 1 Windows XP
9 2.8 1.5 Windows XP

We execute two groups of processes
in this experimental network environ-
ment: (i) The first group consists of
four example services defined in OA-
SIS WS-BPEL 2.0 Standard [19] with
slight modification, i.e. Shipping Ser-
vice, Ordering Service, Loan Approval
Service, and Auction Service. These
processes involve a relatively small
number of activities. (ii) The second
group consists of six typical WS-BPEL
processes, each of which falls in one of
these categories with unique characteristics: computation-intensive, service-invocation-
intensive, and the combination of them. For example, the Office Automation and Drain-
ing System processes, the Tool Integration and Travel Reserve, and the Online Book
Purchase and Train Tickets belong to the first, second and third category, respectively.

We deploy and execute the activities of each process to a computer according to
the mapping scheme computed by one of four mapping algorithms, and measure the
corresponding MET as shown in Table 5. We observe that rRCP algorithm outperforms
the other three algorithms in terms of real MET measurements, which is consistent
with the simulation results. Qualitatively similar results are obtained from larger-scale
processes in the second group. The experimental results based on these two groups
of processes illustrate the performance superiority of rRCP algorithm in real network
environments. Due to the limit on available physical resources, the problems of large
scales as in the simulations are not tested.

We also investigate the performance comparison between distributed BPEL pro-
cesses using the rRCP mapping scheme and traditional centralized execution (CntrExe)
processes. The MET measurements in real networks and their corresponding simula-
tion results are provided in Table 6. We observe that BPEL processes using the rRCP

Table 5. Experiment-based MET performance comparison of BPEL processes

Prb Problem Size MET (s)
Idx m, |Et |, n, |Ec| rRCP Greedy A∗ Streamline Naive Greedy
1 3, 2, 10, 98 70.03 70.03 83.52 70.03
2 5, 4, 10, 98 72.26 76.58 107.19 78.11
3 5, 5, 10, 98 105.76 113.16 134.52 113.14
4 14, 16, 10, 98 199.06 294.23 361.22 263.82
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Table 6. MET comparison between distributed BPEL processes and centralized execution using
both experiments and simulations

Prb Problem Size MET (s) using rRCP
Idx m, |Et |, n, |Ec| BPEL Process CntrExe Process BPEL Process

(experiments) (experiments) (simulations)
1 3, 2, 10, 98 70.03 106 31.95
2 5, 4, 10, 98 72.26 215 32.71
3 5, 5, 10, 98 105.76 292 71.41
4 14, 16, 10, 98 199.06 355 102.04

mapping scheme achieve 2-3 times MET performance improvements over centralized
execution processes. The real MET measurements are generally larger than the simula-
tion results since the latter does not consider network overheads, system dynamics, and
the CP is an approximation of MET.

6 Conclusion

We tackled the problem of mapping the workflow of a BPEL process to the computer
network to achieve MET and formulated it as a restricted workflow mapping optimiza-
tion problem. We constructed mathematical models for BPEL processes and computer
networks, and proposed rRCP algorithm with mapping restrictions of certain activities.
The performance superiority of the rRCP algorithm was justified by both extensive sim-
ulation and experimental results. The activities considered in this paper are only syn-
chronous and stateless Web services invocations. We will investigate the invocations
of asynchronous and stateful Web services for performance improvement, and more
sophisticated performance prediction models to characterize real-time computing node
behaviors for more accurate activity execution time estimation. It will be also of our in-
terest to deploy a large network testbed to test large problem sizes in real environments.
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Abstract. Service Oriented Architectures allow service brokers to exe-
cute business processes composed of network-accessible loosely-coupled
services offered by a multitude of service providers, at different Quality of
Service (QoS) and cost levels. To optimize their revenue and the offered
QoS level, service brokers need to solve the problem of finding the set of
service providers that minimizes the total execution time of the business
process subject to cost and execution time constraints. This optimization
problem is clearly NP-hard. Optimized algorithms that find the optimal
solution without having to explore the entire solution space have been
proposed to solve problems of moderate size. A heuristic search of the
sub-optimal solution scales to problems of large size and is appropriate
for runtime service selection. This paper evaluates the performance of
three heuristic service selection algorithms that are candidates for im-
plementation in scalable service brokers. Our goal is to identify which
algorithm provides the solution closest to the optimal and how many
selections are evaluated to find the solution. The comparison is made
over a wide range of parameters including the complexity of the business
process topology and the the tightness of the QoS and cost constraints.

Keywords: Service Oriented Architecture, Web services, service com-
position, QoS, heuristics.

1 Introduction

The Service Oriented Architecture (SOA) model enables a market of services,
where service providers (SPs) provide services at different QoS levels and at
different cost. In this emerging market it makes sense to investigate mechanisms
to properly select a set of services, characterized by different QoS and cost levels,
that when composed together satisfy the QoS needs and cost constraints of the
resulting business process (BP). This problem is referred in the literature as the
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QoS-aware Service Selection or Optimal Service Selection problem [1,2,3,4,8,9,
10, 12, 13, 14].

The execution of a business process is coordinated by a service broker (or
broker for short). The broker needs runtime and scalable mechanisms to solve
the optimal service selection problem and to exploit the dynamics of the ser-
vice marketplace characterized by potential and rapidly changing conditions in
workload intensity, QoS level, and cost.

In [8], the authors provided a performance model that takes into account the
business process structure, including cycles, parallel activities, and conditional
branches, and computes the end-to-end execution time and cost for the business
process. For some performance metrics (e.g., cost, availability, reputation) the
composition is a trivial linear combination of the performance measure of the
composing services. On the contrary, for other metrics such as execution time,
we have a non linear function of the performance level of the services being
composed. In that paper, we also provided an efficient algorithm, called JOSeS
algorithm, that finds the optimal solution without resorting to an exhaustive
search of the of solution space. This efficient optimal algorithm can only handle
problems of small to moderate size. That paper also presented and throughly
evaluated a heuristic solution that is compared here with other two proposed
heuristics.

Several approaches can be used to solve the service selection problem. Current
proposals use exact algorithms or heuristics (e.g., [2] or genetic algorithms [3])
to solve the QoS-aware (optimal) service selection problem for each request,
whose exact solution has an exponential complexity. In [12], the authors define
the problem as a multi-dimension multi-choice 0-1 knapsack one as well as a
multi-constraint optimal path problem. A global planning approach to select an
optimal execution plan by means of integer programming is used in [13]. In [1],
the authors model the service composition as a mixed integer linear problem
where both local and global constraints are taken into account. A linear pro-
gramming formulation and flow-based approach is proposed in [4]. There, the
authors consider not only sequential composition of services but also cycles and
parallel activities. Algorithms for the selection of the most suitable candidate
services to optimize the overall QoS of a composition are also discussed in [7]. A
different approach, based on utility functions as the QoS measure, is used in [9],
where the authors propose a service selection mechanism based on a predictive
analytical queuing network performance model. Other contributions to the issue
of service selection and composition can be found in [6, 11].

This paper presents a performance comparison of runtime heuristic algorithms
to evaluate their accuracy in finding the sub-optimal solution and their scalability
to large size problems. The algorithms we consider conduct a heuristic search of
the solution space in order to find a sub-optimal solution that is very close to
the optimal solution but is obtained by examining a drastically reduced number
of selections. In fact, the experimental studies reported in this paper show that
the heuristic solutions come very close to the optimal solution (less than 9.6%
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worse) after having examined a very small number of possible solutions (less
then 9.45 on average versus 125,794 for the efficient optimal search).

The paper is organized as follows. Section 2 introduces the problem formula-
tion. The optimal solution approach is described in Section 3. The heuristic solu-
tions are described in Section 4. Experimental results are discussed in Section 5.
Section 6 concludes the paper.

2 Problem Formulation

We use the average execution time of the business process (BP) as its main
QoS metric. As previously discussed, this metric is a nonlinear function of the
execution times of individual business activities and depends on the BP structure
and composition constructs used. The extension to other performance metric is
straightforward.

We assume that the probability density function (pdf) and cumulative distri-
bution function (CDF) of the execution times of each SP are known. We also
assume that the execution cost of each business activity provided by the SPs is
given.

Let,

– A business process B be composed of N business activities ai, i = 1, · · · , N .
– Rmax be the maximum average execution time for B.
– Cmax be the maximum cost for the execution of B.
– Ri,j be the execution time for business activity ai when implemented by

service provider sij ∈ Si. Ri,j is a random variable with a probability density
function pi,j and a cumulative distribution function Pi,j .

– Ci,j be the execution cost of business activity ai when it is implemented by
service provider sij ∈ Si.

– Z be the set of all possible service provider selections of the business activities
of B.

– z ∈ Z be a service selection of N service providers that support the execution
of business process B.

– z(k): service provider allocated to activity ak in service selection z.
– R(z) and C(z) be the average execution time and the cost for associated

with service selection z, respectively.

The Optimal Service Selection problem is formulated as a nonlinear program-
ming optimization problem where the objective is to find a service selection z
that minimizes the average execution time subject to cost constraints:

min R(z)
subject to

R(z) ≤ Rmax

C(z) ≤ Cmax

z ∈ Z
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R(z) is, in general, a complex nonlinear function that can be obtained from well
known results from order statistics.

The Optimal Service Composition problem formulated above can be solved
using two different approaches. The first is an optimal solution approach (Op-
timal Service Selection) that avoids doing an exhaustive search of the solution
space Z (e.g., the JOSeS algorithm proposed by the authors in [8]).

The second approach (Heuristic Service Selection) adopts a heuristic solution
that reduces the problem complexity. In the following we compare the perfor-
mances of three heuristics that scale to large size problems.

The first required step for both the optimal reduced search and the heuristic
is to be able to extract from the BPEL code that describes the business process,
an expression for the global average execution time and another for the total
execution cost. This expression needs to take into account the structure of the
business process as well as the execution times and cost of the individual business
activities.

3 Optimal Service Selection

BPEL offers different constructs to combine business activities into a business
process. The business logic is a structured activity obtained by putting together
elementary business activities (in the following, the term business process and
business logic are used alternatively). Each business activity is essentially a syn-
chronous or asynchronous invocation of a Web service operation. The main con-
struct a structured BPEL activity includes are: sequential control (<sequence>,
<switch>, and <while>), non-deterministic choice (<pick>), and concurrency
and synchronization of elementary activities (<flow>).

In [8], the authors showed how one can obtain an expression for the execu-
tion time R of a business process and its execution cost C directly from its
structure described in BPEL or an equivalent tree-like representation. While the
execution cost of a business process is the sum of the execution costs of the
activities of the business process (plus eventually some additional overhead),
the execution time depends on how the business activities are structured. For
example, if we have a sequence of business activities a1, . . . , an, and a service
selection z, the execution time of the business process is R(z) =

∑
i=1,...,n Ri,j

where sij is the service provider assigned to activity ai in z. The execution
time of an activity ai that is repeated n times and that is supported by service
provider si,j is simply R(z) = n × Ri,j . In the case of deterministic or non de-
terministic choices, the computation of the total execution is easily computed as
R(z) =

∑
i=1,...,n qi ×Ri,j where qi is the probability that activity ai is invoked.

Finally, the execution time of the parallel execution of n business activities is
given by R(z) = maxi=1,...,n{Rij}.

The computation of the average execution time for a business process that
has <flow>) constructs is quite involved, especially in the case where execution
times are random variables, and is described in [8].

Optimal service selection can be done in a naive way by enumerating all pos-
sible service selections and computing their execution time and cost. A more
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efficient approach avoids generating selections such that their subselections al-
ready violate the execution time and cost constraint. Such an algorithm, called
JOSeS algorithm, was presented in [8], and is used here for comparing the
heuristic algorithms presented in the next section.

4 Heuristic Service Selection

We present two new heuristics—Fastest First (FF) and Cheapest First (CF)—
and compare them with the high reduction in execution cost, low increase in
execution time ratio (hrCliR) heuristic presented by the authors in [8]. The goal
of the proposed heuristic solutions is to reduce the cost of finding the optimal
solution, providing a sub-optimal selection as close as possible to the optimal.

Figure 1 shows the solution space and the feasible solution space of our prob-
lem. The solution space is the area delimited by the dashed lines, which indicate
the lower and upper bounds for cost and execution time of the business process.
The lower bound CC for the execution cost is the cost obtained by selecting the
cheapest service providers for each activity. Similarly, the upper bound RS for
the execution time can be obtained by selecting the slowest service provider for
each business activity. On the contrary, the upper bound CE for the execution
cost is obtained by selecting the most expensive service provider for each ac-
tivity, and the lower bound RF for the execution time is obtained by selecting
the fastest service provider for each activity. The feasible solution space is repre-
sented by the dotted area and is the the portion of the solution space delimited
by the lower bound for execution time and execution cost and by the time and
cost constraints (bold lines). We assume that the execution cost of a service
provider is inversely proportional to its execution time.

R

CC CE

RS

(Ciii ,Riii)Rmax

Cmax

(CE,RF)
(Ci ,Ri)

(Cii ,Rii)

RF

C

Fig. 1. A conceptual representation of the solution space and of the feasible solution
space



790 E. Casalicchio et al.

4.1 Fastest First

The proposed heuristic is based on the following idea (see Fig. 1). We start from
the service selection z0 characterized by the lowest execution time, i.e., the point
(CE , RF ). Assume that this point is outside the feasible solution space and that
the cost constraint is violated. To find a feasible solution as close as possible to
the optimum, we have to choose a selection z′ that moves the problem solution
inside the dotted area, say the point (C′, R′). To choose the solution z′, we
determine the activity ak such that the service provider allocated to ak in z0,
i.e., z0(k), provides the lowest average execution time among all allocated service
providers in z0. We then replace z0(k) with the second fastest service provider
for ak.

We then evaluate the execution cost and execution time for the new service
selection z′. If the constraints are satisfied we have a suboptimal solution (see
point (C′, R′)). Otherwise, there are two possibilities: if the cost constraint is
still violated and the time constraint is not yet violated, we are in a point such
as (C′′, R′′) and we have to repeat the above mentioned process, i.e., the replace-
ment of the fastest service provider for the new allocation z′.

If the execution time constraint is violated but the cost constraint is satisfied,
we are at point (C′′′, R′′′) and we cannot accept such solution as we would
continue to violate the execution time constraint at any further attempt of cost
reduction. Then, we go back to the previous allocation (z0 in this case) and we
replace the service provider that has the second lowest execution time by its
next fastest.

The details of this heuristic are shown in Algorithm 1. The function
GetFastest (z, h) returns the service provider in allocation z that has the h-th
smallest average execution time when h ≤ N and returns NULL when h > N .
The function next (k) returns the next, not yet evaluated, service provider in
the list of service providers for activity ak. This list is assumed to be sorted in
increasing order of average execution time. This function returns NULL if all
the providers for activity ak have been already evaluated. We use the following
notation in the algorithm. Let z �k s stand for the operation of removing from
solution z provider s for activity k. Similarly, let z ⊕k s denote the addition to
solution z of provider s to activity k.

4.2 Cheapest First

The CF heuristic is based on the same criteria used in the Fastest First. The
main difference is that the search for a sub-optimal solution starts from the
point (CC , RS) in Fig. 1, which is the cheapest and slowest selection of service
providers. Assume that this point is outside the feasible solution space and that
the execution time constraint is violated. To find a feasible solution we have to
choose a selection z′ that moves the problem solution inside the dotted area.
To choose the solution z′, we determine the activity ak such that the service
provider allocated to ak in z0, i.e., z0(k), provides the lowest cost among all
allocated service providers in z0. We then replace z0(k) with the service provider
with the second lowest for ak.
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Algorithm 1. Fastest First Algorithm Solution
1: function FFHeuristic()

2: Find z such that E[R(z)] = RF ;
3: if (E[R(z)] ≤ Rmax) and (C(z) ≤ Cmax) then
4: return z
5: end if
6: while C(z) > Cmax do
7: h ← 1;
8: while (ski ← GetFastestSP(z, h)) �= NULL) do
9: if (skj ← next(k)) �= NULL then

10: z ← z �k ski ;
11: z ← z ⊕k skj ;
12: if C(z) ≤ Cmax then
13: if E[R(z)] ≤ Rmax then
14: return z;
15: else
16: z ← z �k skj ;
17: z ← z ⊕k ski ;
18: h ← h + 1;
19: end if
20: end if
21: else
22: h ← h + 1;
23: end if
24: end while
25: end while
26: return infeasible solution
27: end function

We then evaluate the execution cost and execution time for the new service
selection z′. If the constraints are satisfied we have a suboptimal solution. Other-
wise, there are two possibilities: if the execution time constraint is still violated
and the cost constraint is not violated, we have to repeat the above mentioned
process, i.e., the replacement of the cheapest service provider for the new allo-
cation z′.

If the cost constraint is violated but the execution time is satisfied we cannot
accept such solution as we would continue to violate the cost constraint at any
further attempt of cost increase. Then, we go back to the previous allocation
and replace the service provider that has the second lowest cost to be replaced
by its next cheapest.

4.3 hrCliR Algorithm

This heuristic, proposed in [8], starts evaluating the service selection z0 charac-
terized by the lowest execution time, i.e., the point (CE , RF ). Assume that this
point is outside the feasible solution space and that the cost constraint is vio-
lated. To find a feasible solution as close as possible to the optimum, we have to
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choose a selection z′ that moves the problem solution inside the dotted area, say
the point (C′, R′). To choose the solution z′ we replace the service provider that
provides the highest reduction in the execution cost C with the lowest increase
in the execution time R. To determine such provider, we need to compute the
ratio

∆i,j,j′ = pi ×
Ci,j − Ci,j′

Ri,j′ − Ri,j
j
′
> j (1)

for each activity ai (i = 1, · · · , N). In Eq. (1), j represents the service provider
allocated to activity ai, j′ represents an alternate service provider for ai, and
pi is the probability that activity ai is executed in the business process. This
probability is a function of the structure of the business process and its branching
probabilities. We then select the activity for which there is an alternate provider
that maximizes the value of the ratio for all such ratios. More precisely,

(k, m) = argmaxi=1,··· ,N ;j′ �=j {∆i,j,j′} . (2)

According to Eq. (2), the service provider m when replacing service provider j
in activity k yields the maximum value for the ratios ∆.

We then evaluate the execution cost and execution time for the new service
selection z′. If the constraints are satisfied we have a suboptimal solution. Other-
wise, there are two possibilities: if the cost constraint is still violated and the time
constraint is not yet violated, we are in point such as (C′′, R′′) and we have to
repeat the above mentioned process, i.e., the selection of a new service provider
that maximizes the ratio ∆ among all activities. If the execution time constraint
is violated but the cost constraint is satisfied, we are at point (C′′′, R′′′) and
we cannot accept such solution as we would continue to violate the execution
time constraint at any further attempt of cost reduction. Then, we select the
service provider that has the second best ratio ∆. The process is repeated until
a feasible solution is found.

5 Experiments

We implemented the heuristics and the optimal JOSeS algorithm [8] to conduct
experiments aimed at evaluating the efficiency of the former. In particular, we
wanted to: 1) determine how close the heuristics solution are to the optimal, 2)
compare the number of points in the solution space examined by each algorithm,
3) compare the three heuristics, CF, FF and hrCliR, over a wide range of param-
eters including the complexity of the business process topology, the tightness of
the response time and cost constraints, and the number of SPs per activity.

5.1 Description of the Experiments

The experimental methodology and metrics computed mirrors pretty closely
what the authors did in [8]. Fifty business processes were randomly generated and
the expression for the average response time and execution costs were computed
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according to section 3. The process for the generation of business processes
determined randomly when to generate sequences, flows, switches (and their
switching probabilities) as well as the number of branches of flows and switches.

The number of activities for the randomly generated business processes varied
from 6 to 10. The number of flows and switches in these business processes varied
in the range zero to three and zero to two, respectively.

The experiments assumed that the execution time of each service provider
s is exponentially distributed. The cost of obtaining an average execution time
E[Rs] from service provider s was assumed to be equal to 1/E[Rs]. In other
words, the cost decreases with the inverse of the average service time offered by
a service provider.

For each experiment, the number of SPs per activity nspa was the same for
all activities and that number was varied as follows: 2, 3, 4, 5, 6, and 7.

The complexity C(B) of a business process B is defined as

C(B) = #activities + #flows +
∑

∀ switch i

fanouti (3)

using an adapted version of the control flow complexity and other metrics dis-
cussed in [5]. After all business processes are generated, we compute for each a
normalized complexity C′

(B) as follows

C
′
(B) =

C(B) − min∀s C(s)
max∀s C(s) − min∀s C(s)

. (4)

It can be easily seen that 0 ≤ C′
(B) ≤ 1 for any business process B.

We then apply the k-means, with k = 3, clustering algorithm on all business
processes using | C′

(B) − C′
(q) | as the distance between business processes

B and q. The business processes in the cluster with the smallest centroid are
called simple business processes, the ones in the cluster with the largest centroid
are called complex , and the remaining ones medium business processes. The
performance of the heuristics are also compared along this dimension.

For a given business process p and for a given number of SPs per activity, we
compute the coordinates of the feasibility region (CC , RF ), (CE , RF ), (CC , RS),
and (CE , RS). We then compute three sets of values for the constraints Rmax
and Cmax according to how tight they are. We call them strict, medium, and
relaxed constraints, and their values are:

Cmax = CC + (CE − CC)/3 for tight,
Rmax = RF + (RS − RF )/3 for tight,
Cmax = CC + (CE − CC)/2 for medium,

Rmax = RF + (RS − RF )/2 for medium,

Cmax = CE − (CE − CC)/6 for relaxed, and
Rmax = RS − (RS − RF )/6 for relaxed.

We also carried out a set of experiments to evaluate the scalability of the algo-
rithms. The number of activities was set to 10 and nspa ranged from 5 to 40.
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For the complexity of the experiments the heuristics were evaluated only in the
medium constraints scenario.

5.2 Results of the Experiments

The following metrics are used to evaluate the heuristic algorithms discussed
here.

– εR: absolute relative percentage average execution time difference defined as

εR = 100 × | Rh − Ro |
Ro

(5)

where Rh and Ro are the average execution times obtained using the heuristic
and JOSeS algorithm, respectively.

– εC : absolute relative percentage average execution cost difference defined as

εC = 100 × | Ch − Co |
Co

(6)

where Ch and Co are the average execution costs obtained using the heuristic
and JOSeS algorithm, respectively.

– δ: the percentage of not feasible solutions found, defined as

δ = 1 − Nh

No
(7)

where No is the number of optimal solutions found by the JOSeS algorithm
(equal to the number of experiments) and Nh is the number of sub-optimal
solutions found by the heuristic algorithm. Note that while No is equal to
the number of exeriments, Nh could be less than No because heuristics are
not able to find a solution for all the constraints combination.

In [8], after conducting an exhaustive ANOVA analysis, we showed that both
εR and εC depend on nspa and on the business process complexity (C′

(p)).
Therefore, in the experiments, we compare the performance of the proposed
heuristics for different value of the number of SPs per activity and for the three
different classes of the normalized business complexity.

Our results can be summarized as follows:

1. The Fastest First and hrCilR heuristic algorithms have a comparable be-
haviour with an absolute relative percentage average execution time differ-
ence εR less then 7.3%±3.3% at a 95% confidence interval on average and less
then 9.6%± 4.2% at worst. The value of εC is always less then 4.8%± 1.7%
at a 95% confidence interval.

2. The Fastest First and hrCilR heuristic algorithms need a similar number
of iterations to find the sub-optimal solution (9.15 ± 1.35 for hrCilR and
9.45±0.98 for FF in the worst case, that is for tight constaints). This number
is five orders of magnitude less then the optimal JOSeS’s algorithm (125,794
iterations on average).
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3. The Fastest First and hrCilR heuristic algorithms find a sub-optimal (or
optimal in some cases) solution in 95.6 percent of the cases and in 97.8%,
respectively. On the contrary, the cheapest first has a high percentage of not
found solutions (17.7%). We should mention that the heuristics are not able
to find the optimal solution only when the constraints are tight.

4. The Cheapest First heuristic algorithm shows very high values of εR and εC ,
regardless of the type of constraints, the number of SPs per activity and the
BP complexity. For example, in the case of nspa = 5 and relaxed constraints
εR = 123%± 15.6% at a 95% confidence interval.

5. FF and hrCliR scale for a wide range of nspa (from 5 to 40) and the number
of iterations to find a sub-optimal solution was always less than 6 ± 0.66 at
a 95% confidence level.

Figures 2 and 3 show the performance of the heuristics for the three types of
constraints and for nspa = 3 and nspa = 5, respectively. The results show that
while Fastest First and hrCilR heuristic have the same behaviour in terms of rel-
ative percentage average execution time difference, the Cheapest First heuristic
shows a very high value of εR, regardless of the type of constraints. This be-
havior can be explained as follows. The CF heuristic, starting from the cheapest
solution, tries to find a sub-optimal solution that has a lower cost. Therefore,
the goal of the Cheapest First is opposite to the optimization problem defined
by Equation 1. Usually, the solution determined by the CF has a cost lower
then the optimum, and the high value for εC is due to values of Ch less then Co.
On the contrary, the sub-optimal execution time is significantly higher than the
optimum. From the experiments, it emerges also that the performance of CF
drastically improves for tight constraints. In this scenario, the number of feasi-
ble allocations is reduced and the distance between the solutions is very small;
therefore the probability of finding a solution near the optimum is higher.

Figures 4 and 5 show the values of εR for different values of business process
complexity. Also along this dimension, the trend is confirmed, i.e., FF and hrCilR
achieve very similar performance and outperform the Cheapest First algorithm.

Fig. 2. εR as funtion of the type of con-
straints. In this scenario nspa = 3.

Fig. 3. εR as function of the type of con-
straints. In this scenario nspa = 5.
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Fig. 4. εR as function of the business pro-
cess complexity. In this scenario nspa = 3.

Fig. 5. εR as function of the business pro-
cess complexity. In this scenario nspa = 5.

In the last set of experiments we evaluated the scalability of FF and hrCliR
when the selection is done over a large set of SPs (from nspa from 5 to 40 ) and
for complex business processes. Figure 6 shows that the number of iterations to
find a sub-optimal solution is always less then 6 ± 0.66 at a 95% at a confidence
level. The hrCliR performs better then FF (at worst it takes 5.28 ±0.54 iterations
to find a solution). The weakness of this set of experiments is that it is impossible
(with the systems we have access to) to compute the optimal solution and then
the values of εR and εC . Therefore we are not certain of the goodness of the
solutions found in the case of a large set of SPs.

Fig. 6. Number of Iterations for medium constraints and complex BP
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6 Concluding Remarks

The SOA model enables re-use and sharing of components through dynamic dis-
covery. The benefit of service composition stimulates also the growth of a market
of heterogeneous and volatile services. Service brokers are aware that: each pos-
sible service selection of services brings different levels of QoS and cost; and
that the service marketplace environment is highly heterogeneous and volatile.
Therefore, brokers need scalable mechanisms that can be used for runtime service
selection among a set of service providers.

This paper presented two such efficient mechanisms that, in all experiments
reported and all experiments carried out and not-reported due to lack of space,
come very close to the optimal solution (less than 7.3% worse) after having
examined a very small number of possible solutions (less than 9.45 worse).
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Abstract. When deployed as operational components of production
systems, novel computer services are supposed to respond synchronously
to real-world events associated to the business process they implement,
thereby needing to meet temporal constraints dictated by the dynamics
of the environment in which they operate. This elicits a real-time sys-
tem approach. One emerging concept to cope with such unpredictability
of large-scale distributed computer applications is the use of feedback
control principles. This paper introduces a feedback-based adaptive re-
source control algorithm for composite applications implementing real-
time business process. The study is based on recent achievements in the
field and ongoing progresses. A brief background on the field, the ratio-
nales of the proposed techniques and development results are presented.

Keywords: QoS, Real-Time, SOA, Control.

1 Introduction

Continuous technological advancements give rise to the dissemination of net-
worked computer systems throughout our physical environment. From personal
and house appliances like smartphones and digital assistants to mission-critical
systems such as vehicular equipment and medical instrumentation, distributed
computer application become commonplace in our ordinary routine. The more
the applications supported by those systems are integrated into the implementa-
tion of on-line services upon which we rely for daily activities, the more relevant
become their requisites of performance and dependability.

Unlike the asynchronous transactions characteristic of e-mail system, regular
file transfer and other conventional Internet applications, those novel computer
services are supposed to respond synchronously to real-world events associated
to the business process they implement, and therefore need to meet temporal
constraints dictated by the environment in which they operate. On this very
need lies, in turn, the concept of real-time systems, whose specification poses
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requirements on the expected response times, usually stated in the form of de-
lay upper bounds. In this extent, when deployed as operational components of
production systems, on-line services supporting security surveillance systems,
computer-supported collaborative tools, mobile context-aware applications and
even auctions management engines in an e-commerce system, to name a few
examples, follow into this category, inasmuch as they need to timely respond to
events that occur with respect to the natural (outer ambient) time, and thereby
fulfill temporal responsiveness constraints.

In this field, an important paradigm gaining relevance in the design of large-
scale distributed applications is that of service-oriented architecture (SOA).
Based on the composition of complex application out of independently devel-
oped, loosely coupled, component services, the SOA approach relies on the com-
bination of autonomous building blocks that interact to provide the desired
functionality. This is achieved though the coordination of individual services to
make up a composite service by means of asynchronous communication over an
agreed implementation-independent protocol.

Most of the classical theory on real-time systems, nonetheless, arises from the
domain of automation engineering, where the deterministic timing characteris-
tics of industrial processes have made it possible the development of analytical
techniques for the design and verification of mechanisms meant to operate under
strict constraints. Contrasts with this scenario that of the typical infrastructure
of todays interactive computer systems. The stochastic load patterns that ap-
plies to both the complex interactions of software and hardware resources in
the system host, and the time-varying routing conditions of the network con-
necting them, yield a poorly predictable environment. In addition, unlike the
typical periodic behavior of former automation systems, interactive computer
services are inherently driven by event-oriented dynamics. Synchronization and
fault-tolerance schemes in such asynchronous distributed systems become ex-
ceedingly more complex. As result, ensuring quality of service (QoS) in terms of
performance requisites is considerably difficult in SOA systems. The extension
of methodological and technical results from the real-time theory to address
the non-deterministic features of interactive services is a research-demanding
area [1].

The herein reported research work is aligned under this perspective focus-
ing on the challenges of novel QoS-aware service architectures with performance
requirements. This paper introduces a feedback-based adaptive resource control
algorithm for large-scale composite applications implementing real-time business
process. The study is based on recent achievements in the field and ongoing pro-
gresses. A brief background on the field, the rationales of the proposed techniques
and development results comprise the subject of the next sections.

2 Background

In an intuitive sense, providing quality of service means fulfilling application
requirements related to user-perceivable service effectiveness — being the user,
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in SOA context, either a human or a system component implementing another
service. A quality metric thus may be any performance or dependability pa-
rameter with meaningful value for the focused application such as throughput,
latency, reliability or security requirements. Therefore, while requisites of real-
time traffic for multimedia transmission on the Internet has been one major
demand for the development of new resource allocation techniques and routing
protocols for QoS provision at the network level, it is rather interesting that
in an integrated mechanism the upper layers of the architecture cooperate with
the policies implemented by the lower ones — an argument which has recently
attracted attentions as a key feature for the deployment of effective computer
services [2, 3,4, 5].

2.1 Challenges in Real-Time SOA

Among different parameters through which QoS can be formulated, responsive-
ness is a key-metric for interactive systems which gains increasing importance
as the deployment of on-line services takes place in the control of business pro-
cesses supported by the network infrastructure. More than influencing subjec-
tive user experience, responsiveness becomes a critical parameter when we move
from time-independent data transfer to pervasive interactive applications. In
this scenario, methodologies for design and evaluation of QoS-aware SOA elicits
a real-time system approach.

An application designed with the assumption that any deadline miss implies
in a service failure is known as a hard real-time (hard-RT) system. Associated to
temporally non-deterministic infrastructures and workload conditions, however,
typical large-scale SOA implementations do not lend themselves to such hard
response-time requirements at a viable cost, unless under unrealistic worst-case
assumptions. On the other hand, if a limited fraction of deadline misses does not
imply in failure but, instead, in service degradation, the hard-RT specification
can be relaxed. Real-time systems that can tolerate sporadic deadline misses
have gained increasing importance in a context where the capability of meeting
temporal requirements is associated to the QoS concept.

For this class of applications, stochastic responsiveness constraints are not
only more technically and economically feasible, but also effectively meaningful
regarding the needs of a wide range of application.

2.2 Average Performance Guarantees

Concerning services with non-rigid real-time requisites, the conventional met-
ric to assess the delivered quality is the deadline miss ratio (DMR). In its
simplest form, the dependability requirement may be stated as a DMR upper
bound, which suffices to quantify the system reliability with respect to service
failure rate, as well as the efficiency (effective throughput) regarding reissued
requests (e.g. package retransmissions in a reliable communication mechanism).
It does not, however, measure the distribution of delays in time. For the cases
in which this is relevant (as in audio streaming of packet-switched networks),
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DMR has been extended to consider either fixed [6] or sliding windows [7]. The
(m, k) − firm [8], the skip factor [9] constraints comprise known examples. A
more elaborated alternative based on Markov chains has also been recently in-
troduced [10].

Those metrics are suited to firm real-time (firm-RT) systems, namely those
in which requests whose deadlines are missed become useless, and are thus dis-
carded (e.g. over-delayed live multimedia frames that should not be played if
overdue). On the other hand, if tardy requests have degraded — rather than
null — utility, and therefore should not be discarded, soft real-time (soft-RT)
constraints are said to apply. This is a plausible scenarios for real-time SOA
applications where, for a good consumer experience, the service delivering is ex-
pected to exhibit an upper-bounded average response time. It may sporadically
take longer than that, but not so frequently that costumers need to wait for too
long before being served. One subtle difference in this case is that consumers are
not “droppable”; they just queue up in a line and remain there for their turn.

For soft-RT systems, a service-level agreement (SLA) based on DMR, or even
windowed DMR, is not a key metric. Surely one wants to know how often unsat-
isfied clients will eventually timeout or give up from being served. Nonetheless,
even if no one declines the transaction, user-perceivable quality of service can
also be measured by how long costumers stand in the line.

An alternative metric which relates the service times to their occurrence fre-
quency into a single measure is the average response time (ART) [11]. As a
SLA parameter, the average response time (ART) can be meaningful in many
circumstances where constraints on aggregate performance metrics are relevant.
This is the case, for example, of an online soft-RT system with a finite buffer.
It may not be necessary that the service consume queued requests at a constant
rate implying in a hard-RT operation; in this case it suffices that the average
response time be upper-bounded by a value which prevent the buffer from being
emptied during the processes. This is valid for SOA systems whose semantic
of the operations in the real-time business process implies soft-RT constraints.
ART-based SLA models have been successful exploited in research works on SOA
QoS provision.

2.3 Feedback Scheduling

A substantial deal of work in the area of real-time systems has produced im-
portant theoretical results aimed at the analysis of temporally deterministic ap-
plications. Processes characterized by periodic dynamics — commonly present
in monitoring and control systems, as in industrial environment and vehicular
automation — have motivated the development of sound analytical approaches.
The treatment of event-driven (asynchronous) systems, where requests exhibit
non-deterministic inter-arrival and execution time, is otherwise considerably
more complex. Real-time resource allocation under non-deterministic dynamics
is admittedly challenging even with state-of-art techniques. Heuristic approaches,
instead, prevails in this domain.
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Alternatively, one concept that has been emerging in the field of real-time
computing is the Feedback Control notion, already establish in other areas of
Engineering. It grounds on the principle of self-adaptation by using the deviation
of the system’s output from the desired value as an input in such a way to force
the system output contrarily to the deviation itself. This called a negative closed
loop, as illustrated in Figure 1.
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Fig. 1. Feedback control loop

In the diagram, a block represents a generic function F (x(t)) that converts the
input signal x(t) into an output signal y(t). The controlled system is represented
by the block G; i and o denote the input and output respectively.

To set the output o at the desired value it is necessary to adjust the input
i accordingly. In open loop control, Figure 1 (a), this has to be accomplished
manually. If either some internal parameters of the system changes over time
(changing G to G′) or an external disturbance (d) affects the output, i must be re-
adjusted to compensate for those changes. In the closed loop approach, Figure 1
(b), the block H is a sensor which measures the system output o and produce
a corresponding signal s. By applying the control system a reference signal r
equivalent to that assumed by s when the output has the desired value, the
difference e = r−s is the ”error”, or the instant deviation between the reference
and the current output. This error signal is then inject into the controller block C
so as to produce the signal i = C(e), which is injected into the system G, forcing
the output to the desired value. To see that, it suffices to suppose that the both
controller and the sensor are proportional blocks C(x) = P.x and H(x) = Q.x, so
that i = P.e and s = Q.o. If the system is currently delivering the correct output,
than i must have the corresponding correct value. Any undesired increase in o,
due to either a change in G or an external disturbance, will cause s to increase
proportionally. This raise in s will, in turn, reflects into a decrease in e, since
r is a constant reference signal. The system input i is also reduced, having as
effect a corresponding decreasing in o. As it can be concluded, an increase in
o, in the negative closed loop, forces a decrease in o. Conversely, a decrease in
o, has the opposite effect. The system is always driven towards an output value
that corresponds to the reference signal, and is is thus much less susceptible to
both internal parameter variations and external disturbances. Functions other
than the bare proportional gain can be used as the controller block in order to
shape the system’s output as desired, and these include integrals and derivatives
of the error time-function.
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Control Theory has developed as a groundbreaking field in Engineering and
in some natural science branches, and counts on a rich collection of mathemati-
cal modeling tools to describe the behavior of dynamic systems in terms of how
they respond to different stimuli, and to verify stability, observability and con-
trolability properties. It offers an extensive background for the design of control
strategies applied to linear and non-linear systems.

The application of Control Theory in computer systems architectures for
either performance or dependability optimization is nevertheless recent, and
considerably less explored than in other domains. It has been employed, for
instance, for dynamical clusterization of parallel processors in resource par-
titioning problems, and for throughput shaping in congestion control mecha-
nisms. Feedback scheduling is considered a leading paradigm in real-time systems
field [12,13,14,15], specially in applications meant for non-deterministic environ-
ments. In this case, runtime automatic parameter-tuning capability represents
an advantageous alternative to the off-line presetting at design phase which may
be only possible under over-pessimistic worst-case assumptions.

In the context of large-scale service-oriented architectures, self-adaptation
constitutes an appealing concept. The simultaneous fulfillment of both the func-
tional requirements concerning the overall business logic and the non-functional
requirements concerning the QoS levels expected from the SOA system is a chal-
lenging goal in view of the stochastic dynamic of networked computer systems.
Automatic control is a theoretically-grounded, well-established technique to cope
with such unpredictability by means of closed-loop feedback, which has proven ef-
fective for building systems less susceptible to both outer and inner disturbances
in other fields of Engineering. The exploitation of control theory principles in the
design of self-adaptive QoS-aware SOA applications is a key approach towards
the fulfillment of non-functional requirements in large distributed systems.

2.4 Scheduling for ART-Constraints

One important element influencing the performance of interactive services is the
scheduler. In order to meet real-time constraints, appropriate scheduling policies
should be applied to conveniently manage resource allocation.

For a set of service classes, let the goal be that of ensuring that the average
response time calculated over a window of w past requests delivered to each sys-
tem client be upper-bounded by a value agreed on a per-class basis. Intuitively,
if one particular client is recurrently left aside in several consecutive scheduling
cycles, the effective ART offered to it will tend to increase. One sensible approach
is then to take the difference between both contracted and effective ART into
consideration while assigning priorities to the resource allocation.

Classic results from the real-time theory have produced well-known scheduling
algorithms [13], among which, the earliest deadline first (EDF) is an outstand-
ing contribution. EDF is an optimum scheduling discipline for non-preemptive
uniprocessors that assigns the highest priorities to the jobs with the shortest
deadlines. It might seem that this urgency-based heuristic is a straightforward
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solution for the highlighted problem, and that serving first those clients whose
contracts are closer to a violation is reasonable.

A more careful theoretical exam under the light of the control theory, nev-
ertheless, will clearly reveal that this is not the case. If the difference between
contracted and effective ART is injected into the system as a feedback signal,
and is the only factor influencing the scheduling decision, then this difference
(the error) will be minimized. This means that the contracts will be always on
the limit (a well-served client will be overlooked until it becomes bad served).

The exigency-based scheduling policy [16] is a newly proposed real-time schedul-
ing algorithm developed in the scope of a research project whose aim is to enable
the provision of absolute QoS guarantees in ART-constrained soft-RT systems.
EBS assigns the highest priorities to the jobs with the lowest product given by
Eq. (1)

P = D.C (1)

where D is the deadline and C is the expected execution time. Pondering the
urgency of a request with the execution time borrows the rationale of the shortest
job first algorithm. SJF prioritizes the jobs with lower processing times and is
known to minimize the average response time.

The EBS rationale is then to prioritize jobs with approaching deadlines but
only if they are not too time costly. Recent works have shown the property of
the EBS in delivering a fair balance of resource allocation proportional to the
demands imposed by each service class [16].

3 Adaptive Resource Scheduling

Figure 2 shows a feedback loop depicting the adaptive resource scheduling ar-
chitecture developed in this research work. The system input is the vector [µi]1n
representing the ART upper bounds µi, i = 1, 2....n specified by each of the n
clients. The output is the corresponding vector [mi]1n with the effective delivery
ARTs.

The workload is represented by a queue of pending requests, where each job
is parameterized by both the arrival time T and the cost C (execution time).

Fig. 2. The feedback loop of the adaptive resource allocation algorithm
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Vectors [Tj]1k and [Cj ]1k denote those two parameters, respectively, for all the k
jobs in the queue.

If the job j currently in the queue was issued by the client i, then Eq. 2
represents the ART constraint:

mi.w + T j + Dj

w
≤ µi (2)

The right side of the expression encompass the total service time client i has
experienced so far, plus the time the job has already spent in the queue, plus
the time it will still wait if not selected now. The condition says that the average
response effectively delivered should not be superior to the contracted value.

The maximum value Dj may assume in this inequation is the deadline for
execution of the job before the contract is violated. Eq 3 explicits this value:

Dj = (µi − mi).w − Tj (3)

Notice that Dj is a then a time-varying deadline that is valid in every scheduling
cycle and must be dynamically recalculated online.

Back to Figure 2, the EBS block receives the jobs’ deadline and processing
time and produces the priority vector. The block α represents the scheduler. It’s
function is to get the index h of the larges value in [Pj ]1k and then pick up the
corresponding job in the queue. The other output of this block is a vector [Hj ]1k
filled with zeros in all positions but h, where it holds the number 1.

The cost of the selected job is the input to the block β standing for the service,
which is expected to exhibit a response time tR.

The windowed upper-bounded ART constraint is depicted in the rightmost
large block. The new average response time of the served client should be recal-
culate. An efficient way to perform this step is to calculate the new ART at a
given instant from the ART at instant before by adding the value entering the
window and subtracting the value leaving it at the other end, w positions back,
as in Eq 4 :

mz =
mz ∗ w + tz − tz−w

m
(4)

Block δ is a FIFO of w positions which buffers incoming values of response time
and returns the oldest instance in the window. The difference between current
and last response time is multiplied by 1/w and summed up with the current
effective ART, for the served client, to produce the output.

The result of this feedback architecture is an adaptive resource allocation
which schedules the access to the service proportionally to the demands (effective
service level and workload) of each client at every moment.

4 Development Results

The graphics in Figure 3 show the results of a simulation experiment for a system
with two service classes A and B, between which the clients are distributed in
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Fig. 3. Simulation results for the proposed architecture

the proportion of 1 : 3. The system is modeled as standard queue of independent
jobs and a single non-preemptive processor.

The experiment was performed by means of a simulation program written
in SMPL [17] discrete-event simulation library, which implements several queue
scheduling algorithms.

A preliminary essay was run for a FIFO scheduler and the ART delivered to
the clients was plotted. The horizontal axis represents the instants at which the
service releases each job after having completely processed it, and the vertical
axis denotes the ART calculated up to that point within a 200-job window. The
graphic of Figure 3(a) refers to one client of class A, while that of Figure 3(b) is
for one client of class B1. The x-axis represent the time at which a request is re-
leased by the service after being completely processed, and the y-axis represents
the average response time calculated at that moment.

The QoS contract was then established so that A-class clients are supposed
to be assured an ART 40% below that provided by the FIFO scheduler, while
B-class clients’ ART upper bound is allowed to be 40% higher than that value.
The horizontal line marks the contract levels of each service class. As itcan
be inferred, EDF heuristic performed disappointingly bad. That is because the
scheduler directs all efforts to the clients whose contracts are near their limits,
leaving aside the well-served ones until they also eventually approach their ART
upper bound. The contracts are always at the limit and it is difficult to handle
the stochastic load variations.

In the same graphics it is possible to see the simulation results for a shortest
job first (SJF) scheduler. SJF prioritizes the jobs with lower processing times
and is known to minimize the average response time. It is superior to EDF in
this case but, unaware of any QoS contract, it performs equally good for both
classes. It assigns more priority than need to fulfill contract B at the expenses
of the more exigent contract A.

As it can be seen, out of the four essayed techniques, the proposed method
(curve EBS in the graphic) is the only one capable of fulfilling both contracts,

1 Service quality delivering is homogeneous for all the clients in a service class.
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and it does so because it is able to loose in performance for class B, in order
to decrease the effective ART delivery to class A. The constraint miss ratio cal-
culated for this simulation was 98% for both classes, while the other algorithms
achieved less than 40% for either A or B.

5 Conclusions

This paper introduces an adaptive resource control technique for QoS-aware
distributed systems with soft real-time requirements.

The proposed architecture is modeled as a feedback loop and its operation
rationales are explained. The research is motivated in the context of concur-
rent SOA implementing real-time business processes and investigates techniques
aimed at request scheduling in concurrent services. Results of simulation exper-
iments are used to discuss the properties of the algorithm with respect to the
balance of the service scheduling among clients proportionally to the workload
demands.

The present work explores the introduced formalization to describe recent
results on QoS provision for ART-constrained systems, which are applicable in
a wide varied of emerging network applications, specially those operating over
communication infrastructures with stochastic performance. The practical use
of the QoS model in the definition of novel SLA frameworks for network applica-
tions with responsiveness guarantees was addressed. It was also shown how the
presented model can be explored in the design of scheduling strategies for re-
source allocation in computing and communication applications. The introduced
adaptive resource scheduling architecture implements an efficient scheduling pol-
icy specially designed for ART-constrained real-time systems and represents an
effective possibility for novel QoS approaches, and new business models for In-
ternet service provision.

Related and ongoing works at the research group developing this work in-
clude and an extension of those results for heterogeneous multiprocessor sys-
tems, proposing a novel load balancing algorithm specially tailored for ART-
constrained applications [18]. Another work introduces an adaptive admission
control algorithm that protects the systems from overload by penalizing the
QoS delivered to each client proportionally to the generated workload. A related
project is devoted to the implementation of the proposed adaptive architec-
ture as an extension for the mainstream Apache Web server, aimed at enabling
service differentiation and performance guarantees in distributed Web architec-
tures and SOA systems. Future works shall address other workload models such
as heavy-tailed distributions and real-world.
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