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Foreword 

As future generation information technology (FGIT) becomes specialized and frag-
mented, it is easy to lose sight that many topics in FGIT have common threads and, 
because of this, advances in one discipline may be transmitted to others. Presentation 
of recent results obtained in different disciplines encourages this interchange for the 
advancement of FGIT as a whole. Of particular interest are hybrid solutions that com-
bine ideas taken from multiple disciplines in order to achieve something more signifi-
cant than the sum of the individual parts. Through such hybrid philosophy, a new 
principle can be discovered, which has the propensity to propagate throughout multi-
faceted disciplines. 

FGIT 2009 was the first mega-conference that attempted to follow the above idea of 
hybridization in FGIT in a form of multiple events related to particular disciplines of IT, 
conducted by separate scientific committees, but coordinated in order to expose the most 
important contributions. It included the following international conferences: Advanced 
Software Engineering and Its Applications (ASEA), Bio-Science and Bio-Technology 
(BSBT), Control and Automation (CA), Database Theory and Application (DTA), Dis-
aster Recovery and Business Continuity (DRBC; published independently), Future Gen-
eration Communication and Networking (FGCN) that was combined with Advanced 
Communication and Networking (ACN), Grid and Distributed Computing (GDC), Mul-
timedia, Computer Graphics and Broadcasting (MulGraB), Security Technology  
(SecTech), Signal Processing, Image Processing and Pattern Recognition (SIP), and u- 
and e-Service, Science and Technology (UNESST). 

We acknowledge the great effort of all the Chairs and the members of the advisory 
boards and Program Committees of the above-listed events, who selected 28% of over 
1,050 submissions, following a rigorous peer-review process. Special thanks go to the 
following organizations supporting FGIT 2009: ECSIS, Korean Institute of Informa-
tion Technology, Australian Computer Society, SERSC, Springer LNCS/CCIS, 
COEIA, ICC Jeju, ISEP/IPP, GECAD, PoDIT, Business Community Partnership, 
Brno University of Technology, KISA, K-NBTC and National Taipei University of 
Education. 

We are very grateful to the following speakers who accepted our invitation and 
helped to meet the objectives of FGIT 2009: Ruay-Shiung Chang (National Dong 
Hwa University, Taiwan), Jack Dongarra (University of Tennessee, USA), Xiaohua 
(Tony) Hu (Drexel University, USA), Irwin King (Chinese University of Hong Kong, 
Hong Kong), Carlos Ramos (Polytechnic of Porto, Portugal), Timothy K. Shih (Asia 
University, Taiwan), Peter M.A. Sloot (University of Amsterdam, The Netherlands), 
Kyu-Young Whang (KAIST, South Korea), and Stephen S. Yau (Arizona State Uni-
versity, USA). 
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We would also like to thank Rosslin John Robles, Maricel O. Balitanas, Farkhod 
Alisherov Alisherovish, and Feruza Sattarova Yusfovna – graduate students of Han-
nam University who helped in editing the FGIT 2009 material with a great passion. 
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Preface 

This volume contains carefully selected papers that were accepted for presentation at 
the events organized as parts of the First International Mega-Conference on Future 
Generation Information Technology (FGIT 2009), held during December 10–12, 2009, 
at the International Convention Center Jeju, Jeju Island, South Korea. Out of ap-
proximately 300 papers accepted for 10 out of 11 FGIT 2009 conferences, (i.e., 
ASEA, BSBT, CA, DTA, FGCN/ACN, GDC, MulGraB, SecTech, SIP, and 
UNESST), we chose 10%. The remaining accepted papers were included in the pro-
ceedings of particular events, published by Springer in the CCIS series (respective 
volume numbers: 59, 57, 65, 64, 56, 63, 60, 58, 61, 62). 

The papers in this volume were recommended based on their scores obtained from 
the independent reviewing processes at particular conferences, and their relevance to 
the idea of constructing hybrid solutions to address the real-world challenges of IT. 
The final selection was also based on the attempt to make this volume as representa-
tive of the current trends in IT as possible. The papers were then split into two sec-
tions on: “Data Analysis, Data Processing, and Advanced Computation Models,” and 
“Security, Software Engineering, and Communication and Networking.” Moreover, 
the volume begins with two papers prepared by the FGIT 2009 keynote speakers: 
“Computer Science: Where Is the Next Frontier?” by Ruay-Shiung Chang, and “Video 
Forgery” by Timothy K. Shih et al. We would like to acknowledge all the authors of 
keynote and regular papers for their extremely interesting and valuable contributions. 

We realize that the idea of preparing this volume, with the papers corresponding to 
such diverse aspects of future generation information technology, may need further, 
perhaps critical, analysis. FGIT 2009 is not the first attempt to grasp the concept of 
hybrid solutions in IT (sometimes called hybrid information technology). However, 
this is the first case wherein the publication process comprises two stages: the review 
processes related to particular conferences/disciplines, and the recommenda-
tion/selection procedure finally resulting in this volume. We are grateful to Springer 
LNCS, especially to Alfred Hofmann, for their trust in our efforts. We welcome the 
feedback from everyone who may happen to study the gathered material. We strongly 
believe that this kind of vision is worth continuing in the future. 

Once more, we would like to thank all the organizations and individuals who sup-
ported FGIT 2009 and, in particular, helped in the preparation of this volume, with their 
hard work. 
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Computer Science: Where Is the Next Frontier? 

Ruay-Shiung Chang 

Department of Computer Science and Information Engineering 
National Dong Hwa University, Hualien, Taiwan 
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Abstract. Enrollments for computer science have dropped in recent years. Why 
is the trend? Can we do something to stop it? In this talk, we discuss the issues 
and propose some research directions with the hope that computer science can 
be revitalized. Coded as ACGT, we identify four interesting areas for comput-
ing. Furthermore, we preach for system openness and a simpler programming 
environment for small and smart devices.  

Keywords: Autonomous Computing; Cooperative Computing; Green Comput-
ing; Trusted Computing; Open Systems. 

1   Introduction 

In September 8, 1966, American television company NBC debuted Star Trek TV 
series (http://www.startrek.com/). At the show’s beginning, the following texts were 
narrated: 

“Space... the Final Frontier. These are the voyages of the starship Enterprise. Its five-
year mission: to explore strange new worlds, to seek out new life and new civiliza-
tions, to boldly go where no man has gone before.” 

The final frontier for space exploration is so interesting, daunting, and vast that it 
will keep generations of children intrigued. Remember also that the studies of cos-
mology dated back to the days before Christ. On the contrary, counting from the 
ENIAC (Electronic Numerical Integrator and Computer, the first general purpose 
computer) built in 1946, studies of computer science have only been existed for 63 
years. However, we seem to see an alarming decline in the interest of pursuing de-
grees in computer science around the globe. According to a survey by the Computing 
Research Association (CRA) [1], the number of computer science majors in US fell 
18 percent nationally from 2005 to 2006, continuing the 7-year trend. The results also 
showed that the number of students enrolled in fall 2007 is half of what it was in fall 
2000. The situation is not alone. In Taiwan, the rankings of departments of computer 
science and information engineering in university entrance exam have dropped con-
siderably. All the phenomena indicate one thing that computer science as a discipline 
is no longer welcome by the students. One may ask why? A popular answer is to 
blame it to the outsourcing [2]. Since the world is flat [3] and due to the omnipresent 
Internet, many computer-related jobs have been shifted from developed countries to 
developing countries. Therefore, it is believed that a computer science graduate is 
hard to find a job unless you are located in Brazil, Russia, India, or China [4]. 
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We know it is not true. According to a report [5] by the CIO Insight magazine, the 
number of employed IT pros reached a record high and the IT unemployment rate 
hovered near historic lows in 2008 in US. As the ICT (Information and Communica-
tion Technology) penetrates many facets of lives and all lines of works, more  
computer related jobs will be created. So if job prospect is not a factor, what are the 
reasons that students shun away from computer science departments?  

I believe the lack of useful and exciting new researches and the system closeness of 
the recent smart devices are two possible major reasons. In this talk, I will elaborate 
on these two fronts. 

2   In Need of New Fields and Excitements 

We now know that ACGT stands for the four nucleic acid bases that make up DNA 
[6]. I would propose the ACGT for computer sciences. These are Autonomous com-
puting, Cooperative computing, Green computing, and Trusted computing. Interest-
ingly, in DNA, A is bonded only to T and C to G. In computer sciences, autonomous 
computing should be trusted and cooperative computing should be green. 

2.1   Autonomous Computing 

When IBM initiated the autonomic computing [7] concept in 2001, it was meant to 
reduce and solve the system management complexity issues. But I see there is an 
urgent need for autonomous computing application in one particular field, the robotics 
[8]. Human beings are autonomous. How to make a robot autonomous enough to 
mimic humans? It is the task of autonomous computing. In a book by CSIS (Center 
for Strategic and International Studies) [9], the world population is ageing and it is 
“certain and lasting. There is almost no chance that it will not happen—or that it will 
be reversed in our lifetime.” Therefore, robots will come in handy in many fields, e.g., 
in supplying the lacking workers in factories, in taking care of sick and elderly peo-
ple, and so on. However, before that comes true, many barriers have to be overcome. 
Mechanics and human ergonomics, though tough, are relatively solvable. The hardest 
part is the intelligence [10]. That is, can a robot be smart enough to be really able to 
replace humans in some endeavors? This is where autonomous computing comes in. 
Autonomous computing in robotics will change our future if it is successfully and 
well done. 

2.2   Cooperative Computing 

Interested in Aliens? Download a program from SETI@Home (http://setiathome.ssl. 
berkeley.edu/) and run it in your computer. You will be contributing to the project of 
Search for Extraterrestrial Intelligence using your computer’s spare time. Millions of 
users have done so. It is the power of individual computer that cooperatively solves a 
problem. Cooperative computing is the art of solving problems collectively by a 
group of computers scattered around the earth. When the Internet becomes omnipres-
ent, cooperative computing will be common for solving hard problems distributedly. 
Currently cooperative computing is disguised in many faces such as grid computing 
[11,12], cloud computing [13,14], utility computing [15], volunteer computing 
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[16,17], exascale computing [18,19], etc. They all involve many processors that coor-
dinately or uncoordinatedly contribute to solve a problem. Besides difficulties en-
countered in traditional parallel and/or distributed computing, cooperative computing 
is a step ahead in the scale of processors. It may use millions of computers simultane-
ously. Therefore, scalability and processor communication (whether it is needed or 
not) determine the complexity and feasibility of cooperative computing. 

2.3   Green Computing 

When crude oil climbed to more than 140 USD per barrel in 2008, we began to realize 
how much power computing devices consume and how much computing costs us. 
Green computing [20,21] tries to reduce the power consumption and reduce the cost 
of computing. Seen from a grander picture, it consists of a chain of events from manu-
facturing of computers to the user’s habits of using computers. In the first step, we 
can narrow green computing down to the task of reducing energy consumption in 
hardware design and software operations. In hardware, low-power design [22] is 
common now. However, how to make software more energy efficient is an interesting 
new research. A paper studied the electric prices and concluded that a routing algo-
rithm would be more economical if the algorithm could identify where the electric 
price is lower and routed around it [23]. Another interesting scenario is shown in 
Figure 1. I would call it as the dormant router problem [24].  In Figure 1, if the net-
work traffic is very light, we don’t need all routers to be operational. For example, we 
can turn off routers B, C, and E for the route from A to G. That leaves only one route, 
A-D-F-G. It should be fine if the traffic is light. 

 

Fig. 1. An example of a routing network 

Besides networking algorithms, there are many other places where green comput-
ing can be applied, for example, in the operating systems, in the middleware systems, 
in repetitive applications, etc. What we need is a tool or many tools to help us design 
and gauge the energy efficiency of a software system, which won’t be easy. 

2.4   Trusted Computing 

Trusted computing [25] is not a new term. It was used to indicate that a computer will 
consistently behave in expected ways, and those behaviors will be enforced by hard-
ware and software. But I will broaden its meaning to include the concept of “Seeing is 
believing”. Nowadays there are too many phony emails or web pages in the Internet. 
Someone emails me that I inherit a fortune all the time. My bank always emails me 
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asking me to renew my personal data (a phishing email [26]). What we see through 
the Internet is not always true. Can the endpoint (that is, the computer) and the net-
work be smarter enough to analyze the content and distill all those that are untrue or 
malicious? 

Another important issue is the protection of privacy. How trusted computing can 
help in this regard is an interesting research problem. 

3   More Openness in Small and Smart Devices 

In the good old days when we only had personal computers, we learned to program it 
using Basic or Fortran. The grammar is simple and the program is plain and easy to 
understand. After learning the basic programming skills, we can write programs for 
various applications run by different PCs. Now most people use handheld devices. 
We learn how to operate it. Most people don’t learn how to program it because it is 
called an embedded system. Embedded is embittered since not all embedded systems 
are created equal. Jonathan Zittrain, a Harvard law school professor, recently pub-
lished an article [27] in New York Times and wrote a book [28] about this topic. He 
argues that PC and the Internet were originally "generative" platforms, where users 
can improve the basic function of the platform through easily adding applications. 
Now we are full of non-generative ones that only the vendor in charge can control. 
We consumers need to be careful of becoming too star-struck by our smart devices. 
Not all agree of course. People might prefer a well-designed closed system to a sys-
tem using other open sources since user experiences are more important than pro-
gramming experiences. However, as computer scientists, we like to program and we 
should encourage more openness. Openness may not necessarily bring innovation. 
Openness may not be omnipotent. But without openness, nothing is possible. 

The industry has noted this situation and formed the Open Handset Appliance 
(OHA) (http://www.openhandsetalliance.com/) in 2007. Its members include mobile 
operators, software companies, semiconductor companies, handset manufacturers, and 
so on. At the same time as the announcement of the formation of the alliance, it also 
unveiled Android, an open source mobile phone platform based on the Linux operat-
ing system. Behind the scene, Google is believed to be a big player and the major 
developer for Android. Android aims to compete against other mobile platforms from 
Apple, Microsoft, Nokia, Palm, Research In Motion, and Symbian. As a result, none 
of the above companies joined OHA as of September, 2009. 

Even under the OHA, Android is not completely open. The Android Software De-
velopment Kit License Agreement [29] states something that seems just like some 
proprietary software will do. For example, if you want to modify the Android SDK 
(Software Development Kit), be aware of the following sentence: 

“Except to the extent required by applicable third party licenses, you may not copy 
(except for backup purposes), modify, adapt, redistribute, decompile, reverse engi-
neer, disassemble, or create derivative works of the SDK or any part of the SDK.” 

Besides openness, ease of programming is also important. If we can develop appli-
cations for smart devices in our PCs and then transform and download to the intended 
device through an Internet connection, there would be more applications and perhaps 
more innovations. The keyword here is the “transform”. When we write programs for 
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PCs, we usually don’t care about things like process scheduling, memory manage-
ment, disk allocation, etc. since they are all handled by the operating system. In small 
and smart devices, it still has a long way to go to achieve this goal. 

4   Conclusions 

Will computer science as a discipline die? The answer is probably not since we are 
becoming more dependent (if not already) on computers and networks. To keep at-
tracting young talents into our field, we need to keep the subject interesting and sim-
ply elegant. From my point of view, ACGT computing is useful and interesting. Its 
advances will certainly help mankind. 

Two things will probably stay forever for computer sciences. One is the Internet 
and the other is the mobility. The combination is that more and more people are using 
Internet while they are on the move. What this trend will bring remains to be seen. 

  When a computer system becomes more complex, we need more intelligent and 
simple interface. Everyone can learn to drive a car easily. Can everyone learn to write 
a program as easily? To keep the innovation going, we need mathematicians, physi-
cists, chemists, civil engineers, and so on, to be able to write programs to solve their 
problems. Making the programming task complex is not the way to go. 

Finally, we should endeavor to attract women and minorities [30] into computer 
science departments. Recently, an interim report [31] from ACM and the WGBH 
Educational Foundation confirms a significant gender gap among college-bound stu-
dents in their opinions of computing as a possible college major or career. The re-
search found that 74 percent of boys – regardless of race or ethnicity – considered that 
a college major in computer science was a “very good” or “good” choice for them, 
but only 10 percent of girls rated it as “very good” and 22 percent rated it “good.” I 
think this trend is alarming. If half of the populations are left out of computer science, 
the field will become boring, if not endangered. 
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In this section, we discuss about the technology of video forgery. There are three 
technologies we will discuss. The first is inpainting, inpainting is an algorithm de-
veloped for a long time. It includes image inpainting, video inpainting, and motion 
inpainting. Exemplar-Based Image Inpainting[1] is a technique which be proposed in 
2004. It completes the area of an object which is manually selected and removed by 
the users. The image inpainting is focused on images computing, when this tech-
nique was used in a video sequence, it will produce another problem called “ghost 
shadow”. In order to prevent this phenomenon, we proposed a method to solve in our 
previous research [2]. We use our proposed algorithm to generate the panorama of 
our video.  

The background of the input videos can be divided into two parts. One is the stick 
background, in this part; we can do inpainting computing via our proposed video 
inpainting approach. But the dynamic background like fire, water or smoke can’t be 
computed by our previous approach. So we use another way to make the dynamic 
background smoother. 

The second part is about the object computing. There are many approaches that we 
can use in our tool. Motion estimation is an approach used in video compression, 
motion compensation or object tracking. The motion map of the object plays an  
important role in motion interpolation. In order to generate a new motion between two 
original motions, the precise motion vectors on object are necessary. Cross-Diamond-
Hexagonal Search [3] is a novel algorithm proposed by Chun-Ho Cheung and  
Lai-Man Po. It composes of three algorithms – cross search, diamond search and 
hexagonal search, and capture benefits of these three algorithms. The result and  
performance of this algorithm is better than others proposed previously.  

In the third part, we discuss about the forgery of the videos. Alex Rav-Acha et al. 
[4] proposed a video forgery algorithm focus on the dynamic stereo. They generated 
dynamic mosaics by sweeping the aligned space-time volume of the input video by a 
time front surface and generating a sequence of time slices in the process. All of the 
samples in this paper, we divide the videos into two parts: object and background. 
Then, we can get a video forgery. 

Video Forgery is a technique for generating fake video by altering, combining, or 
creating new video contents. We change the behavior of actors in a video. We also 
track objects and segment motions using a modified mean shift mechanism. In order to 
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obtain a smooth movement of target objects, a motion interpolation mechanism is 
proposed based on reference stick figures and video inpainting mechanism. The video 
inpainting mechanism is performed in a quasi-3D space via guided 3D patch matching. 
Interpolated target objects and background layers are fused. It is hard to tell whether a 
falsified video is the original. There are several steps involved in the video forgery 
process: 

1. Object tracking 
2. Video inpainting 
3. Video motion interpolation 
4. Motion inpainting of background video 
5. Video planning 

The first challenge to alter the behavior of actors (or objects) in the original video in-
volves a precise object tracking technique in stationary and non-stationary videos. 
Precise object tracking obtains the contour of video object by using color and motion 
information. The precision of tracking may affect the outcome of altering the obtained 
object, especially for non-stationary video sequences. The second issue is related to 
removing objects from a video, usually, called video inpainting. The key technology of 
video inpainting in non-station video is to remove object without leaving a “ghost 
shadow,” which is created if the continuity of video frames were not considered in the 
inpainting procedure. To avoid ghost shadow, motions of objects need to be calculated 
to produce references for the video inpainting procedure to predict movements. The 
third issue in video forgery is to change the behavior of actors. For instance, the  
outcome of a 100-meter race in the Olympic Game can be falsified. Objects in different 
layers of a video can be played in different speeds and at different reference points 
with respect to the original video. In order to obtain a smooth movement of target  
objects, a motion interpolation mechanism can be used based on reference stick figures 
(i.e., a structure of human skeleton) and video inpainting mechanism. The fourth chal-
lenge issue is to alter the background video. For instance, special effects in the movie 
industry usually have fire, smoke, and water, etc. To produce a fake but realistic back-
ground, the dynamic motions need to be predicted and reproduced in a realistic way. 
This step of special effect production can be further enhanced with combining natural 
scenes, to prepare a background video for inserting actors and objects. The last inter-
esting issue is to create a video database with a rich set of video clips, classified  
according to their scenery and video behavior. An efficient retrieval technique needs to 
be developed along with a friendly authoring tool for video planning. The optimal goal 
of video planning is to create new video sequences, based on video clips available in a 
large video database. 

We demonstrate several examples of special effect productions in the keynote  
address. Some interesting results are illustrated in the following figures. Video falsi-
fying may create a moral problem. Our intension is to create special effects in movie 
industry. 
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Fig. 1. The Left are the original videos and the right are the falsified videos 
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Fig. 1. (continued) 
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Fig. 1. (continued) 
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Abstract. One of the major aspects of Infobright’s relational database technol-
ogy is automatic decomposition of each of data tables onto Rough Rows, each
consisting of 64K of original rows. Rough Rows are automatically annotated by
Knowledge Nodes that represent compact information about the rows’ values.
Query performance depends on the quality of Knowledge Nodes, i.e., their effi-
ciency in minimizing the access to the compressed portions of data stored on disk,
according to the specific query optimization procedures. We show how to im-
plement the mechanism of organizing the incoming data into such Rough Rows
that maximize the quality of the corresponding Knowledge Nodes. Given clear
business-driven requirements, the implemented mechanism needs to be fully inte-
grated with the data load process, causing no decrease in the data load speed. The
performance gain resulting from better data organization is illustrated by some
tests over our benchmark data. The differences between the proposed mechanism
and some well-known procedures of database clustering or partitioning are dis-
cussed. The paper is a continuation of our patent application [22].

1 Introduction

Database systems are used to store and manage increasingly large amounts of data of
increasingly different types and complexity. It is a continuing objective to maintain the
speed of query-based data analysis in the face of diversified workloads and a need of
assuring that newly incoming data portions are immediately ready for efficient querying
together with the already stored ones. In [23,26], we reported that our technology –
currently available as Infobright Community Edition (ICE, open source) and Infobright
Enterprise Edition (IEE, commercial subscription) [10] – enables to deal with such
challenges. Analytical workload diversity is addressed by Knowledge Grid that replaces
standard indices with smaller, more flexible structures called Knowledge Nodes (KNs).
The second above requirement is satisfied thanks to ability to quickly recalculate KNs
under rapidly growing data volumes (see also [21]). Knowledge Grid’s advantages are
amplified by columnar data storage (cf. [14,24]) and adaptive data compression [25].
We also integrate with MySQL pluggable storage engine architecture [17] to provide
functionality at the level of database connections and management.

While loading data into ICE/IEE, the rows are grouped into Rough Rows. KNs an-
notate Rough Rows with compact information about their values on particular data

Y.-h. Lee et al. (Eds.): FGIT 2009, LNCS 5899, pp. 12–25, 2009.
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columns. This way, we automatically create a kind of granulated table [19] with new
rows corresponding to Rough Rows and new attributes – to various forms of compact
information. Data operations are efficiently supported by calculations over such new
tables, with an access to the actual data being adaptively minimized and optimized.
Efficiency relates to the quality of KNs, defined specifically for each of their types,
expressing their expected usefulness during query optimization and execution.

So far, during such granulation on load, the initial ordering of rows was not dis-
turbed, i.e., each Rough Row was assembled from 64K of rows incoming to ICE/IEE
one by one. On the other hand, it is possible to reorganize the flow of incoming rows
on-fly in order to produce Rough Rows with KNs that are of better quality. One might
adopt for this purpose some well-known techniques of, e.g., database clustering or par-
titioning. However, we rather need a simple solution that would be more directly related
to maximization of the quality of KNs in terms of their usage in query optimization and
execution, and that would not suffer from such problems as, e.g., a lack of flexibility
with respect to mixed and dynamically changing query workloads.

We propose an alternative, better-adjusted mechanism of data granulation (i.e., de-
composition of the streams of rows into Rough Rows) [22]. The presented approach has
analogies to incremental data clustering in the area of data mining [1,5] and may be a
good example of how to adopt data mining methods to improve the internals of database
and data warehouse technologies. On the other hand, our objectives to group data, in-
cluding later usage of the obtained groups in practice, remain completely different than
in the data mining scenarios. Consequently, the technical details of our approach differ
from the incremental clustering methods as well.

The paper is organized as follows. In Section 2, we discuss the basics of our approach
in comparison to some other methodologies at the edge of physical database tuning
and the above-mentioned data clustering. In Section 3, we recall the foundations of
Infobright technology, with additional emphasis on the benefits that may be obtained as
a result of better data granulation. In Section 4, we introduce the details of the proposed
mechanism and its integration with the Infobright’s production software. In Section 5,
we report the results of performance tests prior and after application of the proposed
mechanism. Section 6 concludes the paper.

2 Related Work and Discussion

2.1 Physical Database Model Tuning

The mechanism that we present in this paper is actually an example of online database
self-tuning process. With this respect, a state of the art in database optimization is
presented in [6]. The authors emphasize a need for procedures that require less man-
ual effort. They also compare offline and online tuning, wherein, in the first case, the
model changes may be more drastic (e.g.: rebuild of some of indices, re-partitioning,
re-sorting, or even changing the logical model of data) and require significant compu-
tational resources while, in the second case, they can be performed more transparently,
in a more evolutionary fashion. Given requirements mentioned in Section 1, such as,
e.g., the speed of data load, readiness of just-loaded data to be efficiently queried with
the old data, or flexibility with respect to the mixed and dynamically changing query
workloads, we are interested mostly in the online tuning mechanisms.
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Let us focus on two aspects of database tuning – indices and row organization. In
ICE/IEE, the challenges related to index tuning are dealt with by replacing standard in-
dices with KNs that are far smaller and easier to recalculate. We automatically maintain
a vast amount of diversified KNs, with no need of advanced optimization leading to
choosing their most useful subsets and parameters. As the number of knowledge struc-
tures that we implemented grows constantly, we will sooner or later face an analogous
challenge. We discuss such aspects in [23,26]. In this paper, let us assume that the types
of KNs are fixed and let us focus on tuning at the level of row organization.

A widely-applied approach to improve query efficiency is related to data partition-
ing/clustering [9]. An example of advanced database clustering can be found in [2],
wherein data rows are partitioned with regards to their values on multiple columns. It
partially resembles the concept of clustering in data mining, where the idea is to gather
together the rows with similar values (see Subsection 2.2). However, in databases, the
value-ranges for particular clusters are usually pre-defined. When the database query
workload changes and one decides to modify cluster definitions, the data needs to be
re-partitioned at once or gradually, although that second option is rather hard to im-
plement. In the next sections, one will be able to realize that our requirements for data
granulation that improves the quality of KNs are far less rigorous, with a need of neither
pre-defined value-ranges nor – which is the case of classical data clustering approaches
in data mining – mutually disjoint value-ranges of the resulting Rough Rows.

Yet another approach is to sort data tables with respect to columns that are most
crucial for queries. Actually, in a typical data warehouse scenario, such a kind of data
processing can be performed prior to data load or, as proposed e.g. in [20], it can be
done automatically as an internal stage of database tuning, with ability to maintain
multiple partial data copies sorted in different ways, therefore better prepared for dif-
ferent queries. Analogous approaches have been always popular among database and
data warehouse practitioners, although one needs to remember about significant compu-
tational cost of sorting, especially if we assume that the newly-inserted rows should be
somehow synchronized with the old data. Moreover, in the case of dynamically chang-
ing workloads, it may still happen that there are no data copies that would work well
for new queries. It is generally not a surprise that sorting with respect to some of data
columns may destroy regularities with respect to the others. Hence, in our approach, we
again attempt to avoid such rigorous assumptions about data organization, pointing out
that the quality of KNs representing multiple subsets of data columns can be optimized
with a need of neither sorting nor creating multiple data copies.

2.2 Data Clustering vs. Our Approach

Clustering is understood quite differently in the database and data mining communities.
In data mining, it is defined as organization of rows into clusters based on similarity
[12]. The outcomes of clustering algorithms in data mining have more flexible descrip-
tions than those in databases, as their value ranges result from a kind of learning process
rather than a pre-assumed setup. With this respect, we are keen on leveraging some ideas
taken from data mining rather than traditional database research.

Data clustering in the context of data mining has the objective of grouping similar
data items into clusters that would be practically meaningful to the end users of a data
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mining system. Our objective of putting rows into Rough Rows is different. Instead of
the end users of a data mining system, we should think how to assist the query optimiza-
tion/execution modules which automatically communicate with Rough Rows via their
KN descriptions. The goal of better granulation of data on load should be to organize
rows into such Rough Rows that can be most efficiently represented by KNs. Since the
speed of data load and readiness of newly loaded data need to be kept as one of crucial
features of Infobright, the following algorithmic constraints are necessary: 1) We can
afford only single pass through incoming data; we can keep only small fraction of data
in memory. 2) We know neither the number of incoming rows nor their value-ranges;
we can base only on history. 3) Produced Rough Rows are of constant cardinality; there
is no need to keep their value-ranges disjoint. 4) The approach should be extendable
with regards to arbitrary data types and their corresponding KNs.

The above items illustrate that – given fundamental differences in the high-level
objectives of our KNs-related data granulation versus typical database and data mining
scenarios – we need to expect significant differences also at the level of algorithmic
design. On the other hand, it is still possible to borrow some ideas from research areas of
the clustering of data streams or the incremental clustering [1,5,8,27]. For example, let
us refer to the approach described in [1], wherein the streams of data are gathered into
intermediate blocks that are used at the next stages to build the final knowledge models
(e.g., meaningful data clusters according to the above data mining-related definition).
Actually, one may say that our Rough Rows play the same role, however, the stage of
building a knowledge model – specific for data mining or machine learning – is replaced
by a framework for optimizing and executing queries in a relational database.

3 Infobright Technology

3.1 High-Level Architecture

As illustrated by Fig. 1, MySQL code is used for connection pooling, as well as storing
table definitions, views and user permissions [17]. We use MySQL query rewriting and
parsing. However, the major optimization parts are replaced. MySQL optimizer is kept
as a subpart of ours, in connection to MySQL storage engine interface.

Our interpretation of the concept of Knowledge Grid is different than in grid com-
puting or semantic web [4], although there are some analogies in a way our Knowledge
Grid mediates between the query engine and the data. Also, our KNs should not to be
confused with any type of nodes in grid/distributed/parallel architectures [9].

Data Packs at the bottom of Fig. 1 result from both vertical and horizontal data de-
composition. As stated in Section 1, we group rows into Rough Rows. For each Rough
Row, we store the values of each of the columns separately. Such obtained packs are
compressed and managed as described in [25]. Currently, the rows are not reorganized
in any way while putting them into Rough Rows. The approach introduced in this paper
is at the stage of prototype. We discuss its future integration in Subsection 4.3.

3.2 Knowledge Grid

Intuitively, more informative KNs might provide more powerful query optimiza-
tion/execution support. However, too specific KNs would lead to a decrease in per-



16 D. Ślęzak and M. Kowalski

Infobright Optimizer

and Executor

MySQL Optimizer

Infobright

Loader / Unloader

Knowledge Grid

Fig. 1. Infobright’s integration with MySQL. Standard MySQL optimizer dedicated to the plug-
gable storage engines in now a part of more advanced Infobright Optimizer and Executor.

formance because of their size. The size is related to details of design. Efficiency
of the whole solution depends on how that design fits the data warehousing applica-
tions, in particular, how efficiently the functions using particular KNs while optimiz-
ing/executing queries are implemented. With this respect, there are some analogies with
the research on standard database indices. However, KNs enable us to switch to rough
indices defined at the level of Data Packs and Rough Rows. This leads to a number of
novel structures aiming at speeding queries up. We are working towards providing the
ICE users with ability to contribute with their own KNs to the open source code [21].
Let us present just two examples of KNs that are currently used in production:

– Data Pack Nodes (DPNs) contain such statistics as the minimum and maximum
values (interpreted specifically for different data types), the total of values (for nu-
meric data types), the number of null values, and the number of all elements in
the Data Pack. They are automatically created for all columns in all tables. DPNs
play an important role of linking Knowledge Grid to Data Packs, including smooth
access to Data Packs. Their usage is partially analogous to some other database
architectures [7,16], although the example presented in Subsection 3.3 shows that
there are some differences even at the most basic level. More advanced components
and methods around Knowledge Grid are specific for Infobright only.

– Histograms (HISTs) are built for numeric columns. HIST collects information
about each of Data Packs. For each Data Pack, HIST splits the range between its
min and max onto 1024 equal intervals. HIST contains binary information. For
each Data Pack, each of 1024 intervals is labeled with 1, if there is a value in the
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global min value of
column A in table T

min value of column 
A within rough row X

global max value of
column A in table T

max value of column 
A within rough row X

area covered by 1’s in HIST
of rough row X for column A 

Fig. 2. HIST for Rough Row X with respect to its Data Pack for numeric column A

Data Pack which drops into the given interval, and 0 otherwise (see Fig. 2). Our
HISTs are not so comparable to those widely studied in the literature [11], as they
provide binary and very local Data Pack-related information. On the other hand,
extensions of the currently implemented HISTs are still possible, while keeping in
mind the constraint of a relatively small size of KNs. For analogous structures for
alpha-numeric columns and other already used or planned KNs, we refer to [23,26].

3.3 Query Execution – Examples

Infobright optimizer implements a number of estimation methods based on KNs instead
of standard indices. Its main advantage, however, is ability to simulate the steps of query
execution at the level of Knowledge Grid, with no need to access Data Packs yet. In
[21,23,26], we present various examples of using internal interface with KNs to speed
up particular data operations. It is important to refer to those methods in order to better
understand the results in Section 5. Here, just for illustration, let us recall the most
fundamental example of using KNs to classify Data Packs into three categories:

– Irrelevant Data Packs with no data elements relevant for further execution
– Relevant Data Packs with all data elements relevant for further execution
– Suspect Data Packs that cannot be classified as Relevant/Irrelevant ones

Inspiration to consider such three categories grew from the theory of rough sets [18],
where data is split onto positive, negative, and boundary regions with respect to their
membership to the analyzed concepts. Algorithms based on rough sets are often used
in data mining and KDD to search for meaningful data dependencies [15]. They can be
also applied to improve database performance by employing such dependencies to deal
with query filters [13]. Our idea is different. We apply Knowledge Grid to calculate
rough approximations of data needed for resolving queries at the exact level and to
assist query execution modules in accessing required Data Packs in an optimal way.

The following example was first introduced in [23]. Consider table T with 350,000
rows and columns A and B. We have six Rough Rows: (A1,B1) corresponds to the rows
1-65,536, (A2,B2) – to the rows 65,537-131,072, etc., until (A6,B6) corresponding to
the rows 327,681-350,000. The minimum and maximum values available in Knowledge
Grid are displayed in Fig. 3a. For simplicity, assume there are no nulls in T and no other
types of information in Knowledge Grid. The query of interest is the following:
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SELECT MAX(A) FROM T WHERE B>15;

According to the min and max values of B’s packs, B1, B2, B3, and B6 are Suspect, B4
is Relevant, and B5 is Irrelevant (Fig. 3b). According to the min and max values of A’s
packs, MAX(A) is not less than 18. Consequently, only (A1,B1) and (A3,B3) require
further analysis (Fig. 3c). The maximum in A1 is higher than in A3. Hence, Rough Row
(A1,B1) is the first one to process at the exact level. Depending its analysis, (A3,B3)
will become Irrelevant or will require exact processing too (Fig. 3d).
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Fig. 3. Illustration for Section 3.3: (a) Simplified Knowledge Grid; (b,c,d) Query execution stages.
RSI denote Relevant, Suspect and Irrelevant Data Packs. E denotes processing at the exact level.

4 Task Formulation and Solution

4.1 Quality of KNs and Rough Rows

As pointed out in Section 3, KNs should be evaluated with respect to their ability to
assist in query optimization and execution. However, regardless of how well a given KN
is designed, it may suffer in case data values of a given column behave too randomly.
For example, imagine a column where the values of consecutive rows look like a "white
noise" and, consequently, the min and max values stored in DPNs are distant from each
other and HISTs spanned across DPN ranges for particular Data Packs are mostly filled
with 1’s. Imagine this is the case of column A or B in Table T, Subsection 3.3. Then,
our benefit from KNs would be quite limited comparing to Fig. 3.

The quality of Knowledge Grid may correspond to the expected chance that Data
Packs will not be classified as Suspects while executing arbitrary queries. Certainly, it
is a kind of simplification given the other KN-based algorithms introduced in ICE/IEE.
On the other hand, performance tests described in Section 5 show that optimization of
Rough Rows with respect to such understood quality of KNs leads to very encouraging
results. For example, for Data Pack X of column A, its DPN-quality can be defined as:
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qualDPN(X) =

{
1 − range(X)

range(A) if range(A) > 0
1 otherwise

where range(X) is the difference between DPN’s max and min values (redefined for
alpha-numeric data) and range(A) means the same for the whole column A. In analo-
gous way, the quality function qualHIST (X) can be defined by means of the number
of 0’s or, roughly speaking, the relative length of intervals colored black in Fig. 2. We
refer to [22] for more examples of quality function definitions.

We can now formulate the task of optimal granulation of rows into Rough Rows
as maximization of qualities of KNs. In order to evaluate which rows should be as-
signed to which Rough Rows during data load, we need to translate quality functions
of KNs to the quality function of Rough Rows. We follow a widely-applied idea to
weight columns, indices, execution patterns, etc. according to their frequency of oc-
currence in the historical (or sampled) query workload [3,20]. In our case, it means
measuring the frequency of usage of particular KNs by the Infobright’s query opti-
mization/execution modules. Certainly, there are many possibilities how to use such
frequencies to weight quality functions of KNs. In this paper, we report the results of
experiments for the Rough Row quality function qual(X) that is simply a weighted
sum of qualities qualKN(X). We refer again to [22] for more variants.

4.2 Algorithmic Framework

Our approach is illustrated by Fig. 4. Every incoming row is assigned to its closest con-
tainer. Containers collect just-assigned rows. When a container reaches the maximum
of 64K rows, its contents are forwarded as a new Rough Row to the next processing
stages (partial recalculation of KNs, splitting onto Data Packs, compressing and locat-
ing Data Packs on disk). The container gets emptied and it is immediately ready to
receive further data. We assume there is k ∗ 64K ∗ rowSize memory available, where
k ∈ N denotes the number of containers and rowSize is the size of a parsed row.

We assign KN quality functions to containers, as if they were incomplete Rough
Rows. Selection of the closest container X for an incoming row x requires fast (in some
cases approximate) calculation and comparison of quantities of the form

dist(x, X) = qual(X)− qual(X ∪ {x})

In the algorithm shown in Fig. 4, function getNext(Buf) reads row x. Function
closestContainer(x, C) is responsible for choosing the best container in C for x.
Function createRoughRow transfers all rows from the container to a new Rough Row,
empties the container and restores it.

In such an approach, there is a danger that a container which is (almost) empty will
be always preferred over an almost full one. To avoid it, particularly when row x is well-
matchable with one of almost full containers, we redefine function dist as follows:

Dist(x, X) = fill(X)dist(x, X) + (1 − fill(X))avgDist

where fill(X) ∈ [0, 1] reflects the filling status of X and avgDist is an average
of previously measured quantities of dist(x, X). This way, we pay more attention to
dist(x, X) when a container is almost full; otherwise avgDist gets more important.
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Data

Outlier?

Containers

Trash

yes

no

any stuck?

Fig. 4. Top: A high-level diagram of the imple-
mented granulation algorithm with the trash con-
tainer. Right: Pseudocode of the simplified ver-
sion of the algorithm, with no trash container.

Input: Buffer Buf , containers C, dataStream
Output: Whole dataStream in Rough Rows B

strNonEmp, bufNonEmp ← TRUE
while strNonEmp do

Buf � dataStream
if IsEmpty(Buf) then

strNonEmp ← FALSE
end if
while strNonEmp ∧ bufNonEmp do

x � getNext(Buf)
if x = NULL then

bufNonEmp ← FALSE
else

closest ← closestContainer(x, C)
Cclosest ← Cclosest ∪ {x}
if IsFull(Cclosest) then

B � createRoughRow(Cclosest)
end if

end if
end while

end while
for each non-empty container:
B � createRoughRow(container)

return B

Fig. 5. Interactions between major pieces of ICE/IEE architecture. KN stands for Knowledge
Node. Data Granulator, KN Statistics, as well as Reloader functionality are the new components.

A common phenomenon is emergence of outliers. In our case, by an outlier we mean
an incoming row, which is too far away from containers. We introduced the outlier
condition dist(x, Bclosest) > outthr avgDist, where outthr is a parameter. There are
two general ways to handle outliers: allow them to get into containers or prepare a
special trash container to store such rows in separate Rough Rows. In our experiments,
the trash significantly improved an average quality of produced Rough Rows.
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VIN varchar(20)

MAKE_ID decimal(10,0)

DEALER_ID decimal(10,0)

SALES_AREA_ID decimal(10,0)

MSA_ID decimal(10,0)

TRANS_DATE date

DLR_TRANS_TYPE varchar(10)

DLR_TRANS_AMT double

SALES_PERSON varchar(20)

SALES_COMMISSION decimal(2,1)

SALES_DISCOUNT float

CAR_COLOUR text(20)

CAR_YEAR year

ADV_AUDIO_PKG char(3) 

SUNROOF_PKG char(3) 

ONSTART_PKG char(3) 

RECORD_TIMESTAMP timestamp

fact_sales

SALES_AREA_ID decimal(10,0)

SALES_AREA_ADD varchar(40)

SALES_CITY varchar(25)

SALES_STATE char(2)

dim_sales_area

MSA_ID decimal(10,0)

MSA_NAME varchar(100)

dim_msa

DEALER_ID decimal(10,0)

DEALER_NAME varchar(50)

DEALER_STATE char(2)

DEALER_ZIP varchar(10)

DEALER_SALE_IND char(1)

dim_dealers

MAKE_ID decimal(10,0)

MAKE_NAME varchar(25)

MODEL_NAME varchar(25)

RECORD_DT datetime

dim_cars

TRANS_DATE date

TRANS_YEAR year

TRANS_MONTH varchar(10)

TRANS_DAY smallint

TRANS_TIME time

dim_date

(1,000,000,000 rows)

Fig. 6. The database schema for Car Sales data warehouse

Trash container helped us also in solving the problem of data patterns changing
rapidly during load. In such cases, there may be some relatively old rows that are stuck
in containers, with no ability to get matched with the freshly incoming rows. Accord-
ingly, for each container, we maintain information about its latest modification. If the
container is not updated for too long time (which is also expressed in terms of parame-
ter), we liberate it by throwing all of its contents into the trash container.

4.3 Design of Integration

In the experiments presented in the next section, we implemented a partial solution
based on reorganizing data prior to their load into Infobright. However, we did it in such
a way that the future integration with the production system is fully simulated. The final
integration schema is illustrated by Fig. 5. One can see that the proposed mechanism,
referred as Data Granulator is located between the parsing and the compression stages
of loading the data. It should be noted that there are also potential applications of gran-
ulation while re-optimizing the data organization (e.g. related to data vacuuming, which
is beyond the scope of this particular paper but remains one of important items on our
roadmap). Although these aspects are not covered by this paper, let us emphasize that
the designed architecture enables us to reload data in a way transparent to the queries
being run by the end users, with no need of massive calculations at a time. This way, it
fully satisfies the assumptions of online tuning, as discussed in Section 2.

5 Experimental Framework

5.1 Benchmark Data

The choice of a representative benchmark is not easy. Every approach has its own
preferences regarding how a database is designed or what data properties should be
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Fig. 7. Weighted DPN’s qualities in Rough Rows of fact_sales: (a) without; (b) with granulating

expected. We created our own artificially generated benchmark called Car Sales. We
adjusted data (Fig. 6) and queries (Appendix) to what we observed with customers.

In the reported experiments, we used a scaling factor yielding 120 GB database size
(raw data) during data generation. The resulting fact table fact_sales contains 1 billion
rows (15,259 Rough Rows). Dimension tables are relatively small (dim_dealers: 1,000
rows, dim_msa: 371, dim_cars: 400, dim_sales_area: 32,765, dim_dates: 4,017) and
each of them corresponds to a single Rough Row. The algorithm discussed in the pre-
vious section is tested for fact_sales only. The rows in fact_sales are partially (but not
completely) ordered with respect to TRANS_DATE. The remaining columns that are
meaningful in queries are more or less uncorrelated to TRANS_DATE.

5.2 Results

We processed fact_sales using the algorithm in Fig. 4 with four containers and trash.
We assumed query workload resembling queries in Appendix, as well as other queries
being usually tested against Car Sales in Infobright. For simplification, we assigned
equal positive weights to DPNs of three columns only: DEALER_ID, MAKE_ID and
TRANS_DATE. It means that we do not care for any other types of KNs and any other
columns while computing the distances between rows and containers in the algorithm.

Fig. 7 presents the DPN qualities for DEALER_ID, MAKE_ID and TRANS_DATE.
The original data is partially organized (but not sorted) with respect to TRANS_DATE.
On the other hand, the values of DEALER_ID and MAKE_ID behave quite randomly,
resulting in poor qualities of their DPNs. As the result of data granulation, we can obtain
even better quality of DPNs of TRANS_DATE (still not sorted but better organized) and
far better qualities with respect to DEALER_ID and MAKE_ID. It is quite a different
outcome than what we would get after re-sorting data with respect to DEALER_ID or
MAKE_ID. In such a case, improvement of DPNs would be observed only for one of
the columns, with a decrease of the quality of the others.

Comparison of query performance is presented in Table 1. The server was running on
Intel Core2 Duo 3 GHz machine, 6 GB RAM. Data loaded within 2 hours. The database
files occupies below 22 GB (compress ratio ∼= 5.45). Size of DPNs were below 8MB
and KNs below 40MB. In the table there are presented: time of query execution in
original data (no granulation – natural order) and data modified using our algorithm, as
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Table 1. The results of experiments. Columns RIS denote the numbers of Relevant, Irrelevant
and Suspect Packs when applicable. n/a means that other KN-based optimizations were in use.

data time[s] R I S
Q1 original 31.45 0 10865 4394

granules 1.15 1466 13713 80
Q2 original 72.67 0 11020 6472

granules 20.97 0 14637 1217
Q3 original 32.60 0 8632 7852

granules 23.87 0 14311 1801
Q4 original 189.77 15259 0 15259

granules 108.13 15259 0 15259

data time[s] R I S
Q5 original 98.25 n/a n/a n/a

granules 5.89 n/a n/a n/a
Q6 original 101.42 0 13253 2010

granules 48.20 0 14624 639
Q7 original 971.98 1 0 15260

granules 927.50 1 0 15260
Q8 original 532.16 0 0 30520

granules 34.38 28666 0 1854

well as the number of Rough Rows classified as relevant, irrelevant and suspect during
query evaluation. Let us emphasize one more time that such classification is just one
of many aspects of using KNs. Therefore, in the case of some queries these statistics
are not available. For example, consider Query 5, where the number of distinct values
of TRANS_DATE was much easier to be found after granulation, although it is not
directly related to the above-mentioned classification.

6 Conclusions

The proposed mechanism of organizing data into such Rough Rows that maximize the
quality of KNs turns out to be an efficient complement of so far developed Infobright’s
database technology. Certainly, there are still lots of open questions related to, e.g.,
managing small data loads (of less than 64K rows) and insert/update/delete operations,
integration with multithread load mechanisms, or efficient acquisition of the weights
of KNs. Although a thoughtful pipeline-oriented implementation of data load as com-
position of parsing, granulating and compressing should prevent the granulation algo-
rithms from becoming a bottleneck, setting up appropriate requirements for the balance
between load speed and query speed is necessary. At a more conceptual level, the for-
mulas for Rough Row quality need to be significantly revised in case the KN statistics
are not reliable enough. Further, in our experiments, we did not use more advanced
types of KNs. Their introduction will require developing more sophisticated formulas
for row-container distance calculation or, perhaps, coming up with a completely differ-
ent decision making procedure. Nevertheless, in spite of all the remaining challenges
and simplifications made in the paper, the results convince us to proceed with the final
code integration in the nearest future. The obtained gains are clear. It is also worth em-
phasizing that, unlike in the case of standard database tuning techniques, the whole idea
does not introduce any additional administrative complexity.
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Appendix: SQL Statements Used during Performance Testing

-- Q1 --
SELECT SUM(sales_discount) FROM fact_sales
WHERE trans_date >= ’2006-04-01’ AND trans_date <= ’2006-04-30’;

-- Q2 --
SELECT sales_person, SUM(sales_commission) FROM fact_sales
WHERE trans_date between ’2007-01-01’ AND ’2007-01-31’

AND dealer_id between 1 AND 3 AND sales_discount > 450
GROUP BY sales_person HAVING SUM(sales_commission) > 9
ORDER BY sales_person DESC LIMIT 5;

-- Q3 --
SELECT COUNT(f.sales_person) FROM fact_sales f
INNER JOIN dim_sales_area s ON (f.sales_area_id = s.sales_area_id)
WHERE f.trans_date between ’2006-05-15’ AND ’2006-05-31’

AND f.sales_commission > 9.0 AND s.sales_state LIKE ’NY%’;

-- Q4 --
SELECT MIN(comm), MAX(comm), AVG(comm), SUM(comm)
FROM (SELECT f.dlr_trans_amt*(f.sales_commission/100) AS comm

FROM fact_sales f INNER JOIN dim_dealers d ON (f.dealer_id = d.dealer_id)
INNER JOIN dim_dates dates ON (f.trans_date = dates.trans_date)
WHERE dates.trans_year = 2007 AND dates.trans_month = ’JANUARY’

AND d.dealer_name LIKE ’BHUTANI%’ ) AS maxcomm;

-- Q5 --
SELECT COUNT(DISTINCT trans_date) FROM fact_sales;

-- Q6 --
SELECT dlr_trans_amt*(sales_commission/100)
FROM fact_sales
WHERE trans_date IN (SELECT trans_date FROM dim_dates

WHERE trans_year = 2007 AND trans_month = ’FEBRUARY’)
AND dealer_id IN

(SELECT dealer_id FROM dim_dealers WHERE dealer_name LIKE ’BHUTANI%’
OR dealer_state = (SELECT sales_state FROM dim_sales_area

WHERE sales_area_id = 40))
AND dlr_trans_amt*(sales_commission/100) IS NOT NULL
AND dlr_trans_amt*(sales_commission/100) > 4300 LIMIT 1000,1000;

-- Q7 --
SELECT car_year, car_colour, sales_person,

COUNT(DISTINCT dim_dealers.dealer_id) AS dealer_cnt
FROM fact_sales, dim_dealers
WHERE fact_sales.dealer_id = dim_dealers.dealer_id

AND car_colour <> ’YELLOW’ AND sales_person NOT LIKE ’RA%’
AND car_year IN (2000, 2003, 2005)
AND fact_sales.make_id NOT IN (SELECT make_id FROM dim_cars

WHERE model_name LIKE ’E%X%’)
GROUP BY car_year, car_colour, sales_person
ORDER BY dealer_cnt DESC, car_year, car_colour, sales_person;

-- Q8 --
SELECT dim_dealers.dealer_id, COUNT(*) AS numdeal
FROM dim_dealers, fact_sales f1, dim_sales_area WHERE f1.dealer_id =
dim_dealers.dealer_id

AND f1.sales_area_id = dim_sales_area.sales_area_id
AND f1.car_colour = ’YELLOW’ AND f1.trans_date > f1.record_timestamp
AND EXISTS (SELECT * FROM fact_sales f2

WHERE f2.sales_person = f1.sales_person AND f2.make_id <> f1.make_id )
AND NOT EXISTS (SELECT * FROM fact_sales f3

WHERE f3.sales_person = f1.sales_person AND f3.make_id <> f1.make_id
AND f3.trans_date > f3.record_timestamp)

AND dim_sales_area.sales_state = ’TX’
GROUP BY dim_dealers.dealer_id ORDER BY numdeal DESC, dim_dealers.dealer_id;



 

Y.-h. Lee et al. (Eds.): FGIT 2009, LNCS 5899, pp. 26–33, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Data Analysis Methods for Library Marketing 

Toshiro Minami1,2 and Eunja Kim2 

1 Kyushu Institute of Information Sciences, 6-3-1 Saifu, Dazaifu, Fukuoka 818-0117 Japan 
minami@kiis.ac.jp  

2 Kyushu University Library, 6-10-1 Hakozaki, Higashi, Fukuoka 812-8581 Japan 
{minami,ejkim}@lib.kyushu-u.ac.jp 

Abstract. Our society is rapidly changing to information society, where the 
needs and requests of the people on information access are different widely 
from person to person. Library's mission is to provide its users, or patrons, with 
the most appropriate information. Libraries have to know the profiles of their 
patrons, in order to achieve such a role. The aim of library marketing is to de-
velop methods based on the library data, such as circulation records, book cata-
logs, book-usage data, and others. In this paper we discuss the methodology and 
imporatnce of library marketing at the beginning. Then we demonstrate its use-
fulness through some examples of analysis methods applied to the circulation 
records in Kyushu University and Guacheon Library, and some implication that 
obtained as the results of these methods. Our research is a big beginning to-
wards the future when library marketing is an unavoidable tool.  

Keywords: Library Marketing, Data Analysis, Circulation Data, Usage of  
Areas, Intelligent Bookshelf (IBS), Usage Data Analysis. 

1   Introduction 

According to the American Marketing Association (AMA) [1], the concept of market-
ing used to be as follows: "Marketing is an organizational function and a set of proc-
esses for creating, communicating, and delivering value to customers and for managing 
customer relationships in ways that benefit the organization and its stakeholders." They 
now define marketing as follows: "Marketing is the activity, set of institutions, and 
processes for creating, communicating, delivering, and exchanging offerings that have 
value for customers, clients, partners, and society at large." 

By comparing these two definitions, we recognize that marketing was considered 
as the activities that benefit the organization (company); which matches with the 
ordinary people's intuition. It is now considered as wider activities that benefit the 
customers and our society. So it is natural to apply marketing to non-profit organiza-
tions like libraries including public and university libraries.  

In this point of view, the aim of marketing activities by libraries (library market-
ing) is to give better services to their users, or patrons, so that they are able to get 
better reputations, to be recognized as more reliable organizations, and to get more 
customer satisfaction (CS), or patron satisfaction (PS) eventually. In addition to this 
aim it is preferable to perform their jobs more efficiently, and with less cost; which 
can be another important aim of library marketing.  
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In this paper we focus on the library marketing methods based on the methods of 
analyzing the objective data and extracting useful information and knowledge for not 
only for libraries but also for their patrons.  

Libraries have many kinds of data including circulation records (borrowing or re-
turning of books and other materials), catalog information, patrons' entrance data, 
book reservation records and so on. Some libraries also have patrons' exit data, reser-
vation data for study rooms, PCs' session records, etc. However most of these data are 
not used sufficiently so far. It is truly a big waste of potentially very useful data. We 
carry out our research on library marketing by dividing the process into four levels. 
(1) Preliminary Investigation  

In this level we invesitgate what information, tips, and knowledge could be ob-
tained by analysing some kinds of data. We do not worry much about if we can really 
get such data or the extracted information is very useful or not. Our aim in this level is 
to create as many possible ideas as we can imagine which could be and/or may be 
used for library marketing.  
(2) Real Data Analysis 

In this level we apply the methods obtained in the preliminary investigation level. 
By using the real data, we can evaluate the analysis methods from the practical point of 
view. If we find out that an analysis method is very useful, then we apply this method 
to another data. It could happen that we can apply a method to other types of data by 
modifing it, slightly or largely.  

Most of analysis methods presented in this paper can be considered to be those in 
this level. We will continue our research on this level and try hard to find as many 
practically useful methods as possible.  
(3) Combination of Methods 

Even though one type of data can be useful enough for library marketing, we would 
be able to extract even more useful information by combining the extracted informa-
tion/knowledge and cobining more than one types of data. We will investigate this 
type of analysis methods after we investigate the level (2) sufficiently.  
(4) Development of the Automated Methods 

As we have found a very useful analysis method, it should be convenient to apply 
it by automating the analysis method. This method is a kind of macro procedure so 
that it is a pack of analysis methods and thus can be considered as one method. As a 
result, this analysis is easy to use as well as it can be used as a part of more sophisti-
cated automated methods.  

In this paper we will demonstrate the importance of library marketing through pre-
senting some example analysis methods for such data as the circulation data, usage 
data of library materials, those data about areas in library, and so on.  

The rest of this paper is organized as follows: In Section 2, we show some example 
analysis methods and results from a circulation record for 2007 of Kyushu University 
Library in order to demonstrate its potential usefulness. Even though we are in the 
very beginning level some examples inspires the usefulness of this approach towards 
library marketing. In Section 3, we show some other analysis cases that should be 
very useful in library marketing. Our eventual goal is to develop analysis methods by 
combining different types of methods and data. Finally in Section 4, we conclude our 
discussions in this paper and investigate our future directions.  
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2   Case Study: Data Analysis for Circulation Data of Kyushu 
University Library 

In this section we start with analyzing the circulation data of Kyushu University Li-
brary (KUL) [7] in Japan, and demonstrate how useful these data could be. Firstly we 
introduce about the target data, and then show some example results. Next we choose 
one student and analyze the student's behavior.  

2.1   Data and Analysis Methods  

We use the circulation data of the Central Library of KUL for the school year 2007; 
from April 1, 2007 to March 31, 2008. See also [8] for other statistical data in KUL. 
One record item consists of, roughly speaking, the book ID, book profile including 
classification and call number, borrower ID, the borrower's profile including affilia-
tion, type (professor, student, staff, etc.), and the timestamps, i.e. date (yyyy:mm:dd) 
and time (hh:mm:ss), for borrow and return. The total number of circulated items is 
about 67 thousands.  

2.2   Analysis Results from All Records  

Figure 1 illustrates the ratios of borrowed materials according to patron type. About 
half of borrowed materials are borrowed by undergraduate students and about 40% 
are by graduate students. Thus almost 90% are borrowed by students. This result 
matches to the ratio of visiting patrons reported in [5], in which 53% of about 327 
thousand visitors are undergraduate students and 28% are graduate students. Thus 
81% of visitors are students in April 2009. This ratio does not vary a lot. In the fiscal 
year 2007 81% of visitors to the central library are the students, while 87% is the 
student ratio for the visitors to all libraries in KUL that consists of the central library 
and 6 branch libraries.  

Fig. 1. The Ratios of Borrowed Books According to Patron Type 
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In the data for the fiscal year 2008, the ratio for the central library was 83% and that 
for all the KUL libraries was 88%. As a conclusion the ratio of student visitors among 
all the visitors is roughly from 80% to 90%. Another conclusion is this ratio is bigger 
for all libraries than that for the central library only. Furthermore the ratios increase by 
comparing the data in two years. So we have to say that the importance of library ser-
vices to students is also increasing. We have to put more efforts on student services for 
university libraries.  

If we assume this ratio is also applicable to the data in 2007, we can say that the un-
dergraduate students who are 53% of visitors borrow 48%, while the graduate students 
who are 28% of visitors borrow 39% of books. From these data we have values by 
dividing the borrow ration by the visitor ratio, which are the index for how many books 
one person borrows. The values are about 0.91 for undergraduate students and about 
1.39 for graduate students. The average value is exactly 1 because 100% of visitors 
borrow 100% of books. By comparing these ratios, we can say that the graduate stu-
dents borrow 1.4 more books in average than undergraduate students. As a conclusion 
we can say roughly that graduate students study harder than undergraduate students if 
we assume that the borrowing of library books is the index for aggressiveness for 
study. 

Figure 2 indicates how many books are borrowed and returned as time goes in a 
day. The horizontal axis represents the time of the day and the vertical axis represents 
the number of books borrowed in an hour. The peak time for returning is about 16:00 
and for returning 17:00 is the peak time. More precisely the time interval the books are 
mostly returned are about from 12:00 to 17:00. The time interval for books are bor-
rowed the most is about from 12:00 to 22:00.  

Figure 3 indicates the ratios of borrowed books according to day of week. The result 
is very interesting. From Monday to Friday the ratio is from 16% to 19% and roughly 
speaking almost the similar. On the other hand Saturday and Sunday, both ratios are 
6%. These results might come by reflecting the number of visitors. We might be able 
to guess from these results, that the students that visit the library come regularly; not 
visit some specific day or days of week.  

Fig. 2. Books Borrowed and Returned in 
Time of a Day 
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Figure 4 indicates the number of books according to month from April 2007 to 
March 2008. This result is natural to understand that from April to July the number of 
borrowed books is increasing as the students get used to study courses that start in 
April. The numbers become much smaller in August and September because these 
months are in summer holidays. The number recovers in October as the new semester 
starts. Then it increases suddenly in January, probably because senior students, i.e. in 
the 4th grade students, are very busy in writing their theses in this month because  
of the due dates for their graduating papers. Finally the number decreases in March 
because of end of the year holidays.  

Figure 5 illustrates the frequencies of books according to the renting days. The 
peak value comes on 14 days (2 weeks), which are the due period of days for bor-
rowing. The average is 12.2 days. Roughly speaking about 1,000 books are returned 
on the days that are less then 14 days; which might mean the students who borrow 
books from the library visit regularly. It is interesting to see that the number is also 
about 1,000 for 0 day, which means that the books are returned on the day they are 
borrowed. 

To see more precisely, the number is much bigger than 1000 in the days 1, 7 and 13. 
Borrowing 1 day means that the books are returned on the next day. So many books 
are borrowed for very short time. Next peak day is 7, where the books are borrowed for 
one week, which is reasonable. The number increases as the day passes from 9 to 14. 
Many students seem to care about the return date and try to return as early as possible.  

It is a surprise to see that quite a lot of books are borrowed beyond two weeks. The 
maximum value is 238 days. The book's title is "Introduction to German Law" and the 
student belongs to Engineering. The student borrowed such a long time probably 
because he or she did not want to return or just forgot to return.  

2.3   Analysis of a Student's Data 

In this section we choose a student as a sample and investigate more about the be-
havior of the student in terms of borrowing of books. We choose the student (here 
after student A) by the number of books. The student borrowed 208 books, which is  
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the maximum number among all the students; which probably means that the student 
A is very aggressive in studying.  

Figure 6 is the ratios of the classification number of books borrowed by the stu-
dent. KUL takes NDC (Nippon Decimal Classification) system for books classifica-
tion. In NDC 007 means information science, 410 for mathematics, 420 for physics, 
430 for chemistry, 440 for astronomy space sciences, and 910 for Japanese literature. 
The student borrowed the books classified in 420 (physics) at the ratio 60%, followed 
with 410 (mathematics) with 20%.  

Figure 7 illustrates the distribution of numbers of books according to the day of 
borrowing of student. A. As with Figure 5, student A also returned the books most of 
all on the 14th day. On the other hand, different from Figure 5, student A only bor-
rowed the books only from 0 to 3 days much more than from 4 to 13 days. He or she 
also borrowed a number of books more than 14 days. The maximum day is 28.  

3   Other Library Marketing Cases 

3.1   Area Usage Data Analysis 

The second author and other librarians of Gwacheon Public Library of Information & 
Science (hereafter Gwacheon Library, GL) [4] in Korea carried out a series of experi-
ments by putting barcode readers at the entrance of some rooms in the library and 
collected the data for analyzing how their rooms are used by the visiting patrons [6]. It 
was an excellent research example for library marketing. In this section we show how 
data were collected and analyzed and what are their implications are induced from 
these experiments.  

Gwacheon City [3] is located next to Seoul City and its population is about 60 thou-
sands. GL is one of two public libraries of the city and contains about 220 thousand 
materials. Reading rooms and other patron areas are distributed into from the 4th floor 
to the basement of the library building. Document Information Room I (DIR-I), Fam-
ily Reading Room (FRR), Language Room and other rooms are located in the 4th 
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floor. Actually FRR is the room for members who had had registered as member of 
the libray, who were suppoed to live in Gwacheon City or who are working or study-
ing in the city. Document Information Room II (DIR-II), Electronic Data Room 
(EDR) and others are located in the 3rd floor. Children's Room (CR) and Science 
Exhibition Hall are located in the 1st floor. Science Rooms are also lcated in the 2nd 
floor and the basement.  

Generally speaking, in Korean libraries including GL, reading rooms and study 
rooms are relatively small and are distributedly located in the library buildings. So the 
patrons are supposed to move from one room or area to another according to what he 
or she wants to read or do, in comprison with other libraries in other countries like 
Japan. The librarians of GL had experimenting from November 15th through Decem-
ber 25th 2005 by putting barcode readers at the entrance door of several rooms such as 
DIR-I and II, FRR, CR. They also put a reader at the exit gate from the library build-
ing. With these readers they collect the data about how the patrons used the rooms of 
GL. In order to have the data as accurate as possible, they even arranged the librarians 
so that they took turns and waiting at the readers and asked the patrons to scan their ID 
cards when they entered and exited the rooms and the library.  

From the experiment, they found a lot of results. One example is that among 6,633 
patrons using the DIR-I and II, CR, FRR, 26% of patrons used DIR-I, 30% for DIR-II, 
35% for CR, and 9% for FRR. Thus nearly 60% of patrons used DIR-I in the 4th fllor 
and DIR-II in the 3rd floor as total. So, one possible idea for them is to combine the 
two rooms into one so that they can provide better convinience to the patrons.  

The usage data are automatically collectable for EDR. From the data, they found 
that about 90% used for accessing the Internet. The ratio was increasing in comparison 
with the usage of document editing without using the Internet. So, one possible idea for 
more convinience is to relocate the EDR from the 3rd floor to the 1st floor, or the 
entrance floor of the library.  

3.2   Circulation Data Analysis in Ehime University Japan 

Yamada [12] analyzed the circulation data of a university library. He compared the rela-
tionship between the years after publication of books and the ratios of borrowing and 
found that (1) the newly published books are well prefered to be borrowed and (2) still a 
number of books, or evergreen gooks, are constantly borrowed. 

He concluded that it is very important for libraries to do their best so that newly pub-
lished books are provided for service as soon as possible. He also concluded that by col-
lecting and comparing the evergreen books of a lot of libraries, librarians may be able to 
know what books are supported by students of the libraries and thus what books are the 
must for them.  

3.3   Usage Data Analysis with Bookshelf Equipped with RFID-Reader 

RFID (Radio Frequency Identification) technology [2] is considered to be the one essential 
for ubiquitous society. Already a lot of libraries have introduced RFID based IC tag sys-
tem for material management. IC tag labels are attached on books so that book IDs can be 
deteced much faster and easier than the way with the current system with barcode. 
Typically, the readers that detect the IC tags are set at the security gates for anti-theft 
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function, at the circulation counter for borrowing and returning processing of books, 
self-checkout systems, and at the portable terminals for inventory.  

An intelligent bookshelf (IBS) is a bookshelf which is equipped with RFID readers 
so that it can detect what books are shelved on which shelf in real time. IBS is an im-
portant tool for collecting the usage data of books inside of libraries [10, 11]. Research 
on analysis methods for such usage data is not much popular so far. However, by con-
sidering the essential importance of this approach to library marketing in the network 
society, we have to investigate more on developing methods for utilizing usage data.  

4   Concluding Remarks 

The aim of this paper is to demonstrate the importance of the concept of library marketing 
through some examples. Firstly we investigate the definition of library marketing. As case 
studies for library marketing, we chose the circulation records of the central library of 
Kyushu University. From the point of view of library marketing,  the ordinary statistical 
results such as total number of borrowed books, average number of borrowed books per 
patron, the total number of the patrons who borrowed at least one book, etc. [8, 9], are not 
enough. In this paper we tried to find other analysis methods such as the pattern of bor-
rowing and returning time zones, patterns of borrowing days, comparison of borrowing 
days of week, and others.  

The results presented in this paper are just a beginning in our approach to library mar-
keting. We need to keep investigating more in this direction. One possibility is to analyse 
the usage data from IBS. Another one is to combine different types of data and extracts 
more useful knowledge for improving patron services by libraries.  
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Abstract. To understand the structure-to-function relationship, life sciences  
researchers and biologists need to retrieve similar structures from protein data-
bases and classify them into the same protein fold. With the technology innova-
tion the number of protein structures increases every day, so, retrieving  
structurally similar proteins using current structural alignment algorithms may 
take hours or even days. Therefore, improving the efficiency of protein struc-
ture retrieval and classification becomes an important research issue. In this pa-
per we propose novel approach which provides faster classification (minutes) of 
protein structures. We build separate Hidden Markov Model for each class. In 
our approach we align tertiary structures of proteins. Additionally we have 
compared our approach against an existing approach named 3D HMM. The  
results show that our approach is more accurate than 3D HMM. 

Keyword: Protein classification, Hidden Markov Model, SCOP. 

1   Introduction 

To understand the structure-to-function relationship, life sciences researchers and 
biologists need to retrieve similar structures from protein databases and classify them 
into the same protein fold. The structure of a protein molecule is the main factor 
which determines its chemical properties as well as its function. Therefore, the 3D 
representation of a residue sequence and the way this sequence folds in the 3D space 
are very important. The 3D protein structures are stored in the world-wide repository 
Protein Data Bank (PDB) [1]. In order to find the function of protein molecule, life 
sciences researchers and biologists need to classify the protein structure. There are 
several sophisticated methods for classifying proteins structures. 

The SCOP (Structural Classification of Proteins) database, describes the structural 
and evolutionary relationships between proteins [2]. Classification with SCOP 
method is based on experts’ experience. Evolutionary relationship of the proteins is 
presented as they are classified in hierarchical manner. The main levels of the hie-
rarchy are “Family”, “Superfamily” and “Fold”. The deeper level at the hierarchy is 
domain, so if we can predict the domain, we know all other upper levels.  

The CATH (Class, Architecture, Topology, and Homologous superfamily) data-
base [3] uses automatic methods for the classification of domains, as well as experts’ 
experience, where automatic methods fail to give reliable results. In CATH database, 
proteins are also classified in hierarchical manner. 
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Fig. 1. Number of proteins released in PDB versus number of proteins classified by SCOP 

The FSSP (Families of Structurally Similar Proteins) database [4] is created ac-
cording to the DALI method [5]. It is based on secondary structure. The evaluation of 
a pair of proteins is a highly time consuming task, so the comparison between a mac-
romolecule and all the macromolecules of the database requires days. Therefore, one 
representative protein for each class is defined, so that no two representatives have 
more than 25 percent amino-acid sequence identity. The unclassified protein is com-
pared only to the representative protein of each class that requires an entire day. The 
DALI algorithm is based on the best alignment of protein structures.  

SCOP, CATH, FSSP and many other sophisticated classifiers are very time con-
suming. SCOP method is the slowest due to manual classification form experts. 
CATH method is semi-manual, while FSSP is totally automated, but still is not able to 
follow the speed of determining novel protein structures. 

Fig. 1 presents the gap of number of released proteins in PDB database and num-
ber of proteins classified by SCOP. As it can be seen, the number of determined pro-
tein structures which are yet not classified by SCOP increases every day. Therefore, a 
need for fast and accurate methods for protein classification is obvious. 

There are many classification algorithms that can be used for protein classification 
as Naive Bayesian classifier, k nearest neighbour (K-NN), decision trees, neural net-
works, Support vector machines (SVM), Hidden Markov Model (HMM) and so on.  

ProCC [6], first decomposes protein structures into multiple SSE (secondary struc-
ture elements) triplets. The algorithm then extracts ten features from a SSE triplet 
based on the spatial relationships of SSEs such as distances and angles. R*-Tree is 
utilized to index feature vectors of SSE triplets. For each database protein, a weighted 
bipartite graph is generated based on the matched SSE triplets of retrieval results. A 
maximum weighted bipartite graph matching algorithm is used for computing an 
overall similarity score between the query protein and the database protein. Once the 
algorithm finds the top similar database proteins, K-NN [7] and SVM [8] methods are 
used to classify the query protein into corresponding fold. When the classifier cannot 
assign a class label to the query protein with enough confidence, the algorithm em-
ploys a clustering technique to detect new protein fold. 
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In [9], comparative analysis of nine different protein classification methods is per-
formed. The profile-HMM, support vector machines (SVMs) with four different ker-
nel functions, SVM-pair wise, SVM-Fisher, decision trees and boosted decision trees 
are used as classifiers. 

There are many approaches, as method given in [10], for classifying protein struc-
tures which use Hidden Markov Model (HMM) for alignment of secondary structures. 
Alexandrov and Gerstein [11] have introduced the HMM for classifying protein terti-
ary structures. In [12], it is shown that HMM approach based on tertiary structure is 
more accurate (10% higher precision) than the approach based on secondary structure. 
This is due to the fact that tertiary structure cares much more information than the 
secondary structure. 

Several works [13], [14], [15] apply a consensus strategy to classify the protein 
domains or folds for newly-discovered proteins by intersecting multiple classification 
results from classical structural alignment algorithms such as DALI [5], MAMMOTH 
[16], Combinatorial Extension (CE) [17] and VAST [18]. These consensus approaches 
yield higher classification accuracies than each individual method. However, a combi-
nation of structural alignment algorithms is computationally expensive. 

In this paper we propose novel approach for classifying protein 3D structures based 
on HMMs which consider the tertiary structure of protein molecules.  The evaluation 
of our classification approach is made according to the SCOP hierarchy. Additionally 
we have compared our approach against an existing approach named 3D HMM [11]. 

The paper is organized as follows: our approach is given in section 2; section 3 
gives some experimental results; while section 4 concludes the paper and gives some 
future work directions.  

2   Our Approach 

In this paper we propose novel approach for classifying protein molecules. Our ap-
proach uses the well known Hidden Markov Model for building profile for tertiary 
structure for corresponding class.  

Hidden Markov Models (HMMs) [19] are statistical models which are generally 
applicable to time series or linear sequences. They have been widely used in speech 
recognition applications [20], and have been introduced to bioinformatics in the late 
80’s [21]. A HMM can be visualised as a finite state machine. Finite state machines 
move through a series of states and produce some kind of output, either when the 
machine has reached a particular state or when it is moving from state to state.  

Hidden Markov models, which are extensions of Markov chains, have a finite set 
of states (a1,…, an), including a begin state and an end state. The HMM generates a 
protein sequence by emitting symbols as it progresses through a series of states. Each 
state has probabilities associated with it: 

• the transition probability Tij that a state ai will transit to another state aj, and 

• the emission probability E(x|j) that a state aj will emit a particular symbol x. 

Any sequence can be represented by a path through the model. This path follows the 
Markov assumption, that is, the choice of the next state is only dependent on  
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the choice of the current state (first order Markov Model). However, the state se-
quence is not known; it is hidden.  

To obtain the probability that a query belongs to the corresponding class, the query 
sequence is compared to the HMM by aligning it to the model. The most probable 
path taken to generate the sequence similar to the query gives the similarity score. It is 
calculated by multiplying the emission and transition probabilities along the path [22]. 
The most likely path through the model can be computed with the Viterbi [23] or 
forward algorithm [24]. In this paper we have used the Viterbi algorithm. The most 
probable sequence is determined recursively by backtracking, see Fig. 2.  

 

Fig. 2. Viterbi algorithm 

In our approach we consider the arrangement in 3D space of Cα atoms which form 
the protein backbone. The main idea of our approach is to model the folding of pro-
tein backbone around its centre of mass by using HMM. In this way we align tertiary 
structures of protein molecules.  

Proteins have distinct number of Cα atoms. So, we have to find a unique way to 
represent all proteins with sequences with same length. In this approach, we interpo-
late the backbone of the protein with fixed number of points, which are equidistant 
along the backbone. Then, we calculate the Euclidean distances from these points to 
the centre of mass, as shown on Fig. 3. Different number of approximation points can 
be used. In this paper we interpolate the backbone with 64 approximation points, 
which is sufficient for extracting the most relevant features of protein tertiary struc-
ture, see our previous work [25].  
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Fig. 3. Backbone interpolation 

 

Fig. 4. Our HMM approach 

Additionally, distances are quantized in order to obtain discrete values of symbols 
that can be emitted. Different type of quantization can be used. In order to model the 
hydrophobic effect, we have used uniformly quantization. 20 quantization levels 
were used. In this way, by quantizing the distances from approximated points to the 
centre of mass, this approach models the folding of protein backbone into concentric 
spheres, as shown on Fig. 4. 
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3   Experimental Results 

We have implemented a system for protein classification based on the HMM ap-
proach described above. Our ground truth data contains 6979 randomly selected pro-
tein chains from SCOP 1.73 database [26] from 150 domains. 90% of the data set 
serves as the training data and the other 10% serves as the testing data. We will exam-
ine the classification accuracy of our approach according to the SCOP hierarchy. 

In this research we approximated the backbone with 64 approximation points 
which are sufficient for describing the most relevant features of proteins [25]. First, 
we examined the influence of number of states (Q) on classification accuracy, see 
Table 1. As it can be seen, by using 20 states a highest precision is achieved. By using 
30 HMM states classification time increases, while classification accuracy is getting 
worse. 

Table 1. Experimental results  of our approach by using 64 approximation points 

Q (number of states) Accuracy (%) Classification time for all test proteins (sec) 

16 
20 
30 

92.35 
92.51 
90.88 

420 
420 
450 

We have additionally compared our approach against an existing approach named 
3D HMM [11]. We have used HMMs with Q=20 states. In this analysis, we have used 
dataset of proteins from globins and IgV (V set from immunoglobulin superfamily) 
families, as in [11]. We have randomly chosen one training protein from each domain, 
while other proteins serve as test data. Namely, test set consists of 754 proteins from 
globins and 1326 proteins from IgV family. Analysis showed that our approach is 
more accurate than existing 3D HMM approach [11], see Table 2. Namely, our ap-
proach achieves classification accuracy higher for 1.5% for globins and 1.7% for IgV 
family.  

Table 2. Comparison of our approach against 3D HMM 

Approach Classification accuracy for 
globins family (%) 

Classification accuracy for IgV 
family (%) 

Our approach 
3D HMM 

99.7 
98.2 

98.3 
96.6 

Classifiers such as our which are based on HMM can be used for classification at 
lower levels, but aren’t suitable at upper levels of the SCOP hierarchy. Namely, 
HMM builds profiles for all classes, so if we use this classifier at upper levels we 
want to model a profile for proteins which are dissimilar. So, if we want to classify 
proteins at upper levels we have to use other classifier. However, this approach can be 
incorporated into a hybrid hierarchical classifier, where this approach can be used at 
family and lower levels. 
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4   Conclusion 

In this paper we proposed novel approach for classifying protein molecules by using 
Hidden Markov Model. We build separate Hidden Markov Model for each class. In 
our approach we align tertiary structures of proteins.  

We have used part of the SCOP 1.73 database for evaluation of the proposed ap-
proach. Analysis showed that our approach achieves high precision. Additionally we 
have compared our HMM approach against an existing 3D HMM approach [11]. The 
results show that our approach is more accurate than 3D HMM. Namely, our ap-
proach achieves classification accuracy higher for 1.5% for globins and 1.7% for IgV 
family. 

Our future work is concentrated on investigating other protein classifiers in order 
to obtain higher precision. Also, we want to make a hybrid hierarchical classifier, so 
HMM can be used at family and lower levels of the SCOP hierarchy, while other 
corresponding classifiers can be used at upper levels. 
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Abstract. The average mutual information (AMI) has been claimed to be a 
strong genome signature in some literatures. The range of k values is an impor-
tant parameter in AMI but no standard range of k value is yet proposed. We in-
troduce a new growth threshold (GT) equation in Growing Self-Organising 
Maps (GSOM) to identify the best k range for clustering prokaryotic sequence 
fragments of 10 kb. However, the results using the best k range of AMI were 
still worse than our previously published results using oligonucleotide frequen-
cies. These experiments showed that the newly proposed GT equation makes 
GSOM able to efficiently and effectively analyse different data features for the 
same data.  

Keywords: GSOM, AMI, Species Separation, Prokaryotic Sequences. 

1   Introduction 

Average mutual information (AMI), which is a well-known measure of dependence of 
two variables in information theory, has increasingly been used for analysing DNA 
sequences. Grosse et al. [1] showed that the probability distributions of AMI are sig-
nificantly different in coding and noncoding DNA; Slonim et al. [2] used AMI to 
study the relationships between genes and their phenotypes; and Swati [3] applied a 
mutual information function to quantify the similarities and differences between bac-
terial strains. The investigation of AMI on DNA sequences has been also extended to 
DNA fragments. Otu and Sayood [4] revealed that fragments coming from the same 
regions of the target sequence have similar AMI profiles. Bauer et al. [5] found that 
the AMI profile could separate the fragments, whose sizes vary between 200 bp and 
10 000 bp, of two eukaryotes and claimed that the AMI profile can be used to dis-
criminate between DNA fragments from different species. This growing evidence 
supports the hypothesis that AMI may also be able to distinguish DNA fragments 
according to their phylogenetic relationship. Therefore, this paper investigates the use 
of AMI as a training feature in Growing Self-Organising Maps (GSOMs) for separat-
ing DNA sequence fragments, and directly compares the results with AMI to the 
results with oligonucleotide frequencies obtained in our previous publication [6] on 
the same datasets. 

In the original development of GSOM, Alahakoon et al. [7] claims that the spread 
factor (SF) introduced to the Growth Threshold (GT) equation in GSOM is independent 
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of the dimensionality of the data and that the same SF can be used to generate maps for 
different dimensionalities. In our previous experiments [6], the same SF was tested for 
datasets with different dimensions. However, a significantly lower map resolution was 
observed as the order of oligonucleotide frequency (i.e. dimensions) increased. In order 
to rectify such strange behaviour of GSOM in the early tests, the SFs were experimen-
tally determined for datasets with different oligonucleotide frequencies to achieve 
similar map resolutions for comparison. Although the experiments could be finished 
successfully by spending more time and effort to experimentally determine the same 
map resolution for datasets with different dimensionalities, this will be difficult for 
the analysis of large datasets, for which a large computing time is required. This prob-
lem raised a question in the accuracy of the original GT equation. Therefore, we in-
vestigates the GT equation and then proposes a new GT equation which is generalised 
to a wider range of distance functions, as well as rectifying the problem of different 
dimensionalities so that the original purpose of introducing SF can be achieved.  
Then the proposed GT equation is applied to investigate the AMI for DNA sequence 
separation.  

This paper is arranged as follows: Section 2 describes backgrounds of GSOM and 
the new generalised GT equation. Section 3 shows the results generated using the 
AMI. Finally, Section 4 provides a summary and conclusion of this paper. 

2   Backgrounds 

Growing Self-Organising Map (GSOM) [7] is an extension of Self-Organising Map 
(SOM) [8]. GSOM is a dynamic SOM which overcomes the weakness of a static map 
structure of SOM. Both SOM and GSOM are used for clustering high dimensional 
data. This is achieved by projecting the data onto a two or three dimensional feature 
map with lattice structure where every point of interest in the lattice represents a node 
in the map. The mapping preserves the data topology, so that similar samples can be 
found close to each other on the 2D/3D feature map. 

2.1   The Problem in the Original Growth Threshold (GT) Equation in GSOM 

While SOM uses a pre-specified number of nodes and map structure in training, 
GSOM uses a threshold to control the spread of a map in the growing phase so that 
the resolution of the map will be proportional to the final number of nodes generated 
at the end of the growing phase. This threshold can be any constant value and should 
be inversely proportional to the amount of detail in the hidden data structure that the 
user would like shown in the map. Nevertheless, in order to standardise this threshold 
into a parameter which is easy to use, Alahakoon et al. [7] introduced the growth 
threshold (GT) equation to determine the threshold: 

GT = -D*ln(SF) . (1) 

The user only needs to select a value of SF between zero and one as a standardised 
referencing measure for the map resolution. The GT equation also includes the di-
mensionality (D) of input data vectors intended to make it versatile for analysing 
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datasets with different dimensions while using the same SF as a referencing measure. 
However, such intension could not be achieved in our previous experiment [6]. 

In the original development of GSOM, Euclidean distance was used as the similar-
ity measure. When an input vector is compared with a node, the accumulated error of 
the node is increased by the distance difference, which is defined as: 
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where w is the weight vector of the node, and x is the input vector (w, x∈ℜD where D 
is the dimensionality of data). 

The growing mechanism in GSOMs depends on the comparison of the accumulated 
error in a node and the GT value, which is determined prior to the start of training. In 
order to achieve the same spread for different dimensionalities, when the GT value is 
increased with increased data dimensionality, the generated error should also be in-
creased proportionally to the increment of the GT value. However, this is not the case 
in the original GT equation. A simple example can effectively illustrate this problem. 
To train a 1D dataset with SF=0.1, the original GT equation gives GT=2.3. Using the 
standard practice in artificial neural networks that all dimensions are normalised to 
values between zero and one, the maximum possible error (maxErr) is one, as shown in 
Fig. 1(a). However, for a 2D dataset (Fig. 1(b)) using the same spread factor (SF=0.1), 

the GT value is doubled to GT=4.6 but the maximum possible error is only 2  which 
is less than double the maximum possible error in the 1D case: GT_2D = 2*GT_1D 
but maxErr_2D < 2*maxErr_1D. The disproportion between GT value and generated 
error appears whenever the dimensionality of data is changed. Consequently, the resul-
tant map will be smaller for dataset with a higher data dimensionality. 

  
                  (a)                  (b) 

Fig. 1. Illustration of maximum Euclidean distance. (a) 1D, (b) 2D input space. Stars represent 
the vectors locating in the corresponding normalised input space. 

2.2   A Generalised GT Equation 

The GT equation is directly related to the generated errors which depend on the dis-
tance function used. Hence, the GT value is implicitly linked to the distance function. 
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The Minkowski distance, a general form of some other distance functions, is chosen 
to be used in the modification.  

Considering the Minkowski distance function:  
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where AVG represents a constant value over all dimensions of data and for a large D, 
AVG is approximately the same for different Ds. 

Since GT is related to dist(x) and for the GT equation to account for dimensional-
ity, the simplest solution is to make GT proportional to the dimensionality related part 

in dist(x): pDGT

1

∝ . Then using the same standardising control measure SF as in the 
original GT equation, the generalised GT equation becomes: 

)ln(

1

SFDGT p−=  . (4) 

It turns out that the original GT equation was defined to only suit p=1, which is the 
Manhattan distance, but not the intended Euclidean distance (p=2). 

2.3   Average Mutual Information for DNA Sequences 

Mutual information, which measures the dependence of two random variables, is 
originally from the field of information theory. In this paper, the average mutual in-
formation (AMI), which was used in Bauer et al. [5], is adopted. In a DNA sequence, 
if X is taken to be the base at location i and Y to be the base at location j, which is k 
downstream from i (i.e. j = i+k), the AMI function (Ik) is defined as: 

( ) ( )
( ) ( )∑ ∑

∈ ∈
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

AX AY

k
kk YpXp

YXp
YXpI

,
log,  ,  

where A is the set of nucleotides { }TGCA ,,, ; p(X) is the marginal probability of X 

and is defined by dividing the total number of times the nucleotide X occurs by the 
total number of bases in the sequences; and pk(X,Y) is the joint probability for the 
nucleotides occur k bases apart and is defined as: 
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where ),( YXnk is the number of times two bases k apart take on the values 

AX ∈ and AY ∈ . 
By calculating the AMI for different values of k for a sequence fragment, an input 

vector for the GSOM training can be created. Each k value will correspond to a single 
dimension in the input vector and the dimensionality of the vector depends on the 
number of different k used. 

2.4   Quality Measurement of the Clustering Performance in a Mixing Region 

To evaluate a clustering algorithm’s ability to group DNA sequence fragments into 
species-specific or “pure” clusters, we define two criteria that measure the clustering 
quality in a mixing region: intensity of mix (IoM) and level of mix (LoM), where the 
former measures the percentage of mixing and the later indicates the taxonomic level 
of ambiguity for a given pair of clusters [6].  

The IoM is evaluated based on the concept of mixed pair described below. Let A 
and B be sets of vectors belonging to species A and B, respectively, and n(X) is the 
number of elements in set X. If A and B is a mixed pair, then the percentage of A in 
the mixing region of the two classes is n(A ∩ B | A)/n(A) and the percentage of B is 
n(A ∩ B | B)/n(B). For k number of species, there can be up to k(k − 1)/2 mixed pairs. 
Additionally, a pair of clusters is only considered to be truly mixed when both clusters 
are heavily overlapped. We use TH = 5% for the threshold of being truly mixed 
meaning that, statistically, we have a non mixing confidence of 95%. The IoM meas-
ures the amount of mixing sequences and it is nonlinearly categorised into five levels: 
low (L) 5%–10%, medium low (ML) 10%–20%, medium (M) 20%–40%, medium 
high (MH) 40%–60%, and high (H) 60%–100%. 

To evaluate clustering results of species, we use LoM to describe the taxonomic 
level of the mixed species. Because of the evolution of organisms, nucleotide compo-
sition of genomes belonging to the same lower taxonomic levels can be very similar. 
Clustering organisms at higher level of taxonomy should be easier than at lower level 
of taxonomy. Therefore, if truly mixed pair occurs, lower LoM (e.g., Species) is more 
acceptable and more desirable than higher LoM (e.g., Kingdom). In summary, the 
proposed two measures are defined as  

 IoM ∈ {L,ML,M,MH,H},  

 LoM ∈ {Species, Genus, Family,Order,Class, Phylum,Kingdom}. 

The two proposed measures, IoM and LoM, are only defined for truly mixed pairs to 
evaluate the clustering quality in the mixing regions of a map by the following steps. 

(i) Find truly mixed pairs for all pairs of species where if n(X ∩ Y | Y)/n(Y) ≥ 

TH and n(X ∩ Y | X)/n(X) ≥ TH, then X and Y is a truly mixed pair. 
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(ii) If X and Y are truly mixed, determine IoM according to min{n(X ∩ Y | 

Y)/n(Y), n(X ∩ Y | X)/n(X)}. 
(iii) Identify LoM of X and Y. 

Clustering results can now be assessed based on three criteria: number of truly mixed 
pairs, IoM, and LoM. However, which criterion should have higher priority may vary 
between applications. Therefore, in our assessment, one result is better than another 
only when it is superior on at least two of the three measures. 

3   Results 

This paper investigates whether the average mutual information (AMI) can be used to 
separate short DNA sequence fragments, and compares the results generated by the 
AMI with the results created by oligonucleotide frequencies. The AMI, which was used 
in Bauer et al. [5], is adopted and summarised in Section 2.3. In order to compare the 
oligonucleotide frequency results produced in our previous publication [6], the same 
two sets of species genomes were used here. Similar data preprocessing was applied to 
produce datasets for these experiments (i.e. using a fragment length of 10 kb), except 
that the input vectors were created by calculating the AMI for a series of k values in-
stead of calculating the oligonucleotide frequencies. For convenience, datasets produced 
using the k values ranging from X to Y will be denoted as k:X-Y. For example, k:1-100 
represents the datasets which were generated using the AMI with k values ranging from 
1 to 100.  

Different ranges of k values have been used in literature depending on preference and 
no standard range of k value is yet proposed. Therefore, this investigation also tried to find 
out a proper range of k values for the task of species separation. To do this, the generalised 
GT equation can be conveniently applied here with the same SF for all different ranges of 
k values. The same training settings are used as in our previous publication [6] (i.e. learn-
ing length, learning rate, etc.). An SF=0.01 was found to produce a similar resolution to 
the maps generated for the oligonucleotide frequencies so it is used here for direct com-
parison. As Bauer [5] used the range of k:5-512 in his experiment to successfully separate 
the short DNA fragments and a longer range of dependencies between two nucleotides are 
improbable from the biology perspective, such range of k was used here as maximum 
range of k for the investigation. Four datasets were created for each of the two sets of 
species genomes. These datasets will be referred as long-range k values in the following 
discussion. They are: k:1-100, k:5-300, k:201-500 and k:5-512. The evaluation method for 
the mixing regions, introduced in our previous publication [6] was adopted here to evalu-
ate results and a summary is described in Section 2.4. 

The results generated by the AMI with the four long-range k values for Set1 and Set2 
are tabulated in Table 1 and supp-1 respectively (all Set2 results are located in a sup-
plementary material which can be found in http://cckenneth.4mg.com/Chan-
InvAvgMutualInfo-supp.pdf). For convenience, the results generated by tetranucleotide 
frequency in our previous publication [6] were also put in the tables. From these  
results, the AMI performed very badly for both Set1 and Set2 since there are large num-
bers of mixed pairs. However, it was noticed that the shorter range of k values, i.e.  
k:1-100, produced fewer mixed pairs compared with other long-range k values  
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Table 1. Results of using AMI with long-range k values for Set1. ‘Tetra’ represents using the 
tetranucleotide frequency as training feature; ‘k:X-Y’ denotes using the AMI with k ranges 
from X to Y as the training features. If a specific ‘IoM’ is more than one, its name is displayed 
and followed by a colon and number of times it should appear. 

 Tetra k:1-100 k:5-300 k:201-500 k:5-512 
#OfMix 4 34 41 42 40 

Kingdom -- ML:4, M, L:2 H:3, MH, 
ML:3, L 

H:3, MH, M, 
ML:2, L 

H:3, MH, 
ML:4 

Phylum -- MH, M:2, 
ML:3, L:5 

H:3, MH:2, 
M:4, ML, L:3 

H:3, MH, M:6, 
ML:2, L:2 

H:3, MH:2, 
M:4, ML, L:3 

Class -- H, MH, M:3, 
ML:2, L:2 

H:4, MH, M, 
ML:4, L:2 

H:4, MH, M:4, 
ML:3 

H:4, MH, 
ML:5, M, L 

Order L:2 H, MH, M, 
ML:2 

H, MH:2, M:2 H, MH:2, M:2 H, MH:2, M, 
ML

Family -- -- -- -- -- 
Genus -- -- -- -- -- 
Species ML, L MH, M H, MH, L H, MH, ML H, MH 

 

Table 2. Results of using AMI with short-range k values for Set1 

 Tetra k:1-5 k:1-10 k:1-16 k: 1-25 
#OfMix 4 31 29 27 30 

Kingdom -- ML:4, L:2 ML:4, L M:2, ML:3 M:2, ML:3 
Phylum -- MH, M, 

ML:4, L 
M:2, ML:2, 

L:5 
MH, M, 

ML:3, L:3 
M:3, L:7 

Class -- H, MH:2, 
M:3, L:3 

H, MH, 
M:2, ML:2, 

L:2 

H, M:5, L H, M:4, ML, L:2 

Order L:2 H, MH:2, 
M, ML:2 

H, MH, M, 
ML:2 

H, M:2, 
ML:2 

H, M:2, ML:2 

Family -- -- -- -- -- 
Genus -- -- -- -- -- 
Species ML, L MH:2, L MH:2 MH, M H, M 

 

and that this happened consistently in both sets. Therefore, some even shorter ranges 
of k values will possibly perform better. 

To test the above hypothesis, another five datasets for each of Set1 and Set2 were 
generated using the short range of k values: k:1-5, k:1-10, k:1-16, k:1-25 and k:1-50. 
The results for Set1 and Set2 of each of the five datasets are shown in Table 2 and sup-2 
respectively (see the supplementary material for Table supp-2). As expected, these 
short-range k values provide better results than the long-range k values. For example, 
the numbers of mixed pairs for any short-range k values in Table 2 are smaller than 
those for the long-range k values in Table 1, and similarly for Table supp-2 and supp-1. 
The best results are shown where k:1-16 for both Set1 and Set2. However, although it 
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shows the best results of all the tested ranges of k values, this range still performs less 
effectively than the tetranucleotide frequency. 

4   Conclusion 

This paper identified the problem with the original GT equation through a heuristic analy-
sis. A generalised GT equation was proposed to suit a wider range of distance functions 
and to give GSOM the ability to analyse datasets with different numbers of dimensions 
through a single SF value. Then the proposed GT equation was used to effectively investi-
gate the AMI as applied to the separation of short sequence fragments. The long-range k 
values performed less well than the short-range ones, perhaps because the short sequence 
fragments are not long enough to provide a good estimation for long-range k values [9]. 
The results showed that k:1-16 performed better than other short ranges of k values, such 
as k:1-10, and better than the longer ranges of k values, such as k:1-25. This may be be-
cause the short ranges of k values did not provide enough signals; the amount of stored 
signal was limited by the short length of sequences for the longer ranges of k values. Al-
though the best range of k values (k:1-16) for the AMI could be identified after intensive 
tests, the results were unsatisfying comparing to the excellent results achieved by using 
oligonucleotide frequencies in our previous publication [6]. The bad results for the AMI 
may be due to the noise from the non-coding region of the fragments, as Grosse et al. [1] 
showed that  the probability distributions of AMI are significantly different in coding and 
non-coding DNA. Therefore, the results should be improved if only the sequences with 
sufficient portions of coding DNAs are employed in the clustering.  
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Abstract. Arabic is one of the world’s oldest languages and is currently the sec-
ond most spoken language in terms of number of speakers. However, it has not 
received much attention from the traditional speech processing research com-
munity. This study is specifically concerned with the analysis of vowels in 
modern standard Arabic dialect. The first and second formant values in these 
vowels are investigated and the differences and similarities between the vowels 
are explored using consonant-vowels-consonant (CVC) utterances. For this 
purpose, an HMM based recognizer was built to classify the vowels and the 
performance of the recognizer analyzed to help understand the similarities and 
dissimilarities between the phonetic features of vowels. The vowels are also 
analyzed in both time and frequency domains, and the consistent findings of the 
analysis are expected to facilitate future Arabic speech processing tasks such as 
vowel and speech recognition and classification. 

Keywords: MSA, Arabic, Vowels, Analysis, Speech, Recognition, Formants, 
HMM, ASR. 

1   Background 

1.1   Arabic Language and Research 

Arabic is a Semitic language, and is one of the world’s oldest languages. Currently it 
is the second most spoken language in terms of number of speakers. Modern Standard 
Arabic (MSA) has 36 phonemes, of which six are vowels, two diphthongs, and 28 are 
consonants. In addition to the two diphthongs, the six vowels are /a, i, u, a: , i:, u:/ 
where the first three ones are short vowels and the last three are their corresponding 
longer versions (that is, the three short vowels are /a, i, u /, and their three long coun-
terparts are /a:, i:, u:/) [1], [2], [3]. As a result, vowel sound duration is phonemic in 
Arabic language.  

Some researchers consider Arabic vowels to number eight in total by counting the 
two diphthongs as vowels and, this is normally considered to be the case for MSA [4]. 
Arabic phonemes comprise two distinctive classes, termed pharyngeal and emphatic 
phonemes. These two classes can be found only in Semitic languages such as Hebrew 
and Persian [1], [4], [5]. Arabic dialects may have different vowels - for instance, 
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Levantine dialect has at least two extra types of diphthongs /aj/ and /aw/. Similarly, 
Egyptian dialect has other extra vowels [3]. 

The development of accurate Automatic Speech Recognition (ASR) systems is faced 
with two major issues. The first problem is related to diacritization where diacritic sym-
bols refer to vowel phonemes in the designated words. Arabic texts are almost never 
fully diacritized: implying that the short strokes placed above or below the consonant, 
indicating the vowel following this consonant, are usually absent. This limits the avail-
ability of Arabic ASR training material. The lack of this information leads to many 
similar word forms, and consequently, decreases predictability in the language model. 
The three short Arabic vowels are represented using diacric symbols in the written form. 
The second problem is related to the morphological complexity since Arabic has a rich 
potential of word forms which increases the out-vocabulary rate [4], [6].  

Arabic language is comparatively much less researched compared to other lan-
guages such as English and Japanese. Most of the reported studies to-date have been 
conducted on Arabic language and speech digital processing in general, with only a 
few focusing on Arabic vowels specifically. A limited number of research studies 
have been carried out on MSA, classical and Quraanic (Islamic Holy Scripture based) 
versions of Arabic. More recently, Iqbal et al. [7] reported a new preliminary study on 
vowels segmentation and identification using formant transitions occurring in  
continuous recitation of Quraanic Arabic. The paper provided an analysis of cues to 
identify Arabic vowels. Their algorithm extracted the formants of pre-segmented reci-
tation audio files and recognized the vowels on the basis of these extracted formants. 
The study was applied in the context of recitation principles of the Holy Quraan. The 
vowel identification system developed showed up to 90% average accuracy on con-
tinuous speech files comprising around 1000 vowels. 

In other related recent works, Razak et. al.  [8] have investigated Quraanic verse 
recitation feature extraction using the Mel-Frequency Cepstral Coefficient (MFCC) 
approach. Their paper explored the viability of the MFCC technique to extract fea-
tures from Quranic verse recitation. Features extraction is crucial to prepare data for 
the classification process. The authors were able to recognize and differentiate the 
Quranic Arabic utterance and pronunciation based on the extracted features vectors. 
Tolba et al. [9] have also reported a new method for Arabic consonant/vowel segmen-
tation using the wavelet transform. In their paper, a new algorithm was presented for 
Arabic speech consonant and vowel segmentation without linguistic information. The 
method was based on the wavelet transform and spectral analysis and focused on 
searching the transient between the consonant and vowel parts in certain levels from 
the wavelet packet decomposition. The accuracy rate was about 88.3% for conso-
nant/vowel segmentation and the rate remained fixed at both low and high signal to 
noise ratios (SNR). Previously, Newman et al. [10] worked on a frequency analysis of 
Arabic vowels in connected Speech. Their findings do not confirm the existence of a 
high classical style as an acoustically ‘purer’ variety of modern standard Arabic. 

In another study, Alghamdi [11] carried out an interesting spectrographic analysis 
of Arabic vowels based on a cross-dialect study. He investigated whether Arabic 
vowels are the same at the phonetic level when spoken by speakers of different  
Arabic dialects, including Saudi, Sudanese, and Egyptian dialects. The author found 
that the phonetic implementation of the standard Arabic vowel system differs accord-
ing to dialects.  
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Previously, Al-Otaibi [12] also developed an automatic Arabic vowel recognition 
system. Isolated Arabic vowels and isolated Arabic word recognition systems were 
implemented. The work investigated the syllabic nature of the Arabic language in 
terms of syllable types, syllable structures, and primary stress rules. Next, ASR based 
Hidden Markov models are briefly described and formant readings reviewed. The 
goals of this study are then outlined. 

1.2   Hidden Markov Models 

ASR systems based on the Hidden Markov Model (HMM) started to gain popularity 
in the mid 1980’s [13]. HMM is a well-known and widely used statistical method for 
characterizing the spectral features of speech frame. The underlying assumption of the 
HMM is that the speech signal can be well characterized as a parametric random 
process, and the parameters of the stochastic process can be predicted in a precise, 
well-defined manner. The HMM method provides a natural and highly reliable way of 
recognizing speech for a wide range of applications [14], [15].  

In the main recognition module the feature vectors are matched with reference pat-
terns, which are called acoustic models. The reference patterns are usually Hidden 
HMM models trained for whole words or, more often, for phones as linguistic units. 
HMMs cope with temporal variation, which is important since the duration of indi-
vidual phones may differ between the reference speech signal and the speech signal to 
be recognized. Unfortunately this is not practical in short and long Arabic vowels, 
where the duration is very important and dictates the word meaning. A linear nor-
malization of the time axis is not sufficient here, since not all allophones are expanded 
or compressed over time in the same way. For instance, stop consonants (“d”, “t”, 
“g”, “k”, “b”, and “p”) do not change their length much, whereas the length of vowels 
strongly depends on the overall speaking rate [15].  

The recently developed Hidden Markov Model Toolkit (HTK) [16] is a portable 
toolkit for building and manipulating HMM models. It is mainly used for designing, 
testing, and implementing ASR and its related research tasks. The HTK [16] is a gen-
eral toolkit for the HMM model that is mainly geared towards speech recognition, but 
can also be used for other tasks. HTK includes a large number of tools for training 
and manipulating HMMs, working with pronunciation dictionaries, n-gram and finite-
state language models, recording and transcribing speech, etc. 

1.3   Formant Readings 

By changing the vocal tract shape, different forms of a perfect tube are produced, 
which in turn, can be used to change the desired frequencies of vibration. Each of the 
preferred resonating frequencies of the vocal tract (corresponding to the relevant 
bump in the frequency response curve) is known as a formant. These are usually  
referred to as F1 indicating the first formant, F2 indicating the second formant, F3 
indicating the third formant, etc. That is, by moving around the tongue body and the 
lips, the position of the formants can be changed [2]. 

In vowels, F1 can vary from 300 Hz to 1000 Hz. The lower it is, the closer the 
tongue is to the roof of the mouth. F2 can vary from 850 Hz to 2500 Hz. The value of 
F2 is proportional to the frontness or backness of the highest part of the tongue during 
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the production of the vowel. In addition, lips' rounding causes a lower F2 than with 
unrounded lips. F3 is also important in determining the phonemic quality of a given 
speech sound, and the higher formants such as F4 and F5 are thought to be significant 
in determining voice quality. 

1.4   Goals 

The goals of this study are to investigate MSA vowels using both speech recognition 
and time and frequency domain information especially formants. Firstly, a recognition 
system will be built to classify the vowels and determine the similarities and dissimi-
larities among the 8 different MSA vowels under investigation. Secondly, we carry 
out a formant based analysis of the six Arabic vowels as used in MSA. The outcomes 
of these two investigative methodologies will be crosschecked to conclude the final 
contributions of this research regarding the MSA vowels. 

The rest of this paper is organized as follows: Section II introduces the experimen-
tal framework for both methods employed in this study. The results are described and 
discussed in Section III. Paper conclusions and some remarks and suggestions are 
given in Section IV. 

2   Experimental Framework 

The allowed syllables in Arabic language are: consonant-vowel (CV), consonant-
vowel-consonant (CVC), and consonant-vowel-consonant-consonant (CVCC), where 
V indicates a (long or short) vowel while C indicates a consonant. Arabic utterances 
can only start with a consonant [1]. Table 1 shows the eight Arabic vowels along with 
their names, examples, and IPA symbols. In this paper the formants of Arabic vowels 
will be analyzed to determine their values. These are expected to prove helpful in sub-
sequent speech processing tasks such as vowel and speech recognition and classifica-
tion. In carrying out the analysis, Arabic vowels have been viewed as if they are  
patterns on papers. Specifically, the vowels were plotted on paper or computer screen 
in the form of their time waveform, spectrograms, formants, and LPC spectrums.  

2.1   Recognition System Overview 

An ASR based on HMM was developed. The system was partitioned into three mod-
ules according to their functionality. First is the training module, whose function is to 
create the knowledge about the speech and language to be used in the system. Second 
is the HMM models bank, whose function is to store and organize the system knowl-
edge gained by the first module. Finally, there is the recognition module whose func-
tion is to figure out the meaning of the speech input in the testing phase. This was 
done with the aid of the HMM models mentioned above. 

The parameters of the system were 10 KHz sampling rate with 16 bit sample reso-
lution, 25 millisecond Hamming window duration with step size of 10 milliseconds, 
MFCC coefficients with 22 set as the length of cepstral filtering and 26 filter bank 
channels, 12 as the number of MFCC coefficients, and 0.95 as the pre-emphasis  
coefficients. 
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Table 1. MSA Arabic vowels 

Vowel
The name of 
Arabic vowels

Example
IPA 
code

V01 Short fatha a

V02 Long fatha a:

V03 Short dummah u

V04 Long dummah u:

V05 Shot kasrah i

V06 Long kasrah i:

V07 Fatha dummah aw

V08 Fatha kasrah ay
 

A second speech recognition system was also implemented using the HMM tech-
nique with the help of HTK tools. The speech ASR was designed initially as a pho-
neme level recognizer with 3-states: continuous, left-to-right, no skip HMM models. 
The system was designed by considering all 21 MSA monophones by considering a 
subset of the thirty-four MSA monophones as given by the KACST labeling scheme 
given in [17]. The silenc`e (sil) model was also included in the model set. In a later 
step, the short pause (sp) was created from and tied to the silence model. Since most 
digits consisted of more than two phonemes, context-dependent triphone models were 
created from the monophone models mentioned above. Prior to this, the monophones 
models were initialized and trained using the training data. This was done using more 
than one iteration and repeated again for triphones models. The pre-final training 
phase step was to align and tie the model by using a decision tree method. The last 
step in the training phase involved re-estimating the HMM parameters using the 
Baum-Welch algorithm [14] three times. 

2.2   Database 

An in-house database was built to help in investigating Arabic vowels depending on 
good selected and fixed phonemes. The utterances of ten male Arabic speakers, all 
aged between 23 to 25 years with the exception of one child, were recorded. Nine of 
the speakers were from different regions in Saudi Arabia and the remaining one from 
Egypt. Each of the ten speakers participated in five different trials for every carrier 
word in the data set used along with all the eight intended Arabic phonemes. Some of 
the speakers recorded the words in one session and others in two or three sessions.   

The carrier words were chosen to represent different consonants before and after 
the intended vowel. These carrier words are displayed in Table 2 using the second 
vowel /a:/. The sampling rate used in recording these words was 16 kHz and 16-bit 
resolution mono. Total of the recorded audio tokens was 4000 (i.e., eight phonemes 
times ten speakers times ten carrier words times five trials for each speaker). These 
audio tokens were used for analyzing the intended phonemes in frequency, during the 
training phase of the recognition system, and in its testing phase.  

The database was partitioned into two subsets one for training phase (60% of the 
total database) and the other for testing phase (40% of the whole database). For the 
first subset, for each vowel, speaker, and carrier word the first three trials were con-
sidered as training data for the recognition system. This gave a total of 2,400 (i.e., 
eight phonemes times ten speakers times ten carrier words times three trials) speech 
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tokens. On the other hand, the testing subset consisted of the last two trials for all 
speakers, carrier words, and vowels. It contained a total of 1,600 (i.e., eight phonemes 
times ten speakers times ten carrier words times last two trials) speech tokens. 

Table 2. Carrier words used (with 2nd vowel) 

 

3   Results 

3.1   Speech Recognition Analysis 

An HMM based speech recognition system was designed, tested, and used for recog-
nizing Arabic vowels using the given database. The overall system performance (rec-
ognition success rate (%) with respect to Arabic vowels was 91.6% as depicted in 
Table 3. This table shows the confusion matrix that was generated by the recognition 
system. The last three columns in the table show, respectively, individual system ac-
curacies for each vowel separately, total number of speech tokens for each individual 
vowel, and missed tokens per vowel. In addition to this, the table depicted the number 
of inserted and deleted tokens for each vowel – all of which were with zero deletion 
and insertion in this experiment.   

It can be seen from Table 3, that the totals of missed tokens were 135 out of 1599. 
The best vowel accuracy was encountered with Vowel 8 which is the diphthong 
“Fatha Kasrah” vowel. The accuracy for this vowel is 99% and only two tokens of 
Vowel 8 were missed by the system. On the other hand, the worst accuracy was en-
countered for the case of Vowel 1 which is the “Short Fatha”. The system accuracy 
for this vowel was 77.5% with a total of 45 missed tokens. Five of the vowels 
achieved over 90% accuracy but the remaining three did not. 

Analyzing the confusion matrix in Table 3, we can notice that Vowel 1, Vowel 2, 
and Vowel 6 are the most confusing vowels for the recognition system (i.e. they are 
mistakenly picked up by the system in case of missing the correct one). Also, we can 
conclude from the confusion matrix that there are significant similarities between the 
following vowel pairs (listed in order of degree of highest to lowest similarity): 
(Vowel 1, Vowel 2), (Vowel 5, Vowel 6), (Vowel 3, Vowel 4), (Vowel 1, Vowel 3), 
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and (Vowel 1, Vowel 5). The first, second and third pairs are similar but they differ in 
the length. For example Vowel 1 is the Short Fatha but Vowel 2 is the “Long Fatha”. 
It is important to emphasize here that the duration of vowels in Arabic language is 
phonemic which is otherwise, as in English language. For the first, second and third 
pairs’ similarities we can conclude that the system could not recognize the difference 
in duration and hence could not distinguish between Vowels 1 and 2 and between 
Vowels 5 and 6 and Vowel 3 and 4. This may be an important point to try to re-model 
the duration in HMM states and force the system to distinguish between short and 
long vowel in Arabic vowels since it is phonemic. For the fourth and fifth pairs we 
found that Vowel 2 (a:) was confused with Vowel 3 (u). This is considered a strange 
outcome due to the big difference between these vowels. The same thing can be said 
for the last pair. Also we can conclude from the recognition system outcomes that the 
vowel “Short Fatha” is the trouble source for the system where it made 3 major con-
fusions to other vowels. Next, we will crosscheck the recognition system performance 
with the analysis carried out using the formant based approach. 

Table 3. Confusion matrix and other statistics from the vowel recognition system 

 

3.2   Formant Based Analysis 

The aim of this part of the experiments was to evaluate values of the first and second 
formants, namely F1 and F2, in all considered Arabic vowels. This study considered 
frames in the middle of each vowel to minimize the co-articulation effects. Based on 
Fig. 2, we can estimate the Arabic vowel triangle’s location as (400, 800), (700, 
1100), and (400, 2100) where the first value corresponds to F1 and the second value 
to F2.  

Fig. 2 shows a plot for all short vowels for one of the speakers for three different 
trials. It can be seen from Fig. 2 that the F1 value is relatively high for /a/, medium for 
/u/, and minimum for /i/. But in the case of F2, it is medium for /a/, minimum for /u/ 
and high for /i/. For the long vowels it is clear that the same situation is true as ob-
served for their short counterparts. The long vowels are peripheral while their short 
counterparts are close to center when the frequencies of the first two formants are 
plotted on the formant chart.  

From the obtained results, it was found that F1 of /a/ is smaller than F1 of /a:/, 
while F2 of /a/ is smaller than F2 of /a:/ (and the values of F3 are close for both of the 
durational counterparts).  Also F1 of /u/ is larger than F1 of /u:/ except for the child, 
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whereas F2 of  /u/ is smaller than F2 of /u:/ for all speakers and the values of F3 are 
close for both of them. Similarly, it has been found that F1 of /i/ is larger than F1 of 
/i:/ and F2 of  /i/ is smaller than F2 of /i:/. To conclude these specific outcomes, it can 
be said that F1 in a given short vowel is larger than F1 in its long counterpart except 
for /a/ and /a:/; and F2 in a given short vowel is larger than F1 in its long counterpart 
except for /a/ and /a:/. These findings confirm those reported in previous studies [11].   

The first formant, F1, can be used to classify between /a/ and /u/. F2 can be used to 
classify /i/ and /u/. The vowel /a/ has the largest value of F1 and /i/ has the largest 
value of F2. The vowel /i/ has the smallest value of F1 and /u/ has the smallest value 
of F2. In addition, F1 can be used to classify /a:/ and /u:/ whereas F2 can be used to 
classify /i:/ and /u:/. The vowel /a:/ has the largest value of F1 and /i:/ has the largest 
value of F2, while the vowel /i:/ has the smallest value of F1 and /u:/ has the smallest 
value of F2.  

In Arabic vowels, as mentioned earlier, F1 can vary from 300 Hz to 1000 Hz, and 
F2 can vary from 850 Hz to 2500 Hz. F3 is also important in determining the phone-
mic quality of a given speech sound, and the higher formants such as F4 and F5 can 
also be significant in determining voice quality [18]. In /a/ and /a:/ the whole tongue 
goes down so the vocal tract becomes wider than in producing other Arabic vowels. 
In /u/ and /u:/ the end of the tongue comes near to the palate while the other parts of 
the tongue are in the regular position. In /i/ and /i:/ the front of the tongue comes near 
to the palate whereas other parts remain in their regular position. Lips are more 
rounded for /u/ and /u:/ than for /i/ and /i:/. Also, the formants’ usual patterns were 
noticed from their spectrograms as concluded in [18]. In addition, the similarities of 
the first (and final) consonant in all words can be clearly noticed since the same first 
and final consonants are used in all the plots (with just the vowel being varied) as can 
be inferred from Table 2. 

 

Fig. 1. Vowels distribution depending on F1 and F2 for all speakers 
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Fig. 2. Values of F1 and F2 for short vowels for Speaker 6 for three trials 

3.3   Discussion 

In summary, the vowel pairs (Vowel 1, Vowel 2), (Vowel 5, Vowel 6), (Vowel 3, 
Vowel 4), (Vowel 1, Vowel 3), and (Vowel 1, Vowel 5) that have major similarities 
depending on the speech recognition output, are mostly durational counterparts. This 
means that Vowel 1 is the short counterpart of Vowel 2 and so on. These pairs of 
vowels have major overlap in formant plot shown in Fig. 1. Formants can thus be seen 
to be very effective in classifying vowels correctly and can be used in a future speech 
recognition system. Formants of the vowels can be included explicitly in the feature 
extraction module of the recognizer. If such a system is able to recognize the different 
vowels then this will tremendously assist in the Arabic speech recognition process. 
The reason behind this is that every word and syllable in Arabic language must con-
tain at least one vowel; hence vowel recognition will play a key role in identifying the 
spoken utterance. Agreement between the recognition outputs and formant analysis 
can be inferred from these results. In addition to this, we can say that the distinguish-
ing acoustic features of vowels are formants, in particular formants 1 and 2. Also, for 
Arabic vowels we can learn that the temporal duration is very important but this is 
missed by both the investigative methods used in this study and we need to find a way 
to incorporate this feature in future speech recognition and formant-based analysis 
approaches.  

4   Conclusions 

This paper has presented automatic speech recognition and formant based analysis of 
Arabic vowels using a spectrogram technique [18]. For the formant based technique, 
the Arabic vowels were studied as if they were patterns shown on screen or paper. 
Modern standard Arabic has six basic vowels and two diphthongs which are consid-
ered by some linguistics as vowels rather than diphthongs. Thus the number of vowels 
in this study was considered to be eight (including the two diphthongs). All these 
eight Arabic phonemes were included for constricting the created database deployed 
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in the speech recognition based investigation which has shown that the formants are 
very effective in classifying vowels correctly. The overall accuracy of the speech rec-
ognition system was 91.6%. Both methods of investigations agreed on the high degree 
of similarity between short Arabic vowels and their long counterparts. The temporal 
duration of the vowel which is phonemic in Arabic language could not be modeled in 
the recognition system. Also in the formant plots, there are big overlaps between pairs 
of vowels that also confused with each other in the recognition system.  We see a co-
incidence between the conclusions drawn from speech recognition results and formant 
analysis regarding these vowels.  
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Abstract. The present study was done as part of a more complex project whose 
final aim is to design and implement an autonomic self-organizing system, 
mentally commanded by an user giving one of the 4 possible commands: forth, 
back, left, right. For this, we used the most studied method for designing non-
invasive brain-computer interface (BCI), namely, the electroencephalogram 
(EEG) signals acquired during mental tasks. To command, in real-time, the sys-
tem requires very discriminative mental tasks to be used to trigger the corre-
sponding device commands. The novelty of our paper consists in revealing the 
great importance the preliminary selecting process of subject-specific set of 
tasks plays within the implementation of any particular BCI application. In this 
idea, our research focuses on an extensive analysis of twelve mental tasks; the 
processing and classification approaches used by us are classical ones1. 

Keywords: Brain computer interface, mental tasks, EEG autoregressive model, 
Bayesian classifier, artificial neural networks. 

1   Introduction 

The present study, as part of a more complex (on-line, EEG-based, 4-class) BCI pro-
ject, aims to find, in a preliminary step, the paradigm which gives, for a given EEG 
processing methodology and for a specific subject, the most classifying process’ ad-
vantages. Practically, in this research, we exploit the already suggested idea in the 
literature, namely the requirement to design a subject-specific BCI application in 
order to obtain high system performances. The novelty of this paper consists in quan-
tifying the impact the subject-specific selected set of tasks has, by itself, on the classi-
fication performances, and thus, indirectly, on the global BCI performance. For this, 
for each of the participants to the study we find which are the 4 mental tasks (out of 
12 proposed candidate tasks) that lead to the most discriminative EEG patterns. 

The twelve covert mental tasks (attentively selected in this research based on the 
results reported in several psycho-physiological studies and brain imaging studies) 
consist in motor cognitive tasks as well as non-motor cognitive tasks. In general, in 
the BCI field, the choice of one or other particular set of mental tasks is done having 

                                                           
1 AR method and Bayes classifier – for selecting the subject specific tasks –, and AR method 

and MLP classifier – for comparing the results with similar reported results in the literature. 
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in mind the assumed existence of different EEG-activation patterns during the per-
formance of the respective selected tasks. In our case we considered some aspects like 
hemispheric asymmetries – i.e., the hemispheric asymmetries appear in processing 
positive and negative emotional experiences [1]; also, the right hemisphere is in-
volved to a greater extend than the left in the performance of spatial and musical 
tasks. Verbal fluency [2], [3] and mathematical tasks primarily involve the left hemi-
sphere [4]. Additionally, the motor tasks engage more asymmetrically the hemi-
spheres than the non-motor tasks [4]; moreover, the two silent verbal fluency tasks – 
namely, phonemic (letter-cued) silent word generation and semantic (category-cued) 
silent word generation – were found as activating two overlapping but dissociable 
systems in the brain [5]. Not in the last, different components of mental calculation 
(e.g. tasks involving number comprehension and the calculation process) [6] suggest 
the participation of different cortical networks reflected in significant EEG-cortical 
area differences. However, the aforementioned relationships are not always as pre-
dicted [2], [3], [1] due probably to neuronal substrates specificities, differences in 
skill, degree of laterality, degree of vigilance [7] and, not in the last, due to interpreta-
tion of the task by the subjects [8]. 

Nowadays, the applications involving cognitive tasks discrimination abound in the 
different paradigms and experimental setups they use; but, most of all, the processing 
and classification techniques are those that are varying the most in all the BCI papers. 
In this context, the question of how good the methods are is quite difficult to respond 
because, often, for the same set of tasks the obtained results differ significantly from 
subject to subject. Thus, as good as these methods can be, they can not lead to excel-
lent results if the selected mental tasks do not give raise fundamentally to different 
EEG pattern activations, at least in conjunction with a given subject, a given EEG 
feature extracting methodology and a given electrodes montage. From this point of 
view, the issue of finding the subject-specific most discriminative mental tasks ap-
pears to be at least as important as the processing methods themselves.  

In what follows, using a set of 12 different motor and non-motor cognitive tasks 
and a commonly used EEG processing and classifying methodology1, we reveal the 
significant achievable gain that can be obtained in the BCI performance only by  
selecting the most appropriate mental tasks for each investigated subject. 

2   Experimental Protocol 

In this study the EEG from 4 healthy, right-handed subjects, aged between 22 and 35 
years, were recorded during 12 different mental tasks (4 motor and 8 non-motor im-
agery tasks). The subjects were instructed not to verbalize or vocalize and not to take 
any overt movement. For data acquisition, we used a MindSet 24 system. The sub-
jects were seated in a noiseless room, with dim lighting. Measurements were made 
from 6 active electrodes (C3, C4, P3, P4, O1, and O2), with reference to electrically 
linked ears, A1 and A2. The data were pass-band filtered between 1.4 Hz and 35 Hz 
and sampled at 256 Hz. Signals were recorded for 20 seconds during each task, and 
each task was repeated 4 times. Successive tasks were separated by a resting period of 
30 s. To obtain the results we used raw EEG data, with no explicit artifact removal. 
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The 12 mental tasks performed by the subjects were as follows: 

(1) Counting (count): the subjects were asked to imagine a counting down operation 
beginning from a random number specified before the recording. 

(2) Left fingers movement (fingerL): the subjects had to imagine opening and closing 
alternatively the left hand fingers, without doing the movements effectively. 

(3) Right fingers movement (fingerR): The subjects had to imagine opening and clos-
ing alternatively the right hand fingers, without any overt movement. 

(4) Left arm movement (armL): The subjects were instructed to imagine how they are 
slowly rising and falling down their left arm, without any overt movement. 

(5) Right arm movement (armR): The subjects were asked to imagine how they are 
slowly rising and falling down their right arm, without any overt movement. 

(6) Mental letter composing (letter): The subjects were instructed to mentally com-
pose a letter (with a positive emotional content) to a friend or relative. 

(7) Mathematical adding (math): The subjects had to add the number specified  
before the recording to its following number; then, the result had to be added fur-
ther to its corresponding following number and so on. At the end of the re-
cording, the correctness of the subject’s result was checked. 

(8) Baseline-resting (relax): The subjects were told to relax as much as possible and 
try to think of nothing in particular. 

(9) Geometrical figure rotation (rotate): The subjects had to study a mug for 30 s 
before the recording and after that, with the mug removed, they had to visualize 
mentally the object being randomly rotated about its axes. 

(10) Letter-cued silent word generation (wordG): The subjects had to find words 
beginning with the alphabetical letter specified before the recording. 

(11) Letter-cued silent names generation (wordN): The subjects had to find as many 
as possible names beginning with the letter specified before the recording. 

(12) Reciting poetry (wordP): The subjects had to recite mentally a poetry, without 
vocalizing. 

3   Data Processing and Analysis 

In a first step of analysis, the subject-specific set of 4 tasks was selected using the AR 
model and the Bayes classifier; then, in order to quantify the gains a such particular 
set could provide, we employed the EEG AR model in conjunction with a MLP clas-
sifier, trained with the backpropagation (BP) algorithm. 

3.1   EEG AR Model 

The parameters of the six-order standard parametric AR model of the EEG signal – 
adopted to obtain the feature vectors – were estimated using the Yule-Walker method. 
The AR parameters were extracted for each EEG channel and for each 0.25 s sliding 
windows (64 samples), overlapped by 0.125 s (32 samples).  

For each sliding window we obtained feature vectors of 36 elements (6 AR pa-
rameters/window/channel * 6 channels). The order six for the AR model was deter-
mined by using the autocorrelation function criterion. 
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3.2   Bayes and MLP Classifiers 

The Bayes classifier – a well-known probabilistic method for data classification –
finds the unknown posterior probability, P(Ci|x) (see eq. 1), for each class Ci and for a 
specific feature vector x, we want to classify. Using the Bayes theorem, the posterior 
probability is actually determined based on the prior probability, P(Ci), and on the 
likelihood function, P(x|Ci), modeled in our case by a Gaussian process, N(µ, Σ) (see 
eq. 2). In eq. 2, d is the dimensionality of the feature vector and Σi and µi are the co-
variance matrix and, respectively, the mean vector parameters for class i. These last 
parameters were estimated on the training data set (i.e. 80% of the entire data set), 
using the formulas in eq. 3; the rest of 20% of data formed the cross-validation set. 
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In the abovementioned formulas, Ni is the number of the training samples belonging 
to class i (i ∈ {1, 2}) and xi

j is the sample j belonging to class i. Finally, the Bayes 
classifier assigns the unknown feature vector x to class Ci if and only if: 

 ( ) ( ){ } 2,1,max == kxCPxCP k
k

i
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To select the subject-specific most discriminative 4 cognitive tasks out of the 12 in-
vestigated in this paper, for each subject an exhaustive automatic analysis was done. 
For each subject, the all-possible four-task combinations were enumerated and the 
mean classification rates were computed for these based on the corresponding two-
class correct classification rates compactly presented in tables 2 and 3. Of these calcu-
lated values, for each subject we selected the 4-task combination that led to the best 
mean classification rate. The results shown in table 4 were obtained using additionally 
a threshold criterion (i.e., if for at lest one pair of tasks – out of the 6 that can be de-
rived for each 4-task combination – there were correct classification rates below a 
given threshold then, the corresponding 4-task combination was disregarded). Differ-
ent and specific two thresholds were applied for each subject. 

In a second step of analysis, the performances of the previous selected sets of tasks 
were tested using a 4-class MLP classifier, trained with the BP algorithm [9], and 
having: one hidden layer of 35 processing elements (PEs), (with tanh activation func-
tions), an input layer of 36 PEs (related to the 36 components of the input feature 
vectors) and an output layer of 4 PEs, with  activation functions of sigmoid type.  
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4   Results 

The Bayesian classification results, achieved for the 4 subjects, are presented in tables 
2 and 3. These tables are compact representations of the confusion matrixes obtained 
on the CV sets, for each subject, and for all 66 possible pairs of tasks. To exemplify 
for S1, the rates presented on the first diagonal in Table 1 for the (wordP, rotate) pair 
of tasks (i.e. the true positives rates for the wordP and, respectively, the rotate task) 
can be drawn from Table 2 also, from the intersections of the line wordP with the 
column rotate and of the line rotate with the column wordP. 

The first 4-task combinations (enumerated in decreasing order of their mean classi-
fication rates), obtained for each subject, are shown in Table 4. The finally selected 
sets of tasks, for the 4 investigated subjects, are those presented in bold type in  
Tabel 4. In Tabel 5, the performances obtained with these selected sets are compara-
tively presented, together with the performances achieved for a reference set of tasks, 
comprising in 4 out of the 5 mental tasks proposed by Keirn and Aunon [10]. 

As expected, the results in Tables 2 and 3 confirm the inter-subject variability re-
garding the particular way the subject EEG patterns are activated when performing the 
same cognitive tasks; this is primarily reflected in the various classification perform-
ances obtained by the investigated subjects for the same sets of tasks. Also, this sub-
ject-specificity is exhibited in the particular 4-task combinations we found as given the 
best classifying results for the 4 subjects as well as in the corresponding calculated 
 

Table 1. The confusion matrix on CV set, for the pair of tasks (wordP, rotate) 

                  Bayes results 
True classes WordP  Rotate 

WordP 90.08 % 9.92 % 
Rotate 6.72 % 93.28 % 

Table 2. Classification performances for subject S1, for all 66 pairs of tasks 
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count • 85.71 93.33 81.95 87.02 76.98 69.23 72.73 74.62 87.3 93.98 91.34 

fingersL 96.12 • 76.80 86.36 80.65 90.70 94.03 77.78 95.65 64.44 81.10 78.76 

fingersR 93.33 67.69 • 85.94 76.98 89.92 88.72 74.81 90.77 63.33 82.73 72.27 

armL 82.79 91.87 91.34 • 79.69 84.50 83.33 78.86 82.54 89.60 93.62 90.16 

armR 87.10 88.55 85.27 52.76 • 75.21 85.16 66.13 77.24 90.78 91.34 90.16 

letter 76.74 92.06 92.86 77.78 82.09 • 80.77 68.38 77.94 92.25 93.50 87.60 

math 78.26 89.26 94.26 79.26 85.04 75.20 • 80.16 78.83 89.78 95.24 90.08 

relax 84.55 82.95 82.33 69.70 74.05 68.12 77.52 • 75.59 81.15 88.98 83.72 

Rotate 65.60 92.86 95.20 63.57 71.82 62.18 57.63 64.84 • 82.84 93.70 93.28 

wordG 91.47 66.67 79.26 80.00 85.09 89.68 94.07 84.21 90.91 • 73.28 72.93 

wordN 93.44 78.90 82.76 89.47 84.39 97.73 95.35 87.50 94.53 64.75 • 75.61 

wordP 85.16 76.76 73.53 84.96 84.21 83.33 87.10 73.81 90.08 66.39 76.52 • 
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Table 3. The classification performances for subjects S2, S3, and S4, for all 66 pairs of tasks 
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count • 80.77 54.07 65.75 78.33 80 77.31 61.90 55.45 77.04 77.86 82.01 

fingersL 65.50 • 62.20 58.70 62.81 70.77 58.59 68.86 63.20 66.42 54.81 76.80 

fingersR 68.33 77.34 • 68.75 78.81 79.31 70.4 67.41 68.18 68.42 75.21 74.82 

armL 59.63 70.09 45.67 • 80.29 80.00 81.40 60.38 52.71 67.39 77.52 83.19 

armR 71.11 63.43 67.88 57.63 • 65.77 58.91 79.31 73.81 61.40 67.41 78.08 

letter 71.54 80.80 59.71 73.60 78.47 • 69.84 71.55 79.14 72.58 76.47 76.30 

math 73.33 70.87 61.54 75.40 78.57 67.44 • 58.02 75.91 53.68 64.81 74.81 

relax 79.84 85.00 75.83 80.51 83.45 77.70 73.39 • 83.74 77.30 65.87 76.92 

rotate 68.97 81.54 68.29 72.22 82.17 81.03 74.58 68.94 • 79.30 80.45 85.60 

wordG 75.83 69.42 59.57 61.54 81.56 76.34 68.91 70.18 67.63 • 68.75 74.40 

wordN 76.61 87.50 61.59 69.05 84.17 75.00 61.22 60.47 72.95 64.57 • 63.43 

S2 

wordP 81.9 79.23 68.97 73.94 80.73 70.00 74.17 74.40 82.30 70.00 55.37 • 
 

count • 83.59 92.86 82.84 84.44 83.33 81.82 76.64 80.49 82.96 81.6 86.07 

fingersL 85.04 • 99.22 90.77 90.15 60.33 72.95 88.72 66.67 80.15 70.90 65.00 

fingersR 92.31 98.43 • 66.13 90.51 97.60 97.67 84.38 90.70 87.31 86.36 94.96 

armL 92.56 87.20 76.34 • 82.91 96.12 94.81 80.99 83.62 75.57 83.97 75.41 

armR 89.17 88.62 82.47 76.09 • 82.76 90.98 89.15 76.42 86.09 84.21 79.07 

letter 86.05 79.10 99.23 94.44 87.05 • 71.22 87.68 87.79 89.47 86.92 93.75 

math 75.61 79.70 99.21 96.67 96.99 43.97 • 80.53 62.50 87.02 81.82 86.26 

relax 80.51 90.98 89.76 73.13 84.92 85.47 84.51 • 80.69 78.26 73.02 83.06 

rotate 90.15 94.07 97.62 89.21 93.18 95.16 96.30 86.36 • 95.00 87.93 86.40 

wordG 82.50 82.35 83.47 66.13 89.29 89.34 82.26 62.39 64.44 • 78.05 65.32 

wordN 86.92 81.82 86.18 85.48 72.13 82.40 84.55 73.64 74.10 70.45 • 79.31 

S3 

wordP 91.73 86.96 94.85 86.47 92.06 92.91 94.35 91.60 73.08 89.31 89.93 • 
 

count • 88.41 72.36 86.67 80.6 60.58 58.99 74.22 72.48 85.29 95.20 94.16 

fingersL 89.74 • 72.31 59.09 82.95 85.95 82.44 76.12 82.86 85.05 90.16 83.33 

fingersR 81.06 76.80 • 67.77 69.23 76.00 75.44 73.38 78.79 88.89 92.31 89.93 

armL 85.19 80.49 75.37 • 61.94 72.79 69.67 75.51 76.92 90.98 95.24 84.62 

armR 68.60 73.81 68.00 59.50 • 58.99 65.52 76.86 63.91 89.15 93.89 93.85 

letter 69.49 76.87 70.77 78.15 72.41 • 58.78 66.93 67.20 81.16 82.71 93.28 

math 77.59 90.32 83.69 75.94 74.10 66.13 • 73.53 74.81 89.43 87.40 95.24 

relax 86.61 82.64 81.90 81.20 78.36 70.31 77.31 • 87.72 72.97 82.91 94.70 

rotate 71.70 82.61 59.35 72.80 65.57 66.15 65.00 73.76 • 94.35 92.25 95.49 

wordG 94.96 89.86 89.92 91.73 97.62 93.16 91.67 90.48 93.89 • 63.24 87.69 

wordN 98.46 89.47 92.00 93.80 95.97 91.80 92.97 90.58 94.44 69.75 • 91.80 

S4 

wordP 95.76 80.62 93.33 92.00 92.00 92.65 92.25 92.68 96.72 87.20 90.98 • 
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Table 4. Most discriminative 4-tasks obtained for each subject and for two different thresholds 

Subject Threshold value  1st task 2nd task 3rd task 4th task  Mean performance 
fingersR letter math wordN 89.09 

count fingersR letter wordN 88.94 
count fingersR armL wordN 88.72 

fingersL letter math wordN 88.65 
75 

fingersR armL letter wordN 88.51 

S1 

80 count fingersR armL wordN 88.72 
 

armR relax rotate wordP 79.12 
armR letter rotate wordP 77.78 
count armR relax wordP 77.33 
letter relax rotate wordP 77.3 

60 

fingersL letter rotate wordP 77.23 
count letter wordG wordP 75.66 

S2 

70 
letter relax wordG wordP 73.97 

 

count fingersR letter wordP 92.14 
fingersR letter rotate wordP 92 
fingersR armR math wordP 91.61 
fingersR letter relax wordP 91.27 

70 

count fingersR letter Rotate 91.11 
count fingersR letter wordP 92.14 

S3 

83 
fingersR letter relax wordP 91.27 

 

count armL wordN wordP 91.99 
count armR wordN wordP 90.94 
count rotate wordN wordP 90.79 
count fingersL wordN wordP 90.67 

60 

count relax wordN wordP 90.67 
count armL wordN wordP 91.99 

S4 

84 
count armL wordG wordP 89.69 

Table 5. Confusion matrixes for the selected and for the reference sets of tasks, respectively 

Selected set of tasks 
S1 S2 S3 S4 

count 78.48 armR 62.69 count 79.03 count 83.46 
fingersR 73.92 relax 59.09 fingersR 95.65 armL 74.44 

armL 73.47 rotate 82.50 letter 87.02 wordN 91.74 
wordN 82.02 wordP 75.00 wordP 85.22 wordP 92.08 

Reference set of tasks 
count 35.77 count 21.64 count 81.16 count 56.93 
letter 60.47 letter 34.55 letter 67.20 letter 40.98 
math 48.06 math 30.00 math 56.45 math 46.22 
rotate 59.06 rotate 46.53 rotate 85.12 rotate 43.85 

mean classification rates which vary considerably from subject to subject. Another 
important result of our study is that for all investigated subjects, the suitable sets of 
tasks were combinations of motor with non-motor imagery tasks. 

The results presented in table 5 give us a measure of how much a preliminary 
phase of selecting the subject’s appropriate tasks can improve the classification 
results without any improvements within the algorithmic part of the developed BCI 
system. 
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5   Discussions and Conclusions 

The major result of this study consists in that the quality of an EEG-based, multitasks BCI 
application can be drastically improved by finding firstly the most discriminative cognitive 
tasks for a given subject and for a particular EEG feature extracting methodology. In this 
perspective, within a BCI application, in order to obtain better performances, one should: 
first find which are the best EEG features confining the most discriminative information 
that reflects the way in which the cognitive tasks are processed at the cortical level (i.e., 
hemispheric asymmetries, local and long-range synchronizations of brain activities, etc.), 
then, with the selected EEG features, the most subject-specific discriminative set of mental 
tasks (out of an extensive set of candidate tasks, including both, motor and non-motor 
imagery tasks) should be chosen and finally, improved versions for the already used proc-
essing methodology should be search for. The large variation in the classification perform-
ances obtained for the best-selected sets of tasks may above all suggests, for part of the 
subjects, either inappropriate investigated tasks (at least in conjunction with the used EEG 
features) or a week concentration of the subjects when performing the task, or even both 
of them. In order to exclude the second mentioned reason and give consistence to such 
preliminary analysis, in a future research we aim to reiterate the all steps we made in this 
study, but this time on similar data acquired in different days.  
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Abstract. According to a photography theory, lines are an important element 
that creates the composition and mood of a photo. In this paper, we propose a 
measure to compute photographic compositional dissimilarity using lines. To 
develop the distance measure, we investigate some attributes of line that clas-
sify composition of photos for line-used photos. And we implemented an image 
searching system which retrieves photo compositionally similar to given query 
to evaluate performance of the proposed measure. The searching system shows 
the precision of about 90% maximally and was capable of reliably retrieving 
compositionally similar to given query even if some objects were included in 
photos.  

Keywords: Photographic Composition, Line Elements, Image Retrieval  
System. 

1   Introduction 

According to a photography theory, lines are an important element that creates com-
position and mood of a photo [1]. The photo composition can be identified by analyz-
ing the pattern of lines in a photo. In this paper, we develop a distance measure for 
photo composition by considering pattern of lines in a photo. To develop this meas-
ure, we investigate which attributes of a line classify photo composition photos that 
use lines. The photo composition determined by lines includes not only straight lines 
but also curved lines. In this study, we deal with straight line only. 

Various visual features have been used in content-based image retrieval. To repre-
sent the color feature of images, a color histogram and color set was used [1, 2]. In 
some sophisticated retrievals, spatial information has been considered as a visual 
feature. By segmenting the image into sub-regions, the spatial relation among sub-
regions was used as spatial information [4-6]. In addition, Franti proposed a matching 
scheme of line-drawing images such as a circuit diagram using the Hough transform 
[7]. Our work is similar to Franti’s method in the aspect that computes the distance of 
a line images; however, adapting a photo composition to image retrieval is different 
from Franti’s method. To measure the photo-compositional dissimilarity between two 
photos, attributes of the lines that classify the photo composition must be identified. 
In this study, we focus on identifying these attributes. 
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First, to extract the lines from an image, we detect the edge from the input image, 
and conduct the Hough transform for the edge image. Then, we get the line informa-
tion by finding peaks in the Hough transformed image. Finally, we convert the ex-
tracted lines to an image that is composed of points that are represented by the  
position and intensity. The converted image made up of points is used to measure the 
compositional dissimilarity between two photos. In addition, we analyze composi-
tionally similar photos by using subjective users to develop an effective distance 
measure. To evaluate the performance of proposed measure, we implement an image 
retrieval system and prove its precision and robustness. 

We organize our paper as follows: Section 2 describes extraction of the line using 
the Hough transform and converting the extracted line to an image that is composed 
of points. In section 3, we analyze the converted image of the points by investigating 
subjective user and develop a distance measure for photo composition. We evaluate 
the performance of the proposed method in section 4. Finally, we discuss the conclu-
sion and future work in section 5. 

2   Line Extraction Using Hough Transform 

In this study, we use the Hough transform to extract a line in a photo. The Hough 
transform is a feature extraction method that transforms pixels in the input image into 
parameter space using scoring procedure. In the case of detecting a straight line, the 
Hough transform calculates the parameters of all lines that pass through a pixel in the 
image space, and then accumulate some value to the accumulator’s bin that the pa-
rameters fall into [8]. After accumulating for all pixels in the image space, a straight 
line in the image space is represented as a peak that has higher intensity than its 
neighborhood. So, lines in a photo can be found by looking for local maxima in the 
accumulator space. 

As a preprocessing step, before conducting the Hough transform, the proposed 
method reduces the size of an input image to remove unnecessary information and to 
normalize the size of the input image. Then, we extract the edge magnitude and edge 
orientation by using the Sobel mask. In the accumulating procedure of the Hough 
transform, a scoring proportional to the edge magnitude is used to emphasize a line 
that is contrasted with its neighboring pixels, and scoring that is inversely propor-
tional to the difference between the edge orientation and the angle parameter of the 
Hough space is used to emphasize a straight line in the same direction [9].  

We used a local maximum filter to extract peaks from the Hough transformed 
image. If the intensity of a pixel in the Hough space is higher than the intensities of 
neighboring pixels, the local maximum filter outputs the difference between the inten-
sity of the pixel and the average intensity of the neighbors, or else the local maximum 
 

 

Fig. 1. The process to extract line in the input image 
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filter outputs zero. In addition, the local maximum filter outputs zero if the output 
intensity is less than threshold Th1 to eliminate too-low-intensity peaks. Finally, we 
convert the extracted peaks to the point image that is composed of points that are 
represented by the position and intensity. Fig. 1 shows the process for extracting lines 
in the input image. 

3   Distance Measure for Photo Composition 

To develop an effective distance measure for photo composition, we classify images 
into a compositionally similar group using query image and into a dissimilar group 
with subjective user experiment, and identify which attributes of line classify the 
groups. Then we reflect the identified attribute to the distance measure. 

First, to classify images into a compositionally similar group and dissimilar group 
to a query image, we conduct a subjective user experiment as follows. To exclude the 
effect of color on photo composition, only grayscale photos are used. 

1. Give query images and 300 images to subjective users. 
2. For all images, make the subjective users score 2 points to the image if the im-

age is compositionally similar to a query, 1 point to the image if the image is 
compositionally slightly similar to the query, 0 points to the image if the image 
is not similar to the query compositionally at all. The scoring process is re-
peated for all queries. 

We conducted the above experiment for 11 queries whose photo compositions are 
varied to avoid having the attributes of the line that classify the two groups restricted 
to a specific photo composition. In addition, 10 subjective users participated in the 
above experiment for objectivity. The queries used in the experiment are listed in  
fig. 2. We discovered some attributes shown in table 1 by observation of Hough trans-
formed images classified with the above experiment. Then, we design distance meas-
ure for photo composition based on the attributes listed in table 1. 

The first attribute in table 1 means that the angle, position and intensity of lines in 
the photos are similar if the photos are compositionally similar. With this observation, 
to compute the distance of two photos’ composition, we use nearest point matching 
and matching distance as a distance measure for photo composition. Nearest point 
matching means finding the nearest line for each line in a photo, and using the match-
ing distance means that we use the distance of matched lines as a distance measure for 
photo composition. 

As the first step for measuring the compositional dissimilarity of two photos,  
table 2 shows the point-matching process. 

After the matching process, matched points, which have a pair point or are a pair 
point by other, and no matched points, which have no pair point and are not a pair 
point with any other, are determined. We used both the average distance of the 
matched points and the penalty of no matched point as a distance measure for photo 
composition. It is important how many lines out of all the lines are similar and how 
similar they are to each other to compute the distance for photo composition. There-
fore, we raise the weight of the average distance of the matched points if the number 
of matched points is more than no matched points, or else, we raise the weight of the 
penalty for no matching. Equation (1) represents the distance measure for photo com-
position between two images. 
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Fig. 2. The queries is used in the experiment 

Table 1. The attributes of compositionally similar images 

1. If two photos are compositionally similar, the positions and intensities of the points in 
the Hough transformed images are similar to each other.  

2. If two photos are compositionally similar, the distance between the positions of the 
nearest two high-intensity points in the Hough transformed images should be small, 
and the distance between the positions of the nearest two low-intensity points may not 
be small. 

3. If several points in a Hough transformed image crowded around a points in another 
Hough transformed image are dense, the distance among the points seems to be small, 
or else the distance among the points seems not to be small. 

4. According to the x axis coordinate of points in the Hough space, the distance between 
two x axis coordinates of points seems to be smaller than the real distance in a certain 
range or seems not to be bigger than real distance in another range.  

Table 2. Process of matching the points in two Hough transformed images 

1. Input: Two point sets, },...,,{ },,...,,{ 2121 NM tttTqqqQ ==  

2. For all points qi in Q, find the nearest pair point in T. If the distance to the nearest pair 
point is smaller than penalty(qi), the pair point of qi matches the nearest point, or else, 
the pair point of qi is null. 

Mi
qpenaltytqPD

qpenaltytqPDt
qPAIR

iji
j

iji
j

j

i ..1,        
)(),(min if ,

)(),(min s.t. 
)( =∀

⎪⎩

⎪
⎨
⎧

>

<
= φ

 

3. For all points tj in T, find the nearest pair point in Q. If the distance to the nearest pair 
point is smaller than penalty(tj), the pair point of tj matches the nearest point, or else, 
the pair point of tj is null. 
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In equation (1), AvgMD is the average matching distance between two images. The 
second attribute in table 1 means that the weight of the high-intensity point is higher 
than other points. With this observation, we defined the AvgMD as equation (2). In 
equation (2), MD is the distance between point p and the mean point of pair points to 
p. We raised the weight of the high-intensity point by multiplying MD by the sum of 
the intensities of both point p and the mean point of pair points to p. 
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When several pairs point to a point, we use the distance between the point and a mean 
point of the pair points to the point as the distance of the matched points. As we men-
tioned in the third attribute in table 1, people think that the several lines densely sur-
rounding a line similar to a line represent the lines. If only the lines are dense, the 
lines could be considered as a representative line, or else the distance of the matched 
lines should be increased. With this observation, we defined the matching distance 
between a point and pair points to the point as equation (3). If the pair points to a 
point p are spread sparsely, ))(( pMtoσ  in equation (3) is computed highly so that MD 
is increased. 
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The distance between two points in equation (3) can be defined as the weighted sum 
of the distances of the positions and intensities of the two points. However, the dis-
tance of the x axis coordinates of two points is notable. As we mentioned in the fourth 
attribute in table 1, people feel the distance of the x axis coordinates is different from 
the real distance according to the x axis coordinates. An x axis coordinate of a point in 
the Hough transformed image is related to the angle of a line in a photo, and people 
feels the distance of the angles sensitively in a vertical or horizontal range but insensi-
tively in a diagonal range. With this observation, we defined the distance between two 
points as equation (4). In equation (4), the weight of the distance of the x axis coordi-
nates is determined by xq and xt. If xq and xt are in a vertical or horizontal range, the wx 
is increased, or if in a diagonal range then the wx is decreased. For example, on the 
assumption that the angles of two lines are in a horizontal range, PD can be computed 
as small only if the distance between the angles of two lines. 
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On the one hand, R1 and R2, as the weight of the matching points and the weight of 
no matching points respectively, shown in equation (5). Finally, table 3 shows the 
whole process for computing the compositional distance between two photos. 
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Table 3. The entire process for computing the compositional distance between two photos 

 

1. For two given images Q and T, conduct the matching process as shown in table 2 
2. For all points in Q and T, compute the matching distance as equation (3) 
3. Compute the average matching distance AvgMD as equation (2) 
4. Compute the photo compositional distance PCD between two given photos using 

weights R1 and R2 in equation (5) 

4   Performance Evaluation 

In this section, we conduct experiments to evaluate the performance of the proposed 
measure. As the first experiment, we implemented a simple retrieval system that re-
trieves photos that are compositionally similar to a query and evaluated the precision 
of the retrieval system. A database for the experiment is composed of 110 photos that 
are classified into 11 photo compositions. For objectivity of the database, we selected 
10 high-voted photos for a query from the image set used in section 3; namely, 110 
photos. The retrieval system retrieved 10 photos in the increasing order of distance 
computed by the proposed measure. The thresholds and constants used in the experi-
ment are listed as follows: 
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Fig. 3. The average precision of the proposed retrieval system 

Fig. 3 shows the average precision of the retrieval results of our retrieval system. In 
fig. 3, M0 is the proposed method. M1 is identical to M0 except that M1 does not 
consider the intensity of matched points in equation (2) and divides the sum of MD by 
the number of matched points. M2 is identical to M0 except that M2 does not con-
sider the standard deviation of the pair points in equation (3). M3 is identical to M0 
except that M3 consider the sensitivity in equation (4) as a constant of 0.015 regard-
less of the angle of line. M4 is a method that does not consider the intensity of 
matched points in equation (2) and the standard deviation of the pair points in equa-
tion (3), and considers the sensitivity in equation (4) as a constant of 0.015. The pro-
posed method M0 demonstrate about 90% precision for the first 3 results and about 
65% for all 10 results. Moreover, M0 showed better performance than the M1-M4, 
relatively. The fact that M0 is better than the M1-M4 means that the attributes discov-
ered in this study are meaningful because the M1-M4 methods are methods that do 
not consider the attributes.  

In the second experiment, we compared the proposed distance measure to the peo-
ple’s subjective distance. Three queries and 190 photos were used in this experiment,  
 

 

Fig. 4. Distribution of the distance of proposed measure for the subjective distance of people 
(the upper: the query photos, the lower: distribution of the computed distance) 
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and 10 subjective users participated. We requested subjective users to score all 190 
photos in relation to a query: 2 points for a photo that was compositionally similar to 
the query, 1 point for a photo that was slightly similar to the query or 0 points for a 
photo that was not similar to the query should be given to the photo. After the above 
experiment, we classified photos that received higher points than 15 as in the similar 
group, photos that received points from 8 to 14 as in the normal group, and photos 
that received less than 8 points as in the dissimilar group. The distances of all 190 
photos computed by the proposed method for the three groups are presented in fig. 4. 
As shown in fig. 4, the computed distances of the photos that belong to similar groups 
are distributed in the low region, and the distances of photos that belong to dissimilar 
groups are in the high region. This result means that the distance computed by the 
proposed method and the subjective distance are correlated. 

In the third experiment, we evaluated the robustness of proposed retrieval system. 
We took some pictures within identical photo composition, but the number, angle and 
position of the lines were different, and some objects were included in the photo. In 
addition, we took more pictures in other places to vary the composition. We com-
posed a database of the photos, and selected one photo as a query image to retrieve 
some photos by the proposed retrieval system. Fig. 5 shows the ranking of the re-
trieval results. Although some objects such as leaves are included in a photo or the 
lines in a photo are slightly different, the photos retrieved high rankings. In addition, 
some photos whose line patterns were similar to the query received high rankings. 

 

Fig. 5. The ranking of the retrieval results 

5   Conclusion and Future Work 

We proposed a distance measure for photo composition using line element, which is 
basic element of photography. To develop the distance measure, we investigated 
compositionally similar photos and discovered some attributes. Then we reflected the 
attributes to the distance measure and implemented a simple retrieval system. The 
retrieval system demonstrated about 90% precision maximally and 65% precision for 
10 results. The distance computed by the proposed measure correlated to people’s 
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subjective distance and the retrieval system showed robustness although some object 
included in the photo or line patterns were slightly different from the query. 

The proposed measure very similarly reflects the compositional distance that peo-
ple feel. As our focus is to measure the compositional distance of the photo, we do not 
discuss the speed of the retrieval system. However, the sequential search scheme of 
our system is not suitable for a huge database, for a practical system, an efficient 
algorithm and data structure are needed such as clustering and hierarchical tree or 
hash. The speed problem will be improved in future work. 
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Abstract. In this paper, we present our results to build an automatic
gesture recognition system using different types of cameras to compare
them in reference to their features for segmentation. Normally, the im-
ages of a mono color camera system are mostly used as input data in the
research area of gesture recognition. In comparison to that, the analysis
results of a stereo color camera and a thermal camera system are used
to determine the advantages and disadvantages of these camera systems.
With this basics, a real-time gesture recognition system is build to clas-
sify alphabets (A-Z) and numbers (0-9) with an average recognition rate
of 98% using Hidden Markov Models (HMM).

Keywords: Gesture Recognition, Stereo Camera System, Thermal
Camera, Computer Vision & Image Processing, Pattern Recognition.

1 Introduction

Gesture recognition is an important area for novel Human Computer Interaction
(HCI) systems and a lot of research has been focused on it. These systems differ
in basic approaches depending on the area in which it is used. Basically, the field
of gestures can be separated in dynamic gestures (e.g. writing letters or num-
bers) and static postures (e.g. sign language). The most important component
of gesture recognition systems is the exact segmentation and recognition of the
hands and the face which dependents on the data gathering. Therefor, different
camera types are established in the area of the research (e.g. mono color-, stereo
color-, thermal cameras).

Most researchers use mono color cameras for data acquisition. A big advantage
of these cameras is that they are fast and simple to control, so it is possible
to realize a suitable gesture recognition system also in real-time. However the
robustness of such a system can suffer from a complicated background and the
separation of region of interest, which will be still an challenging problem by
using only one camera system. Binh et al. [1] used a mono color camera for data
acquisition and afterward pseudo two dimensional Hidden Markov models (P2-
DHMMs) to recognize posture with good results. They used Kalman filter and

Y.-h. Lee et al. (Eds.): FGIT 2009, LNCS 5899, pp. 78–86, 2009.
© Springer-Verlag Berlin Heidelberg 2009
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hand blobs analysis for hand tracking and achieved under controlled conditions
a recognition rate of 98% for the classification of 36 postures of ASL (American
sign language) in real-time. Thereby, a slow movement of gesture is necessary
and occlusions between hand and face have to be avoid.

Stereo color cameras are rarely used in the field of gesture recognition so their
advantages are often ignored or rather not utilized. Elmezain et al. [2] researched
different HMM topologies for gesture recognition by using a stereo color camera
system. They analyzed 36 isolated gestures and achieved the best results using
Left-Right Banded topology.

In the last few years, thermal cameras are often used in the field of face
recognition [3], [4], [5]. E.g. Socolinsky et al. [6], [7] described the combination
of thermal and visual cameras for face recognition. Their analysis shows that
thermal cameras give the same results as normal visual cameras but thermal
cameras have their own advantages. Nevertheless, for the segmentation in the
field of the gesture recognition thermal cameras are rarely used.

This paper introduces a novel system to recognize continuous hand gestures
from alphabets A-Z and numbers from 0-9 in real-time under using the motion
trajectory from a single hand with the aid of HMM. For segmentation three
different types of cameras (mono color-, stereo color- and thermal camera) are
analyzed by their advantages and disadvantages. The orientation between two
following points was extracted and used as a basic feature for HMM. These HMM
is trained by Baum-Welch (BW) algorithm and is tested by Viterbi path [8].

This paper is organized as follows: advantages and disadvantages of three
different camera types for segmentation are analyzed in Section 2. In section 3,
experimental results are presented. Finally, conclusion is described in Section 4.

2 Data Gathering and Evaluation

In the field of the segmentation, different types of cameras are used for data gath-
ering (Fig.1) to build up a gesture recognition system. The mono color camera is
the most used type of data acquisition because of its easy and quick possibility
of data evaluation also with high resolution images. The stereo color image eval-
uation forms another approach with depth information in addition to the color
information which is determined through a disparity calculation. Nevertheless,
the disadvantage of stereo calculation is the increased computational cost. For
the thermal camera forms, the temperature of an object is captured with the
help of infrared radiations and afterwards shown in the image.

True Positive Rate

Data gathering Segmentation Evaluation

Stereo camera
Body temperature

Skin color detectionMono camera

Thermal camera
False Positive Rate

Accuracy

Fig. 1. Data gathering and evaluation
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2.1 Segmentation

Mono/Stereo color camera. In our approach we use Y CbCr color space where
Y represents brightness and CbCr refers to chrominance. We ignore Y channel in
order to reduce the effect of brightness variation and use only the chrominance
channels which are fully representing the color. The human skin color is found in
a small area of the chrominance plane; so a pixel can be classified as skin or non
skin by using a Gaussian model. A large database of skin pixels is used to train
the Gaussian model, which is characterized by the mean vector and covariance
matrix. All skin-colored areas can be segmented using the skin color model in
the image. This already shows the first deficit with mono cameras. With an
inhomogeneous background, like in Fig.2(a), it is not possible to segment the
hands and the face perfectly. Further, it is not possible to separate ambiguous
overlapping face and hands.

(a)                                                (b)                                                      (c)

Fig. 2. (a) Original Mono/stereo color camera (b) depth information (c) 3D structure
from a stereo camera

These disadvantages can be overcome with a stereo camera system by using
depth information. An unequivocal separation of the user from inhomogeneous
backgrounds is possible by utilizing the depth map Fig.2(b). Furthermore, the
hands can be held in front of the face and all areas are assigned ambiguously
to each other. However, this approach offers some problems. Big areas like a
closed hand or a head etc. are well segmentable, but on the basis of problems by
calculation of disparity, sometimes no depth information is assigned for smaller
areas like single spread fingers.

Thermal camera. An infrared camera is an imaging less device which detects
infrared energy (temperature) and converts it into an electronic signal to gen-
erate a thermal picture on monitor or to make temperature calculations on it.
The temperature which is captured by an infrared camera can be measured or
quantified exactly, so that not only the thermal behavior can be supervised but
also the relative magnitude of temperature-related problems can be recognized.
In Fig.3(a), a normal scene of human interaction captured by a thermal camera
is shown. Normally, the background can be neglected because the human tem-
perature can be found in a small thermal area. As shown in Fig.3(a), the areas
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(a) Original and thermal image

(b) Thermal gradient from the marked line in (a)

Fig. 3. Solution from thermal camera

of the head and the articulating hands can be well separated from the back-
ground. Besides, the objects have very sharp contours and it allows a good and
clean segmentation even of very small areas. Fig.3(b) describes the temperature
course of the straight line in Fig.3(a). Clearly, the sharp edges and exact area of
the hand are recognizable. Nevertheless, overlapping of hands or the face is also
not possible due to the missing depth information like in mono cameras.

2.2 Evaluation of Segmentation

For the proposed gesture recognition system, three different types of cameras
are reviewed. Therefor, our experimental data are captured synchronously from
a mono color, stereo color and thermal camera system in complex situations
where the system had to recognize different types of gestures. The evaluation
occurs by using the Receiver Operating Characteristic (ROC) curves. Therefor,
the required ground truth of real skin pixels were marked by hand.

Fig.4(a) shows a frequency distribution which is separated into two classes
(here for the areas of ’skin’ and ’non skin’) by using a threshold, where TP
indicates the sum of True Positive pixels, that means a pixel from the ground
truth is also identified as a skin pixel from the system. Also FN is defined as the
sum of False Negative, FP as False Positive, and TN as True Negative pixels. As
in most cases no unequivocal differentiation of the classes is possible by using
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Fig. 4. (a) shows a frequency distribution which is separated into two classes and (b)
shows different Receiver Operating Characteristic (ROC) curves

a normal threshold. If the threshold is getting smaller the number of false as
positive (FP) values increases, mean while the number of FN decrease.

The effect of shifting the threshold can be represented by the Receiver Op-
erating Characteristic curves by using the true positive rate (TPR), the false
positive rate (FPR) and the accuracy (ACC), which can be calculated as follow:

TPR =
TP

TP + FN
FPR =

FP

FP + TN
(1)

ACC =
TP + TN

TP + FN + FP + TN
(2)

In Fig.4(b) an example for different types of classifiers is presented, whereas the
curves differ significantly in the curvature. Furthermore, different working points
A1, EER (Error Equal Rate) and A2 are marked. A1 is a working point where a
high TPR with a low FPR exist. In contrast to A1 the point EER describes the
area where no value (TPR or FPR) is preferred, i.e. a theoretical optimum lies.
This optimum is nearby the 45° line. In general, the more the working point gets
to 100% TPR and 0% FPR the better is the recognition. Figure 5(a) illustrates
an image of our database captured by a mono color camera system. Thereby,
parts of the background are also segmented by the skin color model Fig.5(b).

Hence, in comparison to the other camera types under consideration, a rel-
atively low mean TPR of 79.86% and ACC of 92.56% originates with a high
mean FPR of 7.07%. Without using a-priori or further information this is not
enough for a real system when using inhomogeneous backgrounds. In the next
part of our experiments, we are using a Bumblebee2 stereo camera system by
Point Grey Research [9] which can calculate the stereo data, i.e. disparity calcu-
lation, in hardware and provides images with a resolution of 320×240 with up
to 30fps. But it is not possible to work with higher resolutions e.g. 1024×768 in
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 (d) Depth information                          (e) Thermal camera

(a) Original                                   (b) Mono camera                                  (c)  Stereo camera

Fig. 5. A comparison of segmentation from different camera systems. (a) Original cap-
tured image, (b) The analyzed image without depth information (d), (c) The analyzed
image using depth information and (e) Image from thermal camera.

real-time. In comparison to the other camera types we achieved here the best
results with a mean ACC of 99.14% with a mean TPR of 78.24% and FRP of
0.267%. The improvement of stereo cameras are the depth information Fig.5(d).
Thereby the high recognition rate of skin colored pixels results from fading out
the background information Fig.5(c), which is only one of the advantages from
stereo camera systems, described in section 2.1.

The third kind of camera was an uncooled mobile thermal camera system
(FLIR SC600) with a pixel resolution of 640×480 and 30 fps. The camera spec-
ification are: spectral sensibility of 7.5-13.5µm and thermal sensibility of <45
mK. In Fig.6 the ROC curve is graphically presented for different thresholds
from 33.6°C to 31.4°C by steps of 0.2°C. For segmentation the max. temperature
was chosen as threshold. In our experiments we achieved an average ACC rate
of ≈96%. These are not optimal results, because clothes can receive the body
temperature and are partially warmer than extremities which are less intensively
supplied with blood (e.g. hands) as shown in Fig.5(e). However, normally the
background can also be ignored by thermal cameras. If only the face should be
segmented thermal cameras achieves good results, because under normal condi-
tions the face is always well supplied with blood and owns with it a high body
temperature. An advantage of thermal cameras is, that they can be used in
darkness or low brightness where skin color models are not usable.



84 J. Appenrodt et al.

Fig. 6. ROC curves for a mono color-, stereo color- and thermal camera system by
using different thresholds

3 Experimental Results

In the first part of our proposed system, we describe the classification of 36
isolated gestures (A-Z and 0-9) from stereo color image sequences or online ex-
periments. After detecting the hands and face, the motion trajectory is generated
and then analyzed by HMM. In our previous work, we designed different types of
HMM topologies for comparing and getting the best results by using LRB topol-
ogy [2]. Each isolated gesture is based on at least 30 video sequences, 20 video
samples for training by Baum-Welch algorithm and at least 10 video samples
and in addition a lot of online experiments for testing using Viterbi algorithm.
We achieved an average recognition rate of 98% for isolated gestures by using the
LRB topology with 9 states. Figure 7 shows the results of the isolated gesture
’W’ at different times. At t=20 the highest probability for the gesture ’V’ and
at t=34 for the gesture ’h’. Finally at t=42 the gesture ’W’ was recognized.

The second part is the classification of continuous gestures. For the separation
into isolated gestures a Zero-codeword detection is realized using constant veloc-
ity as threshold [10]. The system was tested on 70 video samples for continuous
gesture with more than one isolated gesture and achieved a recognition rate of
95.7%.

The system output for the continuous gesture ’90’ is shown in Fig.8. At t=51
the first gesture is ended with the result ’9’ and the linking between the two
gestures is shown at t=68. The second gesture is ended with the result ’0’ at
t=129 and the final result is related to ’90’. The input images are captured
by Bumblebee2 stereo camera system with 15 fps and 320×240 pixel image
resolution. This real-time system was implemented in C++ language.
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Fig. 7. Result of isolated gesture ’W’ at different times

Fig. 8. Result of continuous gesture ’90’ at different times

4 Conclusion

In this paper, we propose an automatic system to recognize continuous ges-
tures (0-9 & A-Z). Thereby three different types of cameras (mono color-, stereo
color- and thermal camera) are compared in the area of segmentation. After
analyzing the advantages and disadvantages and calculating receiver operat-
ing characteristic (ROC) curves, in average stereo cameras give the best re-
sults for segmentation. Our database includes more than 30 video sequences
for each gesture. We have achieved an average recognition rate of 98% for
isolated gestures and a recognition rate of 95.7% for continuous gestures us-
ing a stereo camera system and in addition, we have accomplished a lot of
online tests.
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Abstract. In this paper, there is introduced an approach to surface reconstruc-
tion of an object captured by one grayscale camera with a small resolution. The 
proposed solution expects a rectangular grid being projected onto the object and 
the camera capturing the situation from position different to the grid projector 
position. The crucial part of the method is exact detection of the grid. The struc-
ture of the grid is identified by the centers of the inner space between its lines. 
The reconstruction process itself is based on a simple math of perspective pro-
jection of the captured image. Due to the small resolution of the image some er-
rors arise during object surface reconstruction. We proposed a correction of the 
calculated coordinates, which is a simple one-dimensional function depending 
on the distance from the camera. The method performs very well as the results 
in conjunction with the precision evaluation indicate at the end of the paper.  

Keywords: surface reconstruction, projected grid, structured light, image  
processing, camera calibration. 

1   Introduction 

There are many solutions of a 3D surface reconstruction of an object. They differ 
from each other and they are typical for specific application. The first solution is 
based on a method, which constructs the object surface from multiple camera views. 
Such an example can be an early work from R. Mohr et al. [1], where the points are 
reconstructed from multiple uncalibrated images. In the work of P. Lavoie et al. [2] 
the reconstruction is done from a pair of images. On the other hand in the work of F. 
Pedersiny [3] the multiple camera system was calibrated in order to improve  
accuracy. 

The next solution deals with reconstruction of the surface from one single image. 
Method presented by A. Saxena et al. [4, 5] is an example of such solution. Distance 
of the points in the image is calculated using supervised learning. Some other ap-
proaches (I.K. Park et al. [6], E. Garcia and J.L. Dugelay [7]) use known apriori 
 information about the shape of the object, such as some significant features of the 
modeled head. 

Another solution of the surface reconstruction is characterized by usage of pro-
jected structured light onto the involved object. Published methods deal with the re-
construction from multiple images (P. Lavoie et al. [8], H. Saito and T. Kanade [9]) 
and from one still image (J. Pages et al. [10, 11], F. Ababsa et al. [12], A. Dipanda 
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and S. Woo [13]). Problems that arise in reconstruction using the structured light are 
caused by the opposite sides of the object, which become literally invisible. Hence, in 
this case, several images of the object from different angles must be taken. In order to 
merge the partial shapes together, some feature points must be set. They can be point 
out by hand (E. Garcia and J.-L. Dugelay [7]) or automatically (L. Shi et al. [14],  
K. Lee et al. [15]). 

Method proposed in our paper deals with reconstruction of the object surface using 
the projected grid. It can be characterized as a low cost and minimum dimension solu-
tion. The system consists of one grayscale camera with a low resolution (currently 
640x480) and a square-structured light source such as a laser module. The known 
parameters are position of the camera and spacing of the projected grid in a given  
distance. 

The reconstruction itself requires exact grid detection. Because of the low resolu-
tion of the camera the centers of grid squares (segments) are detected instead of the 
lines themselves. Next stage is to define the neighboring segments and the last step is 
reconstruction of the surface itself. 

The paper is organized as follows. All phases of the algorithm are described in  
section 2. Due to the low resolution of the image, some errors arise during the calcula-
tion, especially while the segments are being extracted. Therefore, the calculated 
positions of the points are corrected by defined correction function that is depicted in 
section 3. In section 4, some testing examples that indicate the capability of the 
method are shown. The performed experiments were submitted to the accuracy 
evaluation and the results are stated in section 5. Some final remarks and future  
development are proposed in section 6. 

2   Algorithm of the Surface Reconstruction 

The scene is defined by a laser grid generator with a structured grid light, camera with 
given resolution, position and field of view, and an object. It is also necessary to 
know the fan angle of the laser generator. The laser itself projects a circle in the center 
of the grid, which can be used as a starting point for the calculation. 

2.1   Image Preprocessing 

We use Gaussian filter (currently with core size of 3×3) to remove the noise and to 
prepare the image for an adaptive thresholding. The core of the filter is defined as 
follows: 
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where n is the size of the core. 
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The adaptive thresholding is used for initial grid detection. To certain extent, it 
eliminates impact of non-uniform illumination in the individual parts of the image. 

2.2   Segment Grid Detection 

Detection of a circle lying in the middle of the projected grid is the first step of the 
grid detection. The circle is supposed to be the largest cluster of the white points, 
which comes up from the preprocessing. Therefore, the circle, which may be de-
formed, is detected as the residual connected segment of white pixels after the se-
quence of erosions. 

   
 a) b) 

Fig. 1. a) Detected ellipse and its center in an image processed by a sequence of erosions. b) 
Detected segments (black) and their neighbors. 

In order to determine proper count of the erosions, the average thickness of line is 
predicted as count of white-black crossings in vertical direction divided by count of 
crossed lines. Due to this process, all the lines as well as the majority of the grid cor-
ners disappear. From the remaining white areas, the largest one is the central circle. 
You can see an example of the detection in Fig. 1a. 

The considered segment detection requires determination of corners of the seg-
ments. The projected grid holds the vertical and horizontal direction of projected lines 
in the camera image, which can be used to determine the corners. For the computation 
of the individual corners, the most extreme segment pixels are got. 

It is necessary to determine the centers of all the segments for the resulting recon-
struction. Computation of the center is simply given as an average position of all the 
pixels in the individual segment. 

Using the detected corners of the segments, it is possible to determine the mutual 
neighbors which are detected from the mutual corners positions. Result of the seg-
ment detection of a plane is shown in Fig. 1b. 

2.3   Reconstruction of the Surface 

The camera, which captures the scene with the grid projected on to an object, gener-
ates rectangular images. These images are perspective projection of the 3D scene to a 
2D rectangle. Because the camera K is inclined towards the projection surface about a 
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defined angle α, there is a trapezoid projected on the projection surface due to the 
perspective deformation (see Fig. 2a). 

   
 a) b) 

Fig. 2. a) A perspective projection of the camera image O to the plain P and one of the points 
B’ projected as a point B. b) A principle of the calculation of the z coordinate of a point. 

Due to the fact that lines are projected again as lines, and knowing the lines are 
parallel, in accordance with Fig. 2a, we are able to compute original position of the 
point B projected as the point B’ to the image captured by the camera. 

Fig. 2b shows the principle of computation of the z coordinate of the point in the 
space. If we know the camera height h and the plane coordinates of the point B then 
we can easily use the similarity of triangles to compute height z of the point: 

 
k

k
hz

'= . (3) 

Meaning of the symbols is clear from the Fig. 2b. To begin the reconstruction process 
it is necessary to setup a source point which the rest of the calculation will be derived 
from. The segment center lying near the detected middle-grid circle is the best candi-
date, because the true position of the circle is known (when there is no object placed). 

3   Error Correction 

When the z coordinate of the point is calculated, the error arises due to the low angle 
between the line depicted by camera and the point and the normal vector of the grid 
plane. Therefore, the error is directly influenced by the distance of the point from the 
camera - the closer the point is the bigger the error is. 

The error is in form of the polygonal function. Therefore, if we know the error, we 
are able to correct the calculated values to the exact ones. 

The proper form of the corrected function is given as: 

 E+Cam*D-x*C

B+Cam-x
Acorr

z

z= , (4) 

where x is distance of the point from the camera, Camz is height of the camera and A, 
B, C, D are coefficients that depend mainly on the grid spacing. 
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4   Experimental Results 

We did experiments with artificial scenes to find out performance of the method. We 
chose such objects, from which correctness of the calculated coordinates can be easily 
determined. 

The following settings were used in the experiments. The camera was placed 
200 mm above the projection plane. Spacing of the segments of the grid is 5.5 mm 
which is relatively dense according to the camera distance and its low resolution. 

4.1   Plane 

The first experiment was done with one plane placed perpendicularly to the laser view 
vector. The plane was positioned 10 mm above the projection plane. The detected grid 
with detected center circle is shown in Fig. 3. The outer segments are ignored because 
they are incomplete. 

The reconstructed surface of the plain is shown in Fig. 3. You can clearly see that 
there are some minor deformations. The plane is slightly deflected, especially at the 
bottom of the image. 

 

Fig. 3. Detected grid with detected center circle of a plane on the left and reconstructed plane in 
3-D space on the right 

4.2   Head 

The model of artificial head was chosen for the third experiment. The detected grid 
and the reconstructed surface in front view and in profile are shown in Fig. 4. The 
original model of the head is also shown in figure in order to point out the correctness 
of the calculations. 

It is crucial for the calculation to properly detected the grid structure and set the 
proper mutual segments. For more complex objects, such as the head, it is harder to 
achieve it. Therefore we have implemented the self-repairing routines for the grid 
structure. These are correction of the mutual segments based on information of the 
distance and the character of the border lines. If some errors are detected in the struc-
ture during the repair, the false connections are deleted. It can be done within some 
tolerances because it is not necessary to have all the segments connected with all its 
neighbors. The result is almost proper connected grid pattern. 

The minor errors in this experiment are evident around the nose and mouth areas. It 
is caused mainly by the small denseness of the projected grid. 
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Fig. 4. The detected grid on the head (left) and the surface reconstruction (center, right) 

5   Evaluation of the Results 

The calculations were done for the plain experiment and the experiment with a cylin-
drical object. We used objects with known analytical description to be able to  
precisely calculate the error of our method. 

At the beginning we introduce the metrics we used. The first one is an average er-
ror of all the calculated points (ERRAVG). The second one is a standard deviation of 
the error (ERRDEV). The maximum error is marked as ERRMAX. All of them are 
shown in Table 1. 

Table 1. The error calculated for the given experiments 

Exp. ERRAVG (mm) ERRDEV (mm) ERRMAX (mm) 

Plain 0,579 0,420 1,787 

Cylinder 1,175 0,521 2,162 

It is clear from the error evaluation that in spite of the low resolution of the camera 
and relatively dense grid, the errors are relatively small. The differences between the 
presented two cases are caused mainly by nature of the scene. The plane has a narrow 
surface and the grid projected on it is almost not deformed, therefore the overall error 
is smaller and vice versa. 

Another reason causing the error is quality of the correction function, which is one-
dimensional and depends only on the distance of the camera. We suppose that better 
correction of the errors would be achieved if a two-dimensional correction function 
were used. 

6   Conclusion 

We proposed and implemented a method of surface reconstruction of an object using 
one camera and a projected laser grid. The important restriction was use of a low 
resolution grayscale camera. Because the projected structured grid is quite dense  
for the given resolution, the inner parts of the grid are used for the purpose of the 
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structure detection too. The crucial part of the method is proper connection of the 
grid. To do so some minor correction algorithms were applied.  

The error evaluation shows the weak point of the method, which is accuracy of de-
tection of the segment centers. Small error in this phase (in order of pixel fragments) 
essentially influences precision of the calculation of the z coordinate. Following the 
simplicity, we used simple correction function with one variable – distance of a point 
from the camera. Despite the simplification, the resulting errors are within acceptable 
limits. 

In the future we are going to propose more sophisticated correction function in 
three-dimensional space. We are preparing testing of the method with real scenes as 
soon as a hardware prototype of the system will be available. 
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Abstract. This study attempts to shed light on the factors that influence the lo-
cations of bank branches in establishing a bank’s distribution network from the 
angle of the network analysis.  Whereas the previous studies analyzed the loca-
tions of bank branches on the basis of their geographical characteristics and im-
age, the significance of this study rests upon the fact that it endeavors to explore 
the location factors from a new perspective of the movement path of financial 
customers. For this analysis, the network between administrative districts, 
which form the fundamental unit of a location, was analyzed based on the fi-
nancial transactional data. The important findings of this study are as follows. 
First, in conformity with the previous studies, the income level, the spending 
level, the number of businesses, and the size of workforce in the pertinent re-
gion were all found to influence the size of a bank’s market.  Second, the cen-
trality index extracted from the analysis of the network was found to have a 
significant effect on the locations of bank branches. In particular, the degree 
centrality was revealed to have a greater influence on the size of a bank’s mar-
ket than does the closeness centrality. Such results of this study clearly suggest 
the needs for a new approach from the perspective of network in furtherance of 
other factors that have been considered important in the previous studies of the 
distribution network strategies. 

Keywords: Distribution network strategies, bank branches. 

1   Introduction 

Recently, domestic banks have been opening new branches to establish competitive 
sales strategy. The rapidly increasing number of new branches verifies this claim. For 
example, by July of the financial year of 2007, the number of the newly established 
branches of several banks are the followings: 39 of the Industrial Bank of Korea, 38 
of the National Agricultural Cooperative Federation, 26 of the Kookmin Bank, and 21 
of the Hana Bank (The Korea Economic Daily). The banks’ branch strategy takes two 
forms. One of them is establishing a new branch and the other is relocating an  
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existing branch. But in both cases, the question of location emerges as the most im-
portant issue. A branch is directly tied to the growth of bank, as it is the frontline of 
sales. Thus, when choosing a location for a branch, each bank takes various factors 
into account, such as the level of income, branch functions, competition, land value, 
growth potential, and the number of financial institutions (Nelson 1960; Chan-Seok, 
Park et al. 1993). Also, from the methodological perspective, each bank employs and 
develops various mathematical models or continuously strives to apply new methods. 
The recent introduction of Geographic Information System (GIS) can be viewed as an 
extension of such trend (Min Kim et al. 2004). 

This study attempts to analyze the factors that influence the selection of branch lo-
cation through network analysis, which is based on customer transaction data. The 
findings of this study are expected to contribute in the methodological expansion of 
previous studies. Network is the collection of nodes that are connected by lines. The 
nodes can be seen as persons, locations or functions, and the lines can be seen as the 
flow of information or physical channels between the nodes (Barabasi, 2002). Thus, 
the value of this study lies with the fact that it views the branch location as the net-
working channels of customer transactions. Furthermore, this study is also expected to 
contribute in establishing the future distribution network strategies. 

2   Theoretical Background 

2.1   The Study of Preceding Factors in Establishing Bank Distribution Network 

An increase in the potential sale becomes possible with a good location, as it could 
attract more customers (Pastor, 1994). The location theory, which considers an ideal 
location of a store in order to maximize the profit, was introduced in the early 2oth 
century. The study of this theory became revitalized in the 1940’s as the assessment 
of broad characteristics of a store’s commercial zone and the measurement of market 
share within a city became the focus of the study. These studies experienced further 
rapid developments in the 1950’s. Especially, many theories regarding the character-
istics of customers’ selections of retail stores were developed through the studies of 
the suburb shopping centers erected in the United States after World War II due to the 
decentralization of retail business. Based on these studies, Nelson (1960) identified 
the followings as the important factors in deciding the feasibility of a location: popu-
lation, income, branch function, competition, land value, and future development 
potential, etc. In addition, Huff suggested the traffic hours and the type of traded 
goods as the contributing factors. Also, Kim’s study (Min Kim et al. 2004) evaluated 
the geographical characteristics of a location as another significant factor. As a result, 
GIS analysis was employed to include various geographical characteristics in the 
consideration of a location.    

As in the studies conducted on the banks, Sung – Ryong Lee (1985) viewed the 
customer characteristics and the branch characteristics as two significant location 
factors. With respect to the branch characteristics, in particular, the number of 
branches of other financial institutions in the region is an important factor. Chan-Seok 
Park and Yun-Young Lee (1993) analyzed the locations of bank branches by employ-
ing the GIS analysis based on the database. Hee-Yeon Lee and Eun-Mi Kim (1997) 
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also used the GIS analysis. In doing so, they had first selected the regional economic 
foundation, the regional economic strength, and the demand inductivity as the detailed 
location factors of a bank branch, which then formed the basis of the analysis. 
Through developing of algorithms based on mathematical models, Cornuejols (1979) 
attempted to achieve the methodological expansion of a branch selecting strategy. 

2.2   The Study of Factors That Affecting Bank’s Profitability 

As the parameters of measuring the profitability of bank divide into credits and deposits, 
Byung-Gil Lee (2006) assessed the branch networking efficiency by the size of credits and 
deposits. In a study of bank profitability, Sung-Ryong Lee (1985) concluded that a loca-
tion of bank affects the size of deposits and the profit. Moreover, Lee (1985) found that as 
the number of branches of other financial institutions increases, the profitability of a bank 
branch in that region also increases. Ugg-Yeon Cho (1990) has attempted to explain 
whether a branch’s profit and loss vary depending on its location and the density of 
branches in that region. In a study by Gi-In Song (2006), he has concluded that functional 
characteristics, such as customers’ convenience, and brand image or psychological trust 
affect the continuous customer commitment. 

In the studies pertaining to the images, the customers were found to form an image 
of a bank from various information sources, and such formed image had a significant 
influence on the profitability of the bank. Nakanish and Cooper (1974) have con-
cluded that the branch image, level of service, value of products, and the building 
should be considered in the evaluation of a bank’s profitability. Young Jun Kim and 
Yong Sik Nam (1997) expounded that, when choosing a bank, personal banking cus-
tomers tend to place more emphasis on their attitude toward a bank’s services and 
images than business banking customers do. In other words, personal bank customers 
tend to value the personal images they formed toward a bank and use these images as 
the grounds on which to continue their relationship with the bank. Myung Sik Lee 
(1993) agreed with the notion that a bank’s image could have a positive influence on a 
continuous customer commitment to the bank. Furthermore, Kyung Kook Lee (2007) 
asserted that the greater positive image a bank establishes based on trust, the more 
likely it is to increase the customer satisfaction. Ki In Song (2006) confirmed such 
assertions by adjoining with the previous notions. He specifically suggested that cus-
tomers are influenced by the functional characteristics such as convenience as well as 
the brand image and the psychological trust. Therefore, customers’ image of a bank 
can be concluded as an important factor affecting the profitability of a bank. 

Hence, a bank’s profitability, measured by their sales or their customers’ royalty, 
could vary depending on the factors such as its location or its image constructed by the 
customers. This study, however, attempts to focus on the location factor while eliminat-
ing the image factors from its analysis to put emphasis on the regional characteristics. 

3   Study Methods 

3.1   Research Data 

This study is based on the data that was gathered in Seoul region at the end of 2004. 
The data can be classified into three types. 
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The first type of data relates to the characteristics of individual administrative dis-
trict. Here, the information about the population, the number of businesses and em-
ployees, the income, and the spending patterns are included. Through the data, this 
study attempts to explore the factors that influence a bank’s profitability. This data 
was constructed by incorporating the data from the National Statistical Office and the 
consumer surveys. 

The second type is the Inter-district financial transaction network data. This was 
produced by gathering and processing the financial transaction information between 
the administrative districts. This data indicates the frequency of financial transactional 
relationship between districts. The more detailed form of data takes the binary format, 
which indicates the existence of relationships between administrative districts. This 
data was gathered by analyzing the customer transaction logs for Bank A to under-
stand the inter-district transaction patterns and to used it in building a branch strategy.  

The third type of data includes information regarding the quantity and the size of 
banks within each administrative district. This data was conjectured by incorporating 
the data from the Bank’s association and the consumer surveys. 

3.2   The Studying Process 

This study looks at the influence of location characteristics of a bank on the profitabil-
ity from the network analysis perspective. In order to achieve this, the pre-existing 
studies regarding the effects of the statistical population characteristics and the eco-
nomical characteristics on the banks’ profitability within a district were carefully 
studied. Through this process, the factors that carried significant values in the previ-
ous studies were employed to parallel the implications of the network analysis. There-
after, the factors that were extracted in the network analysis were analyzed in  
relations to the effects on the profitability.  

As in Jae Won Hong’s study (2008), because the lowest level of statistics gathered by 
the National Statistics Office is done at the administrative district level, this study also 
selects the administrative district as the analytical unit to maximize the practicality. 

4   The Results of the Study 

4.1   The Influence of an Administrative District’s Characteristics on the Market 
Size 

A close look at the major characteristics of administrative districts – the dependent 
variable used in this study – reveals the following statistical data: the average popula-
tion per administrative district is approximately 19, 489, the average monthly income 
per household is approximately 3.38 million Korean won, the average spending is 
approximately 1.69 million Korean won, and the average number of businesses is 
approximately 1,431.   

Table 1 illustrates the results of an analysis of the effects that the major characteris-
tics of an administrative district have on the market size. In this investigation, the sum 
of the estimated size of deposits and credits of banks in each administrative district in 
the area of Seoul were used as a subordinate variable. The result shows that the size of 
workforce has a greater influence on the size of credits and the sum of deposits and  
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Table 1. The effects of administrative characteristics on market size 

Independent variables 
Dependent variables 

Income Expenditure #of  company #of employee 
Adjusted 

R2 

Deposits 0.133** -0.237** -0.265** 0.911** 0.40 
Credits 0.020 -0.022 -0.002 0.871** 0.74 
Sum 0.115** -0.201** -0.221** 0.934** 0.48 

All coefficients are standardized, ** denotes significance at .01 level, and * signifi-
cance at .05 level. 

 
credits than does the level of income. The size of workforce seems to indicate the 
degree of work-centeredness. Furthermore, the level of spending and the number of 
businesses were found to affect the wealth. Here, the number of businesses indicates 
the degree of consumption-centeredness of the pertinent region as it includes even the 
simplified businesses such as restaurants. 

4.2   The Effects of an Administrative District’s Network Characteristics on the 
Market Size 

This section explores, in addition to the existing studies, the influence of an adminis-
trative district’s network characteristics on the market size. For the purpose of the 
network analysis, a dichotomous relation matrix, which depicts the presence of rela-
tionship between administrative districts, were constructed. This matrix was then 
analyzed using Pajek, a network analysis program. Figure 1 is a visualized result of 
such analysis. In this figure, the nodes represent administrative districts and the links 
represent the presence of financial transactional relationship between administrative 
districts. The administrative districts located at the center of the picture will have 
different levels of relative influence when compared to the ones in the outer range. 

 

Fig. 1. Visualization of Administrative Network 
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The graph on the left hand side of Figure 2 below shows the distribution of degree 
and the one on the right hand side shows the distribution of the strengths of links. The 
two distributions show similarities to the distribution of power law, another major 
characteristics of a network. 
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Fig. 2. Distribution of degree and strength 

The nodes, which are important in the analysis of a network, are generally measured 
by two types of centrality indexes: the degree centrality and the closeness centrality.  

Centrality means the degree of how close to the center of a network a node is lo-
cated. In other words, the greater influence a node has, the closer to the center it is 
located. More specifically, the degree centrality indicates how many other nodes a 
particular node is connected to, and the closeness centrality indicates how many steps 
are required for a node to reach another node.  

Through the analysis of network characteristics, the correlation between the degree 
centrality and the close centrality was found to be 0.89 (p < 0.01). Therefore, in the 
subsequent regression analysis, the degree centrality and the closeness centrality were 
separately analyzed.  

Table 2 illustrates the influence of the degree centrality on the market size. A care-
ful study of the data reveals that the degree centrality has a meaningful influence on 
the size of credits and deposits as well as the sum of the credits and deposits. Such 
findings suggest that a new approach to the location factors from the perspective of  
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Table 2. The The effects of administrative district’s degree centrality on the market size 

Dependent 
variables Income Expenditure 

# of   
company 

#of  
employee 

Degree centrality 
Adjusted 
R2 

Deposits 0.120** -0.254** -0.380** 0.750** 0.320** 0.43 
Credits 0.003 -0.046 -0.158** 0.652** 0.436** 0.79 

Sum 0.100** -0.220** -0.348** 0.756** 0.355** 0.52 

All coefficients are standardized, ** denotes significance at .01 level, and * signifi-
cance at .05 level. 

Table 3. The effects of administrative district’s closeness centrality on market size 

Dependent variables Income Expenditure # of  company # of employee Closeness 
centrality 

Adjusted R2 

Deposits 0.133** -0.245** -0.356** 0.835** 0.202** 0.41 
Credits 0.020 -0.043 -0.148** 0.749** 0.326** 0.78 
Sum 0.114** -0.216** -0.326** 0.846** 0.234** 0.50 

All coefficients are standardized, ** denotes significance at .01 level, and * signifi-
cance at .05 level. 

 
network is necessary, in furtherance to the factors that have already been considered 
important in the previous location studies, such as the population, income and the 
number of workers. 

4.3   The Achievement of Banks and the Network Characteristics of 
Administrative Districts 

Figure 3 represents the achievements and the location characteristics viewed from the 
perspective of network of four banks located in Seoul. (a) illustrates the average de-
gree centralities and closeness centralities of the administrative districts in which the 
four banks’ branches are located. As shown in the figure, Bank A and B have rela-
tively advantageous locations than Bank C and D. (b) illustrates the average size of 
credits and debits of the four banks’ branches. This figure, in turns, shows that the 
banks having more advantageous locations (Bank A and B) have maintained rela-
tively higher profitability in comparison to Bank C and D.  Therefore, these results 
insinuate that the network characteristics of the administrative districts in which the 
bank branches are located are closely related to the individual bank’s profitability. 

5   Conclusion and Suggestions 

This study explored the factors affecting the locations of bank branches through the 
network analysis with the purpose of aiding in the selection of their locations. This 
selection of locations is a central issue that arises in the process of executing competi-
tive branch strategies by either establishing new branches or relocating existing 
branches. In ascertaining a location strategy, the application of the network analysis is 
expected to provide a new insight to the study of location analysis. In order to accom-
plish such a goal, the relation matrix between the administrative districts was con-
structed using the transactional behavioral data of financial customers between  
administrative districts. From that matrix, the centrality index of each administrative 
district’s network was extracted, and the extracted centrality index was, in turn,  
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Fig. 3. Network location characteristic and achievements 

utilized to make an important suggestion regarding the establishment of a location 
strategy.  

As a result of the study, the factors such as the level of income, the level of spend-
ing, the quantity of businesses, and the number of workers were found to have a sig-
nificant influence on the branch location selecting process as they did in the previous 
studies. Among these, the level of income and the number of workers had a positive 
influence, whereas the level of spending and the quantity of businesses had a negative 
influence. The most significant factor was found to be the number of workers.  

In the study of the network approach between administrative districts, the degree 
centrality and the closeness centrality were found to have relatively bigger influence 
than the other factors, although less than the number of workers. Furthermore, the 
result of the network analysis of the four banks’ branches revealed that the branches 
located in the districts of higher degree centrality and closeness centrality had 
achieved more than the branches in the lower degree of centrality and closeness cen-
trality districts. 

Thus, the value of this study lies with the fact that it has discovered the needs to  
develop a new approach from the network analysis perspective in furtherance to the 
pre-existing factors. The findings of this study are expected to provide practical appli-
cations to the openings and relocations of bank branches. However, because this study 
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has not gathered the detailed data regarding the competition between financial institu-
tions, it was insufficient to explaining the factors of selecting branch location from 
each branch’s profitability outlook. To achieve this, the customer surveys of individual 
bank would have to be additionally attained. Furthermore, the future studies should 
consider the strength and direction of links and the relationship with neighbors. 
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Abstract. This article deals with the general ideas of almost global syn-
chronization of Kuramoto coupled oscillators and synchronizing graphs.
We review the main existing results and introduce new results for some
classes of graphs that are important in network optimization: complete
k-partite graphs and what we have called Monma graphs.

Keywords: Nonlinear systems, Network synchronization, coupled oscil-
lators, synchronizing graphs.

1 Introduction

With the purpose of develope a formal mathematical theory for the analysis of
synchronization problems, Y. Kuramoto derived a mathematical model, where
each individual agent is represented by a dynamical oscillator [1]. It has several
applications and has been widely studied from different points of view [2, 3]. Con-
trol community has applied classical, and has derived new, control techniques for
the analysis of many synchronization properties that explain natural phenom-
ena, like flocking, formation, self-organization, collective behavior, swarming,
etc., and helps to design artificial networks of autonomous agents (see [4] and
references there in). Most of these works deal with local stability properties of
the synchronization. Recently, we have focused on global properties, trying to
establish conditions for almost global synchronization, i.e., convergence to syn-
chronization for almost all possible initial conditions. When the oscillator are all
identical, the dynamical properties rely on the interconnection graph. We look
for necessary and sufficient conditions for this graph, in order to have almost
global synchronization of the agents (synchronizing graphs). In [5, 6], we de-
rived some general properties and proved that a graph synchronizes if and only
if its bi-connected components do. Following this idea, we concentrate our anal-
ysis on the particular, and huge, class of bi-connected graphs. In this work, we
focus on two big subfamilies of bi-connected graphs: complete k-partite graphs
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and Minimum-weight two-connected spanning graphs, since these subfamilies
have important applications on networks analysis and design.

In the next Section we review some basic facts. In Section 3 we prove syn-
chronizability of complete k-partite graphs. In Section 4, we analyze necessary
and sufficient conditions for synchronizability of Minimum-weight two-connected
spanning graphs.

2 Kuramoto Model and Synchronizing Graphs

Consider n identical oscillators, described by their phases θi, i = 1, . . . , n. Each
oscillator has a set of neighbors Ni, which influences its velocity in this way
[1]: θ̇i = ω +

∑
k∈Ni

sin (θk − θi). The natural state space is the n-dimensional
torus T n, since θi ∈ [0, 2π). We assume mutual influence: k ∈ Ni if and only
if i ∈ Nk. The interaction is given by a graph G = (V, E), with vertex set
V = {v1, v2, . . . , vn}, associated to the phases θ1, θ2, . . . , θn and edge set E =
e1, e2, . . . , em

1. If we endow G with an arbitrary orientation, define the vector
θ = (θ1, . . . , θn) ∈ T n, introduce the incidence matrix B and reparameterize
time, we obtain the compact expression [4]

θ̇ = −B. sin
(
BT θ

)
. (1)

The dynamical properties rely only on the interconnection graph. We observe
that the results obtained for identical oscillators may be extended for quasi-
identical oscillators using standard perturbation techniques. We say the systems
reaches (full) synchronization or consensus when all the agents have the same
phase: θi = θ̄0, i = 1, 2, . . . , n. Partial synchronization describes a state with
some agents at one phase θ̄0 and the rest of the agents at θ̄0 ± π. Since sys-
tem (1) depends only of the phase differences between agents, we may always
assume θ̄0 = 0. States with phases distributed along [0, 2π) will be referred as
non synchronized. Observe that for every c ∈ R, we have that −B. sin(BT θ) =
−B. sin[BT (θ+c.1n)] and 1T

n .B. sin(BT θ) = 0 where 1n denote the n-dimensional
column of ones. This means that the system is invariant under translations on
the state space parallel to vector 1n and that the dynamics develops over hy-
perplanes orthogonal to this direction. Frequently, we will forget this aspect and
say that a property holds for one state, meaning that the property holds for this
state and for every state obtained from this one by a 1n translation. Equation
(1) describes is a gradient system, with potential function [11]

U(θ) = m −
∑
ik∈E

cos(θi − θk) = U0 − 1T
m. cos(BT θ), (2)

in the sense that (1) can be rewritten as θ̇ = −∇U(θ). Since the state space is
compact, we may apply LaSalle’s invariant result [11] and conclude that every
trajectory of the system will converge to an equilibrium point.
1 We will use standard graph theory concepts. For those readers who are not familiar

with this topic, we refer to [8].
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Definition 1. We say the system (1) has the almost global synchronization
property if the set of initial conditions that do not lead to full synchronization of
the agents has zero Lebesgue measure.

Definition 2. We say the graph G = (V, E) associated to system (1) is syn-
chronizing if system (1) has the almost global synchronization property.

Clearly, we will only deal with connected graphs. Let us consider the function U
around the synchronized state θ̄ = 0 ∈ T n. Then, U takes non negative values
around θ̄ and attains its minimum, which is 0, at θ̄. Thus, U is a local Lyapunov
function and we have local stability of the consensus. In order to have the almost
global synchronization property, we must prove that the consensus is the only
equilibrium point with a non-zero measure of his basin of attraction. We need to
find all the equilibrium points of (1) and analyze its local stability. The Jacobian
matrix around an equilibrium point θ̄ ∈ T n is J(θ̄) with elements can be written
as J(θ̄) = −B.diag(cos(BT θ̄)).BT . Observe that is a symmetric matrix, due to
the mutual influence of the agents and it always has 0 as an eigenvalue, since
BT .1n = 0. For local stability, we will require negativity of the remaining n− 1
eigenvalues of J(θ̄) (transversal stability [5]). As was done by Kuramoto, we
introduce the phasors Vi, . . . , Vn associated to every agent: Vi = ejθi . Then, we
may think the system as particles running in the unit circumference. Consensus
means that all the particles are together. These phasors will be very useful for
the stability analysis.

We recall some previous results that will be useful in our present analysis.
We do not include the proofs here. They can be found in [5, 6, 7]. For a given
equilibrium point θ̄, we define the numbers αi = 1

Vi

∑
k∈Ni

Vk. They all are
real and if there is some negative, then θ̄ is unstable. This fact is extended in
Lemma 1. Concerning stability of an equilibrium point, we may affirm it if all
the phase differences belongs to [−π

2 , +π
2 ]. Another important result is that a

graph synchronizes if and only if its blocks do [6]. A block of a graph is either
a single vertex, a bridge or a bi-connected component (a subgraph which has
always two distinct paths between any pair of nodes). The result exploits the
fact that every cycle of a graph belongs to only one block. This result can be
seen either as a reduction procedure or a synchronization-preserving algorithm
for networks construction. So, in order to state the synchronizability of a given
graph, we only have to focus on its blocks. It reduces the characterization of
synchronizing graphs to bi-connected families. Applying those previous results,
we have found the first two families of synchronizing graphs: complete graphs
and trees [6]. We have also proved that a cycle synchronizes if and only if it has
less than five nodes [7]. In the next Section, we investigate the synchronizability
of two important bi-connected families.

3 Complete k-Partite Graphs

Bi-partite graphs, and its generalization, k-partite graphs, conforms a graph
family with multiple applications to several problems where natural clusters can
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be identified. k-partiteness allows the coloring of the graph and models a lot of
matching problems, where a set of resources must be assigned to a set of users,
with special applications to the development of codes. They have been widely
studied and there are a lot necessary and sufficient conditions, testing algorithms
and spectral characterization [8].

Definition 3. A graph G = (V, E) is bi-partite if there is a partition of it set
of vertices V = V1 ∪ V2 such that every link of E joins only an element of V1
with an element of V2.

The idea generalizes to k-partites graphs, when we split V as the disjoint union
of clusters V1 ∪ V2 ∪ . . . ∪ Vk. In a complete k-partite graph G = (V, E), with
V = V1 ∪ . . . ∪ Vk, every element of Vi is connected to all the elements of Vj ,
j �= i. Observe that all the agents in the same cluster share the same neighbors.
We introduce the following idea.

Definition 4. Consider two nodes u and v of a graph G. We say they are twins
if the have the same set of neighbors: Nu = Nv.

Slightly modifying previous definition, we also say that two vertices are adjacent
twins if they are adjacent and Nu \{v} = Nv \{u}. Concerning synchronization,
twins vertices act as a team in order to get equilibrium in equation (1). Observe
that for a complete k-partite graph, all the vertices of the same cluster are twins.
The following Lemma extends a previous result and is very important for the
main result of this Section.

Lemma 1. Let θ̄ ∈ T n be an equilibrium point of (1). If for some i, the number
αi is non positive, then θ̄ is unstable.

Proof. The case αi negative was already proved in [5]. If we have a null αk,
the matrix J(θ̄) may have a multiple null eigenvalues. Looking carefully at
equation (2), we observe that we can rewrite U = U0 − 1

2

∑n
i=1 αi. We chose

U0 such that U(θ̄) = 0. Consider the k-th element of the canonical base ek,
a small positive number δ and a perturbation θ̃ = θ̄ + δ.ek. Then U(θ̃) =
U0− 1

2

∑n

i = 1
i �= k

∑
h∈Ni

cos
(
θ̄h − θ̄i

)
− 1

2

∑
h∈Nk

cos
(
θ̄h − θ̄k − δ

)
. After some cal-

culations, we may write

U(θ̃) = U0 −
1
2

n∑
i = 1
i �= k

∑
h ∈ Ni

h �= k

cos
(
θ̄h − θ̄i

)
−

∑
h∈Nk

[
cos

(
θ̄k + δ − θ̄h

)]

We have that cos
(
θ̄k + δ − θ̄h

)
= cos(δ)�e [αk] + sin(δ)Im [αk] = 0. Then, it

turns out that U(θ̃) = U(θ̄) for all δ. We have proved that arbitrarily close to θ̄,
we can find non equilibrium points with the same potential value. This implies
that, arbitrarily close to θ̄, there are points with more or less potential value.
So, θ̄ must be unstable2. �
2 Actually, function U is in the hypothesis of Cetaev’s instability theorem (see [11]).
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We recall the following result, which will be crucial for the analysis of bi-partite
graphs. More results on twins may be found in [7].

Lemma 2. Consider the system (1) with graph G. Let θ̄ be an equilibrium point
of the system and v a vertex of G, with associated phasor Vv. Let T be the set
of twins of v and N the set of common neighbors. If the real number αv =
1

Vv

∑
w∈N Vw is nonzero, the twins of v are partially or fully coordinated with

it, that is, the phasors Vh, with h ∈ Nv are all parallel to Vv. Moreover, if θ̄ is
stable, the agents in T are fully coordinated.

Proof. Let u ∈ T and consider the real numbers αv = 1
Vv

∑
w∈N Vw, αu =

1
Vu

∑
w∈N Vw. Then, it follows that αv.Vv = αu.Vu, for all u ∈ T . If there are

u1, u2 ∈ T linearly independent, their respective αu1 and αu2 must be zero, and
so are all numbers α in T . Then, if there is some αu �= 0, u ∈ T , all phasors
in T are parallel. So, all the nodes in T are partially or fully coordinated. Now
suppose that θ̄ is stable and that there are u1, u2 ∈ T such that u1 = −u2.
Then αu1 = 1

Vu1

∑
w∈N Vw = − 1

Vu2

∑
w∈N Vw = −αu2 and we have at least one

negative number α and θ̄ should be unstable, by Lemma 1. �
We are now ready to state and prove one of the main results of this article.

Theorem 1. A complete k-partite graph synchronizes.

Proof. We follow the same steps as before. Let G = (V, E) and V1, V2, . . . , Vk

be a partition of V such that all the agents in Vi are twins, i = 1, 2, . . . , k. For
k = 2, we have the particular case of bi-partite graph. Let θ̄ be an equilibrium
point of (1). We have several cases, regarding the numbers α.

Case 1: There exists some null number α. Once again, according to Lemma
1, θ̄ should be unstable.

Case 2: For every u ∈ V , αu �= 0. Then, by Lemma 2, in order to have a stable
equilibrium, all agents in Vi are fully coordinated, i = 1, . . . , k. Now, consider
ui ∈ Vi and uh ∈ Vh, with αui �= 0 and αuh

�= 0. Denote by R the sum of all
phasors in V : R =

∑
w∈V Vw. Then, since the graph is complete k-partite, R =∑

w∈Vi
Vw +

∑
w∈V \Vi

Vw = |Vi|.Vui +αui .Vui , where |Vi| is the cardinality of Vi.
A similar expression is also valid for uh. So, [|Vi| + αui ] .Vui = [|Vh| + αuh

] .Vuh
.

If Vui and Vuh
are not parallel, we obtain a negative number α and by Lemma

1, θ̄ is unstable. So, in order to have a stable equilibrium, all the agents in all
the clusters should be parallel. Then, θ̄ should be a full or a partial synchronized
equilibrium. Suppose we have ui ∈ Vi and uh ∈ Vh with ui = −uh. Then,
αui = −αuh

and θ̄ is unstable. Then, the only stable equilibrium point is the
synchronization �
Previous Theorem also gives a new proof for the synchronization of
complete graphs.

4 Mlmn Graphs

Typically, in the design of large optical fiber networks, the need of adding
communication redundancy to the network comes up in order to increase its
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Fig. 1. Left: a Mlmn network topology. Right: necessary position of the phases of the
path with l degree 2 nodes for a stable equilibrium configuration of Mlmn.

survivability. A commonly planning requirement is to ensure the existence of at
least two-node-disjoint-paths between pairs of distinguished nodes. In this way,
when occurring a failure (link or node), the network will remain in operational
state, i.e. the resulting network is connected. To find a network topology veri-
fying this restriction is known as the Steiner Node-Survivable Network Problem
(STNSNP) [9]. A very important particular case of the STNSNP is the construc-
tion of a minimum-weight two-connected network spanning all the points in a
set of nodes V . For this problem, in [9] Monma-Munson-Pulleyblanck introduce
a characterization of optimal solutions. They prove that there exits an optimal
two-connected solution whose nodes all have degree 2 or 3, and such that the
removal of any edge or pair of edges leaves a bridge in the resulting connected
components. Moreover, they prove that optimal solutions that are not a cycle
contains, as a node induced subgraph, a graph like the one shown in figure 1-
Left, with two nodes of degree 3, joined by three paths with l, m and n degree 2
nodes, that we will denote by Mlmn. For these graphs we will study the synchro-
nization property. In what follows, call this class of graphs as Monma graphs
[10]. Let a and b be the nodes with degree 3. We will denote by xi, i = 1, . . . , l,
the nodes of the first path between nodes a and b, yi, i = 1, . . . , m, the nodes
of the second path and zi, i = 1, . . . , n, the nodes of the third path. We assume
that l ≥ m ≥ n ≥ 1. Firstly, we consider the particular constrains imposed to
nodes with degree 2.

Lemma 3. Let θ̄ be a stable equilibrium point of (1) with associated graph Mlmn.
Let xi, be a degree 2 node of Mlmn. Consider the set Nxi = {u, v} of neighbors
of xi and define the angles ϕu = θ̄u − θ̄xi , ϕv = θ̄v − θ̄xi . Then, ϕu = −ϕv.

Proof. Since θ̄ is an equilibrium, then sin(ϕu) + sin(ϕv) = 0 and it must be
either ϕu = −ϕv or ϕu = π +ϕv. But if it was the last case, we would have that
αxi = cos(ϕu) + cos(ϕv) = 0 and θ̄ should be unstable. �

So, if we consider an equilibrium point θ̄ and its representation as particles on
the unit circumference, the ones associated to degree 2 nodes of one of the paths
between degree 3 nodes a and b, must be equally distributed over one of the
arc of circumference between the particles associated to a and b, as is shown in
Figure 1-Right. Now, we characterize synchronizability of Mlmn.
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Theorem 2. Consider the graph Mlmn. Then, Mlmn is synchronizing iff
max{l, m, n} ≤ 2.

Proof. Without lost of generality, we assume that l ≥ m ≥ n ≥ 1. First of
all, we will prove that if l ≥ 3, we can find non synchronized stable equilibrium
points. Since the agents associated to the three paths from a to b must be equally
spaced on the arcs of circumference between θ̄a and θ̄b, we look for equilibrium
configurations with the agents θ̄xi on one arc and agents θ̄yi and θ̄zi on the
other. Let be ϕ = θ̄a − θ̄b (or viceversa), defined such that ϕ ∈ (0, π) (we
explicitly exclude partial or full synchronized equilibrium points). Observe that
we must prove the existence of a suitable angle ϕ. The equilibrium condition
at node a gives f(ϕ) = − sin

(
2π−ϕ
l+1

)
+ sin

(
ϕ

m+1

)
+ sin

(
ϕ

n+1

)
= 0, where we

have introduced the auxiliar function f , which is well defined and C∞. Observe
that f(0) = − sin

(
2π
l+1

)
and f(π) = − sin

(
π

l+1

)
+ sin

(
π

m+1

)
+ sin

(
π

n+1

)
. If

l ≥ 2, f(0) < 0. On the other hand, since the sine is an increasing function in
(0, π/2) and l ≥ m ≥ n, it follows that sin

(
π

l+1

)
≤ sin

(
π

m+1

)
≤ sin

(
π

n+1

)
.

If n ≥ 1, f(π) > 0. Then, in this conditions, there exists an angle ϕ ∈ (0, π)
such that we have a non synchronized equilibrium point. Now, we care about
the stability of this equilibrium. A sufficient condition is that all involved phase
differences belongs to (−π/2, π/2) (see [5])). But all the phase differences are
2π−ϕ
l+1 , ϕ

m+1 , ϕ
n+1 . So, as ϕ ∈ (0, π), it is enough to require l ≥ 3. At this point,

we must prove that the graphs Mlmn with l ≤ 3 (M111, M211, M221 ,M222) are
synchronizing. We only present the analysis of one of these cases, since the proofs
are all quite similar. Let us consider the graph M221. Then, at an equilibrium
point θ̄, the phases must correspond to one of the situations showed in figure 2.
In case (I), the equilibrium condition for node a gives − sin(δ) + 2 sin(β) = 0,
with the associated constrain 2δ+3β = 2π. We eliminate δ = π− 3β

2 and get the

equation 2 sin(β) − sin
(

3β
2

)
= 0. Since δ ≥ 0, the solutions must belong to the

interval [0, 2π
3 ] and we obtain the only roots β = 0 and δ = π, which corresponds

to a partial synchronized (unstable) equilibrium point. The same ideas apply to
case (II). The final case has the only solution δ = 0, which corresponds to a full
synchronized equilibrium. Then, M221 is synchronizing. �

( I ) ( I I ) ( I I I )

b b b
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Fig. 2. Possible equilibrium configurations of graph M221
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5 Concluding Remarks

In this work we have analyzed the synchronizability property for two impor-
tant families of bi-connected graphs. We have shown that complete bi-partite
graphs, and, more generally, complete k-partite graphs always synchronizes. On
the other hand, we have proved that Monma graphs (the Mlmn topologies) only
synchronize if every degree 2 node has at most one degree 2 node as a neighbor.
The techniques we have presented here show how ideas from graph and control
theory can be combined in order to obtain more insight about the dynamics and
the graph structure.
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Abstract. GRID environments are privileged targets for computation-intensive 
problem solving in areas from weather forecasting to seismic analysis. Mainly 
composed by commodity hardware, these environments can deliver vast com-
putational capacity, at relatively low cost. In order to take full advantage of 
their power we need to have efficient task schedulers with the ability to maxi-
mize resource effectiveness, shortening execution times. GRID schedulers must 
not only decide taking a snapshot of the GRID's status into account, but should 
also consider the output involved in past decisions. In this work, we intend to 
show how resource usage can be analyzed, through the use of data mining tech-
niques, to predict performance availability of a GRID environment, as a pre-
liminary work to increase scheduling efficiency as well as adequate resource 
provisioning.  

Keywords: GRID environments, task scheduling optimization, resource  
availability, data mining, performance evaluation models. 

1   Introduction 

Over the last decades, technological breakthroughs have changed the world so radi-
cally that we are now living in a global world, thirsty for information and unwilling to 
wait for that information to be discovered, captured and processed, before reaching its 
end consumer. Even though knowledge extraction algorithms and tools continue to 
evolve, processing relevant data requires usually expensive computational power. 
Over the last couple of decades a new trend of parallel architectures and distributed 
applications has emerged, presenting great advances on networking hardware and 
protocols, as well as in the evolution of entry-level equipments. Efforts like Beowulf 
[1] have turned commodity hardware into a feasible alternative for high performance 
computing, making it possible to connect multiple workstations in clusters and mak-
ing them available for computation-intensive applications. Nonetheless, this approach 
still limited the maximum processing power, by requiring all nodes to be held by a 
single organization, on a single homogeneous data center. The Academia’s work on 
fields like Cancer research or Weather analysis resulted on the development of appli-
cations whose processing power requirements are so extensive that cannot be met by a 
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single computer. In response to those needs, universities and research institutes began 
sharing their resources regionally, then nationally and finally at a global scale. A new 
paradigm derived from this phenomenon:  the GRID [2].  

A GRID environment can be described as a cross-organization network of 
shared computing resources, potentially composed by both heterogeneous hardware 
and software. GRID resources tend to be geographically spread and may be used 
outside the GRID’s scope, rather than exclusively. In what concerns to coordination, 
GRIDs are managed in a distributed manner, at several levels, instead of following the 
traditional master-slave design, whose scalability and reliability, as we know, is ulti-
mately limited by the master node. The complexity of task scheduling on the GRID is 
greater than on traditional clusters, since the set of resources changes throughout time, 
as does their availability to perform work for application purposes. Moreover, com-
munication between resources and applications may span from extremely fast fiber-
optic based networks to conventional long distance networks with higher latency and 
lower bandwidth. Hence, choosing a resource to execute a previously submitted task 
requires balancing the cost of using powerful, but remote resources in exchange for 
local, but more modest resources. Despite all the sophisticated scheduling algorithms 
currently available, scheduling software does not learn from its past decisions. In-
stead, the schedulers’ decision processes are usually based on a snapshot of the 
GRID’s status and the list of tasks it needs to execute. By gathering and analyzing a 
GRID environment’s performance data over time, it is likely that more solid schedul-
ing strategies may arise, therefore extracting more profit from the resources in place. 
Along these lines, data mining techniques enable both human and automated analysis 
of historical data with the goal of predicting the GRID’s resources status throughout 
time. In this paper, we aim to demonstrate how can data mining techniques be used to 
extract valuable knowledge about resource’s load over time in a GRID environment. 
In particular, we intend to show how humans and automated schedulers can benefit 
from such knowledge in order to increase scheduling efficiency and decrease execu-
tion times. 

2   Executing Tasks on a GRID 

The GRID has a decentralized coordination model, where multiple schedulers coexist 
with multiple resource managers, to provide a scalable and fault tolerant environment. 
GRID applications communicate with one of the available meta-schedulers and sub-
mit the tasks whose execution is required, along with its requirements (target OS, 
CPU architecture, minimum RAM memory, etc). It is up to the meta-scheduler to find 
the appropriate resources for executing the submitted tasks, using the GRID's mid-
dleware. Ultimately, the middleware may delegate the execution of a set of tasks on a 
single machine or on a cluster, whose task scheduling is done by a local cluster 
scheduler (figure 1). 

Since GRIDs tend to be heterogeneous, software for them must be able to interop-
erate with its peers using standards [3], so that an organization is able to join the 
GRID without having to adopt a complete new set of software. From a top-down 
perspective, meta-schedulers like Gridway [4] or Condor-G [5] interoperate with 
GRID middleware, as is the case of Globus Toolkit [6] or gLite [7]. It is mostly up to 
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Fig. 1. Performance availability of a GRID 

the middleware to provide support for the requirements that GRID applications set. 
Usually, the GRID's middleware does not execute the tasks itself. Instead, the mid-
dleware delegates task execution to local schedulers like Condor [8], Portable Batch 
System (PBS) [9] or Sun's GRID Engine [10].  The local scheduler manages local 
resources and a task queue and is ultimately responsible for executing tasks on the 
actual end nodes.  

3   Evaluating the Performance of a GRID 

Performance can be evaluated from multiple standpoints, depending on the type of 
analysis that is required. A GRID environment is no exception, since there are multi-
ple metrics that can be thought of while evaluating the GRID's performance. Since the 
GRID is mostly used by applications whose execution time would be prohibitive for a 
single workstation, metrics that directly or indirectly relate to task execution time are 
among the most important. One of such metrics is performance availability, which 
measures the maximum amount of processing power a system is able to deliver on a 
given instant, considering its current load. When a system is fully loaded (i.e. cannot 
execute any more tasks) its performance availability is null. Conversely, if a system is 
idle, it is able to provide its maximum performance availability. In order to assess the 
GRID's performance, we chose to measure and evaluate performance availability. 
From our point of view, performance availability is a decisive measure that ultimately 
influences other ones, like execution time and success rate. It is our understanding 
that by scheduling tasks to resources with the best available performance, the GRID's 
efficiency is likely to improve. 

Measuring and evaluating performance availability involves an objective meas-
urement model, which needs to be based on resource status data, so that it matches the 
resources' performance. Considering the status data that it is possible to extract from 
resource indexing services, we decided to base our model on those that can be nu-
merically evaluated and that have no direct relationship with other criteria. Therefore, 
we selected the following criteria to build an evaluation model: CPU specifications 
and number; memory specifications and amount; system load average. 
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Fig. 2. Performance availability calculation 

Our formula (figure 2) balances the importance of CPU and RAM memory by mul-
tiplying each fraction by a constant (kCPU and kMEM). Different CPU architectures 
deliver different performance values. So, we introduced a CPU architecture constant 
(kCPUARCH). The constants kCPU and  kCPUARCH are then multiplied by the 
number of free CPUs at each moment (it is assumed that all CPUs are equal on the 
same node) and by its operating frequency. This portion of the formula enables us to 
qualify the node's CPU in considerable detail. Different memory types may have 
different performance levels. However, it is not possible to retrieve such details from 
resource indexing services we analyzed. Therefore, we only considered the amount of 
memory available on each node (AvailRAM). This value was multiplied by the 
kMEM constant to obtain the memory's influence on a node's performance availabil-
ity. Although the maximum capacity of a node is important, its real ability to execute 
work is far more significant in terms of performance availability, since it varies with 
the amount of load the node experiences. Therefore, a third factor was included in our 
model: system load average. This coefficient's (AvailCOEF) calculation formula can 
be found on figure 3. If the number of processes waiting for CPU time over the last 5 
minutes is greater than the unit, a node is considered to have no availability, since it 
already has processes it cannot give CPU time to. On the contrary, if the value is less 
than one, the availability value is the difference to the unit. Therefore, AvailCOEF 
varies between 0 and 1, that is, from null to maximum availability. 

 
 
 

 

Fig. 3. Availability coefficient calculation 

4   The Performance Prediction Models 

To evaluate the performance of the GRID environment we decided to use two types 
of data mining algorithms: clustering and decision trees. In order to do that, two mod-
els were created using each algorithm: one model for analyzing the entire GRID and 
other model for analyzing the behavior of each individual node.  

Clustering algorithms are usually used for initial data exploration, in order to find 
patterns that help understanding the data set in hand. These models process data and 
group its instances that have similar values. In this particular case, we aimed to use 
clustering models to visually explore performance availability, by discovering pat-
terns of similar performance and groups of machines that shared the same perform-
ance levels. Our clustering models were based on the KMeans algorithm. Decision 
tree algorithms are popularly used for prediction due to the ease of use and analysis. 
However, decision trees cannot predict continuous numerical values. Instead, the 
value to predict has to be transformed into a non-numerical value known as class  

PerfAVAILABILITY = (kCPU x kCPUARCH x CPUFREQ x FreeCPUs + kMEM * AvailRAM) x AvailCOEF 

 
AvailCOEF =  

 

#ProcessesWAITING >= 1   0 
 
#ProcessesWAITING < 1   1 - #ProcessesWAITING 
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or label. Therefore we categorized all performance availability values into six differ-
ent classes (C0 - C5), using the following formula: round (PerfAVAILABILITY x 5) / 
(max(PerfAVAILABILITY)). A higher number of classes would introduce such detail that pre-
dictions would be inaccurate, despite being on neighbor prediction classes. In con-
trast, reducing the number of classes would increase prediction accuracy (ratio  
between accurate and total predictions), while decreasing the significance of each 
prediction. We used the DecisionTree algorithm, with minimum information gain of 
0.005 and minimum confidence of 0.25. Tree depth was limited to a maximum of 30 
levels. Our decision tree models were trained using approximately one third of the 
complete data set. The remaining data was left for prediction evaluation on two data 
sets: test and validation. RapidMiner's ClassificationPerformance operator was used 
to evaluate prediction accuracy.  

In order to determine the effectiveness of our performance evaluation model, we 
simulated a typical Grid environment, using VirtualBox virtual machines on an Intel 
Quad Core Q9300 CPU (2.50GHz). Since VirtualBox assigns one OS process to each 
virtual machine, we limited the number of nodes to four, in order to allocate one of 
each of the four cores to a single virtual machine. Three of the nodes (gtnode-2, 
gtnode-3 and gtnode-4) received 1GB of RAM memory, with gtnode-1 being granted 
1.5GB of memory, due to the use of an X display server and some additional services. 
Communication between nodes was done via a set of simulated 100Mbit Ethernet 
interfaces. The four virtual machines were grouped into two virtual cluster sites 
(gtnode-1+gtnode-3 and gtnode-2+gtnode-4). We did not create distinct VOs, since it 
was irrelevant for our tests. To manage each of the clusters we used Torque 2.3.0, with 
Ganglia Monitor being chosen for monitoring the nodes’ status. Although not manda-
tory, we installed the Globus Toolkit 4.0.6 on every node, to be able to gather data 
from each machine individually and also to have tasks being directly submitted to each 
machine, bypassing PBS if necessary. Ganglia’s information was published on Globus’ 
MDS Index service using the UsefulRP module. Data transfer between nodes was 
handled by RFT, with task management and resource allocation handled by WS-
GRAM. In order to be able to submit tasks to both sites, we used Gridway 5.2.3 as the 
metascheduler. It was decided to install it on gtnode-1, due to its additional memory. 

With the intention of simulating the load that real applications would introduce 
in our simulated Grid environment, we simulated three different applications, using 
the NAS Parallel Benchmarks [11]. We selected three benchmarks that target the 
processing ability for scientific applications  (LU, SP and BT). Based on these 
benchmarks, we created three application profiles and developed a daemon that 
submitted tasks, for those profiles, using Gridway and its implementation of the 
DRMAA  API. The daemon used probability values for each profile and period of 
the day, in order to determine if any tasks were to be launched for each profile. The 
three profiles were designed to simulate the activity of a fictitious organization, 
with different patterns of use throughout working days. On weekends, there was no 
load being injected on the Grid. The first profile (24h) represented a single-task 
application that could be executed with low probability over the entire day. The 
second profile (Work hours) simulated a single or double-task application used 
during work hours, whose probability levels try to mimic the organization’s em-
ployees’ productivity levels. The last profile (Nightly) simulated a batch application 
launched during the night, with four simultaneous tasks.  
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Fig. 4. Grid’s available performance over the week (clustering model) 

 

Fig. 5. Grid nodes’ available performance over the day (clustering model)  

In order to analyze the Grid’s performance, we gathered status data during a full 
week, from Saturday to Friday, while the load injection daemon was executing. Since 
Globus Toolkit’s MDS-Index module publishes node status data that can be accessed 
via any web services based application, we developed an additional daemon for gath-
ering that data periodically (every 10 minutes), using Globus Toolkit’s stub libraries. 
This daemon was installed on gtnode-1 and collected approximately 670 status snap-
shots in total. To perform an hour-by-hour analysis, we aggregated values on an 
hourly basis, by averaging values for each machine. Status data for the entire Grid 
was generated by summing the values for all machines on a given hour. After collect-
ing all the data, we built and applied the data mining models that were described in 
the previous section (Performance Evaluation Model), using RapidMiner. All models 
were applied to the Grid’s aggregated data and also to each of the Grid’s nodes. The 
most relevant results are shown below, for both the clustering and decision trees mod-
els. Figure 4 shows the Grid’s available performance for each test day, determined 
using the clustering model. The x-axis shows the weekday (from Sunday to Saturday, 
1-7). The y-axis represents the time throughout a particular day (from 0.0 to 23.99). 
Each of the values is represented by a bubble, whose size is relates to the available 
performance of the Grid, on a particular moment in time. Bubbles are shaded accord-
ing to the cluster they belong. Again for the clustering model, results for each of the 
Grid’s nodes are shown in figure 5. The x-axis represents the hour of the day (from 0-
23). The nodes’ identifiers can be found on the vertical axis (from 1-4). Once again, 
bubble size and shading refer to available performance and cluster membership, re-
spectively. Instead of grouping values in clusters and providing a visual dispersion of 
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these values, decision trees are typically used for classification and prediction.  
Table 1 shows the accuracy values for each the prediction classes, both per node and 
for the Grid as a whole, for the two data sets.  

Table 1. Decision trees model prediction accuracy 

 Prediction accuracy 

 Per node Grid 

Performance class Test set Validation set Test set Validation set 

C0 88,89% 92,50% 57,14% 70,00% 

C1 0,00% 0,00% 80,00% 50,00% 

C2 60,00% 90,91% 100,00% 100,00% 

C3 0,00% 0,00% 0,00% 20,00% 

C4 63,16% 65,00% 63,64% 100,00% 

Global 75,70% 71,15% 65,52% 64,00% 

5   Conclusions and Future Work 

Clustering models are usually used to explore data. In this work, we neglected the 
constitution of the clusters in favor of performance patterns. From the results of the 
clustering model for the overall Grid (figure 4), it is possible to say that Grid behaved 
as expected. Non-working days have maximum available performance, with two of 
the five clusters grouping high performance availability. In the nightly period of work 
days, the Grid experienced extremely low available performance periods, due to the 
simulated Nightly application. Even though task submission ended at 2 a.m., the Grid 
took, in average, almost five additional hours to complete all tasks. This can be 
explained by the large number of tasks being submitted during the period between 12 
a.m. and 2 a.m.  Finally, the Grid’s behavior on week days is not absolutely 
homogeneous, since the number and interval between tasks is not deterministic, but 
random. The analogous analysis for each individual machine (figure 5) revealed that 
gtnode-1 displayed lower values of performance availability. This can be explained 
by the load induced by the status data gathering daemon as well as some additional 
services like Gridway and an X display server. 

Although clustering models favor human analysis, decision tree models provide a 
set of rules that can be easily used in automated analysis. Table 1 shows that our deci-
sion tree model was reasonably accurate for predicting a node’s performance avail-
ability class (more than 70% accurate). The accuracy is not higher mainly due to C1 
and C3 classes, in which our model scored 0%. The low accuracy can be explained by 
the relatively low number of instances of these classes. This fact is due to the nature 
of our simulated applications which resulted in many more periods of high and low 
performance availability than those of medium performance availability Results for 
the entire Grid are not as good (around 65%). Per node predictions and Grid predic-
tions show fairly different accuracy. This can be explained by the lower number of 
available data instances to analyze, since the Grid’s status data instances were ob-
tained by merging and averaging results from all nodes.  

The results that we obtained have shown that clustering models can be used to de-
termine which periods have better performance availability and which periods should 
be avoided if high performance availability is required by GRID applications. Besides 
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exploring the GRID’s available performance over time, we have also shown that it is 
possible to predict that available performance with reasonable accuracy, by using 
decision tree models to classify performance. These models have the edge over clus-
tering models, since decision tree models can be easily translated to prediction rules, 
enabling them to be embedded into the GRID schedulers’ decision process and poten-
tially increasing efficiency. 

Even though we presented valuable initial results, there is still a long way for im-
provement. Our simulated GRID was based on a low number of nodes. Besides, all 
nodes shared the same OS and hardware architecture. GRIDs are inherently heteroge-
neous so these models and techniques must be transposed to heterogeneous and real-
scale GRID environments to confirm their worth in predicting the environments’ 
available performance. Additionally, we only processed data for a period of seven 
days. Analyzing data of far more extended periods can also increase the support on 
the concepts we presented.  
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Abstract. Much work has been done to exploit the benefit brought by
allowing job execution on distributed computational resources. Nodes are
typically able to share jobs only within the same virtual organization,
which is inherently bounded by various reasons such as the adopted
information system or other agreed constraints. The problem raised by
such limitation is thus related to finding a way to enable interoperation
between nodes from different virtual organizations.

We introduce a novel technique for integrating visions from both re-
source users and providers, allowing to serve multiple virtual organiza-
tions as a whole. By means of snapshot data stored within each grid node,
such as processing and interacting history, we propose a demand-centered
heuristic scheduling approach named Critical Friend Community (CFC).
To this end, a set of simplified community scheduling targeted algorithms
and processing workflows are described. A prototype of our scheduling
approach is being implemented within the SmartGRID project.

Keyword: Grid Scheduling, Meta-scheduling, Inter-cooperative, Criti-
cal Friend Community, SmartGRID, MaGate.

1 Motivation

During the last decade, the evolution of grid computing has resulted in differ-
ent visions of the grid and technology that depend mainly on adopters point of
view. A widely accepted vision is that homogeneous machines managed by a sin-
gle Local Resource Management (LRM) system are interconnected as a cluster.
Clusters connected within the same authorization constraint lead to a site, or
grid node. Each site may have its own meta-scheduler, which behaves as a cen-
tral manager, receiving job submission from grid users, and allocating approved
jobs on the LRMs of local clusters for execution. Different sites can be organized
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into a Virtual Organization (VO) [1], according to reasons such as sharing the
same Information System (IS) or geographical location.

Plenty of works have been done to enable effective and efficient job pro-
cessing within the scope of cluster and single site [2] [3]. Although some
research work [4] [5] [6] have started to exploit the incentive benefited from
automatic cooperation amongst multiple sites (different meta-schedulers), there
is still room for improvement in the area of enabling job exchange across dif-
ferent VOs in an automatic and self-manageable way. Collaboration between
VO is typically made difficult because of different non-common factors, such
as agreed constraint, resource discovery approach, geographical location, secu-
rity, or user preference. Those factors could be so complicated and volatile that
they cannot be expected to be understandable by other VOs. Therefore, re-
alistic implementations normally assume that two nodes from different VOs,
although they might be physically connected, are not aware of the existence of
each other, despite the fact that they may have complementary job execution
requirement and resource configuration. In this case, a notable issue has raised,
namely how to facilitate the interaction and collaboration between complemen-
tary nodes, which are normally not aware of each other due to the boundaries of
different VOs.

Our idea is to use heuristic data to facilitate the scheduling decision making
process. Especially, exploiting historical interoperation metadata cached on each
grid node would lead to a demand centered grid scheduling framework across
multiple VOs.

2 Principle

As mentioned above, conventional grid VOs are bounded due to various non-
common reasons, so that realistic job delegations only happen between nodes
within the same VO. Such approach does not take the full advantage of the
fact that a node could belong to more than one VO; especially while job dele-
gation to a node of another VO will not broke the job submission constraints,
e.g., critical security issue that only allows job execution within the same VO.
In this case, the integrated vision of inter-cooperative VOs is named Critical
Friend Community (CFC), which inherits from the pilot work of [7]. The idea
is that knowledge of neighborhood grid topology and previous interactions (ei-
ther directly or indirectly) are cached on each grid node, facilitating a more
effective and efficient scheduling decision. The interconnected nodes known via
historical realistic collaboration records are considered as Critical Friends (CF)
to each other, and together they represent a Critical Friendship based Commu-
nity that has crossed the boundaries of isolated VOs; furthermore, the strength
of the Critical Friendship between nodes of CFC is determined by more “sub-
jective and empirical” factors, such as the quantity and quality of previous
interactions.
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3 Approach

In order to achieve a Critical Friend Community to enable interaction and collab-
oration between nodes of different VOs, a set of conceptions need to be detailed,
which include:

– A topology used to interconnect nodes from separated VOs.
– A scheduling model that is able to make decisions based on information from

both infrastructure providers, and knowledge of Critical Friends.
– A way of organizing and presenting knowledge of Critical Friends on each

node.

3.1 Topology

Regarding the definition and classification of grid computing [8], a notewor-
thy point is that grids are characterized and categorized by their hardware and
software properties, including operating system, machine architecture, security
compromise, etc. In other words, the grids are characterized according to a pro-
visioning perspective, and are thus provision centered.

One of the tendencies illustrated by emerging technologies, such as virtual-
ization and cloud computing [9], has demonstrated that novel approaches that
can remedy user’s burden of deciding where to submit his jobs have a promising
future. The grid services responsible for mapping jobs on proper resources are
supposed to execute well-presented jobs automatically as long as appropriate re-
sources exist and are physically interconnected, regardless of the affiliated VOs.
In contrast to the traditional grid characteristics, the novel approach can thus be
considered as demand centered. The demand centered topology represents a de-
coupled network focused on submitted job requirement, which is fundamentally
different from the provision centered based vision.

Our idea of implementing a demand centered topology is the design of the
Critical Friend Community (CFC). As illustrated in Figure 1, a CFC is comprised
of nodes (in our case, a node refers to a grid site) affiliated to different VOs, thus
the interaction between CFC nodes may cross the borders between multiple VOs.
Each CFC node has a snapshot used to store historical interaction records, as
well as the profile of contacted remote nodes. Each contacted remote node in the
snapshot is considered as a Critical Friend of the owner node, and the Critical
Friendship is weighted by the quantity and quality of previous collaboration
records.

Once a node notifies a local job submission (job submitted by the user of the
same site), it is considered as a job request initiator, and is able to process the fol-
lowing solutions to handle the job request, either sequentially or simultaneously:

– Solution 1: The initiator allocates the job to a locally owned LRM for local
execution.

– Solution 2: The initiator searches for appropriate remote nodes within the
same VO using the adopted Information System, and delegates the job to a
discovered remote node.
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– Solution 3: The initiator selects one of its Critical Friends (a remote node
either from the same VO or not), depending on relevant parameters such as
job profile, friendship category, friendship weight, remote nodes community
profile and recent status, and delegates the job to such Critical Friend.

The first solution matches the typical scenario of the a traditional grid, where
the meta-scheduler only interacts with LRMs on which it has complete knowl-
edge and full control. The second solution broads the view by invoking nodes
within the same VO, thus requiring a commonly shared Information System to
guarantee that nodes of the same VO are able to find/interact with each other.
The third solution behaves in a similar way with solution 2. However, solution
3 selects candidate nodes from the initiator node’s Critical Friends, which are
determined by means of previous interaction records independently from all con-
straints imposed by VO boundaries. If a selected Critical Friend is not capable
of disposing the job delegation request, it could pass such request to its own
friends if allowed by the terms agreed with the request initiator node. Because
Critical Friends of a single node may be affiliated to different VOs, a job request
can be therefore transferred within the scope of the CFC, while inconsistencies
caused by VO boundaries are filled by agreed terms represented via the Critical
Friend Relationship (CFR). In other words, solution 3 emphasizes on maintain-
ing a Critical Friends Community (CFC), which is issued by demand centered
collaboration experience, instead of factors introduced by provision centered grid
infrastructure.

The concept of CFC mirrors the notion of relationships occurring in the real
world. If a person (node in our case) is looking for a specific service but neither
owns one nor knows where to get it, he will ask some of his friends (Critical
Friends) who used to be helpful (decision based on past experience). If they
are not able to do the favor, these friends will pass the request to their friends
hoping that someone across the knowledge group (virtual organization in our
case) will have the expected capability. Based on information given back via
friends network, the original requester could make a decision, and invoke the
service provided by friends (direct or indirect) if necessary, under agreed terms.

node 
1

node 
2

node 
3

Critical Friend Community

VO 1 VO 2 VO 3 VO 4

Fig. 1. Critical Friend Community Topology
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3.2 Community Scheduling Model
In our work, the scheduling model is able to make decisions based on information
from both infrastructure providers and knowledge of Critical Friends. We call it
the Community Scheduling Model (CSM). The CSM is carried out by a coordi-
nator component. Taking into consideration that each node within the CFC has
its own local scheduling policies, as well as full control of the local resources, the
coordinator is supposed to collaborate with the existing local scheduling policies,
and provide a broad view by enabling the participation of remote nodes.

A coordinator is different from a meta-scheduler, although both could be
physically the same component sometimes. A meta-scheduler simply assigns a
job to local LRM for execution, while two coordinators have to negotiate on a
job delegation from one node to the other. That is to say that a job delegation
request issued by a coordinator can be refused or altered, which is not the case
for a meta-scheduler.

If a job delegation request is refused or altered, the initiators coordinator has
to continue by either reporting the failure to user, or releasing a re-negotiation
process with modified parameters. The approach to automate the above process
can be comprehended as a workflow based schedule, because the coordinator
has already determined steps to do for handling subsequent behaviors like re-
negotiation and failure. Regarding the scheduling process of each CFC node
concerns many volatile factors retrieved from various environments, adaptabil-
ity is a critical capability for the Community Scheduling Model, in order to
exploit potential opportunities of fulfilling received job execution requests with-
out bothering the initiator user.

Currently, the Community Scheduling Model and a set of detailed algorithms
are under development. More specifically, implementation includes:

Job Orchestrating Algorithm (JOA). The philosophy of JOA is to organize a
to-process job queue by merging diverse job incoming sources, with respect to
local user preference.

If the preference indicates that local jobs have higher priority, the JOA will
try to fill the size limited output queue with jobs from local queue firstly, and
pick appropriate jobs from other sources, e.g., community queue or unprocessed
queue, only if the limit of the output queue is not exceeded. If the user de-
sires an equal treatment for all incoming job requests, the output queue will
be comprised of the earliest arrived jobs, no matter where they come from. Fi-
nally, if a profitable philosophy is determined, each arrived job will be evaluated,
in order to determine individual job-profite-rate value. In this case, the output
queue will be composed by the most profitable jobs. Once the output queue
is generated, the local policy of the participating node is invoked for future
processing.

Furthermore, the JOA can be extended by users self-defined job orchestrating
policies, and other locally adopted scheduling algorithms, besides herein men-
tioned FCFS and EasyBackfilling.
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Resource Orchestrating Algorithm (ROA). The ROA is responsible for generat-
ing a set of appropriate candidate resources for each input job request, depending
on user preference.

If the LocalResourcePriority policy is chosen, resources owned by the local
node are considered firstly, with an additional selection from other list (e.g.,
community resource list and critical friend resource list) only occurring if the
size limit of the output resource list is not achieved. If the policy Communi-
tyResourceFair is preferred, a fair selection is carried out on all known resource
list. Finally, if the policy FriendResourcePrioriy is specified, the output list will
firstly pick up a suitable resource owned either locally or by some critical friends,
with other list not being considered unless the output resource list is not full.

Similarly to the aforementioned JOA, the ROA can be extended by user self-
defined resource orchestration policies, but only if the expected known resource
list can be found within the local node’s snapshot storage.

Community Scheduling Algorithm (CSA). Once a candidate schedule (a job
with its candidate resource list) arrives, an allowed maximum scheduling time
duration will be given to prevent unacceptable delays and performance loss. The
CSA is responsible for contacting the candidate resources simultaneously within
allowed delay, in order to get a job allocation/delegation agreement based on the
expected request (in our case, it is an agreement offer). An agreement means
that the job execution request is approved by the target resource (either locally
or remotely) and if such job can be delivered within a certain time, it will be
accepted and executed under the agreed terms. As soon as an agreement has
been made between the requesting node and a target resource, other agreement
offers will be revoked.

In case no candidate resources are able to accept such agreement offer due
to various reasons, e.g., local workload, local policy alternation, latest resource
status change, the CSA needs to check whether the allocated scheduling time
has expired. If not, the CSA is able to contact the locally adopted Information
System, and asks for a live search from the located VO within the remaining
scheduling duration. If appropriate resources can be found within such time
constraints, a parallel (re-)negotiation with a newly prepared agreement offer
can be issued again, within the shortened time duration.

As mentioned, although the job allocation is a different operation from job
delegation (because the targeted resource of job allocation is an owned LRM of
the local node, which cannot negotiate a job acceptance), the CSA doesn’t con-
cern such slight difference by ignoring the agreement offer based (re-)negotiation
process if the target resource is managed by a local LRM.

3.3 Metadata Snapshot

Designing a snapshot based decentralized data warehouse strategy concerns sev-
eral crucial considerations, including: storage policy, data scheme, and informa-
tion exchange model.
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Fig. 2. Metadata Snapshot Structure

The metadata stand for information collected during each CFC node’s pro-
cessing history. Different kind of metadata can be collected by different adopted
utilities. For instance, resource characteristics are provisioned by either a ded-
icated monitoring system, or an applicable grid scheduler; similarly, Critical
Friend interoperation knowledge is monitored by a specific service. Finally, a
weighting system provides advanced information by calculating and optimizing
obtained data mentioned above.

Regarding many factors that could impact the scheduling decision, each CFC
node has a metadata snapshot to preserve data provisioned for its CSM. Each
metadata snapshot is comprised of sets of schemes. A scheme is a group of ele-
ments that is used for describing a particular resource or purpose. For example, a
machine scheme is normally composed of elements such as machine architecture,
operating system, number of CPU, etc. Other important schemes include: local
resource profile, local resource status, agreement offer list, known CF (Critical
Friend) profile list, known CF recent status list, historical processing records,
etc. Noteworthy, data stored within each scheme is kept up-to-date over time,
and is being evaluated and weighted to facilitate intelligent scheduling for the
future incoming job requests.

As illustrated in Figure 2, different schemes are used together to construct a
Snapshot Profile (SP) by the means of a Snapshot Daemon. A Snapshot Profile is
a group of information encoded in a machine-processable schema using a markup
language, and represents certain kind of capability provided by a Critical Friend.
The Snapshot Profile decouples the implementation between job scheduling and
metadata collecting, and can be used for searching competent Critical Friends
by node scheduler/coordinator.

To remedy the pain of organizing all necessary information (static and
dynamic) of a Critical Friend, as well as to represent such knowledge is
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easy-to-understand way, the notion of Snapshot Profile is proposed. A Snapshot
Daemon is responsible for gathering metadata distributed in different schemes,
and representing the knowledge of each individual Critical Friend (CF) in a clean
and well-organized way. The Snapshot Profile concerns all valuable knowledge
of a Critical Friend, including: CF location, configuration, static and dynamic
status, installed application list, tariff, weight (as a CF of the local node), his-
torical SLA (depending on job type), historical charge-load arrange (depending
on job type), prerequisite (depending on job type), time-stamp (indicating until
when this information can be considered as up-to-date).

Finally, the Snapshot Daemon is also responsible of handling metadata ex-
change, either proactively or reactively, with other CFC nodes.

4 Conclusion and Future Work

This paper presents the concept of Critical Friend Community (CFC), which is
inspired by the motivation of enabling interoperation between nodes from iso-
lated grid virtual organizations. Regarding the real grid virtual organizations,
which are normally bounded due to provision centered factors, the notion of Crit-
ical Friend Community is raised from a demand centered prospect. The kernel
idea is that previous interaction experience, or “partner trust”, overweights the
physical boundaries. With this in mind, nodes of CFC are supposed to take ad-
vantage of historical data retained by each node, such as information exchange
and job delegation records, to construct collaboration across multiple virtual
organizations. It is noteworthy that the strength of relationship between par-
ticipating nodes, i.e. the Critical Friendship, is determined by the number of
previous interactions, as well as their quality.

To achieve the goals of the CFC, a Community Scheduling Model (CSM) is
introduced, which respects the reality that each participating grid node has its
own local scheduling polices. The CSM provides a broad view by allowing job
exchange between local node and remote node by the mean of negotiation.

Regarding many volatile factors could impact the decision made by the CSM,
a metadata snapshot design is proposed. This allows to assemble data collected
from diverse sources to build a standard profile depending on local node’s pref-
erence. Such design decouples the implementation between job scheduling and
metadata collection, and matches the philosophy of CFC, i.e. a flexible approach
to achieve demand centered prospect.

Current research focuses on a coordinator prototype, which is under imple-
mentation based on existing MaGate scheduler from the SmartGRID project
that provides a platform independent communication infrastructure between
nodes. Furthermore, the CSF based community scheduling processing compo-
nents, such as the simplified Job Orchestrating Algorithm (JOA), Resource Or-
chestrating Algorithm (ROA), and Community Scheduling Algorithm (CSA),
are being implemented within the aforementioned coordinator. Finally, informa-
tion collected by our currently adopted Information System, such as [10], will be
translated into corresponding metadata snapshot schemes, in order to provide
an easy-to-use semantic knowledge during the community scheduling process.
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Waśniewski, J. (eds.) PPAM 2005. LNCS, vol. 3911, pp. 782–791. Springer, Hei-
delberg (2006)

6. Huedo, E., Montero, R., Llorente, I.: The GridWay framework for adaptive schedul-
ing and execution on grids. Scalable Computing: Practice and Experience 6(3), 1–8
(2005)

7. Huang, Y., Bessis, N., Brocco, A., Kuonen, P., Courant, M., Hirsbrunner, B.: Using
Metadata Snapshots for Extending Ant-based Resource Discovery Service in Inter-
cooperative Grid Communities. In: International Conference on Evolving Internet,
INTERNET 2009, Cannes, French Riviera, France. IEEE Computer Society, Los
Alamitos (2009)

8. Foster, I., Kesselman, C.: The grid: blueprint for a new computing infrastructure.
Morgan Kaufmann, San Francisco (2004)

9. Buyya, R., Yeo, C., Venugopal, S., Broberg, J., Brandic, I.: Cloud computing and
emerging IT platforms: Vision, hype, and reality for delivering computing as the
5th utility. Future Generation Computer Systems 25(6), 599–616 (2009)

10. Brocco, A., Frapolli, F., Hirsbrunner, B.: Bounded diameter overlay construction:
A self organized approach. In: IEEE Swarm Intelligence Symposium, SIS 2009.
IEEE, Los Alamitos (2009)

1 http://diuf.unifr.ch/pai/smartgrid
2 http://gridgroup.hefr.ch/smartgrid
3 http://www.haslerstiftung.ch/



Y.-h. Lee et al. (Eds.): FGIT 2009, pp. 129 –137, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Effective GIS Mobile Query System 

Debnath Bhattacharyya1, Debasri Chakraborty1, and Tai-hoon Kim2 

1 Computer Science and Engineering Department, Heritage Institute of Technology, 
Kolkata-700107, India 

{debnathb,chakraborty.debasri}@gmail.com 
2 Hannam University, Daejeon – 306791, Korea 

taihoonn@empal.com 

Abstract. In this paper two new algorithms for GIS Mobile query (point-in-area 
function) are proposed. This algorithm search the status of a given co-ordinate 
point with respect to an area (described as a set of co-ordinates without any 
geometric relationship). In these algorithms computational complexity are re-
duced. One of the algorithms is much closed to the accuracy of exhaustive 
search.  

Keywords: GIS, image, BAS, IAS, GENerate, grid, geometric and digital. 

1   Introduction 

Geographic Information Systems (GISs) deal with the collection, management, and 
analysis of large volume of spatially referenced data [1] together with the associated 
logical and/or numerical attributes (semantics and thematic) [2]. The ability to ma-
nipulate these spatial data into different forms with reference to the semantics and/or 
thematic involved and to extract the additional information from them is the root of 
GIS technology. 

The source of GIS data can be classified into two categories: (1) the coordinates of 
different features (point, line, area) along with the titles from hand drawn maps, and 
(2) the logical and numerical information regarding the different objects of the maps 
from the tables associated with the maps. GIS queries can be done in the same way 
either it is some logical query or query may be related with the coordinates features. 
A land can be defined as an area, road, rivers, rail-lines can be described by line fea-
tures, a particular object in an area can be defined as a point feature (same as, an area 
can be defined as a point feature with respect to a vast area.). Queries can be done to 
find the position of a coordinate feature with respect to another coordinate feature. 
The coordinate objects may be still or moving. 

2   Previous Works 

The features (point, line, area) are stored in the cartographic database with the primary 
objective of extracting the desired semantic and thematic information out of these large 
volumes of geometrically unrelated data. Since, this database, as developed by the  
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digitization method [1], consists of very large number of co-ordinates of points without 
any established geometrical relationship among them. The results of Euclidean  
geometry are not applicable to this case. Further the necessity of very high degree of 
accuracy makes the conventional approaches [1] inadequate for design of a cartographic 
database.  

The design of any GIS is largely dependent on two major components, such as, (1) 
the data organization for storage and retrieval of spatial and aspetial data related to 
geographic objects (features), and (2) the query processor working as an interface 
between the data organization and user defined queries. 

The performance of any query processor is very much dependent on the respective 
data organization. The GEOQUEL, a special purpose language, proposed by Berman 
and Stonebaker [5], was one of the earlier attempts to make use of an existing DBMS 
for GIS data processing. This scheme decomposes every line/area feature into a se-
quence of line segments. It does not support geographic data types and hence, retriev-
als based on spatial relationships are not possible. 

An attempt to extend SQL for geographical application was also made by A. Frank 
in the proposed MAPQUERY [6] system. This is a land information system with 
extra constructs to support geographical input and output facilities. It also does not 
support spatial operators. Pictorial SQL (PSQL) [7, 8] has been proposed as an inter-
face language for retrieving data from pictorial database with two additional options 
ON and AT for selecting an area of a given picture. 

B. C. Ooi in his activities [4] has adopted this approach to form a GEOgraphic 
Query Language (GEOQL), which is an extension of SQL. This research work is 
based on a special data model, named skd-tree with the additional GEOQL operators 
intersection, adjacent, ends at, etc. 

The speed of processing of GIS queries can be enhanced by designing the algo-
rithms to suit a parallel platform [9-11]. In fact parallelism is inherent in GIS process-
ing though there exists no such significant effort for exploring the aspect. As the 
stored data does not possess any intrinsic geometrical properties, the processing of 
GIS queries are not at all data dependant, and, due to the large volume of data to be 
handled for any GIS query, application of parallel algorithms has a very significant 
effect [12, 13] on the processing of GIS queries. 

R. Dasgupta in his research activities [16] proposed a general purpose GIS system 
for answering a wide spectrum of queries in a suitable parallel platform for higher 
efficiency. The concept of an address square has been utilized for improving the effi-
ciency of the system. Some terminologies such as Geographic Information Unit 
(GIU), Address Square, Boundary Address Square (BAS), Internal Address Square 
(IAS) is used, where GIU is a cartographic information which is divided into some 
n*n grid structure and each grid was defined as address square. An area is defined as a 
set of co-ordinate points and in which square the boundary point lies is said BAS, 
which address square is entirely inside the area is said IAS. 

R. Dasgupta had proposed some algorithms to query of some basic GIS functions 
(such as, Point-In-Area, Line-In-Area, and Area-In-Area) where significantly less 
amount of exhaustive computation is done. 
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3   Our Works 

Our previous method and some kind of modifications for better results are categorized 
as follow: 

3.1   Algorithm for Exhaustive Search (Sum Angle Approach)  

In the algorithm proposed by R. Dasgupta the angle between two consecutive bound-
ary coordinates (representing the area) and the search point is determined by sine 
where direction of the angle is determined automatically (angle represented as dθ). 
Then sum up those small angles to find the angle formed by the searched point with 
area (the total angle is represented as θ). The coordinate points of the area need to be 
stored anticlockwise fashion as per our method. If the point is inside then the ultimate 
angle would be 3600 as there is no direction change but if the point is outside the area 
then the ultimate sum of the angles would be 00 as there is a direction change in time 
of calculating the angle. 

  The method proposed by us for exhaustive search is the sum angle approach says 
that we have to calculate the angle between each two consecutive points and the given 
searched point and the direction of the angle manually (angle represented as dθ the 
angle is determined by cosine and direction is calculated using vector approach) [17]. 
Then sum up those small angles to find the angle formed by the searched point with 
area. The coordinate points of the area need to be stored anticlockwise fashion as per 
our method. If the point is inside then the ultimate angle would be 3600 as there is no 
direction change but if the point is outside the area then the ultimate sum of the angles 
would be 00 as there is a direction change in time of calculating the angle. 

3.2   PIA Function (Address Square Approach)  

Address square approach (illustrated in fig. 1) is based on the address points. Instead 
of calculating angle of the test point with all the boundary point we are dividing the 
area into some grids and store the midpoint of those grids which are BAS. Then apply 
the exhaustive search or angle simulation method to find the status of a point. 

3.3   Basic Terminologies  

Geographic Information Unit: A geographic information unit (GIU) is defined as a 
piece of cartographic information containing points, lines and/or area features, each of 
which is expressed by a set of points with respect to GIU. 
 
Address Square: Each GIU is divided into an n*n grid structure, where n is a posi-
tive integer. Each unit square in the grid is referred to as an address square and the 
central point of an address square is termed as an address point. 
 
Boundary Address Square: An address square is said to be a Boundary Address 
Square (BAS) for a feature a, if the address square contains some boundary points of 
that feature. 

The algorithm is same as sum angle method. Only we need the algorithm to deter-
mine the address points. 
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Fig. 1. Address square approach 

3.4   Algorithm for Generating BAS of a Feature  

Let (xi, yi) be the coordinate of the left top corner point of the address square (i, j), 
where I and j take values from 1 to n (assume a frame of n*n address squares). The 
right bottom point can be represented by (xi+1, yi+1). 

INPUT: Coordinates of all the point(s) of the feature. 
Coordinates of the left top and right bottom corner points of all address  
squares, i.e., (xi,yi) and       ( xi+1, yi+1), where 1<=i<=n and 1<=j<=n.  

OUTPUT: BAS of the feature.  

PROCEDURE:  
For i= 1 to n  

Determine i for which xi<= xn <xi+1 

Determine i for which yj<=yn <yj+1 

Make bit position (i, j) of the BAS data = 1, if it is 0. 
Here (xn, yn) represent of any point of the feature. 

3.5   Algorithm for PIA Function 

INPUT: 
Coordinates of all the point(s) of the feature. 
Coordinates of the middle points of the address squares which are BAS. 
BAS and co-ordinate of the point feature. 

 
OUTPUT: Status of the point with respect to the area feature 
 
PROCEDURE: 

Pass the coordinates of the address points. 
Pass the coordinates of the test point feature. 
Apply sum angle method that follows the algorithm described previously  
to determine the status of the point 

Address 
Square 

Boundary 
Address Square 

Address point 
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3.6   PIA Function (Address Square Approach with BAS & IAS) 

Basic terminologies: GIU, Address square, and Boundary Address Square are de-
scribed already. 

 
Internal Address Square: An address square is said to be an Internal Address Square 
(IAS) for area B, if the address square lies entirely inside the area feature.  

 
Functions for solving GIS queries 

 
GENerate Function: GEN (a, b,…….., p) is a function defined as a string of bits (of 
length 64 bits) generated with the position a,b,…….,p which are high and the remain-
ing bits are low. 

 
Get BAS X-Y Function: Given the (X,Y) set fo coordinates of all the peripheral 
points of any feature (point, line, area), the GBAXY(X,Y) function determines the 
BASs of the feature. 

 
Get IAS X-Y function: Given the (X,Y) the set of coordinates of all the peripheral 
points of any feature and the BASs of the feature, the GIAXY(X, Y,BAS(PQ)) func-
tion determines the IAS(s) of the feature. 

 
Point-In-Area Function (PIA): Given the coordinates of a point feature and the 
coordinates of an area feature, the PIA(P(x,y),A(x,y)) function determines whether 
the point is within the area or not. 

3.7   Algorithm for Generating IAS of a Feature 

INPUT: 
Co-ordinates of all the points of the area feature. 
BAS of the area feature. 

 
OUTPUT: IAS of the area feature. 
 
PROCEDURE: 

Check the corner points (xi, yj), (xi+1, yj), (xi, yj+1), (xi+1, yj+1) of the address 
squares are inside the area or not to determine whether the address square is IAS 
or not. 
If IAS then makes the bit position (i, j) of IAS data =1. 

3.8   Algorithm for PIA Function 

INPUT: 
BAS and IAS of the area feature. 
Co-ordinates of all the points of the area feature. 
BAS and co-ordinate of the point feature. 
Address points of all BASs of the area feature. 

 
OUTPUT: Status of the point with respect to the area feature. 
 
PROCEDURE: 

Let BASp represents the BAS of the point feature having the co-ordinate (xp, yp).  
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Step 1: if GEN (BASP) = GEN (BASP) BAND IAS DATA (area) then 
        The point is inside the area. 
             Else 
        Go to step 2. 
 
Step 2: if GEN (BASP) = GEN (BASP) BAND BAS DATA (area) then 
        The point is inside the area. 
             Else 
        Go to step 3. 

     Step 3: do exhaustive search (sum angle approach). 

4   Result 

Previously we have implemented proposed algorithm of R. Dasgupta, and the result is 
shown in Table 1. Where, undetermined points are determined as those points those 
are not supporting the range. The ranges are determined with tolerance value of 3550 
to 3650 (-5 to +5 of 3600 for inside) and –50 to +50 (-5 to +5 of 00 for outside). It is 
noticed that the coordinate points those are giving abnormal results are very close to 
boundary points.  

If the coordinate points are on the boundary then it will also give out of range ex-
ception and that is also undetermined. 

Result of exhaustive search algorithm proposed by us is shown in Table 2. Here, 
undetermined points are determined as those points those are not supporting the 
range.  The ranges are determined without tolerance value that of the previous (3600 
for inside and 00 for outside). It is noticed that the coordinate points those are giving 
abnormal result are only on boundary. 

Though the exhaustive search is working fine but computational complexity of 
these algorithms is high. So, our aim is to reduce the complexity. 

So, the address square approach is implemented and result is shown in Table 3. It 
can be noticed that number of computation in this case are drastically reduced in 
compare to exhaustive search. Though computational complexity is reduced but num-
bers of undetermined points are increased abruptly. So for the sake of accuracy this 
algorithm is not much more appropriate to determine the status of a point. 

   Finally the algorithm proposed where IASs and BASs are determined with the 
help of BAS and IAS algorithm. For IASs we use our proposed method of exhaustive 
search (intermediate angle between two consecutive points are determined by cosθ) 
for accuracy. The output of this algorithm is shown in Table 4. This algorithm gives 
pretty good result with very less computational complexity. 

Table 1. Results of previously proposed exhaustive search algorithm 

 
No of  

Boundary points 
of the area 

No of  
randomly gen 

erated points for 
test 

 
No of 

points that 
are inside 

 
No of 

points that are 
outside 

No of points 
that remain 

undetermined 

312 1000 393 498 109 
503 1000 762 216 22 
386 1000 423 501 86 
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Table 2. Result of exhaustive search algorithm proposed by us 

 
No of Boundary 
points of the area 

No of  
randomly 
generated 

points for test 

No of 
points that 
are inside 

 
No of points that 

are outside 

 
No of points that 

remain  
undetermined 

312 1000 452 548 0 

503 1000 762 238 0 

386 1000 449 551 0 

Table 3. Result of address square approach with different area and randomly generated test 
points 

 
Boundary 

points of the 
area 

 
 

 
Grid size 

No of  
randomly 
generated 

points for test 

 
No of points 

that are 
inside 

 
No of points 
that are out-

side 

 
No of points that 

remain  
undetermined 

8 * 8 1000 1 371 628 
16 * 16 1000 367 440 193 

 
312 

32 * 32 1000 432 477 91 
8 * 8 1000 474 112 414 

16 * 16 1000 620 148 232 
 

503 
32 * 32 1000 698 187 115 
8 * 8 1000 2 353 645 

16 * 16 1000 670 160 170 
 

386 
32 * 32 1000 700 194 106 

Table 4. Results of BAS-IAS approach with different area, grid values and randomly generated 
points 

Boundary 
points of the 

area 

 
Grid 
size 

No of randomly 
generated 

points for test 

No of 
points that 
are inside 

No of 
points that 
are outside 

No of points that 
remain  

undetermined 
8 * 8 1000 681 269 50 
16 * 16 1000 925 52 23 

 
312 

32 * 32 1000 966 13 21 
8 * 8 1000 843 145 12 
16 * 16 1000 968 24 8 

 
503 

32 * 32 1000 978 15 6 
8 * 8 1000 668 274 56 
16 * 16 1000 924 68 18 

 
386 

32 * 32 1000 953 37 10 

5   Conclusion 

All the algorithms are implemented in VC++ (greater size, minimum 512MB, of the 
RAM will require). The three areas are taken with the coordinate points of number 
312, 503, 386 for boundary coordinate values. Test points are selected randomly with 
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some user given range. We have taken 1000 random points for testing and results are 
analyzed above. It can be noticed that if we determine the status of the point using 
‘method of Address Square’ then the boundary of the area may be considered as a 
polygon. Naturally the numbers of undetermined points are very large. But in case of 
‘BAS & IAS’ method the numbers of undetermined points are drastically changed. 
The result gives satisfactory result in case of 32*32 grid number. Though the result is 
not as much accurate as the exhaustive search but complexity is improved. Experi-
ments with greater domain and optimize the cost and perfection of the algorithms 
remain as future work. 
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Abstract. This study proposes a new model to simulate tandem tollbooth sys-
tem in order to enhance planning and management of toll plaza facilities. A dis-
crete-event stochastic microscopic simulation model is presented and developed 
to evaluate the operational performance of tandem tollbooth. Traffic behavior is 
represented using a set of mathematical and logical algorithms. Modified ver-
sions of Max-algebra approach are integrated into this new algorithm to simu-
late traffic operation at toll plazas. Computational results show that the benefit 
of tandem tollbooth depends on the number of serial tollbooth, service time and 
reaction time of drivers. The capacity of tandem tollbooth increases when ser-
vice time follows a normal distribution rather than negative exponential distri-
bution. Specifically, the lower variance of service time is, the better capacity 
tollbooth has. In addition, the ratio of driver’s reaction time to service time af-
fects the increasing ratio of the capacity extended by tollbooth. 

Keywords: simulation modeling, tandem tollbooth, toll plaza, traffic flow,  
capacity. 

1   Introduction 

The problem of traffic congestions has become one of the major critical issues 
throughout the globe. To this end, many researchers suggested a variety of policies, 
technologies and facilities to alleviate traffic congestions. Charging tolls for the use of 
highways is one way not only to control the amount of traffic flows but to support the 
funds for maintaining highways. However, tolls may cause serious delays since all 
vehicles should stop at the tollbooth to pay for their toll fee. 

A typical solution for tollbooth delay problem is the expansion of roadway systems 
or tollbooth facilities ([1]). According to recently published literature, however, it is 
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not likely to work well for social, physical and economic aspects because extending 
facilities requires additional land and installment costs ([2], [3], [4]).  

The recent application of electronic toll collection systems (ETCS) enables high-
way flow to flow continuously without any stop through a tollbooth. But, ETCS re-
quires a dedicated ETC lane, which is converted from one of manual payment lanes. 
Converting a manual payment lane into a dedicated ETC lane requires additional in-
stall costs, although they are smaller than them required by the typical solution men-
tioned above. Furthermore, ETCS may lead inefficiency of overall toll plazas due to 
delays caused by manual payment lanes when ETC lanes are operating under capacity 
and the demand for manual payment lanes already exceeds the capacity as shown by 
Al-Deek et al. [2]. The difference of speed between the dedicated ETC lanes and 
manual payment lanes may also produce a decrease in overall safety. 

A tandem tollbooth is one possible solution to traffic congestion at existing toll-
booth facilities. The installment of tandem tollbooths does not require much cost 
while it can expand the capacity of overall toll plazas. Furthermore, Tandem toll-
booths can also mitigate the risk of accidents by making traffic stream stable. 

Recent literature associated with the operations of tollbooths includes general toll-
booth modeling (Bai et al. [5], Hong [6], Jiang et al. [1], and Ozmen-Ertekin et al. 
[7]), simulation for tollbooths (Ito et al. [3], Morin et al. [8], Redding and Junga [9], 
and, Sadoun [10]), ETCS (Al-Deek et al. [2], Parayil et al. [4]), and tandom tollbooths  
(Ermakov  et al. [11], Krivulin [12], [13], and [14], Grassmann et al. [15], and Foreest 
et al. [16]). 

Bai et al. [5] formulated a minimum toll booth problem for determining a tolling 
strategy in a transportation network that requires the least number of toll location and 
causes the most efficient use of the network. They developed a methodology for using 
the genetic algorithm to solve the problem. The proposed method was tested based on 
six example networks. Hong [6] presented a service time probability distribution 
model and verifies that the service time depends on payment type and type of vehicle 
by conducting case studies. Jiang et al. [1] investigated the effect of lane expansion on 
the tollbooth system. Based on randomization probability, they showed that the full 
capacity of the single lane highway could not be restored due to the existence of the 
merge section in the lane expansion section. Ozmen-Ertekin et al. [7] presented an 
approach to estimating changes in toll plaza delays. They showed that toll plaza de-
lays can be estimated accurately by using relatively simple macroscopic models, 
rather than more complicated and costly microscopic simulation tools. 

Redding and Junga [9] proposed a discrete-event simulation model developed by 
Science Application International Corporation to simulate traffic operations at toll 
plazas using the General Purpose Simulation System (GPSS/H) for MS-DOS to simu-
late traffic at toll plazas. Al-Deek et al. [2] introduced and developed a discrete-event 
stochastic object-oriented microscopic simulation model to evaluate the operational 
performance of toll plazas. Parayil et al. [4] studied the dynamics of the electronics 
road pricing innovation in Singapore. They used the actor-network theory as a con-
ceptual ool to analysis how interests of heterogeneous members of a societal network 
can be aligned to introduce a technological innovation. 
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Ermakov et al. [11] presents serial and parallel algorithms for simulation of tandem 
queueing systems with infinite buffers involving computationally low time and mem-
ory requirements. Krivulin [12], [13], and [14] developed Max-algebra approach to 
model tandem single-server queueing systems with both finite and infinite buffers, 
which involves only the operations of maximum, minimum, and addition. This model 
has a unified representation in terms of recursions for arrival and departure times of 
customers. 

This paper presents a microscopic simulation model for tandem tollbooths by using 
Max-Algebra approach and evaluates the operation of tandem tollbooths depending 
on the number of serial tollbooths under several conditions. To simulate various reac-
tion time of driver and service time of toll collector, we generate pseudo random vari-
ables and make a variety of probability distribution by using simulation software. 

The rest of this paper is divided into three sections. In section 2, we formulate 
simulation model for tandem tollbooth based on Max-algebra approach.  Section 3 
reports computational experiments for model verification and evaluation. Conclusions 
and suggestions for future research are discussed in the last section. 

2   Formulation of Simulation Model 

2.1   Model Concepts and Assumptions 

Oracle Crystal Ball 11.0, which is one of the most widely used discrete event stochas-
tic simulation model, is used to simulate tandem toll booth operation. In this paper, 
we generate pseudo random variables and employ a variety of probability distribu-
tions by using simulation software to simulate various reaction times of drivers and 
service times of toll collectors. 

In this paper, Max-algebra approach is applied for simulating tandem toll booth 
operation. Max-algebra approach offers several benefits. First of all, the Max-algebra 
approach is very efficient in terms of calculation time and memory requirements. It is 
caused by the fact that the Max-algebra model has recursive equations that only use 
addition and maximization operations. The algorithms, therefore, are based on a sim-
ple computational procedure that exploits a particular order of evaluating the system 
state variables from the recursive equations as mentioned by Ermakov et al. [13]. Fur-
thermore, Max-algebra model can be widely used to represent the dynamics of queu-
ing system models because recursive equations can be easily reformulated to reflect 
toll plaza’s unique characteristics. 

It is noted that the traditional Max-algebra model for normal queuing systems 
should be modified to reflect unique characteristics of tollbooth operations. First, a 
driver in a tollbooth system can complete his or her toll payment by selecting only 
one tollbooth among the tollbooth included in the tollbooth system while a cus-
tomer in normal queuing systems should visit all of serial facilities sequentially. 
Second, following drivers may suffer delays due to the preceding driver who is not 
served completely because rear vehicles in a lane are blocked by their front vehicle. 
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A tandem tollbooth generally consists of three main components: input source, 
queue, and service facility. Before describing the detailed structure, mean arrival rate 
λ  is assumed to exceed mean service rate µ . This assumption is practical because 
tandem tollbooths are considered to be operated only during peak-congestion time. 
Besides, it is reasonable to assume that queue buffer length of the toll booth system is 
infinite since a matter of interest is not a queue length but waiting time of the k th 
vehicle in the queue. Serial N  tollbooths are included in the single service mecha-
nism and they are operated by FIFO (First In, First Out) as service discipline. Vehi-
cles are served by only one of several booths and can not pass over their front vehicle. 
Fig. 1 illustrates the layout of a tandem tollbooth system. 
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- Infinite Queuing Buffer

- Each toll lane has more than two toll 
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- First in first out(FIFO), One facility 
Usage, Blocking Rule.

 

Fig. 1. Layout of Tandem Tollbooth System 

The detailed descriptions of each component are summarized as follows. 

• Input Source: λ  (mean arrival rate) exceeds µ  (mean service rate) since a tandem 
tollbooth is generally used at peak time. Vehicles are in queue at the beginning. 

• Queue: The length of queuing buffer is infinite since demand queue is not related 
with the difference of service times between specific vehicles. 

• Service Facility: The single service mechanism has a serial service structure that 
consisted of  N  number of service facility. As service discipline, the vehicle 
which arrives earlier has service priority and use only one of several facilities and 
blocks vehicles behind. 
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2.2   Model Logic and Algorithms 

As illustrated in Fig. 2, the simulation algorithm consists of four modules: generation 
module, propagation module (Sum-Algebra), blocking module (Max-Algebra), and 
cumulation module. Before describing the detailed modules, notations used in this 
paper are summarized as follows.  

k : the number of vehicles in queue 
N : the number of tollbooth systems 

kS : service time of the k th vehicle 

kR : reaction time of the k th vehicle 

ijT : waiting time of the j th vehicle in the i th vehicle set 
*

ijT : actual waiting time of the j th vehicle in the i th vehicle set 

iG : ending time of the i th vehicle set 

Generation

Module

Propagation

Module

Blocking

Module

Cumulation

Module

 

Fig. 2. Tandem Tollbooth Model Structure 

1) Generation Module 

The generation module is employed to generate random variables for reaction time 
and service time. In this module, random variables for service time, kS , and reaction 
time, kR , are generated, respectively. And then, this random variables grouped by 
N  are assigned to each tollbooth facility as shown in Fig. 3. 

(S1, R1) (S2, R2) (S3, R3) … (SN ,RN)

(SN+1, RN+1) …

(SN*i+ j, RN*i+ j) … (SN*i,RN*i)

… (SK, RK)

…
   …

Random variables generation
using probability distribution

(S1, R1)

(S2, R2)

(S3, R3)

(S4, R4)

(SK, RK)

…

N tollbooths

Allocation of random variables to each toll booth

…

 

Fig. 3. Generation and Assignment of Random Variables 
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2) Propagation Module 

Reaction time generally propagates backward in traffic flow due to shockwave. Con-
gestion in queue stemming from a driver’s reaction has an effect on rear vehicles in 
the toll booth systems. As the number of tollbooths increases, therefore, reaction ef-
fect in a queue becomes larger and, at the same time, simultaneous usability of toll-
booth is decreased steeply. To represent this phenomenon, a successor's delay time by 
reaction effect is increased by the sum of all predecessors’ reaction time included in a 
vehicle set i  (Sum-Algebra). The procedure of the propagation module is shown 
in Fig. 4.  
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Fig. 4. Propagation of Reaction Time in the Same Vehicle Set 

3) Blocking Module 

If a preceding driver’s service is not finished completely, all the following drivers are 
blocked independent of whether or not they have been already served completely be-
cause any following vehicles can not pass their preceding vehicle in the tollbooth fa-
cilities. This blocking “rule” may cause additional delay time. To reflect the blocking 
rule, waiting time of a driver j  is replaced by the maximum value among the 
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Fig. 5. Blocking Effect by Preceding Drivers 
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waiting times of his or her preceding drivers including himself or herself ( j...,,2,1 ) 
since the following drivers do not influence the driver (Max-Algebra). The blocking 
effect caused by preceding drivers is shown in Fig. 5. 

4) Cumulation Module 
As mentioned above, the algorithm calculates waiting times of each vehicle included 
in vehicle set i . The waiting time of the next vehicle set 1+i  in the queue is calcu-
lated based on the latest vehicle’s waiting time in the previous vehicle set i . There-
fore, the maximum waiting time of all vehicles in the previous vehicle set would be 
come down to the first vehicle's waiting time in the next vehicle set. Fig. 6 shows the 
cumulation procedure of the maximum waiting time of preceding vehicle sets. 
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The mathematical model mentioned above can be described as a recursive form as 
equations (1-3). The overall flowchart of waiting time calculation is illustrated in  
Fig. 7. 
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3   Computational Experiment 

3.1   Measure of Effectiveness 

To analyze the service capacity of a tandem toll booth system, the vehicle capacity 
per one hour ( hourveh / ) is estimated by converting waiting time of k  vehicles. If k  
vehicles are served during kT  seconds on average, it means that kT3600  times k  
vehicles can be handled during one hour. The service capacity of the tollbooth system, 
therefore, can be calculated as equation (4). In addition to the service capacity, aver-
age waiting time of k  vehicles is presented as a level of service by averaging the sum 
of each group of k  vehicles’ service time in the next section. 

)/(
3600

hourvehk
T

Q
k

×=  
(4) 

In this paper, distribution types and parameters are considered as independent vari-
ables. Mean and standard deviation of reaction time stand for sensitivity of a driver 
while those of service time are related to payment types and a toll-collector’s expert-
ness. The ratio of mean reaction time to mean service time is employed instead of the 
mean value since the former can represent a driver’s sensitivity and toll-collector’s 
expertness more precisely than the latter. The capacity model, therefore, is simulated  
 

Tandem tollbooth model and algorithm described above were implemented in 
Oracle Crystal Ball 11.0, the leading spreadsheet-based modeling and simulation 
software, and run on a IBM compatible PC with 3.00 GHz Intel Core2 Duo proces-
sors, utilizing the Microsoft Windows XP operating system. 

by the ratio (
timeservicemean

timereactionmean
) of the two estimates. 
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For implementation of simulation, it is important to decide how many iterations 
should be required. The implement of simulation is repeated 1,500 times with the 
set of 120 vehicles generated randomly to obtain an average capacity and standard 
deviation with statistical significance. If the number of observations during 1,500 
times is not sufficient to satisfy the sample size requirement expressed in Equation 
[5] additional iterations are conducted to obtain statistical reliability until the num-
ber of observations is larger than the required sample size with 0.95 confi- 
dence level. 
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3.2   Effect of Reaction Time 

We assume that service time has a normal distribution with mean of a fixed value. 
Fig. 8 shows that the increasing ratio of the capacity of a tandem tollbooth increases 
as the ratio of mean reaction time to mean service time( φ ) increases. In the case of 
the second tollbooth, when the ratio is 0.1 ( 1.0=φ ), which is the case of a sensitive 
driver, the capacity of the second tollbooth increases by about 71% comparing with 
that of a single tollbooth. On the other hand, the capacity increases by only 36% in the 
case of an insensitive driver ( 9.0=φ ). In the case of the third tollbooth, the increas-
ing ratio of the capacity varies from 18% to 55% according to the driver’s sensitivity. 
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The average waiting time in the tollbooth system is plotted in Fig. 9. A tandem 
tollbooth requires only 193 second dealing with 120 vehicles in queue while a 
single tollbooth needs 328 second, which is almost twice as long as the tandem 
tollbooth. 

Fig. 10 depicts the change of the capacity according to the coefficient of varia-
tion of reaction time ( vC ). The result shows the standard deviation has little ef-
fect on the capacity, especially, when the number of tollbooth is smaller  
than four.  
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3.3   Effect of Service Time 

The increasing ratios of capacity are depicted in Fig. 3 according to the distribution 
types of service time, such as normal and negative exponential distribution, with con-
stant parameters. In the case of the second tollbooth, the capacity of a tandem toll-
booth with normal distribution increases by 62% while that with negative exponential 
distribution increases by only 32%. The result means that the service negative expo-
nentially distributed is more efficient.  
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Fig. 11. Change of Capacity According to Service Distribution Types 

Generally, negative exponential distribution has lager coefficient of variation than 
normal distribution. The increasing ratio of the capacity of a tandem tollbooth, there-
fore, is expected to decrease as the coefficient of variation increases. This result  
suggests that the standard deviation of service time of tollbooth systems should be con-
trolled to minimize vC  since constant service time will contribute to the increase of the 
capacity of a tandem toll booth. In the view point of service-providers (operators), toll-
collectors should be instructed to collect payments skillfully. In the view point of ser-
vice-consumers (drivers), various payment types, which also lead to the various 
amounts of service time, may cause large variation of the whole payment distribution. 
These results show that providing efficient service requires various service-
differentiation policies according to waiting time, such as manual payments with higher 
waiting time, and the touch pass or ETC with lower waiting time. The amount of service 
time generally depends on not only the payment types but also the vehicle types as men-
tioned by Hong [6]. The increasing ratio of the capacity of a tandem tollbooth, therefore, 
is expected to increase as φ  and vC  decreases. These results mentioned above would 
lead to the inference that the increasing ratio of the capacity of a tandem tollbooth com-
paring to a single tollbooth can be expressed as the following equation (6) of φ  and vC . 
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4   Conclusion 

This paper describes the brief overview of tandem tollbooth systems and suggests 
microscopic stochastic simulation computer model that utilizes max-algebra ap-
proach. Using the newly modified recursive simulation model, a simulation experi-
ment was designed to study the effect of tandem tollbooth on capacity at toll plaza. 
Clearly, the increase of capacity depends on the number of serial tollbooth. However, 
this paper presents that capacity of tandem tollbooth varies on the service time of col-
lectors and reaction time of drivers. The capacity of tandem tollbooth goes higher 
when service time approximates a normal distribution rather than negative exponen-
tial distribution. This means that low variance of service time increases the capacity 
of tandem tollbooth. Thus, if each toll lane is separately dedicated to one payment 
type such that service time is uniform, it might be help to reduce delays. In addition, 
the ratio of reaction time to service time also has a great effect on the efficiency of 
tollbooth extensions. The capacity increased by second tollbooth could be reduced by 
half if driver reaction is not sensitive. Thus, it is recommended to consider the way to 
increase driver’s agility to react at toll plaza. 

This research focused on the new model to examine the impact of tandem tollbooth 
on traffic operations of existing or future toll plazas. By conducting more case studies 
using actual tollbooth data, we would like to suggest further practical contribution to 
the improvement of the tollbooth system. 
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Abstract. Intrusion detection is a critical component of secure information  
systems. Current intrusion detection systems (IDS) especially NIDS (Network 
Intrusion Detection System) examine all data features to detect intrusions. 
However, some of the features may be redundant or contribute little to the de-
tection process and therefore they have an unnecessary negative impact on the 
system performance. This paper proposes a lightweight intrusion detection 
model that is computationally efficient and effective based on feature selection 
and back-propagation neural network (BPNN). Firstly, the issue of identifying 
important input features based on independent component analysis (ICA) is ad-
dressed, because elimination of the insignificant and/or useless inputs leads to a 
simplification of the problem, therefore results in faster and more accurate de-
tection. Secondly, classic BPNN is used to learn and detect intrusions using the 
selected important features. Experimental results on the well-known KDD Cup 
1999 dataset demonstrate the proposed model is effective and can further im-
prove the performance by reducing the computational cost without obvious de-
terioration of detection performances. 

Keywords: Intrusion detection, neural network, feature selection, independent 
component analysis. 

1   Introduction 

Intrusion Detection System (IDS) plays vital role of detecting various kinds of at-
tacks. The main purpose of IDS is to find out intrusions among normal audit data and 
this can be considered as classification problem. 

One of the main problems with IDSs is the overhead, which can become prohibi-
tively high. As network speed becomes faster, there is an emerging need for security 
analysis techniques that will be able to keep up with the increased network throughput 
[1]. Therefore, IDS itself should be lightweight while guaranteeing high detection 
rates. Several literatures have tried to solve that by figuring out important intrusion 
features through feature selection algorithms. Feature selection is one of the important 
and frequently used techniques in data preprocessing for IDS [2], [3], [12], [13]. It 
reduces the number of features, removes irrelevant, redundant, or noisy data, and 
brings the immediate effects for IDS. 

Artificial neural networks (ANNs) are relatively crude electronic networks of “neu-
rons” based on the neural structure of the brain. The feed forward, back-propagation 
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architecture [4] was developed in the early 1970's by several independent sources 
(Werbor; Parker; Rumelhart, Hinton and Williams). Currently, this synergistically 
developed back-propagation architecture is the most popular, effective, and easy-to-
learn model for complex, multi-layered networks. The goal in using ANNs for intru-
sion detection is to be able to generalize from incomplete data and to be able to  
classify online data as being normal or intrusive. 

Independent component analysis (ICA) aims at extracting unknown hidden fac-
tors/components from multivariate data using only the assumption that the unknown 
factors are mutually independent [5]. In this paper, we will propose a lightweight 
intrusion detection model combining back-propagation neural network (BPNN) with 
ICA, which has good detection performance and low computational cost by using 
selected important and necessary features. 

The rest of this paper is organized as follows. We introduce the background of BPNN 
and ICA respectively in Section 2 and Section 3. Section 4 details intrusion detection 
model based on them. Section 5 illustrates relevant experiments and evaluations. We 
conclude our work in Section 6. 

2   Back-Propagation Neural Network (BPNN) 

An artificial neural network consists of a collection of processing elements that are 
highly interconnected and transform a set of inputs to a set of desired outputs. The 
result of the transformation is determined by the characteristics of the elements and 
the weights associated with the interconnections among them. By modifying the  
connections between the nodes the network is able to adapt to the desired outputs. 

The greatest strength of BPNN is in non-linear solutions to ill-defined problems 
[6]. The typical back-propagation network has an input layer, an output layer, and at 
least one hidden layer (see Figure 1) [10]. There is no theoretical limit on the number 
of hidden layers but typically there are just one or two. Some work has been done  
 

 

Fig. 1. BPNN architecture 
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which indicates that a maximum of five layers (one input layer, three hidden layers 
and an output layer) are required to solve problems of any complexity.  Each layer is 
fully connected to the succeeding layer. 

As noted above, the training process normally uses some variant of the Delta Rule, 
which starts with the calculated difference between the actual outputs and the desired 
outputs. Using this error, connection weights are increased in proportion to the error 
times a scaling factor for global accuracy. Doing this for an individual node means 
that the inputs, the output, and the desired output all have to be present at the same 
processing element. The complex part of this learning mechanism is for the system to 
determine which input contributed the most to an incorrect output and how does that 
element get changed to correct the error. An inactive node would not contribute to the 
error and would have no need to change its weights. To solve this problem, training 
inputs are applied to the input layer of the network, and desired outputs are compared 
at the output layer. During the learning process, a forward sweep is made through the 
network, and the output of each element is computed layer by layer. The difference 
between the output of the final layer and the desired output is back-propagated to the 
previous layer(s), usually modified by the derivative of the transfer function, and the 
connection weights are normally adjusted using the Delta Rule. This process proceeds 
for the previous layer(s) until the input layer is reached. 

The most important reasons that make us to adopt BPNN to intrusion detection is 
that it can effective solve the problem of intrusion detection which has the following 
distinct characters [4]: 

(1) A large amount of input (training data, including “normal” and “abnormal”) 
/output (various attack types and normal type) data is available, but we are not sure 
how to relate it to the output. 

(2) The problem appears to have overwhelming complexity, but there is clearly a 
solution. 

(3) It is easy to create a number of examples of the correct behavior. 
 

Therefore, Figure 2 illustrates the corresponding classic BP algorithm. We may use it 
to compute and fulfill our intrusion detection task. We will detail the relevant  
experimental results in Section 5. 

3   Independent Component Analysis 

Independent component analysis (ICA) for dimension reduction is to separate these 
independent components (ICs) from the monitored variables. ICA is a method for 
automatically identifying the underlying factors in a given data set. Dimension reduc-
tion using ICA is based on the idea that these measured variables are the mixtures of 
some independent variables. When given such a mixture, ICA identifies those indi-
vidual signal components of the mixture that are unrelated. Given that the only unre-
lated signal components within the signal mixture are the voices of different people. 
ICA is based on the assumption that source signals are not only uncorrelated, but are 
also ‘statistically independent’ [5]. 
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Fig. 2. BPNN algorithm 

ICA techniques provide statistical signal processing tools for optimal linear trans-
formations in multivariate data and these methods are well-suited for feature extrac-
tion, noise reduction, density estimation and regression [7], [8]. 

The ICA problem can be described as follows, each of h  mixture signal 
)(),...,(),( 21 kxkxkx h  is a linear combination of q  independent components 

)(),...,(),( 21 ksksks h , that is, ASX =  where A  is a mixing matrix. Now given X , to 

compute A  and S . Based on the following two statistical assumptions, ICA success-
fully gains the results: 1) the components are mutual independent; 2) each component 
observes nongaussian distribution. By ASX = , we have WXXAS == −1  (where 

1−= AW ). The task is to select an appropriate W  which applied on X to maximize the 
nongaussianity of components. This can be done in an iteration procedure. 

Given a set of n-dimensional data vectors nXXX ,...,, 21 , the independent compo-
nents are the directions (vectors) along which the statistics of projections of the data 
vectors are independent of each other. Formally, if A  is a transformation from the 
given reference frame to the independent component reference from then ASX =  
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Such that 

)()( ia spsp =  

where (.)ap  is the marginal distribution and )(sp  is the joint distribution over the n-

dimensional vector s . Usually, the technique for performing independent component 
analysis is expressed as the technique for deriving one particular W , 

WxY =  

Such that each component of y  becomes independent of each other. If the individual 
marginal distributions are non-Gaussian then the derived marginal densities become a 
scaled permutation of the original density functions if one such W can be obtained. 
One general learning technique [8] for finding one W is 

WyyIW T ))(( Φ−=∆ η  

Where )(yΦ is a nonlinear function of the output vector y  (such as a cubic polynomial 
or a polynomial of odd degree, or a sum of polynomials of odd degrees, or a sigmoi-
dal function). 

4   Intrusion Detection Based on BPNN 

The overall model of our approach is depicted in Figure 3: 

(1) In the training phase, labled network traffic data with a lot of preset features 
(such as packet length, connection duration time, the ratio of SYN/ACK etc.) is 
passed to our ICA-based feature selection engine. Afterwards, a reduced feature sub-
set will be acquired and the labled dataset is then used to build the BPNN classifier 
for intrusion detection using the selected features. 

  
Network traffic 

Network traffic 

Detection phase

Training phase 
BPNN classifier 

ICA-based feature selection

Feature subset 

Data preprocess 

 
Fig. 3. Lightweight intrusion detection model 
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(2) In the Detection phase, network traffic data will directly sent to our BPNN 
classifier for intrusion detection after preprocessed in term of the feature subset. 

The most advantage of our lightweight model is that by means of ICA-based feature 
selection [11], it can greatly reduce the redundant and irrelevant features for intrusion 
detection, therefore reduce the computational cost in the process of intrusion  
detection. 

5   Experimental Results and Evaluations 

All experiments were performed in a Windows machine having configurations AMD 
Opteron (tm) 64-bit processor 3.60GHz, 3.00GB RAM. The KDD Cup 1999 (KDD 
99) dataset [9] contains 21 different types of attacks that are broadly categorized in 
four groups such as Probes, DoS (Denial of Service), U2R (User to Root) and R2L 
(Remote to Local). The original TCP dump files were preprocessed for utilization in 
the Intrusion Detection System benchmark of the International Knowledge Discovery 
and Data Mining Tools Competition. To do so, packet information in the TCP dump 
file is summarized into connections and each instance of data consists of 41 features. 

To evaluate our method we used two major indices of performance: the detection 
rate (also named true positive rate, TP) and the false positive rate (FP). TP is defined 
as the number of intrusion instances detected by the system divided by the total num-
ber of intrusion instances present in the test set. FP is defined as the total number of 
normal instances that were incorrectly classified as intrusions divided by the total 
number of normal instances. 

We have sampled 10 different datasets, each having 24701 instances, from the cor-
pus by uniform random distribution so that the distribution of the dataset should re-
main unchanged. Each dataset is divided into training and testing set consisting of 
18601 and 6100 instances respectively. We have carried out 10 experiments on differ-
ent datasets having full features and selected features thus evaluate the intrusion de-
tection performance in term of mean detection rate, training time, testing time, etc. to 
achieve low generalization. 

The training of the neural networks was conducted using feed forward back-
propagation algorithm-BPNN. We set the relevant parameters for BPNN as follows: 
we set learning rate 0.3, momentum is 0.2, training time is 50, validation threshold is 
20. In addition, we take use of one input layer, one hidden layer and one output layer. 
We set the dimension of the hidden layer as (attribute+class)/2. Meanwhile, the ex-
perimental parameters for SVM, KNN algorithms were set respectively as follows. 
We use c-svc SVM algorithm, select radius basis function as kernel type in Weka. For 
KNN algorithm, k  was set to 50, employ linear nearest neighbors search algorithm. It 
is worth noting that in these experiments we repeat the experiments to adjust the pa-
rameters of each algorithm for optimization, and use their most ideal results for com-
parison. Therefore, it would make the contrast experimental results more persuasive. 
The results are listed as Table 1 and we could find the detection performance of 
BPNN is as good as SVM, better than KNN when using all the features. Moreover, 
after feature selection and importance ranking with ICA, we selected the upper eight 
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important extracted features as the input of the BPNN algorithm. The following  
Figure 4 and tables show the comparisons between different performance indicators. 
Table 2 reveals the dramatic reduction of model building time with reduced features 
as expected because the feature selection process has cut off the 80% of total number 
of features (from 41 to 8). Testing time reveals the same trend as in Table 2. Table 3 
illustrates the corresponding detection performance of BPNN both using all the fea-
tures and the selected features. They clearly show a little different, thus evident the 
effectiveness of adopting feature selection in BPNN algorithm. 

Table 1. Running time results 

 TP (%) FP (%) 
SVM 99.5 0.12 
BPNN 99.8 0.20 
KNN 99.2 0.32 

 
Fig. 4. TP and FP results 

Table 2. Running time results using selected features 

 Training Time (Sec.) Testing Time (Sec.) 

all features 9882.5 2.13 
selected features 179.15 0.98 
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Table 3. Contrast experimental results 

 TP (%) FP (%) 
BPNN + all features 99.8 0.20 

BPNN + selected features 99.5 0.18 

All the results stated above show the performance of intrusion detection model 
based on BPNN and ICA are amazingly good (high detection rate and low false posi-
tives), and they demonstrate two important facts: i) The selected features play the 
same important role in intrusion detection; ii) The computational cost can be greatly 
reduced without reducing any effectiveness when we make use of the selected fea-
tures compared to all the 41 features. Therefore, they can be further optimized when 
used under realistic intrusion detection environment. 

6   Conclusions and Future Work 

We have presented in this paper a new idea on how to reduce the different representa-
tion spaces based on independent component analysis before applying classic BPNN 
machine learning algorithms to the field of intrusion detection. Experimental results 
on KDD 99 indicate that our approach is able not only to reduce training and testing 
time but also to guarantee high detection rates and low positive rates among different 
datasets. In our future research, we will investigate the feasibility of implementing the 
technique in real-time intrusion detection environment as well as characterize type of 
attacks such as DoS, probes, U2R and R2L, which enhance the capability and per-
formance of IDS. 
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Abstract. Recently, most of malicious web pages include obfuscated
codes in order to circumvent the detection of signature-based detection
systems. It is difficult to decide whether the sting is obfuscated because
the shape of obfuscated strings are changed continuously. In this paper,
we propose a novel methodology that can detect obfuscated strings in
the malicious web pages. We extracted three metrics as rules for detect-
ing obfuscated strings by analyzing patterns of normal and malicious
JavaScript codes. They are N-gram, Entropy, and Word Size. N-gram
checks how many each byte code is used in strings. Entropy checks dis-
tributed of used byte codes. Word size checks whether there is used very
long string. Based on the metrics, we implemented a practical tool for
our methodology and evaluated it using read malicious web pages. The
experiment results showed that our methodology can detect obfuscated
strings in web pages effectively.

1 Introduction

JavaScript language has power that can execute dynamic work in the web
browser. Therefore, malicious users attack client’s system by inserting malicious
JavaScript codes in a normal web page. Using JavaScript, they can steal personal
information, download malware in client systems, and so on. In order to defend
the attacks, security systems detect JavaScript codes in malicious web pages
based on signatures. Nowadays, however, attackers circumvent the defense mech-
anism using obfuscation. Obfuscation is a method that changes shape of data
in order to avoid pattern-matching detection. For instance, "CLIENT ATTACK"
string can be changed into "CL\x73\x69NT\x20\x65T\x84ACK". Because of ob-
fuscation, many security systems recently fail to detect malicious JavaScript in
web pages.

Again this background, we propose a novel methodology that detects auto-
matically an obfuscated JavaScript code in a web page. After we analyze various
malicious and normal web pages, we extract three metrics as rules for detecting
obfuscation: N-gram, Entropy, and Word Size. N-gram is an algorithm for text
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search. We applied 1-gram to our detection algorithm. 1-gram is equal to byte
occurrence frequency. Through entropy, we analyze the distribution of bytes. Be-
cause some obfuscated strings use often excessive long size, we define word size as
third metric. Obfuscated strings are used in parameters of dangerous functions
such as eval and document.write. Before detect obfuscated strings, we extract
firstly all strings related to parameters of the functions. Using static data flow
analysis, we trace data flow for variables in source codes of web pages. We apply
three metrics into the strings and detect obfuscated strings. We implemented
a practical tool for our methodology and experimented for real malicious web
pages. The results showed that our methodology detected obfuscated strings ef-
fectively. In this paper, we focus on JavaScript codes using obfuscation among
various malicious web pages.

Our contribution is like this: After we analyzed malicious web pages
including obfuscated strings, we define three metrics as rules for de-
tecting obfuscated strings. And then, we implemented a practical tool
for our methodology and evaluated it.

Our paper is organized as follows: In section 2, we introduce researches related
to malicious JavaScript codes. Next, we propose our methodology for detecting
automatically obfuscated strings in malicious JavaScript codes in section 3. In
section 4, we classify JavaScript strings into three cases and propose a method
that extracts all doubtful strings. In section 5, we defined three metrics for
detecting obfuscated strings and evaluated it using real malicious web pages.
Conclusions and direction for future work are presented in section 6.

2 Related Work

There are rich researches for detecting and analyzing malicious JavaScript codes
in web pages. Because attackers use JavaScript in order to execute malicious
work in a client system, many researches are performed for client defense.

In [1], authors studied various JavaScript redirection in spam pages and
found that obfuscation techniques are prevalent among them. Feinstein analyzed
JavaScript obfuscation cases and implemented obfuscation detection tool[3]. He
hooked eval function and the string concatenation method based on Mozilla
SpiderMonkey. This method has difficulty for modifying an engine of custom
web browser. He found that use of the eval function was relatively more com-
mon in the benign scripts than in malicious scripts. In [8], the author introduced
various malicious JavaScript attacks and obfuscation methods. He found that
eval and document.write functions are mostly used in malicious web pages.
These researches focus on malicious JavaScript codes itself. In [2], authors pro-
posed the tool that can deobfuscate obfuscated strings by emulating a browser.
They, however, focused on deobfuscation, but detection.

Provos et al. decided web pages as malicious pages if the pages caused the
automatic installation of software without the user’s knowledge or consent[10].
They found a malicious web page by monitoring behavior of Internet Explorer
in a virtual machine dynamically. However, our method search obfuscation stat-
ically using source codes of web pages. In this research, they observed that a
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number of web pages in reputable sites are obfuscated and found that obfuscated
JavaScript is not in itself a good indicator of malice. In [5], Ikinci implemented
system for detecting malicious web pages. He, however, scanned only web pages
using signature-based anti-virus program without considering obfuscation. Hal-
laraker et al. proposed a method that monitored JavaScript code execution in
order to detect malicous code behavior and evaluated a mechanism to audit the
execution of JavaScript code[4]. In [12], Wang et al. developed the tool that
can detect malicious web pages using VM based on behavior of system, named
HoneyMonkey.

In order to detect cross-site scripting, Vogt et al. tracked the flow of sensitive
information insider the web browser using dynamic data tainting and static
analysis[11]. Using static analysis, they traced every branch in the control flow
by focusing on tainted value. In [6], authors proposed the method that can
detect JavaScript worms based on propagation activity as worm’s characters.
They, however, didn’t consider obfuscation of JavaScript. Wassermann et al.
presented a static analysis for finding XSS vulnerabilities that address weak
or absent input validation[13]. They traced tainted information flows in web
source codes.

3 Our Methodology for Detecting Obfuscation in
Malicious Web Pages

In this chapter, we propose a novel methodology for detecting obfuscated strings
in malicious web pages with Javascript codes. After we extract doubtful strings
in web pages, we analyze them for deciding whether they are obfuscated or not.
We extract all doubtful strings in web pages using static data flow analysis and
detect obfuscated strings based on three metrics that we define. We named our
algorithm the the Javascript Obfuscation Detector in Web pages(JODW). In this
paper, we focus on JavaScript codes using obfuscation among various malicious
web pages.

JODW is a simple and strong method for detecting obfuscated string in mali-
cious web pages. Firstly, it searches dangerous functions(eval, document.write,
and so on) in web pages. The functions can execute strings of parameters. Be-
cause malicious user uses obfuscated strings in order to execute dynamic work
after transmitting them as parameters of the functions, we start to parameters of
the dangerous functions. Based on the parameters, we extracts all strings related
to them using static data flow analysis. After analyzing the strings, JODW de-
tects obfuscated strings. Last, JOWD deofuscates the strings. In order to detect
obfuscated strings in web pages, it demands many elements for automation.

Figure 1 shows our methodology and system for detection obfuscated strings
in malicious web pages automatically. Our system makes up three modules:
StringExtractor, StringAnalyzer, and StringDeobfuscator. It is as follows:

– StringExtractor. Most of malicious web pages call dangerous functions
(eval, document.write) in order to perform malicious activity. Therefore,
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Fig. 1. Our methodology for automatic detecting of obfuscated JavaScript strings in
malicious web pages

strings related to parameters of the dangerous functions have the high pos-
sibility that obfuscated strings are. We focus on the obfuscated strings. We
trace all strings related to parameters of dangerous functions and extract all
strings. We classify all strings of JavaScript into three cases. Based on the
cases, we extract all strings using static data flow analysis. Static data flow
analysis traces flow of data without executing web pages in a web browser.
We will explain the mechanism of StringExtractor in chapter 4.

– StringAnalyzer. This module decides whether previous doubtful strings are
obfuscated or not. We define three metrics for detecting obfuscated strings
in malicious web pages: N-gram, Entropy, Word Size. StringAnalyzer detects
obfuscated string based on the three metrics. We will explain the method
for detecting obfuscated codes in chapter 5.

– StringDeobfuscator. If obfuscated strings is detected, this module deob-
fuscates strings, and detects malicious codes in the deobfuscated string using
patterns for malicious strings. For instance, in case that IFRAME is included
in the strings, it is a malicious web page because a web browser parsing the
tag connects a malicious web site automatically.

In this paper, we focus on StringExtractor and StringAnalyzer in order to detect
obfuscated strings in malicious web pages. We will research for StringDeobfus-
cator that obfuscated string deobfuscates automatically in future.
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4 Extraction of Obfuscated Strings in JavaScript

In this chapter, we explain the method that extracts all strings related to danger-
ous functions of JavaScript before performing the process for obfuscated string
detection. Firstly, we classify all strings in JavaScript codes into three cases.
Next, based on the three cases, we extract all strings related to parameters of
dangerous functions using static data flow analysis.

4.1 JavaScript String Classification

In order to extract all strings related to parameters of dangerous functions, we
classify all strings in JavaScript codes into three cases. Table 1 shows the defini-
tion for all strings in JavaScript. In the table, Y denotes a string of JavaScript
codes. In order to check whether the string is obfuscated or not, we search all Y in
malicious web pages. f function represent changes of strings and x1, x2, x3, . . . , xn

are parameters. According to f and parameters, we classify all strings into three
cases. In conclusion, all cases have the possibility of obfuscation. Therefore, all
strings related to parameters of dangerous functions must be checked whether
they are obfuscated or not. Three cases are as follows:

– CASE1 : Y1 = x1 : NoChange
– CASE2 : Y2 =

∑m
i=1 xi : Concatenation

– CASE3 : Y3 =
∑m

i=1 fi(x1, x2, x3, . . . , xn) : Change

Based on three cases, we trace and extract all strings related to parameters of
dangerous functions.

CASE1 : NoChange. The function f is constant and has one variable, and Y
is equal to x1. Therefore, the variable x1 is directly transmitted to a parameter
of eval or document.write. For instance, an example code is as follows: var
x1 = "3+4"; ...; eval(x1); The eval function uses the string allocated in
x1 without modifying the value. However, another example shows a obfuscated
string as follows: eval("\144\157\143\165\155\145\156\164"). This case is
executed after the string is decoded. Therefore, we analyze the string whether it
is decoded or not. In static data flow analysis, this case is extracted and analyzed
directly.

Table 1. Definition for all strings in JavaScript

Yl =
m∑

i=1

fi(x1, x2, x3, . . . , xn)

⎧⎪⎪⎨
⎪⎪⎩

Yl is value of parameter
x1, x2, x3, . . . , xn,Yl = string
n, m = positive integer
l = 1, 2, 3
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CASE2 : Concatenation. The function f is constant. However, Y concate-
nates several strings such as x1, x2, x3, . . . , xn. Because this case also has the
possibility that Y is obfuscated, analysis for obfuscation detection must be per-
formed. For instance, an example code is as follows:

var x1 = "te ActiveX Co"; var x2 = "ntrol"; var x3 = x1 + x2;

var x4 = "Execu" + x3; ... eval(x4);

In this example, x4 is "Execute ActiveX Control". However, because the string
is divided into several strings, a signature-based detect system can’t detect the
string. Therefore, the case must be analyzed for obfuscation detection. In static
data flow analysis, we divide the string by a plus(+) character, save each strings,
and analyze for obfuscaion detection.

CASE3 : Change. Various functions in malicious web pages decode obfus-
cated strings. The functions can be JavaScript functions or user-made functions.
In static data flow analysis, we trace the functions and extract strings related to
parameters of them. For instance, an example code is as follows:

Uul1ItLo["plunger"] = new Array(); var Qn2_R5kv = new

Array(32,64, 256, 32768); for (var auLRkELh = 0; auLRkELh < 6;

auLRkELh++) { for(var x8n9EKml = 0; x8n9EKml < 4; x8n9EKml++) {

var CRrtOhOH = Uul1ItLo["plunger"].length;

eval(’Uul1ItLo["plunger"][CRrtOhOH] = GjL08iWK.substr(0, (’

+ Qn2_R5kv[x8n9EKml] + ’-6)/2);’); } }

In this example, Y is Uul1ItLo[”plunger”][CRrtOhOH] = GjL08iWK.substr(0,
(Qn2 R5kv[x8n9EKml]-6)/2);. f1 is Uul1ItLo[”plunger”][CRrtOhOH], f2 is =,
and f3 is GjL08iWK.substr(0, (Qn2 R5kv[x8n9EKml]-6)/2). f1 and f3 are func-
tions, and f2 is constant. Therefore, f1 and f3 are changed by the decoding
functions.

4.2 Extraction of Obfuscated String Using Static Data Flow
Analysis

Based on three cases for strings of JavaScript, we search and extract all strings
related to dangerous functions using static data flow analysis. Static data flow
analysis is to trace data flow of variables in source codes without executing a
program. We trace all strings dangerous functions written JavaScript in web
pages. We focus on eval and document.write as dangerous functions because
the function is used in most of JavaScript obfuscation.

We name the methodology the static data flow analysis in JavaScript(SDFAJ).
SDFAJ extracts all strings in web pages from parameters of dangerous function
revercsely. The algorithm for SDFAJ is shown in Table 2. SDFAJ firstly scans
text in a web page and extracts all JavaScript codes in <script> and </script>.
Next, SDFAJ search dangerous functions and their function pointer reassign-
ment. In order to hide the call of dangerous functions in a malicious web page,
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Table 2. Our algorithm for extracting all strings in HTML web pages using static data
flow analysis

−INPUT: HTML Web page(W)
−OUTPUT: All strings related to dangerous functions(S{si, i = 0, 1, . . . , n})

Extract all JavaScript codes in W
Search dangerous functions and their function pointer reassignment
Update function list(PL{pli, i = 0, 1, . . . , n})

A1 :
Trace pli
Analyze parameters of the functions
Classify the parameters into strings and functions(P{pi, i = 0, 1, . . . , n})

A2 :
Check what is pi’s case

If pi is string(CASE1), pi is saved
If pi is string concatenation(CASE2), divide pi, update pi, and GOTO A2
If pi is function(CASE3), update PL and GOTO A1

Extract all strings(S) related to dangerous functions

Fig. 2. An example of string extraction using static data flow analysis in JavaScript
code

a malicious user uses function pointer reassignment such as function1 = eval.
SDFAJ traces variables related the functions, and divides them into simple
strings and functions. Considering three string cases, SDFAJ traces all strings
from the dangerous functions. Using the strings, SDFAJ checks what case it
is(A2). If it is a string, SDFAJ saves the value because it trace the string no
more. In case of CASE2, SDFAJ splits strings by a plus(+) character, and saves
each value. If it is a function, SDFAJ analyzes paramters, and divides them into
simple strings and function recursively(A1). By doing this, SDFAJ extracts all
strings related to parameters of dangerous functions in malicious web pages.
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An example that SDFAJ extracts all strings related to parameters of eval
is shown in Fig 2. The value of parameter of eval is ab3+ab2+"cccd". SDFAF
divides it into ab3, ab2, and "cccd" by + character. Because "cccd" is CASE1,
cccd is saved as a string. Because ab2 is CASE3, it search parameters of the
function and extracts the parameter of it. It is 112, 108, 97, 105, 110 and
is extracted as a string. Lastly, ab3 is CASE2 and is divided into "ddd" and
ab1. ddd is saved because it is a simple string. After SDFAF traces ab1, it saves
cccc in string list. In the example, SDFAJ extracts four strings, such as "ccc",
"112, 108, 97, 105, 110", "ddd", and "cccd". Using this strings, SDFAJ
decides whether they are obfuscated.

5 Detection of Obfuscated Strings in JavaScript Codes

In this chapter, we propose the method to detect JavaScript obfuscated strings
in a web page using all strings extracted by static data flow analysis. In order
to check whether a string is obfuscated or not, we define three metrics: N-gram,
Entropy, and Word Size. N-gram is an algorithm for text search. We search pat-
terns for detecting obfuscated strings after analyzing normal and malicious web
pages. Based on the metrics, we made experiments on detection for obfuscated
strings in real malicious web pages.

5.1 Metrics for Detecting Obfuscated Strings

We define three metrics for detecting obfuscated strings. We search the usage
frequency of ascii code in the strings using byte occurrence frequency as 1-gram.
In order to know distribution of characters in strings, we calculate the entropy
based on 1-gram. Lastly, we analyze the size of word because most of obfuscated
strings are very long.

– N− garm check how many each byte code is used in strings
– Entropy check distribution of used byte codes
– WordSize check whether there is used very long string

In order to analyze patterns of normal web pages, we downloaded web page
files including various JavaScript codes. Using OpenWebSpider[9], we collected
web pages. OpenWebSpider is an open source web crawler and controls informa-
tion about web pages in MySQL[7] database. Using OpenWebSpider# v0.1.3, we
collected web page files in sub directories of 100 web sites and analyzed them.

N-gram. We check the usage frequency of ascii code in the strings. By doing
this, we can know how many each byte code is used in the string. We use 1-gram
among N-gram and it is equal to byte occurrence frequency. We classify ascii
code into three category as shown in Table 3. We focus on Special Char among
byte codes, because much obfuscated strings use excessively specific characters
such as \, [, ], @, x, u, and so on. In strings of normal JavaScript codes, Alphabet
and Number are used evenly among all.
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Fig. 3. Byte occurrence frequency for various JavaScript Obfuscated strings. X axis
is ascii code number. Y axis is total number of each byte used in strings and we
normalize values of Y axis by maximum value. The target of CASE1 is the string such
as “%u9495%u4590...”, and CASE2 is “\144\156”. CASE3 is the case that obfuscated
string uses various characters, and CASE4 uses Alphabet and Number.

Table 3. Ascii Code

Name Ascii Code Number Character
Alphabet 0x41-0x5A, 0x61-0x7A A-Z, a-z
Number 0x30-0x39 0-9
Special Char 0x21-0x2F ! ” # $ % & ’ { } * + , - . /

0x3A-0x40 : ; ¡ = ¿ ? @
0x5B-0x5F, 0x7B-0x7E [ \ ] ˆ ‘ { — }

We analyze various obfuscated strings in malicious web pages. Fig. 3 shows
patterns of some obfuscated strings. In this chapter, we analyze four cases among
various patterns of the strings. There exists various patterns except for the
cases. The strings of CASE1 and CASE2 are related to the decoding mecha-
nism that JavaScript language offers. The stings such as “%u9495%u4590...” and
“\144\156” are decoded in eval function directly, or in escape and unescape
functions. They have excessively specific characters such as “%u”, “\”, and so
on. CASE3 and CASE4 are examples that obfuscated strings need user-made
decoding functions. In cases, there are various patterns of byte occurrence fre-
quency according to decoding functions. CASE3 has characters in all extent.
CASE4 has Alphabet and Number characters intensively. We decide that a string
is obfuscated if it uses some specific characters excessively. Based on the analysis
result, we define metric1 as follows:

– Metric1 : Byte Occurrence Frequency of Specific Character Obfus-
cated string uses some specific characters in the string excessively
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Fig. 4. Entropy for various JavaScript strings. Y axis is value of entropy. Upper region
represents that the string has a whole characters widely. Middle region represents
entropy for general JavaScript codes and sentences. Lower region is that the string has
some specific characters excessively and has possibility of obfuscated string.

Entropy In order to analyze the distribution of bytes, we define entropy as
second metric. Entropy is calculated as follows:

E(B) = −
N∑

i=1

(
bi

T
) log(

bi

T
)
{

B = {bi, i = 0, 1, . . . , N}
T =

∑N
i=1 bi

In entropy(E), bi is count of each byte values and T is total count of bytes in
a string. If there are some bytes in a string,E reaches zero. Maximum value of E
is log N and it means that byte codes are distributed widely throughout whole
bytes. N is 128 because we focus on readable strings.

We calculate entropy of previous four cases. CASE1 is 1.12249, CASE2 0.82906,
CASE3 1.24406, and CASE4 1.09014. The string that includes some kinds of
characters has a low value of entropy, and vice verse. In search entropy ranges of
ascii code, we calculate entropy of a string including all ascii code. The entropy
is 1.97313. We select this as maximum value. An entropy of JavaScript codes
in a general web page is roughly 1.6496. Because most strings are readable sen-
tences, we calculate the entropy of sentences. The strings use alphabet, number
and some special characters(, . “ ”). The entropy is about 1.3093. Collectively,
range of entropy for various JavaScript strings is shown in Fig. 4. We set up two
ranges: one region for some specific character, and the other region for general
JavaScript codes and sentences. In Fig. 4, we exclude the case because entropy
of upper region is an ideal case. We decide that a string is obfuscated if entropy
is less than 1.2. Based on the analysis result, we define metric2 as follows:

– Metric2 : Entropy obfuscated string has the low value of entropy because
it uses some characters

Word Size We define the word size as third metric. Because words in JavaScript
code are generally read by man, their sizes are not so long. Many obfuscated
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Fig. 5. Word size in sentences and JavaScript codes. (a) is the distribution of word size
in general sentences. (b) is the distribution of word size in a JavaScript code.

strings use very long word size. For instance, the word size in a malicious web
page that we collect is 9,212 bytes. In this metric, we target on a normal string.
We divide stings into words by a space character(0x20). In order to analyze
range of normal word size, we analyze various sentences and JavaScript codes
as shown in Fig. 5. In the figure, (a) represents the distribution of word size in
a general sentence. In the sentences, word size is under 30 on the average. (b) is
the distribution of word size in a JavaScript code. The range of word size is from
0 to 300 generally. Based on the analysis result, we define metric3 as follows:

– Metric3 : Word Size Obfuscated string has excessive long size of word

5.2 Evaluation and Experiments

In this chapter, we applied our three metrics into malicious web pages with
obfuscated strings. We collected 33 real malicious pages. Among these pages,
14 pages include obfuscated strings. However, some pages are analogous to each
other. We exclude similar pages and experimented 6 malicious web pages. There-
fore, we applied our methodology to 6 patterns of obfuscated strings in malicious
web pages. Table 4 shows patterns of each obfuscated string. We set up value of
our metrics as follows:

– Metric1 If the string includes Special Char excessively, it is obfuscated.
– Metric2 If entry of the string is less than 1.2, it is obfuscated.
– Metric3 If word size is more than 350, it is obfuscated.

Results of detection for obfuscated strings in each file based on three metrics are
shown in Table 5.

– File1 is Obfuscated String Word size is 750 bytes and entropy is less than
1.2. It includes a backslash(92) character excessively.

– File2 is Obfuscated String Word size is 531 bytes. It include excessively
a special character(124) that does not used mostly in general strings.

– File3 is Obfuscated String Word size is 9,212 bytes. It is very long size.
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Table 4. Partial obfuscated strings in each malicious web page. File1 and File6 is the
string decoded by JavaScript functions. File2 is a JavaScript Code. File3, File4, and
File5 is the string decoded by user-made decode functions.

File Name Obfuscated String
File1 \144\157\143\165\155\145\156\164\56

File2 ||var|document|object|expires|if|finally|catch|write||

File3 97ACA29baca2B3A5517A99696Bae9B677d995C876a7

File4 eval(rmdiyfrT+eSS9YDtk[VFtUaNvX]);

File5 a1443oe.setTime(a1443oe.getTime()+365*24*60*60*1000);

File6 t!.Wr@i@te(#$q!.res$po#n#s$e@Bo@dy@)@’.replace(/\!|@|#|\$/ig, ’’)

Table 5. Results of detection for obfuscated strings. Metric1 is byte occurrence fre-
quency, Metric2 is entropy, and Metric3 is the longest word size in the file. Values of
Metric1 are byte codes used over 50% of maximum frequency number.

File Name Metric1 Metric2 Metric3 Detection
File1 49 53 92 0.82906 750 YES
File2 40 41 49 50 101 116 124 1.71222 531 YES
File3 54 55 57 1.15289 9212 YES
File4 34 101 116 1.61563 29 NO
File5 49 51 52 59 61 97 101 111 112 114 116 1.65364 364 SUSPICIOUS
File6 33 35 36 64 101 1.4207 87 YES

– File4 isn’t Obfuscated String Entropy is more than 1.2, and maximum
word size is 29. Metrics for this pattern is false alarm.

– File5 is suspicious of Obfuscated String It includes bytes code evenly
among all and entropy is more than 1.2. However, it has long word size more
than 350 bytes.

– File6 isObfuscated String It includes some special characters(33 35 36 64).

Among total 6 malicious patterns, we found obfuscated strings in 4 patterns
of malicious web pages and suspected that one pattern includes an obfuscated
string. However, we cannot find one malicious pattern.

6 Conclusion and Future Work

In this paper, we proposed a novel methodology that can detect obfuscated
strings in malicious web pages. Recently, Obfuscation is used by malicious at-
tackers in order to circumvent the detection of signature-based security systems.
After we analyzed patterns of malicious and general web pages, we defined three
metrics as obfuscation detection rules: N-gram, Entropy, and Word Size. Based
on the metrics, we applied our methodology into real malicious web pages and
evaluated them. The results show that the methodology found 4 patterns for
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obfuscated strings among 6 patterns for real malicious web pages. It means that
our methodology is effective for detecting obfuscated strings.

We, however, has limitations that number of patterns our methodology can
detect is few, because we has a few patterns of real malicious web page.

Future work will be centered on finding new metrics for detecting obfuscated
strings. And we will research the methodology that can deobfuscate obfuscated
strings automatically.
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Abstract. File carving is an important, practical technique for data recovery in 
digital forensics investigation and is particularly useful when filesystem meta-
data is unavailable or damaged. The research on reassembly of JPEG files with 
RST markers, fragmented within the scan area have been done before. How-
ever, fragmentation within Define Huffman Table (DHT) segment is yet to be 
resolved. This paper analyzes the fragmentation within the DHT area and list 
out all the fragmentation possibilities. Two main contributions are made in this 
paper. Firstly, three fragmentation points within DHT area are listed. Secondly, 
few novel validators are proposed to detect these fragmentations. The result ob-
tained from tests done on manually fragmented JPEG files, showed that all 
three fragmentation points within DHT are successfully detected using  
validators. 

Keywords: File Carving, Digital Evidence, Digital Forensics, Data Recovery. 

1   Introduction 

Forensics or digital investigations can be lengthy for storage with GB or TB, thus 
need rapid turnaround for time-sensitive cases involving potential loss of life or prop-
erty. File carving tools typically produce many false positives and could miss key 
evidence [1]. Digital Forensics Research Workshop (DFRWS) 2007 carving chal-
lenge has boosted the pace for file carving research aimed to improve the state of the 
art in fully or semi-automated carving techniques [2]. [3] determined that fragmenta-
tion on a typical disk is less than 10%, however the fragmentation level of forensi-
cally important file types (like images, office files and email) is relatively high. He 
found that 16% of JPEGs are fragmented. As files are added, modified, and deleted, 
most file systems get fragmented [4]. However, in digital forensic, reassembling of 
fragmented documents has received little attention [5]. 

Most file carvers identify specific types of file headers and/or footers. Unfortu-
nately, not all file types have a standard footer signature, so determining the end can 
be difficult [1]. In-Place Carving is another approach which allows inspection of re-
covered files without actually copying the contents [6].  This results in significantly 
reduction in storage requirements. 
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Entropy, compressibility and ASCII proportionality metrics can be used for file 
type identification especially for files that do not have magic numbers or files that are 
incomplete (e.g. due to deletion and overwritten) [7, 8]. N-gram analysis can also be 
used for file type identification [9]. File type identification can be used to detect file 
masquerade as another type of file e.g. by changing the ‘jpg’ file extension to ‘txt’. 
Nevertheless, these metrics are not suitable for detecting fragmentation point. In the 
DFRWS 2007 forensics challenge, data in the challenge involved fragmented files 
where fragments were sequential, out of order, or missing. None of the submissions to 
the forensic challenge of year 2007 completely solve the problems presented [2]. 

Baseline JPEG (simply called JPEG from this point onwards) file is used in the ex-
periments because it is widely used in the Internet, and in many applications [9, 10]. 
Nevertheless, the introduced algorithms can be altered to extend the fragmentation 
point detection experiment to other JPEG file types (e.g. progressive, lossless and 
hierarchical JPEG) [11, 12].  It is important to detect fragmentation within the DHT 
because corrupted DHT would cause image distortion or corruption.  

This paper introduces several scenarios (refer to Table 2 and Figure 3) of possible 
fragmentation points within DHT segment. Validators have been developed to detect 
these fragmentation points on JPEG files that are manually inserted with dummy data 
to simulate the three fragmentation scenarios.  

The rest of the paper is organized as follows. Section 2 describes related work,  
section 3 discussed about fragmentation scenarios and validators, section 4 discussed 
about the experiments done, section 5 discussed about the result and discussion and 
finally section 6 concludes this paper. 

2   Related Works 

File carving processes have been defined by [3], [13] and [14]. Bifragment Gap Carv-
ing (BGC) [3] is introduced for bifragmented JPEG file recovery. The recovery is 
done by exhaustively searching all combinations of blocks between an identified 
header and footer while excluding different number of blocks until a successful de-
coding/validation is possible [13]. In [13], the author uses sequential hypothesis test-
ing on data block to determine if consecutive clusters should be merged together. He 
uses forward fragment point detection test, and reverse sequential test only if the 
forward test is inconclusive. [14] focuses on solving fragmentation of JPEG image 
file containing RST markers that cuts through scan segment. A scan segment or area 
is an entropy-coded data segment which starts with start-of-scan (SOS) marker [11]. 
[3] and [13] are handling a general JPEG fragmentation case, while [14] is specifi-
cally focusing on fragmentation in JPEG scan area. On the other hand, this paper 
focuses on fragmentation in JPEG DHT segment. Thus, all are handling different type 
of fragmentation cases. It is important to solve fragmentation that occurs within DHT 
because; DHT corruption would cause image distortion or corruption during encoding 
process. Nevertheless, this paper will only discussed on the fragmentation detection 
within DHT using validators in detail but leave the fixing of the problem into our 
future work.   
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3   Fragmentation 

It is important to know how many DHT tables are there in the baseline JPEG file and 
how they are stored in these files. Baseline JPEG file can be identified by searching 
for start-of-frame (SOF) marker (0xFFC0) using any available hex editor (e.g. Hex-
Assistant [15], BinText [16]). According to [11], there are four possible DHTs in 
baseline JPEG, but does not clearly stated on how are these DHTs are stored in the 
baseline JPEG file. To test this, 100 JPEG files are downloaded from the Internet 
(Google images) and renamed (e.g. 01.jpg). A sample of 100 JPEG files is more than 
enough because all baseline JPEG files have similar structure. For this reason, only a 
sample of five files is shown in Table 1. From the result obtained, it shows that all 
these files contain 4 DHTs, namely 2 DHT AC tables and 2 DHT DC tables with 
DHT table index 0x00, 0x10, 0x01 and 0x11. Each DHT marker is followed by one 
DHT table. The sequence of these DHT segments is illustrated as in Figure 1.  

The offsets of 4 DHT tables and SOS in each JPEG files are tabulated as in  
Table 1. All the downloaded are baseline JPEG File Interchange Format (JFIF) be-
cause this type of file is the de facto standard for Internet [12]. All these files found to 
be using 4 different DHT tables in each file. Nevertheless, [14] found that, JPEG 
Exchangeable Image File Format (Exif) images taken from 76 popular digital cam-
eras, 69 (91%) of them are using the same DHT tables.  

3.1   Fragmentation Scenarios  

In order to come up with DHT fragmentation detection algorithm (validator), first, we 
need to know all the JPEG file fragmentation possibilities or scenarios within the 
DHT segment. A standard structure of DHT is illustrated in Figure 2. A list of possi-
ble fragmentation scenarios is shown in Table 2. A visual representation of fragmen-
tation scenarios is illustrated in Figure 3. Few novel validators are developed for  
detecting these fragmentations. 

3.2   Validator for Scenario 1  

After listing the possibility of fragmentation in DHT, so next, we need to know how 
to validate each of those scenarios. For scenario 1, the valid DHT length value for 
baseline JPEG must be greater than 19 because the first 2 bytes constitutes the DHT 
length field, followed by a byte of DC/AC table index and the next 16 bytes represent 
16-bit Huffman codes (refer to Figure 2). The variable length data is not included 
here. If we assume that there is a minimum data of one byte in the variable length 
data, the size should be 20 bytes. Thus, the DHT length value of less than 20 would 
be detected by the validator as error (or fragmentation is detected for scenario 1 or 
called as DHT-FragType-1 (refer to Table 3)).  The DHT marker for baseline JPEG 
normally appears 4 times (refer Figure 2), one for each table index (0x00 [DC table], 
0x10 [AC table], 0x01 [DC table], 0x11 [AC table]).  The algorithm for fragment 
point detection for scenario 1 (DHT-FragType-1) is illustrated in below. 
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Example of algorithm for scenario 1.  

if DHT marker is found  
get 2-byte DHT length  
if (first byte of DHT length = 0x0)  and  

       (second byte of DHT length < 0x14)     
        Error : Fragmentation Point Detected          
             (DHT-FragType-1)  
 endif 

endif  

3.3   Validator for Scenario 2  

For scenario 2, the table index value is stored in a single byte (8 bits). There are two 
components in a single byte of table index. The first four bits represent class compo-
nent (have valid values of 0 for DC table or 1 for AC table). The next four bits repre-
sents the “Table id” (with a value 0 or 1).  So, there are only four valid values for the 
one-byte table index i.e. 2 DC tables of values 0x00, 0x01 and another 2 AC tables of 
values 0x10, 0x11. If the validator found a value other than these four, error or frag-
mentation point (DHT-FragType-2) is detected at this location in DHT segment. The 
algorithm of validator for scenario 2 is illustrated below. 

Example of algorithm for scenario 2.  

get DHT structure 
get DHT index (from DHT structure)  
if (DHT_index<>0x0) and (DHT_index<>0x01) and  
   (DHT_index<>10) and (DHT_index<>11)) 
  Error : Fragmentation Point Detected  

  (DHT-FragType-2) 
endif 

3.4   Validator for Scenario 3  

For scenario 3, discrepancy can be detected by checking the total values stored in all 
sixteen bytes of Huffman codes. Nevertheless, when this occurs, it does not exactly 
show the exact location where the split or fragmentation point occurs. What it tells 
you is that, there is just a fragmentation point somewhere within the 16 byte Huffman 
code. To test this scenario, big values need to be used for the dummy data for creating 
the test file. The validator detects error or fragmentation point only when the total 
values stored in the 16 byte Huffman codes exceeds 255. This is because only a 
maximum of 255 ASCII characters can be compressed or represented as a 1-bit to 16-
bit codes (or called as 16-bit Huffman codes).  The algorithm of validator for scenario 
3 is illustrated below. 

Example of algorithm for scenario 3.  

get DHT structure 
calculate total of 16-byte DHT Huffman bit code  
if (total > 255)   

Error : Fragmentation Point Detected  
  (DHT-FragType-3) 

endif 
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Table 1.  Offset of 4 DHT tables and SOS for 15 JPEG JFIF files downloaded from Internet 

Filename/ 
Markers 
Offset 

0xFFC4 (DHT 
table DC 

index (0x00) 

0xFFC4 (DHT 
table AC 

index (0x10) 

0xFFC4 (DHT 
table DC 

index (0x01) 

0xFFC4 (DHT 
table AC index 

(0x11) 

0xFFDA 
(SOS) 

01.jpg 177 206 281 310 366 
02.jpg 177 207 276 303 341 
03.jpg 177 206 269 296 341 
04.jpg 177 207 270 297 347 
05.jpg 177 206 268 295 334 

 

 
DHT marker – DHT length (DHL)– DHT table index (DTI) DC 0x00 table – DHT 16 byte  
                        Huffman bit code  (DHT16) – Variable Length Data (VLD)   
DHT marker – DHL – DTI AC 0x10 table – DHT16 - VLD   
DHT marker – DHL – DTI DC 0x11 table – DHT16 – VLD 
DHT marker – DHL – DTI AC 0x11 table – DHT16 - VLD  

Fig. 1. Sequence of DHT segments in a single baseline JPEG image file 

 

Table 2.  Fragmentation in DHT segment scenarios 

Fragmentation 
Scenarios 

Description 

Scenario 1 The JPEG file is split between the DHT marker and the “length” field (DHT struc-
ture). 

Scenario 2 The JPEG file is split between the “length” and “index” field. 
Scenario 3 JPEG file split in the middle of DHT structure i.e. between the index field and the 

“16-byte Huffman bit codes”. 

 

 
DHT Marker (DHT) Length Index 16-byte Huffman bit code (HC) Variable Data Length (VDL) 

Fig. 2. DHT without fragmentation 

 

Fig. 3. Fragmentation within DHT area illustrated according to scenarios given in Table 2 
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4   Experimentation 

There are two experiments done to show that some fragmentations within DHT area 
can be detected. These are some of the assumptions that we made when doing these 
experiments: 

• We are using baseline JPEG only. Baseline JPEG is widely used and has sim-
ple file structure.  

• All the file headers and footers are in sequential order and not corrupted. 
• Only a single pass is used. The header, footer and the fragmentation point will 

be indexed. This information can also be displayed to the user, but input output 
activities will increase the amount the processing time. 

• The validator stops once the first fragmentation point is detected.   
• Fragmentation codes (refer to Table 3) are introduced to represent the fragmen-

tation points detected (refer to Table 1). 

Table 3. List of fragmentation point codes used in the validators 

Fragmentation Code Type Fragmentation Scenarios 
DHT-FragType-1 Scenario 1 
DHT-FragType-2 Scenario 2 
DHT-FragType-3 Scenario 3 

 

Fig. 4. The screenshot of the validator showed the fragmentation point detected for ft1.jpg 

4.1   Experiment 1  

Download 100 baseline JPEG images from the Internet. Baseline JPEG can be 
validated by checking the existence of start-of-frame (SOF) where the SOF0 
marker must equal to 0xFFC0. Each file will be copied to three other files and 
renamed (ft1.jpg to ft3.jpg) as in Table 4. Each file will be fragmented with 
dummy data to represent each JPEG fragmentation scenarios as illustrated in 
Table 2 or Figure 3. The file ft1.jpg represents the JPEG file with DHT-
FragType-1 or fragmentation in DHT area as in scenario 1. The same goes for 
other files. These fragmented JPEG files either have their images distorted or 
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corrupted. The developed C program will be run using each of these input files 
separately. The sample output screen is illustrated in Figure 4 and the results 
obtained from one of the downloaded JPEG test files are shown in Table 4.  Other 
test files also shown similar results but differs only in the offset address value. 

4.2   Experiment 2  

The hard disk space is sanitized by creating a simple text file sanitize.txt in the 8MB 
partition with no content (size of 0kb). Open the file using a hex editor (e.g. HexAs-
sistant [15]) and then use the “insert block” option to insert up to maximum size of 
8MB into the file with 0x00. From the window explorer, the property for the 8MB 
partition shows “used space” is full. Delete the sanitize.txt file and then copy three 
fragmented JPEG test files (ft1.jpg to ft3.jpg) to the empty 8MB HDD partition. Im-
age of the HDD is taken using Helix Live CD and named as hdd.dd. Similar results to 
experiment 1 are obtained, as shown in Table 4. The experiment can be repeated with 
another set of three fragmented files. Similar results are obtained but differ only in the 
offset address value.  

Table 4.  List of detected fragmentation type from the test files 

Filename Fragmentation 
detected 

Actual fragmentation Offset Address 

ft1.jpg DHT-FragType-1 DHT-FragType-1 
DHT marker at offset address 177, DHT-
FragType-1 is detected at offset address 
179. 

ft2.jpg DHT-FragType-2 DHT-FragType-2 
DHT marker at offset address 177, DHT-
FragType-2 is detected at offset address 
181. 

ft3.jpg DHT-FragType-3 DHT-FragType-3 
DHT marker at offset address 177, DHT-
FragType-3 is detected at offset address 
182. 

5   Result and Discussion 

From the experiments done, all these fragmentation points (scenarios 1 to 3) are suc-
cessfully detected by displaying the fragmentation codes (e.g. DHT-FragType-3) and 
the fragmentation point addresses. 

6   Conclusion and Future Works 

File carving is an important, practical technique for data recovery in digital forensics 
investigation and is particularly useful when filesystem metadata is unavailable or 
damaged. One of the most popular file carvers is Scalpel. However, these file carvers 
still fail to merge files that are fragmented. Detection and classification of fragmenta-
tion points, made it easier for file recovery. The research on reassembly of JPEG files 
with RST markers, fragmented within the scan area have been done before. Fragmen-
tation within Define Huffman Table (DHT) segment should be given attention  
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because it could cause image distortion or corruption during decoding process. How-
ever, fragmentation within the DHT segment is yet to be solved. This paper analyzes 
the fragmentation within the DHT area and list out all the fragmentation possibilities. 
Two main contributions are made in this paper. Firstly, three fragmentation points 
within DHT area are listed. Secondly, few novel validators are proposed to detect 
these fragmentations. The result obtained from tests done on manually fragmented 
JPEG files, showed that all three fragmentation points within DHT are successfully 
detected using validators. For future research, experiments can be extended to carve 
these JPEG files fragmented within DHT. 
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Abstract. The previous key management methods are inadequate for secure 
data communication in cluster-based routing scheme. Because the cluster head 
is changed at each round, it has to take the step of authentication or shared key 
setting with neighbor nodes. In addition, there happens a large overhead for se-
cure communication if the mobility of nodes is considered. Accordingly, this 
study proposes a secure and efficient key management mechanism suitable for 
cluster-based routing protocol even when the nodes are moveable and new 
nodes are inserted frequently.  

Keywords: Cluster-based Routing, Secure Protocol, Key Management Scheme. 

1   Introduction 

A wireless sensor networks (WSN) consists of densely deployed sensor nodes. Because 
sensor nodes have very limited resources, it is not easy to apply existing public key 
encryption techniques such as RSA and Diffie-Hellman. In addition, as they are  
deployed in physical unsecure environment, a very large number of sensor nodes should 
allow errors and failures and are interconnected through autonomous networking, and 
for this reason, effective management and security functions are critical elements.  
Recently, intensive research is being made in WSN for developing various encryption 
methods through secure key distribution [1-5]. However, the previous methods for  
secure communication have a key distribution solution applicable limitedly to a specific 
structure [6]. Protocols such as LEACH [7], LEACH-C [8], and 3DE_var[13] are repre-
sentative methods that enhanced scalability and energy efficiency in cluster-based 
WSN. Because Cluster head(CH) is selected at each round and plays the role of routing 
for a specific time, it becomes the major target for a malicious attacker that tries to make 
it difficult to authenticate routing elements or to damage them. Accordingly, in order to 
enhance the security of communication in cluster-based protocol, links among nodes 
should be changed by reshuffling distributed keys dynamically or after a specific time, 
but this process causes a large overhead, so should be avoided as much as possible.  
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This study proposes not only efficient energy use in cluster formation but also for 
securer and more efficient communication within the cluster and higher overall net-
work efficiency through securer participation in the established cluster when new 
nodes are added or existing nodes are assigned mobility. 

2   Related Works  

The Random Key Pre-Distribution (RPK) [1] guarantees secure authentication among 
nodes through the three-step process of random key predistribution, shared key dis-
covery, and path key establishment. The size of key ring to be stored in each node has 
to be enlarged in order to increase network connection weight, and this enables a 
malicious attacker to get more keys through node compromise. In order to solve this 
problem, a method that utilizes information on sensor node deployment was proposed, 
but it still has the problem that a malicious attacker can use a key obtained from node 
compromise in other areas of the sensor network [10]. In addition, this method does 
not consider security analysis, through which compromised nodes can tap or hide 
compromise efficiently through mutual cooperation [11].  

As it was considered difficult to design a secure key mechanism using a key in a 
sensor network where a large number of sensors are scattered, LEAP [4] was pro-
posed, which has four keys. The four keys are private key shared with BS, broad-
casted group key that base station(BS) shares with all nodes in the network, pairwise 
key shared with other sensor nodes, and cluster key shared with a number of neighbor 
nodes. Because the private key and the group key are assigned before sensor nodes 
are deployed, a malicious attacker may compromise a sensor node. In addition, when 
a sensor node is compromised before initialization as in the master key-based scheme, 
the malicious attacker may be able to generate all the keys used in WSN by acquiring 
all information stored in the sensor node within a minute [12]. 

HIKES[9] is a method in which BS plays the role of the Trust Authentication and 
assigns part of its roles to CH. It can generate a key from partial key escrow table in 
all nodes and can be elected as CH, and after data aggregation, information is trans-
mitted to BS through message exchange among CHs. However, because sensor node 
authentication is carried out by BS and partial key escrow table has to be stored in 
every node, this method requires an additional storage space. When a malicious at-
tacker obtains partial key escrow table through node compromise, it can infer from 
the partial key escrow table a pairwise key between CH and sensor nodes situated in 
other areas.  

3   Proposed Approach (3DE_sec) 

3.1   Key PreDistribution Step 

The key predistribution step is divided into the process of distributing k  random keys 
and the process of selecting the personal key for unique communication with BS. In 
the key distribution process, a large pool with Pool  keys and their key identifiers are 
generated before all the nodes are deployed in WSN, and k  keys out of Pool  are 
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randomly selected and stored in the memory of each sensor node. In cluster-based 
routing, all nodes should have a unique key with BS for sending information from 
other nodes in the same cluster or for receiving a query from BS. This key is called 
personal key (it is a private key in LEAP).The personal key is randomly selected one 
of k  keys in the key ring. 

3.2   Shared Key Discovery Step 

This step searches for a shared key with sensor nodes in the cluster. CH can know 
whether the sensor nodes have a shared key by broadcasting its own key ID. Using 
the shared key, secure links are established with nodes, and secure communication is 
guaranteed. The share probability( sp ) that the key ring assigned to each node is 
shared with neighbor nodes can be calculated from Pool and k as in Equation (1). 
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If the number of nodes in WSN and share probability( sp ) are predefined, suitable key 
ring size is calculated by equation (2). 

3.3   Shared Key Establishment Step 

Phase 1: Authentication through Shared Key Authentication 
After the key predistribution step, each node has a k -sized key ring and a unique 
personal key for secure communication with BS. This authentication, which is called 
primary authentication, is made through setting a shared key among nodes using k  
keys assigned to each node, thus a secure communication path is established. 

Phase 2: Authentication by an Authentication Center Delegated by BS  
There is no shared key between newly selected CH and nodes in the cluster, if authen-
tication is obtained from BS, it may increase the overhead of BS and network traffic. 
In this case, authentication can be performed quickly and overall delay time can be 
minimized by reusing node information obtained from previous CH. In case of 
3DE_var[13], the previous CH can select the optimal CH using various types of  
information, so authentication can be performed by a reliable node. In addition, 
whether a node has been an unchanged member of the cluster is confirmed using the 
cluster key from the previous cluster head, and this is called secondary authentication.  
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The previous cluster key used by the authentication node trusted by BS is used as a 
temporary shared key. 

Phase 3: Authentication and Shared key Establishment through BS  
If there is no shared key or temporary shared key through the primary and secondary 
authentication, it has to be authenticated and established directly by BS as in Figure 1. 
That is, for a newly inserted node or a node moved from another cluster, which does 
not have authentication information such as shared key or previous cluster key, it is 
hardly possible to be authenticated at the primary or secondary authentication step. 
Such a node chooses samples at random from the keys in each key ring, and sends 
AREQ(Authentication Request Packet) to BS, and goes through authentication by BS. 
In order to be authenticated by BS, it extracts some samples, and sends an encrypted 
message using the personal key to the selected CH. CH forwards encrypted messages 
from nodes without the shared key to BS, and BS decrypts the encrypted messages, 
and checks if they agree with the set of >< vallengthBAidx ,,,  pairs, the authentication 
request sample code of the sender node ID. The applied idx  means the index of the 
node in the key ring, BA  is the base address, length  is length, and val is value. And 
these values are set by random functions, then val  indicates the value of the key at a 
distance of length  from BA . If the samples agree with each other AREP(Authentication 
Reply  Packet) is sent CH and requested node. Otherwise, node ID of the malicious 
node intending the disruption of communication is detected and sent to each CH so that 
malicious ID be removed from the key ring of all nodes. Because, due to the character-
istic of the cluster-based scheme, CH should be changed at a regular interval of time, 
AREP contains the shared key’s information assigned by BS.  

Vulnerable nodes such as nodes do not have shared key with CH and newly in-
serted nodes should be authenticated by BS. Accordingly, as in Figure 2, the nodes 
build >< idxNodeID, pairs, information contained in large pool before key distribution 
and in the key ring with k keys distributed to each node, in the pool database of BS 
simultaneously with key predistribution. Here, NodeID  means the ID of each node, 
and idx  is the index of each node ID in the key ring.  

Figure 2 shows the process of checking an authentication sample code sent by a 
node without the shared key against the pool database owned by BS. Message 
(

xAREQMSG ) which is the authentication sample code that node ID x encrypted using 

its personal key, is decrypted by BS, and >< "0000000011",10,1,0 is its part. This means 
that the value of 10 bits at a distance of 1 from the key at the position of 0th index in 
node x .  

If this value coincides with the value in the BS database, tertiary authentication is 
performed. That is, node ID x is authenticated and AREP is sent so that CH and 
x can establish the shared key. The message, whose value is the same as 

xAREQMSG , 

is sent to AREP and reconfirmed by the node and CH, and then the shared key is 
used. The shared key generated through authentication is used as a cluster key for the 
secure receiving of data sensed during the present round. 

Figure 3 shows the overall situation of secure key management at each round of 
3DE_sec. Step 2 shows key management through the authentication of the 3DE_sec 
protocol in the 'Else' statement. In figure 3, )(msgMACk  is the MAC calculated using  
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Fig. 1. The example of the authentication 
request and authentication reply process 

Fig. 2. Example of the cryptographic 
message authentication validation process 
of BS  
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Fig. 3. 3DE_sec protocol 
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key k , xc  is the Counter shared by node x  and BS, r  is the id of the keys in the key ring, 

[ ]rk  is the Symmetric key associated with id r , xR  is the Set of key ids in node x ’s key 

ring, j , iA , CH , BS , xid , id of node x , and G are the Reporting cycle within the current 

round, Node, Cluster head, Base Station, and Set of nodes in cluster, respectively. 'F , F , SC , 
and ASC  are the Authentication request data fusion function , Data fusion function, Authenti-
cation Request Sample Code ( BSAi → ), and Authentication Validation Sample Code 

( iABS → ), respectively. →⇒,  mean Broadcast and Unicast. 

4   Simulations 

The simulator used in this study was built in Visual C++. In our experiment, we lim-
ited network size ( mm 100100 × ) and formed clusters by determining the optimal 
number of clusters according to distance between BS and network area using Equa-
tion (3) [8]. 

22 toBSmp
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MN
k

ε
ε

π
=  (3)

where, N is the number of the nodes in WSN, toBSd  is the distance from BS to cluster 

head node. For our experiments, we set 2//10 mbitpJfs =ε , 4//0013.0 mbitpJmp =ε , 

mM 100= , and 000,10=N . When the value was put in Equation (3), the optimal 
number of cluster optk  is 62. Accordingly, the size of key ring in 3DE_sec is about 

162 ( 62/000,10≈ ). Assuming that, transmission energy to BS for the authentication 
of unauthenticated nodes at each round is hLengtEn Tx ′×× in the proposed 3DE_sec 

and hLengtEn Tx ′′××'  in HIKES, for 3DE_sec to be more energy-efficient than HIKES, 

its total energy consumption should be less and this condition is satisfied in  
Equation (4). 

n
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where, hLengt ′′  is the size of each key, and hLengt ′ is the size of authentication sam-

ple code for authenticating with BS, that is, *},,,{ >< vallengthBAidx .  
Table 1 below shows the number of keys not shared according to the size of key 

ring and the size of authentication sample code for optimizing energy efficiency when  
is 10,000. Here, when the minimum size of key ring is 94, 3DE_sec is more energy-
efficient and securer in key management than HIKES. Furthermore, uniqueness can 
be guaranteed when the authentication sample code is at least 39 bit long. 

Table 2 compares required storage capacity between existing key management 
methods and 3DE_sec proposed in this study. When N is 10,000 and the size of key 
ring ( k ) is 94, each node uses a space of Key×100 and, as a result, 3DE_sec uses a  
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Table 1. Authentication sample code size according to k  for energy efficiency (N=10,000) 

k  sp (%) # of non-
shared key

Authentication Sample Code 
Size(Threshold bit) 

Length' 
(Min bit) 

50 22.22% 7,778 < 21bit 38 bit 
94 59.01% 4,099 < 40 bit 39 bit 
95 59.79% 4,021 < 40 bit 39 bit 

100 63.58% 3,642 < 44 bit 39 bit 

162 93.06% 694 < 231 bit 40 bit 

200 98.31% 169 < 947 bit 40 bit 

220 99.29% 71 < 2,254 bit 40 bit 
250 99.84% 16 < 10,000 bit 40 bit 

Table 2. Comparison of the storage requirement for cryptographic primitives(N=10,000)[9] 

Cryptographic Primitive LEAP RKP HIKES 3DE_sec 

Initialization key 0 N/A 1 N/A 
Cluster- key
(Temporary Key) 

1 N/A 1 1 

Node-to-CH key 1 N/A 50 N/A 

Node-to-Node keys 50 250 50 k 

Node-to-BS key 1 N/A 1 1 

Global key 1 N/A 1 1 

Backup key N/A N/A 1 N/A 

Commitment keys 50 N/A N/A N/A 

Length of Key Chain 20 N/A N/A N/A 

Size of Key Escrow Table N/A N/A 16 N/A 

Total Primitives 124 250 121 k + 3 
     

 
space, respectively, 21.8%, 61.2%, and 19.1% less than LEAP, RPK, and HIKES. 
Here, || Key  indicates key size for uniqueness in the entire pool database, and in case 
stability within WSN is more important than energy efficiency, it can be achieved 
through increasing k . 

Figure 4 shows the Average percentage of energy dissipation by a cluster head on 
key management over cluster density in both 3DE_sec and HIKES. In this case, we 
are not concerned about optimum number of nodes according to the network size in 
cluster. When the key size is 16 bits in the key management mechanism for security, 
3DE_sec consumes energy around 2.1% less than HIKES, so it enables more efficient 
energy use throughout the entire network. It shows that if cluster density is more 
higher than about 80 nodes, 3DE_sec is more efficient energy dissipation by a CH.  
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Fig. 4. Average percentage of energy dissipation by a cluster head on key management over 
cluster density in both 3DE_sec and HIKES 

5   Conclusions and Future Works 

This study proposed a cluster-based key management method that can set a shared 
key faster and more securely using a key ring assigned to each node before deploy-
ment in cluster formation within WSN. This key management method showed that it 
can work more energy-efficiently than existing key management methods even when 
nodes are mobile or new nodes are inserted. In future research on the application of 
the cluster-based routing protocol, we need to enhance the overall performance of 
network by minimizing the delay time in cluster formation. 
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Abstract. This paper aims at automatic detection of infinite recur-
sion at compile time in aspect-oriented programs. Infinite recursion is a
known problem with aspect-oriented programming. If programmers do
not take particular precautions, aspects that advise other aspects can
easily and unintentionally lead to infinite recursion. The solution that
is proposed in this paper informs programmers of aspects that lead to
infinite recursion by showing compile time error messages and warnings.
This paper, additionally, measures effectiveness of its proposed solution
by applying it to several case studies. The solution that is proposed in
this paper suggests that programming in aspect-oriented languages can
be done more safely without restricting languages features or imposing
runtime overhead.

Keywords: Infinite Recursion, Interprocedural Anlysis, Aspect-Oriented
Programming, Debugging Aspect-Oriented Programs.

1 Introduction

A major problem with current mainstream aspect-oriented languages, such as
AspectJ is that an aspect-oriented program can easily contain code that leads
to unintentional infinite recursion. This unexpected infinite recursion is caused
due to advice advising other advice or advising methods that they call. Even
though recursion might be used intentionally in aspect-oriented programs by
programmers for solving recursive problems, in practice, it is mostly unintended,
and consequently a programming error [1].

To avoid infinite recursion, programmers use a particular workaround such that
for each aspect A, its pointcuts are conjuncted with a !cflow(within(A)) point-
cut [1]. This prevents infinite recursion caused by aspects advising themselves,
but since cflow pointcuts cannot be matched statically, it brings on consider-
able runtime overhead [2,3]. Even if the runtime overhead is not an issue, this
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approach requires programmers to follow conventions and conjunct each point-
cut with !cflow(within(A)).

Testing is a common solution for revealing faults in all programming paradigms,
including infinite recursion in aspect-oriented programs [4,5]. However, most of-
ten, testing requires to be followed with further analysis to reveal the causes of
the failures.

Bodden et al. [6] have proposed an extension to the AspectJ language, As-
pectJ*, which totally averts infinite recursion in aspects by layering aspects and
preventing aspects from advising aspects in higher levels or aspects in the same
level. This solution prevents the infinite recursion problem, but it restricts the pro-
grammers to program in AspectJ*. To remedy the restriction, Bodden et al. have
offered a refactoring for transforming AspectJ programs to AspectJ* programs.
However, refactoring existing programs could be burdensome for large programs.

A totally different approach is proposed in [7] and has been implemented in
XFindBugs. XFindBugs examines the bytecode generated by a specific AspectJ
compiler for detecting several special patterns that lead to faults in AspectJ pro-
grams. One of the patterns that is examined by XFindBugs is a pattern that leads
to infinite recursion. A major difficulty with XFindBugs is its dependency on the
code generated by a specific AspectJ compiler, ajc1. XFindBugs is incapable of
finding bugs in the compiled bytcode of AspectJ programs that are not compiled
with the ajc compiler.

In this paper a new approach to automatically detect infinite recursion in aspect-
oriented programs is presented. The proposed approach is based upon the static
analysis of source code of aspect-oriented programs. The proposed approach does
not require the programmer to insert any specific instruction within the program
and does not impose any runtime overhead on the program execution.

The remaining parts of this paper are organized as follows: Section 2 delves
into the proposed solution. In section 3 preliminary results of applying the pro-
posed solution to several benchmarks are presented. Finally, section 4 deals with
future work and conclusion.

2 The Proposed Approach

The approach that is proposed in this paper consists of two parts. The first part,
which is described in Section 2.1, is concerned with transforming an aspect-oriented
program to a model that can be used for analyzing the source code. The second
part, which is described in Section 2.2, is concerned with detection of infinite re-
cursion in the transformed model.

2.1 The Program Model

The proposed approach of this paper is based on two assumptions:

1. Advice bodies and method bodies are equivalent, except for the fact that
each advice body has a pointcut associated with it.

1 http://eclipse.org/aspectj
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2. All join points reside in methods.

The outcome of the first assumption is that when a join point is captured by a
pointcut and its relevant advice is executed, it can be assumed that a method
call has happened, and the method that is executed is the body of the advice.

The second assumption needs more elaboration. A join point can reside in any
of the following places: inside a method, inside an advice, inside an initialization
block, inside a class constructor, inside a static initialization block, at a static
field initialization, and at a non-static field initialization. When a join point does
not resides in a method, several clarifications are required to keep the assumption
true. These clarifications are as follows:

1. Clarifying join points inside an advice: The first assumption about the
equivalence of methods and advice makes this clarification straightforward.
Joint points that are inside an advice whose signature is advice : param1 ×
param2 · · · × paramn �−→ out are supposed to reside in a method with the
same name whose signature is advice : param0 × param1 × param2 · · · ×
paramn �−→ out. This method has an extra param0 which contains the
context of program at the captured join point.

2. Clarifying join points inside an initialization block: Joint points that
are inside an initialization block are supposed to reside in a special 〈init〉
method which has no parameters.

3. Clarifying join points inside a constructor: Join points that are in a
constructor whose signature is new : param1 × param2 · · · × paramn �−→
out are assumed to reside in a special method whose signature is 〈init〉 :
param1 × param2 · · · × paramn �−→ out.

This assumption implies that for classes with more than one construc-
tor, there are several 〈init〉 methods with different signatures in the pro-
gram model. The parameter lists of each 〈init〉 method is defined by its
corresponding constructor. All constructors are supposed to call the special
method 〈init〉 at their entry point before other statements inside their bod-
ies. If there is a default constructor (i.e. constructor with no parameters), it
is supposed that its body is merged with the body of 〈init〉.

4. Clarifying join points inside a static initialization block: Joint points
that are located inside a static initialization block are supposed to reside in
a special static method, 〈static〉, which takes no input parameters. If there
are more than one static initialization block in a class, their corresponding
join points are supposed to reside in 〈static〉 method in the order that they
appear in the source code.

5. Clarifying join points at a static field initialization: Joint points that
are associated with initialization of static fields are supposed to reside in
the special method 〈static〉. The order of their appearance in 〈static〉 is the
same as the order in which they appear in the source code.

6. Clarifying join points at a non-static field initialization: Joint points
that are associated with initialization of non-static fields are supposed to
reside in the special method 〈init〉. The order of their appearance in 〈init〉
method is the same as the order in which they appear in the source code.
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1 public class Computer {
2 public static Random theRandom = new Random (13 ) ;
3 public static double maxInArray (double [ ] a r ray ){
4 double maxValue = 0 ;
5 for ( int i = 0 ; i < array . l ength ; i++){
6 maxValue = Math .max(maxValue , ar ray [ i ] ) ;
7 }
8 return maxValue ;
9 }

10 // re s t o f the code . . .
11 }

Fig. 1. A Sample Snippet of an Aspect-Oriented Program

Table 1. Residues of join points inside the Snippet Code in Figure 1

Line# Join Point Residue
2 set(theNumber) <static>()

2 new(Random) <init>(int)

4-8 execution(maxInArray) maxInArray(int)

5 get(array.length) maxInArray(int)

6 call(max(double, double)) maxInArray(int)

Figure 1 is a snippet from the Null-Check benchmark that is distributed with
AspectBench Compiler. Clarification for static methods and static method ini-
tializers for this snippet are shown in Table 1.

These assumptions are used to extract a program model P from the source
code. This model contains, a set BP of all methods and advice bodies defined in
P , a set JPP of join points defined in P , a relation CP ⊂ BP ×BP of all method
calls in P , a relation AP ⊂ JPP × BP which indicates join points advised by
each advice, and a relation RP ⊂ JPP × BP which indicates residues for each
join point. Since this model assumes that methods and advice are equivalent, not
only does the relation CP contain method calls, but also it contains all advice
bodies that are woven into join points. The BP itself is the union of MBP and
ABP , respectively the set of all method bodies, and the set of all advice bodies
defined in P .

P = 〈BP , JPP , CP , AP , RP 〉 (1)

This model is used for constructing an extended call graph, ECGP = (NP , EP ),
in which method and advice bodies form vertices of the graphs. An edge e =
(b1, b2) belongs to this graph provided that one of the following conditions is
satisfied:

– There are method bodies b1 and b2 such that b1 calls b2.
– There is an advice body b1 and a method body b2 such that b1 invokes b2.
– There is a method body b1, an advice body b2, and a join point jp, such that

jp resides in b1 and is advise by b2.
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– There are advice bodies b1 and b2, and a join point jp such that jp resides
in b1 and is advised by b2.

(b1, b2) ∈ ECGP ⇐⇒ (∃b1 ∈ BP ∧ ∃b2 ∈ BP : (b1, b2) ∈ CP )
∨ (∃jp ∈ JPP : (jp, b1) ∈ RP ∧ (jp, b2) ∈ AP ) (2)

Consequently, there is an edge (b1, b2) in ECG if and only if b2 is reachable from
b1 via a method call or a an advice application execution. For finding all edges
it is necessary that all join points and their residues be identified.

For extracting this model AspectBench Compiler abc [8], which is an extensi-
ble AspectJ compiler, is used. This compiler is capable of running user defined
passes and analyses, i.e. it is possible to define your desired passes and analysis
and add them to abc.

2.2 Cycle Detection in the Extended Call Graph

Each edge in the extended call graph is labeled with one of the following labels:

c : An edge labeled with c is guaranteed to be executed each time its containing
method is executed.

u : An edge labeled with u maybe executed each time its containing method is
executed, this, however, is not guaranteed.

Let CFGb = (Nb, Eb, nentryb
, nexitb

) be the control flow graph of method b ∈ BP ,
in which Nb is the set of nodes, Eb is the set of edges, nentryb

is the entry node,
and nexitb

is the exit node. Let’s suppose that edge e = (b, b′) is due to node
n in CFGb, i.e. statement n ∈ Nb is a method call statement that invokes b′.
Additionally, let � indicate the dominator relation, such that n � n′ indicates
n dominates n′.

An edge e = (b, b′) ∈ ECGP is labeled c if and only if b � bexitb
, else it is

labeled u.
In order to detect cycles in the extended call graph, the default cycle detection

algorithm provided by abc is used. The cycle detection algorithm is applied to the
call graph twice. The first application of the algorithm detects cycles whose edges
are labeled with c. This application of the algorithm detects cycles which are
guaranteed to lead to infinite recursion. The second application of the algorithm
detects all cycles regardless of the labels of their forming edges. This second
application of the algorithm detects cycles which may or may not lead to infinite
recursion. In theory, not only does this application detect cycles that are detected
by the previous application, and consequently are programming errors, but also
detects cycles that might be intentionally developed by programmer. In practice,
however, the likelihood of intentional creation of advice that participates in a
cycle is very low.
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3 Preliminary Results and Discussion

The solution that is proposed in this paper has been applied to a variety of
benchmarks collected from different sources. The Logging benchmark is an im-
plementation of the logging aspect that is introduced by Laddad in [1]. The
Profiling benchmark is one of the several profiling aspects that are introduced
in [9]. The Null-Check and Law of Demeter benchmarks are benchmarks that
are distributed with abc [8] and are used by Dafur et al. [10]. The Non-Negative
and Instrumentation benchmarks are used by Richard et al. [11]. These bench-
marks have been applied to some base applications, among which the Telecom
benchmark is distributed with AspectJ, and the Stack and Account applications
are benchmarks that are used by Richard et al. [11].

Comparing to other benchmarks, the Profiling and Logging benchmarks have
two distinct characteristics. Firstly, they have pointcuts that have the possibility
to capture join points scattered in different packages and classes. As shown in
line 5 of Figure 2, the Profiling benchmark defines a pointcut that captures all
methods calls to the toString() methods.

Secondly, these benchmarks invoke several methods, which might be advised
by other aspects, in the body of their advice. As shown in lines 8-11 of Figure 2
the Profiling benchmark invoke several methods over the totalCounts object
and other objects in one of its advice bodies. Containing pointcuts that capture
join points from different classes and invoking several methods in their body
increases the likelihood of forming infinite recursion.

Table 2 represents the result of applying the proposed approach to the men-
tioned benchmarks. The first row in this table shows the name of the base
application that is used. Several benchmarks have been applied to each base
application. These benchmarks are marked in rows 2 to 9 of Table 2. The last
four rowss show the results of applying the proposed approach to the bench-
marks. The Number of Edges in ECG row shows the number of edges that have
been constructed in the extended call graph during analysis of benchmarks.

In Table 2, the Certain Cycles and Non-Certain Cycles rows show the number
of cycles that have been identified as cycles that certainly happen, and the

1 aspec t ToStr ingCountingAspect {
2 private Map tota lCounts = new HashMap ( ) ;
3 private int myCount = 0 ;
4 pointcut myCall ( ) : ca l l ( S t r i ng MyClass . t oS t r i ng ( ) ) ;
5 pointcut a l l C a l l s ( ) : ca l l ( S t r i ng ∗ . t oS t r i ng ( ) ) ;
6 before ( ) : myCall ( ) { myCount++; }
7 after ( ) : a l l C a l l s ( ) {
8 Class c = thisJPSP . ge tS i gna tu r e ( ) . getDeclar ingType ( ) ;
9 In t e ge r i = ( In t e ge r ) tota lCounts . ge t ( c ) ;

10 i f ( i != null ) tota lCounts . put ( c ,new In t e ge r ( i . in tValue ( )+1) ) ;
11 else tota lCounts . put ( c ,new In t e ge r ( 1 ) ) ;
12 }
13 }

Fig. 2. The Source Code of Profiling Benchmark
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Table 2. Number of Faults that has been Detected in Different Benchmarks

number of cycles that might happen, respectively. As mentioned in Section 2.2
certain cycles contain edges labeled with c while non certain cycles contain edges
labeled with both c and u.

All detected cycles have been examined manually to see if they really lead to
infinite recursion. The last row of Table 2 shows the correctness of the solution
in terms of the the number of False Negatives. As represented in Table 2, while
none of the benchmarks include a fault individually, infinite recursion might oc-
cur when more than one benchmark is applied to a base application. As it was
expected, when benchmarks contain pointcuts that capture join points located
in different classes, in this case for Logging and Profiling benchmarks, advice ad-
vising other advice may lead to infinite recursion. Putting Logging and Profiling
benchmarks away, no combination of other benchmarks has ever resulted in infi-
nite recursion, mainly because other benchmarks have pointcuts that strictly re-
strict join points that they capture by explicitly identifying packages and classes
that should be advised.

Additionally, the proposed approach is not capable of detecting infinite recur-
sion when the Law-of-Demeter benchmark is woven to the base application along
with Loggingg and Profiling benchmarks. The authors believe that this inabiliy
to detect infinite recursion when the Law-of-Demeter benchmark is applied to
the base application is due to presence of dynamic pointcuts in this benchmark
which are evalueted at runtime.

4 Conclusion and Future Work

The overall experiment suggests that despite the considerable number of False-
Positive results, the solution can lead to development of safer programs, however,
it suffers from two main restrictions that we would like to redress in our future
work. First of all, the cycle detection algorithm is not efficient enough to be
used for large programs. In a real world program, the number of vertices in
the extended call graph of the program can be drastically high. This makes the
analysis time of the programs unreasonably long.
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Then after, as described in Section 3, the proposed solution cannot always
detect infinite recursion correctly. Lower False-Negative rates are achievable via
more a sophisticated analysis of the source code. This apparently achievable via
predicting join points that are captured by each dynamic pointcut.
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Abstract. This paper presents a hierarchical test model and automated test 
framework for robot software components of RTC(Robot Technology Compo-
nent) combined with hardware module. The hierarchical test model consists of 
three levels of testing based on V-model : unit test, integration test, and system 
test. The automated test framework incorporates four components of test data 
generation, test manager, test execution, and test monitoring. The proposed 
testing model and its automation framework is proven to be efficient for test-
ing of developed robotic software components in terms of time and cost. The 
feasibility and effectiveness of proposed architecture for robot components 
testing are illustrated through an application example along with embedded 
robotic testbed equipped with range sensor hardware and its software compo-
nent modeled as an RTC. 

Keywords: Robot Software Component Testing, Robot Hardware Testing,  
Hierarchical Test Model, Automated Testing System, Robotics. 

1   Introduction 

As robotic systems are getting more complicated and their application area broaden, the 
researches on development and standardization of robotic software platform has been 
reported recently. The standardization of robot software platform is aiming at more 
efficient customization and manufacturing of robotic products than without. To this end, 
the component based development approach has been used for generation of 
RTC(Robot Technology Component) and OPRoS(Open Platform for Robotic Ser-
vices)[1,2]. However, for the component based robotic software and its platform to be 
applicable in common, the reliability on performance of software components and their 
conformity with and portability to different robotic systems have to be insured. In order 
to achieve these requirements, it is essential that the usability and operability of robot 
software components are tested during their development process. Nevertheless, few 
research results on testing of robotic software components have been reported so far.  
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In view of this, a hierarchical test model and automated test framework is proposed 
for robot software components of RTC(Robot Technology Component) combined 
with hardware modules. Based on V-model, the hierarchical test model consists of 
three levels of testing: unit test, integration test, and system test. The automated test 
framework incorporates four components of test data generation, test manager, test 
execution, and test monitoring. The framework allows us to more easily perform 
robot component test by applying an available testing technique corresponding to its 
test object and test level defined. Together with the proposed test model, it also pro-
vides user interface, test engine, test resource repository, etc. This paper implements a 
test-bed for testing of the proposed system and verifies its efficacy through a series of 
experiments. 

2   Test Model and Test Framework 

2.1   Test Model Structure 

Test model is based on RTC, the standard robot software component of OMG. Fig. 1 
shows the structure of test model in conformity with RTC and its application example 
to an ultrasonic range finder sensor. 

�

Fig. 1. Test Model Structure(left) and Its Application Example(right) 

The overall robot software test system is composed of robot software platform,  
robot software component, robot hardware API, robot hardware module, and simula-
tor. Robot hardware module is hardware part of robot and simulator is a virtual robot 
hardware platform which can accommodate robot hardware API in place of robot 
hardware module. Robot hardware API provides common parts of robot hardware 
modules in the form of prototype function. The body of robot hardware API is defined 
as library or DLL in accordance with robot hardware module. 

Fig.2 shows an implementation of test model for range finder sensor component 
conformed with the standard robot software component RTC. 

Robot software components complying with RTC standard communicate with each 
other through ports. In Fig.2, the range finder sensor component possesses 1 data port 
for range data output and 3 service ports for transmission of internally executed  
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functions to other component. Three internal functions include GetDistance for dis-
tance value and setProfile/getProfile for transmission of component profile. 

 

�

Fig. 2. Robot Software Component Test Model for Range Sensor 

2.2   Outline of Hierarchical Testing Procedure 

Since robot software component operates tightly coupled with its corresponding robot 
hardware module, robot component testing procedure needs to accommodate hardware 
and its interface as well as robot software component. In view of this, a hierarchical 
testing procedure is set up in this paper for testing of robot component conformed to 
RTC. Fig. 3 shows the proposed hierarchical testing procedure model which includes 
three levels of testing : unit testing, integration testing, and system testing for robot 
component. The three testing levels correspond to hardware testing, hardware API 
testing, and composite software component testing, respectively. That is, in Fig. 3, 
hardware module is considered as a basic unit for hierarchical testing of robotic soft-
ware component. 

After unit testing for validation of hardware module, the interoperability of hard-
ware module and software component is checked by performing integration testing. In  
 

�

Fig. 3. Hierarchical Testing Procedure for Robot Software Component 
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this step, robot hardware API is tested for performance index of functionality by using 
test cases derived from black box testing techniques such as boundary value analysis, 
equal partitioning test, decision table testing, etc. The performance index of function-
ality includes completeness of function realization, correctness of data, compatibility 
of data, etc. In the final step of system testing, a series of operations are tested for 
software component which are specified in the document of software component 
requirement. The performance index for system testing consists of functionality 
(compatibility of document, exactness of state transition, correctness of data), mainte-
nance(comprehensibility of cause of defect), portability(functional alternativeness), 
etc. The testing techniques of boundary value analysis, equal partitioning testing, state 
transition testing, etc. are used for system testing of robot software component. 

2.3   Testing Automation Framework 

Although robotic software testing is crucial for development and application of 
standard robotic software platform and its components, lack of manpower and 
resources and insufficient time induces difficulty in provision of systematic testing 
process during robotic software development and application. In order to reduce time 
and cost for testing of robotic software, it is important to develop standard test model 
and automatic testing framework which provides systematic testing procedure.  

To this end, a testing automation framework is designed for testing of robotic 
software component based on the hierarchical test model presented in the previous 
subsection. Fig. 4 shows the proposed testing framework consisting of user interface, 
test engine, and test resource repository. User interface implements three levels of 
testing hierarchy : robot hardware module test UI for document and performance test, 
API test UI for interface test, and robot software component UI for functional test. 
Test engine includes test manager, test data generation unit, test execution unit, and 
test monitoring unit. Test resource repository provides materials necessary for 
execution of test process to test engine such as test code, test plan, test case, metrics 
of performance measurement, etc. It is also illustrated in Fig. 4 that test engine can 
operate linked with robot hardware testbed or robotic simulator provided. 

�

Fig. 4. Schematic of Testing Automation Framework 
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Fig. 5 demonstrates the operation of test engine by showing the interplay between 
function blocks of inner and outer parts. 

�

Fig. 5. Operation Flow of Test Engine 

2.4   An Application Example 

The proposed test model and its test framework are applied for testing of range sensor 
component mounted on a robot hardware testbed. Fig. 6 shows the details of test envi-
ronment operating coupled with the test framework in Fig. 7. 

�

Fig. 6. Testbed for Evaluation of Range Sensor Component 

Testbed system hardware consists of wireless communication station (①), ultra-
sonic range sensor module(②), motor drive unit(③), and target object carrier(④). 
The wireless communication station connects testbed system to the main PC of robot 
test engine which controls the ultrasonic sensor and motor drive unit for synchroniza-
tion of testing procedure.  
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Fig. 7 shows the block diagram of overall experimental setup including the main 
PC working as test agency. 

�

Fig. 7. Block Diagram of Overall Testing System 

�

Fig. 8. Test UI for Testing Framework 

Fig. 8 shows user interface for testing framework implemented using MFC. In the 
figure, testing framework supports test case generation along with testing target, test 
execution, test result display, etc.  
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Test case refers to performance indices shown in Fig. 9, where range sensor exam-
ple is given. Boundary value analysis and equivalent division methods are used for 
the derived test cases shown in Table 1 and 2. 

�

Fig. 9. Performance Indices for Evaluation of Range Sensor Module 

Table 1. The Test Case for Data Correctness of Range Sensor Module  by Equivalent Division 
Method 

test case 1 2 3 

distance value 2 150 400 

range distance < 3 3 <=distance<= 300 distance > 300

expected result 
Timeout 

(unmeasurable)
distance value 

Timeout 

(unmeasurable)

Table 2. Test Case for Data Correctness of Range Sensor Module  by Boundary Value Method 

test case 1 2 3 4 

distance 

value 
2 3 300 301 

expected 

result 

Timeout 

(unmeasurable)
distance value distance value 

Timeout 

(unmeasurable)

Fig. 9 demonstrates experiment result for correctness test of range sensor data by us-
ing ultrasonic sensor module SRF-04. Similarly, Fig. 10 shows the experiment result 
for fault tolerance test of range sensor data by using the same ultrasonic sensor module. 
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�

Fig. 10. Correctness of Data for Ultrasonic Sensor Module(SRF-04) 

�

Fig. 11. Fault Tolerance of Data for Ultrasonic Sensor Module(SRF-04) 

The ultrasonic sensor module used in the experiment covers a wide range of 3cm ~ 
300cm. Fig. 9 plots the analyzed data correctness of ultrasonic sensor based on  
experiment result. In the figure, data correctness was defined as equation (1). 

100
number of test success

Data Correctness
number of trials

    = ×
   

(1)

Where test success means the case that its measurement value remains within normal-
ized error bound. 

In the graph, it is found that the ultrasonic sensor SRF-04 module operates cor-
rectly in the range 100~280 cm. On the other hand, data correctness decreases notably 
at the distance less than 80cm or larger than 290cm. The experiment results show that 
performance of ultrasonic sensor module SRF-04 does not agree with the product 
specification for operation range of 3cm~300cm. 

Fig. 10 plots fault tolerance rate of ultrasonic sensor tested. In the figure, fault tol-
erance is defined as the % rate of data within permissible error bound among data 
corresponding to test success. Fault tolerance rate is computed by using the following 
equation. 

100
number of fault tolerance data

Fault Tolerance
number of test success

    = ×
    

(2)
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Where fault is defined as the test result whose measurement value does not agree with 
the expected one. Similarly, the number of fault tolerance is defined as among the 
faults the number of faults within allowable error bound. Hence, the fault tolerance 
provides a reliability measure of sensor data for successful test.  

In this experiment, a series of tests and its results has been generated demonstrating 
the effectiveness of proposed test model and automatic test framework for robot soft-
ware component of range sensor module. Experiment verifies that the use of hierar-
chical test model and automatic test framework supports efficient testing of robotic 
software components in terms of time and cost by generating various test cases in 
systematic way. 

3   Conclusion and Further Research 

As personal robot system and robotic apparatus spread fast in various fields, the 
higher functionality and better performance are in great demand nowadays. In addi-
tion, the guaranteed reliability of interactive robot is of special importance in user's 
real life, since its defects might cause fatal damage to man and economic loss. In this 
respect, the performance and safety test of robotic software component together with 
robot hardware module is crucial for stable robotic interaction with human and its 
working environment.  

Considering the importance of robotic software validation, a hierarchical testing 
model and its testing automation framework are developed for RTC compatible robotic 
software components. The effectiveness of proposed testing model is demonstrated 
through a series of real experiments for an embedded robotic testbed equipped with 
ultrasonic sensor module as range finder. Experiment results show that the proposed 
hierarchical testing model and testing automation framework provide an efficient way 
of robotic software testing in terms of time and cost. It is expected that the developed 
testing model and its automation framework is applicable to various standard robotic 
software components in real life as well as in development stage. 
 
Acknowledgments. This work was supported by Knowledge and Economics De-
partment of Korea Government through OPRoS project for development of standard 
robotic software platform. 
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Abstract. Regression testing is a critical activity which occurs during the mainte-
nance stage of the software lifecycle. However, it requires large amounts of test 
cases to assure the attainment of a certain degree of quality. As a result, test suite 
sizes may grow significantly. To address this issue, Test Suite Reduction tech-
niques have been proposed. However, suite size reduction may lead to significant 
loss of fault detection efficacy. To deal with this problem, a greedy algorithm is 
presented in this paper. This algorithm attempts to select a test case which satis-
fies the maximum number of testing requirements while having minimum overlap 
in requirements coverage with other test cases. In order to evaluate the proposed 
algorithm, experiments have been conducted on the Siemens suite and the Space 
program. The results demonstrate the effectiveness of the proposed algorithm by 
retaining the fault detection capability of the suites while achieving significant 
suite size reduction.  

Keywords: Software regression testing, testing criteria, test suite minimization, 
test suite reduction, fault detection effectiveness. 

1   Introduction 

Software regression testing is a critical activity in the maintenance phase of evolving 
software. However, it requires large amounts of test cases to test any new or modified 
functionality within the program [1]. Re-running all existing test cases together with 
the new ones is often costly and even infeasible due to time and resource constraints. 
To address this problem, the research community proposed techniques to optimize 
regression testing [2], [3], [4], [5], [6], [7], [8]. Re-running test cases that do not  
exercise any changed or affected parts of the program makes extra cost and gives no 
benefit. An effective technique is to permanently discard such redundant or obsolete 
test cases and retain the most effective ones to reduce the excessive cost of regression 
testing [6]. Such technique attempts to find a minimal subset of test cases which satisfy 
all the testing requirements as the original set does [9], [10]. This subset could be 
found during the test case generation or after creating the test suite. Apparently the less 
the number of test cases the less time it takes to test the program. This consequently  
improves the effectiveness of the test process. This technique is commonly known as 
test suite reduction or test suite minimization in the literature and the resulting suite is 
called representative set [3]. 
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In this paper, we propose a new algorithm for test suite minimization. The proposed 
algorithm greedily selects an optimum test case into the reduced suite until all testing 
requirements are satisfied. An optimum test case should satisfy two objectives simulta-
neously. First, it must satisfy the maximum number of unmarked requirements. Second, 
it must have the minimum overlap in requirements coverage with other test cases. The 
first objective attempts to select effective test cases in fault detection. The second one 
attempts to remove redundancy from the test suite and selects unique test cases in terms 
of requirements coverage. The proposed algorithm has two main features: First, it 
achieves significant suite size reduction and improves their fault detection effectiveness 
compared to other approaches. Second, the reduction process is based on the informa-
tion of each program which can be obtained easily and accurately. In order to evaluate 
the applicability of the proposed approach, we conducted experiments on the Siemens 
suite and the Space program. We also implemented the well-known H algorithm [3], to 
compare the results of our algorithm with those of minimizing test suites using the H 
algorithm. 

The rest of the paper is organized as follows: Section 2 discusses the background 
of the test suite reduction techniques. Section 3 contains the outline of the proposed 
approach. Section 4 describes the empirical studies and the obtained results. Finally, 
conclusions are mentioned in section 5. 

2   Background and Related Work 

The first formal definition of test suite reduction problem introduced in 1993 by Har-
rold et al. [3] as follows: Given a test suite T , {t1, t2,…, tm}, from m test cases and {r1, 
r2,…, rn} is set of test requirements that must be satisfied in order to provide desirable 
coverage of the program entities and each subsets {T1, T2,…, Tn} from T  are related to 
one of ris such that each test case tj belonging to Ti satisfies ri, find minimal test suite 
T' from T which satisfies all ris covered by original suite T. 

Generally the problem of finding the minimal subset T', TT ⊆' which satisfies all 

requirements of T, is NP-complete [10], because we can reduce the minimum set-
cover problem to the problem of test suite minimization in polynomial time. Thus, 
researches use heuristic approaches to solve this problem. One heuristic method pro-
posed by Harrold et al. [3], tries to find the smallest representative set that provides 
the same coverage as the entire test suite does. 

Related work in the context of test suite reduction can be classified into two main 
categories: The works in which a new technique is presented [3], [4], [5], [6], [7], [9], 
[11] and empirical studies on the previous techniques [1], [2], [10], [12]. The works 
which propose a new approach commonly include heuristic algorithms [11], genetic 
algorithm-based techniques [13] and approaches based on integer linear programming 
[14]. In a recent study [10], four typical test suite reduction techniques have been 
evaluated and compared on 11 subject programs. Based on the results, this study sug-
gests that the heuristic H must be the first choice when selecting from the reduction 
techniques. Testing criteria are defined in order to help the selection of subsets of the 
input domain to be covered during testing. Assuming testing criterion C which satis-
fies by the test suite T, a test case, t, is redundant if the suite T-{t} also satisfies C [5]. 
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Therefore, removing those test cases which are redundant with respect to some  
specific criteria preserves test suite's adequacy with respect to that criteria.  

3   The Proposed Approach 

Our approach to test suite reduction has been motivated by the following issue: An 
appropriate test suite reduction technique should select test cases that are both unique 
in exercising execution paths and effective in fault detection. The first objective  
attempts to remove as much redundancy from the test suite, and the second one seeks 
for satisfying the main purpose of software testing which is fault detection. 

The proposed approach to test suite reduction uses test case-requirement matrix. 
This matrix shows the mappings between test cases and testing requirements. The 
elements consist of 1’s and 0’s which indicate for satisfying or dissatisfying the  
requirements by test cases respectively. The general idea of the proposed algorithm is 
as follows: At first the test case-requirement matrix is multiplied by its transposed 
matrix. The resultant is a square matrix of size n * n, such that n is the number of test 
cases. Each diagonal element of this matrix shows the number of unmarked require-
ments covered by the corresponding test case. Each non-diagonal element in the ith 
row and the jth column shows the number of requirements coverage in which the ith 
and the jth test cases overlap. Then, the algorithm greedily selects an optimum test 
case until a same coverage of testing requirements is achieved. A test case is optimum 
which satisfies the maximum number of unmarked requirements (the maximum  
diagonal element) and simultaneously having the minimum overlap in requirements 
coverage with other test cases (the minimum value obtained by adding the all non-
diagonal elements at the corresponding row). We call our algorithm Bi-Objective 
Greedy (BOG). The pseudocode description of the proposed algorithm is shown in the 
Fig. 1. The inputs of this algorithm is a test suite with m test cases, a set of n testing 
requirements and also the m*n test case-requirement matrix. Besides, two arrays of 
Boolean values namely marked and selected are considered. The first array keeps the 
cumulative requirements coverage of the reduced test suite. The second one keeps the 
selection of test cases. The proposed algorithm consists of three main steps and a 
helper function which is described in the following. 

Step 1: In this step, the test case-requirement matrix is multiplied by its transposed 
matrix and is kept in a matrix called multiplied. Using this matrix, a vector called 
sumColumns will be computed which will indicate the number of requirements cover-
age overlap of a test case with others. 

Step 2: In this step, the algorithm repeatedly selects an optimum test case until all 
testing requirements are satisfied. In each of its iteration, first the test cases with the 
maximum diagonal values from multiplied matrix are selected into the maxList. Also, 
test cases with the minimum values in the sumColumns are selected into the minList. 
Then, a test case is selected from the intersection of these lists. If they are disjoint sets 
a function, selectOptimumTestCase, is invoked to select a near optimal test case.  

Step 3: In this step, the selected vector is updated with respect to the selected test case 
and cumulative coverage of the reduced suite is updated. Moreover, the diagonal 
elements of the multiplied matrix are updated for unselected test cases. 
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define: requirement: set of coverage requirements for minimization: r1,r2,…,rn 
input: 
    t1,t2,…,tm: all test cases present in the test suite 

    cv[m,n]: coverage matrix representing requirement coverage of each test case,  
                  1 for covered and 0 for uncovered  
output:  RS: a reduced suite of test cases from the test pool. 
algorithm TestSuiteReduction 
begin 
 STEP 1:               multiplied := multiplication of the cv[m,n] * cvT[n,m];  // initialization 
                              foreach ti do compute sumColumns[i], sum of the elements in the ith row  

                                                    of the multiplied matrix, except for the diagonal element;          
      
 STEP 2:               while there exists ri such that marked[i] == FALSE do 
                                   maxList := all ti for which the selected[i] == FALSE and  
                                                     multiplied[i,i] is the maximum; 
                                   minList := all ti for which the selected[i] == FALSE and  
                                                    sumColumns[i] is the minimum; 
                                   interSection := maxList ∩  minList; 
                                   if Card(interSection) == 0 then 
                                        nextTest := SelectOptimumTestCase(maxList, minList, 
                                                                                                    multiplied, sumColumns); 
                                   else if Card(interSection) == 1 then 
                                        nextTest := the test case in the interSection; 
                                   else 
                                        nextTest := any test case in the interSection; 
                                   endif 
 STEP 3:                    RS := RS ∪ {nextTest}; 
                                   selected[nextTest] := TRUE; 
                                   multiplied[nextTest,nextTest] := 0; 
                                   foreach rj ∈ requirements where cv[nextTest,rj] == TRUE do  
                                                 marked[i] := TRUE; 
                                   foreach ti for which the selected[i] == FALSE and  
                                                multiplied[nextTest,ti] > 0 do 
                                                 multiplied[ti,ti] := the number of unmarked requirements 
                                                                              covered by the ti; 
                                                 if multiplied[ti,ti] == 0 then 
                                                      selected[ti] := TRUE; 
                                   endfor 
                              endwhile 
                              return RS; 
end TestSuiteReduction 

Fig. 1. The pseudocode description of the proposed algorithm 

If during the update process, the value of an element becomes zero, it is redundant 
and will be removed from further considerations.  

The Helper Function: This function (Fig. 2) is used when the intersection of the lists 
maxList and minList is empty. It selects a near optimal test case from the union of 
these sets. To achieve this, the function should first determine the optimum test case 
from each of the two sets. 
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function SelectOptimumTestCase(maxList, minList, multiplied, sumColumns) 
declare:   
     testCase: selected test case either from maxList or from minList  
     minMin, minMax, maxMin, maxMax, minListDistance, maxListDistance: integer 
begin 
     minMax := the minimum value of sumColumns[ti] for each ti in the maxList; 
     maxMax := the value of the mulplied[ti] for one of the ti in the maxList; 
     maxMin := the maximum value of the mulplied[ti] for each of the ti in the minList; 
     minMin := the value of the sumColumns[ti] for one of the ti in the minList; 
     minListDistance := maxMax – maxMin; 
     maxListDistance := minMax – minMin; 
     if minListDistance < maxListDistance then 
          testCase := the ti from the minList for which multiplied[ti] == maxMin; 
     else 
          testCase := the ti from the maxList for which sumColumns[ti] == minMax; 
     endif 
     return testCase; 
end SelectOptimumTestCase 

Fig. 2. A helper function to select a near optimal test case from two sets of test cases 

An optimum test case in the maxList should have the minimum respective element 
in the vector sumColumns. Oppositely, an optimum test case in the minList should 
have the maximum respective diagonal element in the multiplied matrix. Then, either 
of the two optimum test cases is selected as the near optimal test case based on which 
has the less distance. The distance of the optimum test case in maxList is the difference 
of its respective element in the sumColumns with the respective element of sumCol-
umns for an arbitrary test case in minList. The distance of the optimum test case in 
minList is the difference of its respective diagonal element in the multiplied matrix 
with the respective diagonal element of multiplied for an arbitrary test case in maxList. 

4   Empirical Studies 

Our studies have been conducted on the eight C programs as subjects. Siemens suite 
includes seven programs developed by the researchers at Siemens Corporation [15]. 
These programs are associated with several faulty versions. Each faulty version of 
each program contains a single fault seeded in it. The eighth subject is the Space pro-
gram which is a real one [5]. To investigate the effectiveness of our approach, we 
implemented the bi-objective greedy algorithm. Moreover, the H algorithm [3] has 
been implemented to compare the results of this approach with those of the proposed 
approach, since it is reported [10] as the best choice among current reduction tech-
niques. We measured the following from the experiments: 

1. The percentage suite size reduction 100×
−

=
T

TT red , where T  is the number of 

test cases in the original test suite and redT  is the number of test cases in the re-

duced test suite. 
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2.  The percentage fault detection loss 100×
−

=
F

FF red , where F is the number of 

distinct faults exposed by original test suite and redF  is the number of distinct 

faults detected by the reduced suite. 

SAS 9.1.3 [16] was used to create box plots. Box plot diagrams are commonly used to 
visualize the empirical results in test suite reduction studies. Our experiments follow a 
setup similar to that used by Rothermel et al. [2]. For each program, we created 
branch coverage adequate test suites for six different suite ranges named as B, B1, B2, 
B3, B4 and B5. For each suite range, we first selected X * LOC test cases randomly 
from the test pool and added to the test suite, where X is 0, 0.1, 0.2, 0.3, 0.4 and 0.5 
respectively and LOC is the number of lines of code for each program. Then, ran-
domly-selected test cases are added into the test suite as necessary so long as each test 
case increased the cumulative branch coverage of the suite, until the test suite be-
comes adequate with respect to branch coverage. In this way, the developed test suites 
have various types and varying levels of redundancy exist among them. For each 
program, we created 1000 such branch coverage adequate test suites in each suite size 
range. In order to gather branch coverage information of test cases, all programs were 
hand-instrumented.  

Both the H algorithm and the BOG algorithm were applied to the generated suites 
with respect to branch coverage as testing criterion. The results of this experiment are 
shown in the box plot in the Fig. 3. It shows the distribution of the percentage of size 
reduction (SR) and percentage fault detection loss (FL) in the largest suite size range 
(B5) for each program (due to limitation of the space). In this figure, boxes are paired 
such that, white pair of boxes shows percentage of size reduction and gray pair of 
boxes shows the percentage of fault detection loss. In each pair, left side box indicates 
for our algorithm and the right side one indicates for the H algorithm.  

Suite Size Reduction: Fig. 3 shows that the average suite size reduction is high for 
all programs. The results also show that both the H algorithm and the BOG algorithm 
could reduce the suites to the same extent. This indicates the effectiveness of the pro-
posed algorithm in determining redundant test cases. Moreover, suite size reduction 
increases for larger suites. The reason is that the high number of test cases provides 
more opportunities for the algorithm to select among test cases.  

Fault Detection Loss: The results show that the average fault detection loss has been 
improved except for schedule2. In addition, the amount of fault loss for the tcas and 
schedule2 is relatively high among other programs. For the tcas program, this may be 
due to simplicity of this program. Many of the test cases satisfy the same branches 
and will be removed since they are redundant. But these test cases exercise unique 
execution paths with respect to some other testing criteria. Hence, using different or 
fine-grained criteria would result to significant improvements in fault loss. For the 
schedule2, the fault loss is high simply due to low number of faults. The fault loss for 
the Space program is less than others. This indicates the effectiveness of the proposed 
approach for real programs.  

To determine whether the degradation in fault detection loss is statistically signifi-
cant, we conducted a hypothesis test for the difference of the two means [17]. The 
samples are the number of distinct faults exposed by each of the 1000 reduced test 



214 S. Parsa and A. Khalilian 

suites for suite size range B5 using the H algorithm and the proposed algorithm. We 
considered the null hypothesis that there is no difference in the mean number of the 
exposed faults by the two algorithms. We used a reference table of critical values 
presented in [17]. Table 3 shows the resulting z values computed for the hypothesis 
test along with the percentage confidence with which we may reject the null hypothe-
sis. Thus, the difference in the mean number of faults exposed by the H algorithm and 
the BOG algorithm is statistically significant.  

Table 1. z values and the corresponding percentage of confidence 

Program Name Computed z value 
Percentage of confidence for 
rejecting the null hypothesis 

printtokens 1.56 >88% 
printtokens2 -1.29 >80% 
replace 2.89 >99.5% 
schedule 2.56 >98.9% 
schedule2 0.15 <50% 
space 5.71 >99.99% 
tcas 1.50 >86.6% 
totinfo 8.84 >99.99% 

 

Fig. 3. The boxplot for the percentage suite size reduction and percentage fault detection loss 

The fault loss for the Siemens programs is still high in this study as well as prior 
studies. The reason is that test cases in the test pools are generated to exercise various 
while box and black box requirements which are not considered during reduction. 
Thus, removing those test cases may result in significant fault loss. The major benefit 
of the BOG algorithm is to decrease the extent of fault loss as compared to the H 
algorithm while it can achieve high suite size reduction as well as the H algorithm. 

5   Conclusions 

We have presented a new algorithm for test suite minimization. The new algorithm 
considers test suite minimization as an optimization problem with two objectives. The 
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first objective is fault detection capability which should be maximized. The second 
objective is number of test cases which should be minimized. The new algorithm is 
indeed applicable and effective in reducing suites with significant suite size reduction 
and improved fault detection capability. This observation is evidenced by the results 
obtained from the experiments similar to prior studies which compare our algorithm 
with the best existing approach on typical benchmarks.  
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Abstract. In Object Oriented (OO) systems super-imposition is a way
to implement crosscutting concerns that introduce scattering and tan-
gling of code components among the Types implemented along Type
Hierarchies. This paper presents the results of the analysis of a set of
existing Java systems to confirm and verify this assumption. The anal-
ysis was carried out exploiting a method to automatically analyse and
identify the Type Fragments implementing static crosscutting concerns
in OO systems.

Keywords: Reverse Engineering, Aspect Mining, Code Analysis, Aspect
Oriented Programming, Software Evolution, MOF.

1 Introduction

In Object Oriented (OO) systems, the usage of Types Hierarchies (and mainly
the ones rooted in Abstract Classes or Interfaces) is a main cause introducing
scattering and tangling in the modules implementing a Type along the hierar-
chy. As an example, a method declared by an Interface (i.e., a Type root of
a hierarchy) and implemented by more than one class will have its behaviour
scattered in all the classes implementing it and tangled with the behaviour of
the other methods implemented in each class along the hierarchy. A main reason
for that is that usually inheritance, interfaces’ implementations and type nest-
ing, are used as a way to implement crosscutting behaviours (i.e., concerns) by
super-imposition [11]: each type in the system that need to contribute to a cer-
tain concern is forced to implement an interface, to inherit or to contain another
type. This is because in OO systems just hierarchical decomposition is allowed
as modularization mechanism.

To confirm and verify this assumption a set of existing Java systems have
been analysed. This paper presents the results of this analysis together with
the method used to identify the crosscutting among the concerns introduced by
Type Hierarchies. The method allows to identify the Types Fragments (i.e., a
portion of a Type in terms of its members and relationships) involved in the
implementation of a concern and the crosscutting among them. In particular,
each type introducing a new external behaviour (e.g. a new method) is initially
associated to a separate concern; we call such a type the “Seed” of the concern.
The results of the analysis confirmed the goodness of the assumption made:
interfaces and type containment, i.e., superimposition, actually are a main way
used to implement crosscutting concerns in an OO system.
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c© Springer-Verlag Berlin Heidelberg 2009



Analysing Object Type Hierarchies to Identify Crosscutting Concerns 217

The knowledge of which portions of a system are involved in the implementation
of crosscutting concerns is very useful because it can drive the re-engineering or
refactoring of an existing OO systems towards the Aspect Oriented Programming
(AOP) paradigm. The evolution/migration of existing OO systems towards AOP
ones is a way to eliminate, or reduce at a minimum, the scattered and tangled code
implementing the crosscutting concerns (for example OO systems coded by Java
can be migrated towards system implemented by AspectJ [5].)

The way how reengineering/refactoring can be performed is not the focus of
this paper and it is not dealt with. Our focus is just to verify that Types in Hier-
archies are seeds for crosscutting concerns and thus they can be considered as a
starting point to mine aspects in existing systems.

The paper is structured as follows. Section 2 describes the meta-model ex-
ploited to represent concerns at class level. Section 3 presents the approach to
identify the crosscutting concerns due to Seeds in a Java system. Section 4 illus-
trates the results of the analysis carried out on several Java systems. In Section 5
some relevant related works are discussed. Section 6 contains conclusive remarks
and briefly discusses future work.

2 A Model to Represent the Relationships among Types
and Concerns in OO Systems

The Figure 1 shows, as a UML class diagram, the model defined in [1] exploited
to represent the static structure of an OO system in terms of its Concerns,
Types, and the relationships among such Concerns with the portion of Types
implementing them. Since the focus is on the static crosscutting, the grain of
model is the class, i.e. a method is seen as a whole black-box (just its declaration

ReferenceTypeFragment

InterfaceFragment ClassFragment

ReferenceTypeValueType ArrayType

Interface

Concern

MethodField

Type

Class

merging

inheritance

implementation

containment

containment

crosscuts

Fig. 1. A model to represent relationships among Concerns and Types
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is considered, while its internal code is not). The portions by which a Type can
be decomposed into, are called “Type Fragments”, i.e. a Fragment is a portion of
a type in terms of its members and relationships (inheritance, implementation,
and containment). A system is modeled as a set of Types (i.e. Value, Reference,
and Array Types 1) where Reference Types are Interfaces and Classes and an
Interface is implemented by one or more Classes. Reference Types are composed
by Reference Type Fragments (that can be Class- or Interface- Fragments). A
Reference Type Fragment is in turn composed by Fields and Methods. A Concern
is represented by mean of a set of Reference Type Fragments (in the paper,
for brevity, we refer to them also as Type Fragments or just Fragments). A
ReferenceType can inherit from another ReferenceType as well as can contain
another ReferenceType (e.g. an inner class). In model instances, relationships
on types are mapped to the Type Fragments associated to one of the concerns.
The meta-model has been defined as a MOF model and implemented by means
of the EMF (Eclipse Modeling Framework) framework. In model instances, each
Type Fragment is identified by the fully qualified name of the code component
implementing it (e.g., the fully qualified name of a class method).

The model allows to represent different concerns separately depicting the com-
plete system as the composition of all the concerns. The crosscutting relation-
ships among the concerns can be identified by analysing their internal structure
in terms of the Type Fragments associated to each concern: concerns whose frag-
ments generate tangling and scattering are considered as crosscutting. A merge
operation has been defined on the model to join concerns into a more abstract
one. The merge of two concerns Cx and Cy creates a new concern Cz in place of
Cx and Cy by merging their type fragments.

3 Type Hierarchy Analysis to Identify Concerns

The analysis of the system’s Type Hierarchy exploits the method defined in [1],
whose main steps are shortly illustrated in the following;

1) Analysis of Type Hierarchy to find Concerns’ Seeds. A static code
analysis of the system Type Hierarchy is performed, looking at inheritance, im-
plementation and containment relationships. In particular any Reference Type
that introduces, in all paths from a root to a leaf of the type hierarchy graph,
the declaration of a new set of members is to be identified.

The Figure 2-(a) shows an example consisting of three hierarchies rooted in
the Interfaces “I1”, “I2” and “I3”. Following the paths from the roots down to
leaves, all the Types are to be considered. The three root Interfaces introduce
basic behaviour (i.e. methods) for their abstractions and hence are considered
Seeds of as many as Concerns. The Classes C1,C2,C3,C4,C5, and C6 are not
seeds since they doesn’t introduce any new member.

2) Type Fragments Identification and Model Instance Generation. Ini-
tially each Seed is associated to one concern. These initial Concerns do not
contain any Type Fragment. The association between Concerns and Seeds is

1 Array types are threated as separated types since they must specify the type of
array’s components.
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(c) Concern related to I2
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Fig. 2. A simple Type Hierarchy, the detected Concerns’ Seeds and the Type Frag-
ments composing the Concerns

made regardless of any semantic meaning about them. Just the structural infor-
mation, extracted by the traversal of the type hierarchy, is exploited. At the end
of the traversal, each concern will be associated to the Fragments of all Types
that implement the corresponding single Seed.

The traversal of the hierarchy type graph starts from the leaves and goes up
to the roots. Each type t encountered during the traversal is analysed to detect
what seeds it implements. For each seed r, implemented by t, a type fragment
tf is created and added to the concern c associated to the seed r.

The sub-figures 2-(b), 2-(c), and 2-(d) show the results of the traversal on the
example of Figure 2-(a) for the three Concerns associated to the Seeds “I1”, “I2”
and “I3”. In the figure the UML stereo-types “IF” and “CF” are, respectively
for “Interface Fragment” and “Class Fragment”. For each Seed, starting from
the leaves, the Fragments are created for each method that is substitutable with
the considered seed. For example, from the classes “C1” and “C2” result the
two fragments “C1” and “C2” including just the implementation of the methods
declared by the seeds“I1” and “I3”.

3) Clustering of Concerns. The resulting model instance contains a Concern
for each identified Seed. This model may be too detailed because the identi-
fied Concerns are strictly connected to their implementation and the richness of
details could “hide” the more abstract actual Concerns. When this is the case,
groups of Concerns (i.e., the associated Seeds) can be grouped together to merge
the associated low-level abstraction Concerns into more abstract ones. Just as
an example, we could have different Seeds each associated to a Concern imple-
menting the Persistence of a specific object, that can be all together associated
to the more general Persistence Concern.
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The automatic Hierarchical Agglomerative Clustering (HAC) algorithm de-
fined in [1] is exploited to group seeds on the base of a combination of a structural
and a lexical distance.

4) Crosscutting Analysis of Concerns. A crosscutting matrix is traced down
by the relationships among the type fragments located in different concerns. The
matrix is generated by traversing the concern model instance, identifying the
scattering and tangling at fragment level, for each couple of concerns. A ma-
trix value Fij represents the number of fragments that are tangled between the
Concern in row i and the one in column j. The matrix is symmetrical as the
definition of crosscutting we consider (equivalent to that provided by Kiczales [7]
and its equivalent formalization provided by Ostermann [8]). Given such defini-
tion, scattered concerns are, within our model, the concerns containing at least
two type fragments. Then two concerns Cx and Cy are crosscutting if and only
if: (i) they both contain more than one Type Fragment (hence generating scat-
tering) and (ii) there are at least two Type Fragments f ∈ Cx and g ∈ Cy, with
the same fully qualified name (this means that the two concerns are introducing
members or relationships on the same Type, thus generating tangling).

In order to support the process, a prototype tool called “Concern Analyser”
(ConAN) was developed, on top of the Eclipse platform [2].

4 Case Study

Several open source java software systems were analysed to verify and validate
the assumption that Type Hierarchies are one of the cause of the introduction of
crossscutting concerns, and the effectiveness of the method to identify the seeds
and the Type Fragments involved in the concerns implementation. The Table 1
reports the list of the largest analysed systems. For each system, it is provided
the name, the version number, the LOC size, the number of Types (classes and
interfaces), the number of methods implemented in the system, the number of
the identified seeds (distiguishing between Class and Interface seeds), the total
number of fragments in the concern meta-model instance, and the number of the
Concerns resulting after the seeds’ clustering step.

The table 1 highlights that, in all the systems, all the Interfaces were found
to be actually Seeds of Concerns while just few classes (with respect to the
total number of classes) were found as Seeds. This indicate us that interfaces
are more prone to be associated to Concern (as we expected, being them root

Table 1. Summary of the analyzed systems
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Table 2. Identified Concerns in FreeMind (left) and JhotDraw (right) Systems

Fig. 3. Crosscutting Matrix of the FreeMind System

of Hierarchies). The number of Type Fragments seems to be independent from
the number of Seeds and methods.

For the sake of brevity and space limits, details and discussion about the
results are provided only for the FreeMind system.

The initial instance of the model contained 176 initial concern seeds; these
were grouped, by the clustering step, into the 29 concerns reported in the Table 2,
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sorted on the descending number of seeds. For each concern, they are reported:
the number of Seeds associated to it by the clustering step, the number of in-
ternal Type Fragments for both class and interface Fragments and, in the last
column, the seeds resulted after a validation step carried out by a ’manual’ code
inspection made by an expert to assess the correctness of the results and as-
sumed as “gold standard” (the red and bold values highlights differences with
the values resulting from the automatic clustering). “Mindmap Model Actions”
and “Types” were the largest clusters of seeds created by the clustering algo-
rithm. The former concern implemented all the kind of actions that users can
perform in the system while the latter was devoted to the definition of all types
of mind-map nodes.

The Figure 3 reports the Crosscutting matrix. The matrix allows to make an
evaluation of the degree of crosscutting of each concern with respect to the num-
ber of tangled and scattered fragments. For instance, the “Event Handling” con-
cern is crosscutting with 16 other concerns (of the 29 total) and has a very high
number of fragments tangled with many of these concerns (121 fragments with
“Action Validation”, 121 with “Persistence” and 167 with “Types”). The same
holds for concerns like “Unmarshallable Entities” and the “MindMap Model
Actions”. These concerns would be the most critical ones in re-engineering or
migration approaches, requiring an effort to migrate them into aspects greater
than the one for concerns with lower values in the table. A validation to assess
the quality of the results was done performing the identification of seeds and frag-
ments and all the other method’s activities “by hand” by an expert (i.e., the“gold
standard”). In some cases the automatic clustering step grouped together con-
cerns that were clustered in a different way by the manual analysis, producing
a different set of concerns or some difference in the concerns’ composition. For
FreeMind, the last column of Table 2 highlights the clusters of seeds that differs
from those identified by the expert. One of the major difference was reported
for the Hooks concern. The clustering algorithm clustered together the concerns
Hooks (made up of 5 class Seeds) and Hooks Registration (made up of 1 inter-
face seed and 1 abstract class seed) into a single concern named “Hooks”. The
manual clustering, considered them as separate concerns introducing a separate
concern for “Hooks Registration” (not shown in the table). This however had a
little impact on the model since the introduced concern was only 2 fragments
in size. Other differences from the expert choices were related to some types
wrongly clustered in the Utils concern, because of suffixes closer to other seeds
in Utils. This was for 1 seed in Types (TimeWindowConfigurationStorageType),
1 seed in MindMap Registry (MindMapLinkRegistry seed) and 1 seed in Views
(EdgeView). In this case the changes in terms of number of fragments were very
small for the first two cases (3 fragments from Utils passed to Types and 2 to
MindMap Registry) while more relevant for the EdgeView seed (12 fragments
passed from Utils to View). Summarizing, we note that we had 8 seeds wrongly
clustered, on 176 (less than 5%), and the addition of 1 concern on a total of
28 (less than 4%). Similar consideration are valid for the the other analysed
systems: for them the percentage of bad clusters was not greater than 7%. The
worst result was obtained for the XWorks system in which several parts of the
system seems to have been created automatically (maybe by a code generator)
that makes limited the usage of interfaces. Summarizing, the results confirmed
that Type Hierarchies are one of the main cause of introducing crosscutting
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concerns in OO systems, as well as that the analysis of the Type Hierarchies
actually can reveal the static crosscutting concerns implemented in the system.
Moreover the method used to identify such concerns by searching for Seeds and
their Type Fragments showed to have a good level of effectiveness. The manual
inspection required, in all the cases, a greater effort than one required by the
method and the supporting tool (usually about an average of the 43% of more
time was required). Of course the effort for manual analysis was depending on
the system size, the number of seeds, and the number of fragments.

5 Related Work

Marin et. al., in [4], propose a technique that combines together a metric based
approach [6], a token-based one (exploiting identifier lexical analysis), and the
dynamic based approach proposed in [10].

The approach proposed in [11] by Tonella and Ceccato focuses on crosscut-
ting concerns produced by the scattered implementation of methods declared by
interfaces that do not belong to the principal decomposition. Such interfaces,
called “aspectizable” are identified and automatically migrated to aspects. This
work shares with our approach the considerations that in OO systems, the inter-
faces can be used to model both main abstraction and secondary properties (i.e.
they are Seeds for concerns). The main difference between the two approaches
is the kind of elements analysed and the main goals.

An approach to model concerns in source code that influenced the definition of
our model was proposed in [9]. Our model is much more dependent on language
constructs of object-oriented single inheritance languages than the approach pro-
posed in [9]. While this can restrict the range of applicability of our model it
allows to reason about the complete structure of the system.

6 Conclusions and Future Work

The hypothesis that Type Hierarchies are one of the cause allowing the intro-
duction of seeds for concerns that are crosscutting was verified to be valid. The
method used to identify the Seeds, the Type Fragments composing the Con-
cerns and their clustering into more general system’s concerns has been verified
to have a good effectiveness and to be efficient. Indeed it allowed to find seeds and
concerns with a good precision with respect the ones resulted by the ’manual’
analysis carried out by an expert and to sensibly reduce the needed effort.

Future work will be mainly addressed to consider fragments of code inside
methods in order to identify also dynamic crosscutting. Empirical validation of
the approach will be carried out too.
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Abstract. In this paper, we concern a sampling method for Markov
chain Monte Carlo (MCMC) in estimating software reliability, and pro-
pose a unified MCMC algorithm based on the Metropolis-Hasting method
regardless of model on data structures. The resulting MCMC algorithm
is implemented as a Java-based tool. Using the Java-based Bayesian in-
ference tool, we illustrate how to assess the software reliability in actual
software development processes.

1 Introduction

Software reliability is one of the most significant attributes of software quality.
During the last four decades, many software reliability models (SRMs) have been
proposed. In particular, SRMs based on non-homogeneous Poisson processes
(NHPPs) have gained much popularity for describing stochastic behavior of the
number of failures experienced over time.

In general, the reliability assessment consists of three phases: (i) data collec-
tion, (ii) model fitting and evaluation, and (iii) model application. At the first
phase, we observe and collect software metrics of a target software development
project to estimate the software reliability. Software metrics can be classified
to design and testing metrics. Typical examples of design metrics are lines of
code, the number of branches, and code complexity. On the other hand, testing
metrics indicate testing effort, the number of software reviews and the number
of experienced software failures. When we wish to estimate quantitative software
reliability, it requires software failure data, i.e., time-series data for the number
of failures. At the model fitting and evaluation phase, the observed failure data
are applied to statistical estimation of model parameters and model selection.
At the third phase, a selected model can be employed to estimate several relia-
bility measures such as software reliability function and the number of residual
software faults. This paper mainly focuses on the second and third phases in
the reliability assessment using NHPP-based SRMs, that is, our main issues are
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statistical parameter estimation of NHPP-based SRMs, model selection criteria
and computation of quantitative reliability measures.

Point estimation for parameters of NHPP-based SRMs models has been used
in many of the past literature. Specifically, maximum likelihood (ML) estimation
is commonly applied to compute point estimates for NHPP-based SRMs. Statis-
tical estimates generally involve estimation errors. Although estimation errors
of ML estimates can be reduced as observations available to estimation increase,
we cannot obtain a sufficient number of observations to reduce the errors com-
pletely, because the number of software failures observed during software testing
is limited. In other words, since software reliability estimation essentially in-
volve the risk of large estimation errors, point estimation often fails to compute
accurate software reliability measures.

One approach to estimate the software reliability is based on Bayesian statis-
tics [21,10,16,17]. It requires prior knowledge about the model parameters in
terms of a joint probability distribution. The prior information is then updated
by using the likelihood of the observed data, generating a posterior distribution.
Interval estimation, so-called credible intervals in the Bayesian context, can be
performed based on quantile of this posterior distribution. However, posterior
distributions which play a central role in Bayesian estimation are usually diffi-
cult to compute, except for a few cases. They cannot be derived as closed-form
solutions. Hence approximate or numerical methods to compute posterior dis-
tributions are needed when we implement the Bayesian estimation.

Meinhold and Singpurwalla [10] presented an explicit form of the posterior
distribution for Jelinski-Moranda SRM [6]. Yin and Trivedi [21] exhibited the
direct numerical integral to Goel-Okumoto SRM [4] and delayed S-shaped SRM
[18]. Recently, Okamura et al. [15,14] proposed variational Bayesian approaches
for Goel-Okumoto SRM and delayed S-shaped SRM. Since the direct numeri-
cal integration and the variational approximation can be applied only in spe-
cific NHPP-based SRMs, they are not general methods for arbitrary NHPP-
based SRMs.

The most popular and versatile approach would be Markov chain Monte Carlo
(MCMC), which uses samples via pseudo-random variates instead of the analyti-
cal distribution. The MCMC has the advantage of applicability over many kinds
of SRMs, but needs concrete sampling algorithms to evaluate posterior distribu-
tions. The concrete forms of MCMC should follow ad-hoc manners, namely, they
have different forms with different types of SRMs. Kuo and Yang [7,8] proposed
the MCMC approach to compute posterior distributions, where the resulting
MCMC can be regarded as a versatile method by sampling from posterior distri-
butions and can be effectively applied to NHPP-based SRMs. In fact, Kuo and
Yang [7,8] gave the Gibbs algorithms incorporating Metropolis-Hasting (MH)
methods to 8 kinds of NHPP-based SRMs.

This paper presents a unified MCMC sampling scheme based on the MH
method, which is different from Kuo and Yang’s Gibbs sampling [7,8]. The most
remarkable difference from the existing work is to handle group data as well
as time point data. Kuo and Yang [7,8] focused on only software failure time
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data, but not the group data. Actually, in many practical examples, we may
often encounter the situation where the failure time cannot be recorded, but the
number of failures experienced during fixed time interval can be counted. In that
sense, we treat a different data structure from Kuo and Yang [7,8].

This paper is organized as follows. Section 2 describes NHPP-based software
reliability modeling under consideration. Section 3 formulates posterior distribu-
tions computed in the Bayesian context. In Section 4, we introduce the MCMC
sampling for NHPP-based SRMs, and discuss a unified sampling algorithm based
on the MH method. Section 5 is devoted to the implementation of the proposed
MCMC algorithm. Here, we develop a Java-based tool to perform the Bayesian
inference for NHPP-based SRMs.

2 Software Reliability Modeling

The NHPP-based SRMs are used to assess software reliability in testing and
operational phases. Most of NHPP-based SRMs are defined on the following
model assumptions:

Assumption A: Software failure times are independent and identically dis-
tributed (i.i.d.) random variables.

Assumption B: The total number of software failures over a whole software
life cycle, N , is given by a Poisson distributed random variable with mean
ω (> 0).

Suppose that the cumulative distribution function (c.d.f.) of software failure time
is given by F (t), t ≥ 0. From Assumption A, given the total number of failures,
N = n, the number of software failures experienced before time t, {N(t), t ≥ 0},
is given by

Pr{N(t) = x|N = n} =
(

n

x

)
F (t)x (1 − F (t))n−x

. (1)

Moreover, from Assumption B, we have the following probability mass function:

Pr{N(t) = x} =
(ωF (t))x

x!
exp (−ωF (t)) . (2)

Since Eq. (2) implies that the number of software failures experienced before
time t, N(t), obeys an NHPP with a mean value function ωF (t), the stochastic
process N(t) can be characterized only by the failure time distribution F (t).

In general, all of NHPP-based SRMs can be classified to finite and infinite
failure models, which are defined in terms of the asymptotic property of mean
value functions. The NHPPs with E[N(∞)] < ∞ are called the finite failure
SRMs. On the other hand, if E[N(∞)] = ∞, the corresponding NHPPs are
categorized to the infinite failure SRMs. Under Assumptions A and B, the mean
value function is generally given by

E[N(t)] = ωF (t), E[N(∞)] = ω. (3)
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Software reliability is defined as a probability that software failure does not occur
during a pre-fixed time period. Using the formulation of NHPP-based SRM, we
have the software reliability as follows:

R(t|s) = exp{−ω(F (t + s) − F (s))}. (4)

Obviously the function R(t|s) does not converge to zero even if t goes to infinity.

3 Bayesian Estimation

Bayesian estimation is the well-established framework for parameter estimation
based on prior information. The key idea is to regard model parameters as ran-
dom variates. Let θ and D be a parameter vector to be estimated and an observed
data vector, respectively. From the well-known Bayes theorem, the posterior in-
formation on parameters is given by

p(θ|D) =
p(D|θ)p(θ)∫
p(D|θ)p(θ)dθ

, (5)

where p(·) is an appropriate density or mass function. In Eq. (5), p(θ) and p(θ|D)
are called prior and posterior distributions (density or mass functions), respec-
tively, and p(D|θ) corresponds to a likelihood function. Equation (5) can also
be expressed without the normalizing constant

∫
p(D|θ)p(θ)dθ in the following:

p(θ|D) ∝ p(D|θ)p(θ). (6)

The computation of normalizing constant causes analytical or numerical integra-
tion over the domain of parameter vector θ. Except for a few specific cases, we
cannot obtain the closed-form solution of the normalizing constant. Therefore
any numerical technique must be applied to evaluate posterior distributions.

One straightforward approach is to utilize the general-purpose numerical in-
tegration such as trapezoidal rule, Simpson’s rule and Gaussian quadrature.
However, the numerical integration does not work for computing posterior dis-
tributions in the Bayesian estimation, because we often encounter the case where
the posterior distribution has a large number of parameters. In such a situation,
the general-purpose numerical integration may further impose rather computa-
tion costs on estimating normalizing constants. Moreover, even if the number
of model parameters is small, the determination of integration range affects the
resulting posterior distributions very sensitively.

On the other hand, several approximation methods have been proposed in
the Bayesian context in order to avoid the difficulty of numerical integration
of the normalizing constant. For example, Laplace approximation is based on
the analytical function expansion and may produce the approximate forms of
posterior distributions by multivariate normal distributions. Since the posterior
distribution may get close to the multivariate normal distribution as the number
of observed samples is large, it may fail in the small sample case in order to keep
high estimation accuracy.
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Markov chain Monte Carlo (MCMC) is a versatile method to evaluate pos-
terior distributions in the Bayesian context. Dissimilar to numerical integration
and Laplace approximation, the MCMC uses random numbers drawn from a
posterior distribution, and is based on the principle of Monte Carlo integration.

Generally speaking, the MCMC algorithms is a method to obtain samples
drawn from the stationary distribution of a Markov chain. In the Bayesian esti-
mation, the Markov chain is designed so that its stationary distributions equal
target posterior distributions. Thus it is important how to build an appropriate
Markov chain. The fundamental MCMC algorithm is the Metropolis-Hastings
(MH) algorithm. Moreover, as a special case of MH algorithm, the MCMC with
Gibbs sampler is also one of the most famous MCMC algorithms.

The Gibbs sampling generates samples drawn from a target joint posterior
distribution based on conditional posterior distributions. Let p(θ1, . . . , θm|D) be
a target joint posterior distribution of parameters θ1, . . . , θm. When one can
generate samples drawn from the conditional posterior distribution:

p(θi|θ1, . . . , θi−1, θi+1, . . . , θm; D), (7)

the Gibbs sampler is given by the following scheme:

θ1 ∼ p(θ1|θ2, . . . , θm; D), (8)
θ2 ∼ p(θ2|θ1, θ3 . . . , θm; D), (9)
...
θi ∼ p(θi|θ1, . . . , θi−1, θi+1, . . . , θm; D), (10)
...
θm ∼ p(θm|θ1, . . . , θm−1; D), (11)

where θi ∼ p(θi|·) indicates that a sample of θi is generated from the probability
distribution p(θi| · · · ; D). The above sampling can be regarded as a Markov chain
with state space (θ1, . . . , θm). In the Gibbs sampling, the stationary distribution
of this Markov chain is exactly equivalent to the joint posterior distribution
p(θ|D). In general, the sampling methods for conditional posterior distributions
are simpler than those for the joint posterior distribution. Therefore, we ob-
tain the samples from the joint posterior distribution by repeating the above
sampling scheme.

The MH method is to generate samples drawn from posterior distributions
according to the accept-rejection principle. Let π(·) be a probability density
function of a target distribution, i.e., the posterior distribution. Dissimilar to
the Gibbs sampling, in the MH method, the samples drawn from the posterior
distribution are generated by an arbitrary ergodic Markov chain with transition
kernel q(·|·), which is called a proposal distribution. Let x be a sample of π(x).
Then a candidate y can be drawn from the proposal distribution, i.e., y ∼ q(y|x),
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and is accepted as a new sample drawn from π(y) with the following acceptance
probability α(x, y).

α(x, y) = min
(

1,
π(y)q(y|x)
π(x)q(x|y)

)
. (12)

If y is rejected, the sample x is used as a sample of posterior distribution. The
problem in the MH method is how to choose an appropriate proposal distribu-
tion. In the MH method, when the Markov transition kernel of proposal distri-
bution is symmetry i.e., q(y|x) ≡ q(x|y), the acceptance probability is simply
given by

α(x, y) = min
(

1,
π(y)
π(x)

)
. (13)

As a symmetric proposal distribution, the transition kernel based on a random
walk process is quite popular. If y is generated from

y = x + z, z ∼ f(z), (14)

then the proposal distribution becomes f(y − x). When z follows the normal
distribution with mean 0 and variance σ2, the above proposal distribution indi-
cates a random walk and f(y − x) is obviously symmetric. Moreover, when the
proposal distribution is the conditional posterior distribution, the MH method
is reduced to the Gibbs sampling.

4 Bayesian Computation of NHPP-Based SRMs

4.1 Data Structure and Likelihood Function

Parameter estimation, i.e., finding model parameters fitted to observed software
failure data, is one of the most important steps in model-based software relia-
bility evaluation. One of the popular techniques for the fitting is the maximum
likelihood (ML) estimation. The principle of ML estimation is to find model pa-
rameters so that a likelihood (or logarithmic likelihood) can be maximized. The
likelihood is defined as the probability that the observed data are drawn from
the model. In the Bayesian estimation, as seen in Eq.(5), the likelihood function
is required to compute the posterior distribution. Here we formulate a likelihood
function of model parameters for given observations. Since the formulation of
likelihood functions depends on data structure of the observations, we have to
define the data structures used in the estimation. Traditionally, two types of data
structure are used in the parameter estimation of NHPP-based SRMs; failure
time data and grouped data.

A set of failure time observations, called (failure) time data, gives a sequence
of exact failure times experienced. For example, a time data form can be given
by T = {t1, t2, . . . , tme ; te}, where ti is the i-th failure time, me is the total
number of failures experienced before the observation time te, which is the total



A Bayesian Inference Tool for NHPP-Based Software Reliability Assessment 231

time when me failures are experienced, i.e., N(te) = me. Then the likelihood
function of NHPP-based SRMs is obtained as follows [11].

p(T |ω, θ) =
me∏
i=1

ωf(ti; θ) exp (−ωF (te; θ)) , (15)

where θ is a parameter vector of failure time distributions and f(·; θ) is a p.d.f.
corresponding to the c.d.f. F (·; θ).

Another data structure, a grouped (failure) data form, consists of the number
of failures for fixed time intervals. Each record of the grouped data form is given
by a pair of an observed time and the cumulative number of failures experienced
before the observed time, i.e., G = {(t1, x1), . . . , (tn, xn)}, where xi are the cu-
mulative number of failures in time interval [0, ti). Then the likelihood function
of NHPP-based SRMs [11] is given by

p(G|ω, θ) =
n∏

i=1

{ω (F (ti; θ) − F (ti−1; θ))}(xi−xi−1)

(xi − xi−1)!
exp (−ωF (tn; θ)) , (16)

where t0 = 0 and x0 = 0. Furthermore, if all the time intervals ti − ti−1, i =
1, . . . , n, are identically constant, one obtains discrete NHPP-based SRMs which
are specifically formulated on discrete time domain [19].

As seen in Eqs. (15) and (16), different data forms lead to different likelihood
functions, and at the same time lead to different MCMC schemes depending
on data structure. Hence, failure time data and grouped data were separately
discussed in the traditional software reliability estimation. To improve the ap-
plicability of NHPP-based SRMs, it is necessary to consider an integrated data
which contain both failure time and grouped failure data. This paper defines
the integrated data, and attempts to develop unified MCMC algorithms which
can handle both failure time and grouped data. In what follows, we present an
integrated data structure and the corresponding likelihood function which are
needed for the Bayesian computation of NHPP-based SRMs.

Let I = {(t1, u1, z1), . . . , (tn, un, zn)} be an integrated data form, where ui is
the number of failures experienced in the interval (ti−1, ti) and zi is an indicator
variable which means that a failure occurs at time ti. If zi = 0 for all i = 1, . . . , n,
the resulting data form is reduced to grouped failure data. If ui = 0 for all i,
zi = 1, i = 1, . . . , n − 1 and zn = 0, the corresponding data exactly equal the
failure time data. In addition, an integrated data form also deals with both
failure time and grouped failure data at the same time. Based on integrated
data, the LLF of NHPP-based SRMs can be formulated as follows.

L(ω, θ) ≡ p(I|ω, θ) =
n∏

i=1

{ω (F (ti; θ) − F (ti−1; θ))}ui

ui!
(ωf(ti; θ))zi

× exp (−ωF (tn; θ)) . (17)
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4.2 MCMC Algorithm

This paper develops an MH method incorporating Gibbs sampling. Without
loss of any generality, we assume that the model parameter vector of f(·; θ)
consists of m parameters, and each of them is defined on the interval [Li, Ui] for
i = 1, . . .m. In particular, Li and Ui are allowed to be −∞ and ∞, respectively.
Moreover, the prior distribution is supposed to be decomposed into factors with
one parameter, i.e., p(ω, θ) = p(ω)

∏m
i=1 p(θi). The prior distribution of ω is

given by a gamma distribution with parameter vector (mω, φω):

p(ω) =
φmω

ω ωmω−1e−φωω

Γ (mω)
. (18)

According to Gibbs sampling and MH method in the Bayesian estimation, we
provide the following sampling scheme as an MCMC algorithm for NHPP-based
SRMs:

– S-1: Generate a new sample of ω drawn from the conditional posterior:

ω ∼ Gamma

(
mω +

n∑
i=1

(ui + zi), φω + F (tn; θ)

)
, (19)

where Gamma(m, φ) means the gamma distribution with parameter vector
(m, φ).

– S-2: For l = 1, . . . , m, execute S-2-1 through S-2-3.
– S-2-1: Generate a candidate θ̃l using the following proposal distribution:

θ̃l = θl + zl, (20)

where zl is a random variable having a normal distribution truncated at both
points Ll and Ul. Concretely, θ̃l is generated from the following truncated
normal density defined on [Ll, Ul]:

ftrunc(θ̃l; Ll, Ul, θl, σl) =
1√
2πσl

e
− (θ̃l−θl)

2

2σ2
l /Ψ(Ll, Ul, θl, σl), (21)

Ψ(Ll, Ul, θl, σl) =
∫ Ul

Ll

1√
2πσl

e
− (s−θl)

2

2σ2
l ds. (22)

– S-2-2: Compute the following acceptance probability α(θ̃l, θl):

α(θ̃l, θl) = min

(
1,

L(ω, θ1, . . . , θ̃l, . . . , θm)p(θ̃l)Ψ(Ll, Ul, θ̃l, σl)
L(ω, θ1, . . . , θl, . . . , θm)p(θl)Ψ(Ll, Ul, θl, σl)

)
, (23)

where p(θl) is the decomposed prior density of θl.
– S-2-3: Choose a new sample of θl as θ̃l with probability α(θ̃l, θl). Otherwise,

do not update the parameter θl.
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In the step S-2-1, to obtain a sample from the truncated normal distribution, we
continue a sampling from a usual normal distribution with mean θl and variance
σl until the sample is located on [Ll, Ul].

By applying the above steps for any parameter vector (ω, θ), we get a new
sample vector, and can execute the above step using the new sample vector
repeatedly. The set of parameter vectors drawn from the posterior distribution
can be selected from long series of outcomes of the steps.

When the set of parameter vectors is given by (ω(1), θ(1)), . . . , (ω(B), θ(B)), the
predictive values of software reliability measures can be estimated as follows.

Mean value of cumulative number of faults:

Ê[N(t)] =
1
B

B∑
i=1

ω(i)F (t; θ(i)), (24)

Software reliability function:

R̂(t|s) =
1
B

B∑
i=1

exp{−ω(i)(F (t + s; θ(i)) − F (s; θ(i)))}. (25)

5 Tool Development

5.1 A Java-Based Tool

A Java-based prototype tool for Bayesian estimation in NHPP-based SRMs is
developed to evaluate the software reliability. The models implemented on the
tool are 11 usual NHPP-based SRMs presented in Table 1. The input is inte-
grated data mentioned in Section 4, and MCMC algorithms described in Sec-
tion 4 are performed. The outputs of tool are the graphs of predictive mean
value functions, predictive software reliability functions and predictive failure-
free probability and so on.

5.2 A Numerical Example

We give an example of software reliability assessment based on the developed
tool. In this example, we use the failure data collection opened in DACS (Data
& Analysis Center for Software), and particularly choose the System 40 data
collected during the system testing of a military application. The System 40 data
include both failure time and grouped data. Since our tool deals with grouped
data, we present here an illustrative example for the grouped data consisting of
the number of failures observed every day.

Figure 1 depicts the cumulative number of failures of the System 40 on the
developed tool. Goel-Okumoto SRM (exponential SRM) is applied to the data
set based on Bayesian estimation, i.e.,

Λ(t; ω, β) = ω(1 − eβt). (26)
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Table 1. NHPP-based SRMs in the Java-based tool

Failure time distribution & model
exponential distribution [4]
gamma distribution [18,20]
Pareto distribution [9,1]
truncated normal distribution
log-normal distribution [2]
truncated logistic distribution [12]
log-logistic distribution [5]
truncated extreme-value maximum distribution [13]
logarithmic extreme-value maximum distribution [13]
truncated extreme-value minimum distribution [13]
logarithmic extreme-value minimum distribution [3,13]

Fig. 1. Software failure data

The performance of the proposed MCMC algorithm depends on the variances
of MH method. We set three kinds of standard deviations for the random walk
on the parameter β; σβ = 0.01, 0.001, 0.0001. Moreover, we take 100 burn-in
samples which are discarded to avoid effects of initial values, and 1000 parameter
samples are collected to compute the predictive mean value function. These
design parameters like the standard deviation and the number of burn-in samples
can be set on the developed tool.

Figure 2 depicts time-series graphs of the parameter β in the MCMC algo-
rithm with σβ = 0.01, 0.001, 0.0001. In general, since it is well known that there
is no effective method to check whether or not the samples converge to station-
ary distribution in the MCMC algorithm, we make a time-series graph of the
parameter samples on the tool to check the convergence of parameter samples.
In this case, it is found that the result with σβ = 0.001 converges to stationary
distribution compared to the others.
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(σβ = 0.01) (σβ = 0.001)

(σβ = 0.0001)

Fig. 2. MCMC samples of parameter β

6 Conclusions

This paper has implemented a unified MCMC algorithm of Bayesian estimation
for NHPP-based SRMs, which can be applied to estimate any kind of NHPP-
based SRMs with both failure time and grouped data by using the MH method.
Moreover, we develop a prototype tool written by Java language to estimate the
software reliability measures.

In future, we will enhance the functionality of the tool; for example, estimating
a Bayes factor for software release problem. In addition, the MCMC algorithm
based on Gibbs sampling [8] will be also integrated on our Java-based tool.
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Abstract. We present a transmission rate adaptation algorithm called
AGILE (ACK-Guided Immediate Link rate Estimation) for IEEE 802.11
networks. The key idea of AGILE is that the transmitter adjusts the trans-
mission rate by means of measuring the SNR (Signal-to-Noise Ratio) dur-
ing any frame reception including the ACK (Acknowledgment) frame, and
estimating the corresponding maximum achievable throughput using a
profile, which is materialized by extensive off-line measurement. AGILE
is equipped with an advanced RTS (Request-To-Send)/CTS (Clear-To-
Send) activation algorithm, eRTS filter that intelligently switches on/off
RTS frame transmission to enhance the achievable throughput depending
upon the existence of multiple contending (or even hidden) stations. The
effectiveness of AGILE is evaluated in our MadWifi-based testbed imple-
mentation and we compare its performance with different rate adaptation
schemes in various scenarios.

1 Introduction

The transmission rate optimization over the medium quality variation is a well-
known algorithmic issue. Ideally, a rate adaptation algorithm should downgrade
or upgrade to a suitable rate with wireless channel dynamics in a timely manner.
Most of today’s algorithms suffer in agility as they monitor the channel quality
over predefined time period and/or threshold number of frame transmissions. It
is also important that rate adaptation decisions are not influenced by increased
wireless medium contention or the presence of a hidden station.

Rate adaptation algorithms can be classified as: (i) Close Loop, which requires
feedback from the receiver to make a rate selection, and (ii) Open Loop, which is
not dependent on receiver feedback. Current 802.11 standard does not support
any feedback from the receiver to the transmitter, which makes algorithms like
RBAR (Receiver-Based AutoRate) [4] and OAR (Opportunistic Auto-Rate) [11]
unemployable. On the other hand, open-loop algorithms depend on local infor-
mation available at the transmitter to decide rate. The criterion for rate selection
in these algorithms can be (i) either SNR (Signal-to-Noise Ratio) based or lever-
aging frame loss ratio measurement and (ii) using either of them with predefined
threshold tables. ARF (Automatic Rate Fallback) [7], ONOE [1], AARF (Adap-
tive Auto Rate Fallback) [9], AMRR (Adaptive Multi Rate Retry) [9], SAMPLE

Y.-h. Lee et al. (Eds.): FGIT 2009, LNCS 5899, pp. 237–245, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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(SampleRate) [2], CARA (Collision-Aware Rate Adaptation) [8], and RRAA
(Robust Rate Adaptation Algorithm) [14] algorithms are based on frame loss ra-
tio estimation, which is typically performed by keeping track of unacknowledged
transmissions. Frame loss estimation-based rate selection policies often suffer
from poor responsiveness to varying channel quality. QCS [10], JC [3], CHARM
(Channel-Aware Rate selection algorithM) [6], and SGRA (SNR-Guided Rate
Adaptation) [15] algorithms have SNR measurement-based rate selection policy
supported by a threshold table.

We present a transmission rate adaptation algorithm called AGILE (ACK-
Guided Immediate Link rate Estimation) for IEEE 802.11 networks. The strength
of AGILE lies in precise and timely rate adaptation, which is driven by the SNR
measurement of any frame reception including ACK frames, and a predetermined
look-up table. This table named as profile represents the relation between deliv-
ery ratio and SNR for a given transmission rate, and has been materialized by
extensive field-testing experiments. AGILE also utilizes an advanced collision res-
olution technique, eRTS filter that enhances achievable throughput when there
exist multiple contending (or even hidden) stations.

The rest of the paper is organized as follows. In Section 2, the design rules
and implementation procedure of AGILE are described. In Section 3, the solution
for collision awareness is presented. Section 4 presents the comparative perfor-
mance evaluation based on testbed measurements, and the paper concludes with
Section 5.

2 AGILE

Design Overview. In order to promptly respond to the channel dynamics,
AGILE utilizes SNR of any frame received. Initially, the first frame on a link is
sent at the lowest transmission rate and after receiving an ACK or any other
frame, the most suitable rate is selected from the profile look-up. Our idea is
that the SNR of a frame represents the quality of the wireless medium at that
time. This is in line with the reciprocity theorem that states the characteristics
of the wireless medium remain unchanged if the roles of transmitter and receiver
are interchanged at a particular instant [12].
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Fig. 1. Profile using 802.11a broadcast
frames with 1 dB bucket along x-axis for
different transmission rates

Profile shown in Fig. 1 has been
generated through extensive off-line
experiment using two NICs (Net-
work Interface Cards) for different
802.11a rates. Note that profile is
dependent on vendor and chipset.
We use Atheros/MadWifi NIC/driver
pair as MadWifi is an open source
driver for Atheros chipsets. We de-
velop a profile using 1000-byte broad-
cast frames and modify the driver to
register the attributes related to each
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transmission/reception event of frames, which generates an enormous database
listing the sequence number, time-stamp, and RSSI (Received Signal Strength
Indication).1 Detailed information on profile generation is presented in [13].

An integral part of a rate control algorithm is the retransmission policy. AG-
ILE does not follow the conventional retransmission policy adopted by SAMPLE,
ONOE, and AMRR. Our retransmission policy is based on extensive experiment
testing that generated the highest throughput. Table 1 shows the rate for each
retransmission.

Table 1. AGILE rate adjustment for retransmissions with 802.11a

Attempt Initial Retry1 Retry2 Retry3 Retry4 Retry5 Retry6 Retry7

Rate Current Current 18 (6)* 18 (6)* 6 6 6 6
* (6) denotes that the lowest transmission rate is used when ‘Current’

is less than or equal to 18 Mbps.

AGILE Algorithm. Assume an L-byte frame is to be transmitted using a
transmission rate index i out of the 802.11a data rate set. The probability of
a successful frame transmission is given by P i

s(L) = (1 − P i
e data(L)) · (1 −

P i
e ack(14)), where P i

e data(L) and P i
e ack(14) represent the error probabilities

for an L-byte data frame and the 14-byte ACK frame, respectively. P i
s(L) is

determined through a profile look-up according to the SNR of a received frame.
Let si(k) be the probability that a data frame is successfully transmitted at

rate index i after k transmission attempts. si(k) = (1 − P i
s(L))k−1 · P i

s(L). The
transmission time for a frame with rate index i can be determined by

T i
frame(L)=

Max Try∑
k=1

si(k) ·
k−1∑
j=0

[
DIFS+TBackoff (j) +T i

data(L)+SIFS + T i
ack

]
,

(1)
where Max Try is the maximum frame transmission attempts, DIFS, SIFS,
CWmin, CWmax, and SlotT ime hold the same meaning as in IEEE 802.11
standard [5], and TBackoff (j) is the average backoff interval in µsec, after j
consecutive unsuccessful attempts:

TBackoff (j) =

{
(CWmin+1)j−1

2 · SlotT ime 0 ≤ j < 6,
CWmax

2 · SlotT ime j ≥ 6,
(2)

T i
data(L) = tPLCPoverhead +

(
L · 8

Tx rate(i)

)
, (3)

T i
ack = tPLCPoverhead +

(
14 · 8

Tx rate(i∗)

)
, (4)

1 In MadWifi, RSSI is reported as gain over noise in dB. This is equivalent to SNR.
Thus, we refer to RSSI as SNR in our work.
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where tPLCPoverhead = tPLCPpreamble + tPLCPheader = 20 µsec. The transmis-
sion rate index i∗ used for an ACK transmission is determined by the highest
rate in the basic rate set that is smaller than or equal to the corresponding
data transmission rate. The typical basic rate set in the 802.11a includes 6, 12,
and 24 Mbps, and in this case, i∗ is determined as 1, 1, 3, 3, 5, 5, 5, 5 for
i = 1, 2, 3, 4, 5, 6, 7, 8, respectively.

A station, say Ä, deciding the transmission rate for a frame runs the following
algorithm:

ALGORITHM 1. AGILE rate control algorithm
1. ∀ i, Ä looks up the profile to calculate P i

s(L) using SNR of a received frame.
2. ∀ i, Ä executes Eq. (1) to calculate T i

frame(L) using P i
s(L) in Step 1.

3. Ä selects rate index i with the minimum T i
frame(L) as the rate index.

3 Collision Awareness

High wireless medium contention or the presence of hidden stations results in
many transmission failures due to frame collisions; triggering the algorithms
based on frame loss estimation to unnecessarily downgrade the transmission
rate. The usage of RTS/CTS is an effective solution to tackle the problem of
increased frame collisions. However, it costs precious bandwidth consumption.

AGILE and other SNR-based rate control algorithms have intrinsic collision
awareness since rate adaptation decisions are driven by SNR measurements and
not by the currently-experienced frame loss levels. Nevertheless, they do require
intelligence to protect transmissions from suffering collisions to further boost
the performance. In the absence of such a protection mechanism, the achievable
throughput of a station can be reduced due to increased retransmissions.

eRTS filter. Inspired by A-RTS (Adaptive RTS) filter proposed in [14], we
develop eRTS (enhanced RTS) filter to protect the transmissions from colli-
sions. eRTS design makes it implementation friendly into the current open source
drivers. The key parameter in A-RTS is RTSWnd, which specifies the window
size, in terms of the number of frames, within which all data frames are sent
with a preceding RTS frame. Another parameter RTSCounter depends upon
RTSWnd and represents the actual number of data frames sent with a preced-
ing RTS frame. Initially, RTSWnd and RTSCounter are set as zero, meaning
that the RTS/CTS exchange is disabled. A data frame is preceded by an RTS
frame as long as RTSCounter is larger than zero. RTSWnd is incremented by one
if the last data frame transmission was unsuccessful and RTS was not used, and
RTSCounter is set as RTSWnd. When the last data frame transmission failed
with a preceding RTS or succeeded without RTS, RTSWnd is halved as the frame
did not experience collision, and RTSCounter is set as RTSWnd. RTSWnd is
kept unchanged if the last data frame transmission succeeded with a preceding
RTS while RTSCounter is decremented by one in this case.
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However, A-RTS filter requires per-frame RTS on/off, which leverages the
freedom of precise control over each (re)transmission attempt of a frame. Mad-
Wifi does not provide control over frames to such a granularity and RTS/CTS
usage can only be enabled/disabled for all (re)transmission attempts of a frame.
With this limitation, we make the changes and enhancement to the A-RTS filter
to be implementable in the driver.

A data frame which requires greater than or equal to RThresh (Retry Thresh-
old) retries for a successful transmission triggers RTSWnd control. We also mod-
ify the A-RTS filter to perform a linear decrease of RTSWnd if RTSWnd exceeds
the LThresh (Linear Threshold); otherwise, it follows multiplicative decrease.
RThresh and LThresh values are experimentally determined and fixed as 1 and
3, respectively. The A-RTS filter incorporating the above changes is called eRTS
filter. Algorithm 2 depicts its complete operation. A station, say Ä, which has a
data frame to transmit runs the following algorithm:

ALGORITHM 2. eRTS filter
1. Ä increases retry count for each frame retransmission.
2. If RTS is disabled and retry count ≥ RThresh then Ä increments RTSWnd
by 1, and sets RTSCounter equal to RTSWnd.
3. If step 2 conditions are not satisfied, Ä checks if RTS is enabled XOR
retry count ≡ 0, if it is true step 4 is executed otherwise it jumps to step 5.
4. If RTSWnd > LThresh, decrement RTSWnd by 1, otherwise reduce
RTSWnd by a half. Set RTSCounter equal to RTSWnd.
5. Finally Ä checks if RTSCounter > 0, and if true, Ä enables RTS trans-
mission to precede the current data frame and decrements RTSCounter by 1.
Otherwise RTS transmission is disabled for the current data frame.

4 Testbed Results

Fig. 2. Testbed

Fig. 2 shows the floor plan of our in-
door Linux based testbed. Each laptop
is equipped with a Cisco aironet 350
802.11a/b/g PCMCIA card. All experi-
ments are performed using the 802.11a at
channel 157 with the center frequency of
5.785 GHz. Using Iperf traffic generator
tool the transmitter generates UDP pack-
ets of size 1003 bytes as fast as it can
so that it always has a packet to trans-
mit. For Sections 4.1 and 4.2, we disable
the usage of eRTS filter to show AGILE’s

throughput performance gain over other compared algorithms. Impact of en-
abling eRTS algorithm is presented in Section 4.3.
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4.1 Experiments with Stationary Nodes

As shown in Fig. 3(a), the throughput gain of AGILE over other algorithms
becomes larger as the path loss increases. At Pos-1, the transmitter and receiver
pair is fairly close and all the algorithms mostly use the highest transmission
rate. AGILE has throughput gain of 20.2% over ONOE at Pos-2 and 48.45%
over AMRR at Pos-3. ONOE, AMRR, and SAMPLE perform rate adaptation
decisions either after predefined time period or threshold number of frame trans-
mission. This criterion makes them less responsive to channel variations. The
experiment to study the effect of increasing wireless medium contention is per-
formed with the receiver at Pos-1. The transmitters are placed next to each
other at Tx in Fig. 2. As seen in Fig. 3(b), AGILE achieves a throughput gain
of 20.8%, 50.4%, and 76% over the worst performer (AMRR) with 3, 4, and
5 contending nodes, respectively. With increasing contention levels, each sta-
tion experiences an increase in the frame losses, thus triggering rate decrement
decisions in SAMPLE, ONOE, and AMRR.

Through the experiment to verify the responsiveness to varying link quality,
we explore the agility of different rate adaptation algorithms. In order to create
variation in channel quality, we block the transmitter NIC card every 5 seconds
for 5 seconds with a thick book forming a canopy around the card. This reduces
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Fig. 3. Performance comparison of AGILE with other algorithms: (a) Throughput with
increasing path loss; and (b) Throughput with increasing contention level
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Fig. 4. Throughput performance comparison of AGILE with other algorithms consid-
ering the varying medium quality scenario and the transmitter mobility scenario

the SNR of the transmitted and the received frames. The receiver is located at
Pos-2 in this experiment. AGILE provides 20.5%, 9.6%, and 20.7% throughput
gain over SAMPLE, ONOE, and AMRR as seen in Fig. 4.

4.2 Transmitter Mobility

We perform this experiment by placing the receiver at Pos-2 and transmitter
moves back and forth between Tx and Pos-1 at roughly 1 m/sec, which is normal
human walking speed. As shown in Fig. 4, AMRR has a throughput gain of 9.3%
over SAMPLE, which is consistent with the results reported in [14].

AGILE has throughput gain of 13.6%, 14%, and 4.7% over SAMPLE, ONOE,
and AMRR, respectively. AGILE shows the performance superior to other al-
gorithms by quickly reacting to the channel dynamics and selecting accurate
rates.

4.3 Effect of Hidden Stations
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To generate a hidden station topology, we
place a receiver at Pos-4 while two trans-
mitters are located at Tx and Pos-5. The
transmitter at Pos-5 is named as the hid-
den interferer, and generates broadcast
UDP packets of 1003 bytes at various traf-
fic generation rates to expose the trans-
missions from Tx to Pos-4 to mild, mod-
erate, and intense interference from the
hidden interferer. Transmitter at Tx fol-
lows an identical setting as that in other
previously mentioned experiments.

Fig. 5 shows the maximum achievable
throughput at Tx with varying interfer-

ence from the hidden interferer. To quantify the performance gains achieved by
enabling eRTS algorithm we experiment both with AGILE, with eRTS filter
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disabled and AGILE*, which has eRTS filter enabled. SAMPLE, ONOE, and
AMRR perform poorly with significant throughput degradation as the hidden
interference intensity shifts from mild to intense. With increasing interference
levels the achievable throughput with AGILE also degrades significantly. AGILE-
RTSalways includes an RTS/CTS handshake between the Tx and Pos-4 before
each data frame transmission to reserve the medium. For hidden interference
between 0–5 Mbps always using RTS/CTS acts as an overhead degrading the
throughput. However, AGILE-RTSalways outperforms all other schemes for 5–25
Mbps rate of hidden interference.

AGILE* represents the most suitable algorithm across mild, moderate, and
intense interference conditions. Overall, AGILE is a very responsive rate adapta-
tion algorithm and the supplementary eRTS filter further boosts its performance.

5 Conclusion

In this paper, we propose an SNR-based rate adaptation algorithm called AG-
ILE and provide collision awareness with eRTS filter. We have implemented
both AGILE and eRTS into MadWifi driver and performed extensive experi-
ments to compare the performance with existing algorithms. In all scenarios,
AGILE provides the best performance. As a future work, we plan to introduce
on-line compensation into the profile, which is obtained through off-line exper-
imentation. This will enable each station to have a profile for each individual
wireless link enabling AGILE to perform even better.

References

1. Onoe Rate Control Algorithm,
http://madwifi.org/browser/madwifi/trunk/ath_rate/onoe/

2. Bicket, J.: Bit-rate selection in wireless networks. Master’s thesis. MIT (2005)
3. del Prado Pavon, J., Choi, S.: Link Adaptation Strategy for IEEE 802.11 WLAN

via Received Signal Strength Measurement. In: Proc. IEEE ICC 2003, Anchorage,
AK, USA, May 2003, pp. 1108–1113 (2003)

4. Holland, G., et al.: A Rate-Adaptive MAC Protocol for Multi-Hop Wireless Net-
works. In: Proc. ACM MobiCom 2001 (2001)

5. IEEE Std. IEEE 802.11-1999, Part 11: Wireless LAN Medium Access Control
(MAC) and Physical Layer (PHY) specifications (August 1999)

6. Judd, G., et al.: Efficient Channel-aware Rate Adaptation in Dynamic Enviro-
ments. In: Proc. ACM MobiSys 2008, Breckenridge, Colorado, USA (June 2008)

7. Kamerman, A., Monteban, L.: WaveLAN-II: A High-Performance Wireless LAN
for the Unlicensed Band. Bell Labs Technical Journal 2(3), 118–133 (1997)

8. Kim, J., et al.: CARA: Collision-Aware Rate Adaptation for IEEE 802.11 WLANs.
In: Proc. IEEE INFOCOM 2006 (2006)

9. Lacage, M., Manshaei, M.H., Turletti, T.: IEEE 802.11 Rate Adaptation: A Prac-
tical Approach. In: Proc. ACM MSWiM 2004, Venezia, Italy (October 2004)

10. Qiao, D., et al.: Goodput Analysis and Link Adaptation for IEEE 802.11a Wireless
LANs. IEEE Trans. Mobile Comput. 1(4) (2002)

http://madwifi.org/browser/madwifi/trunk/ath_rate/onoe/


AGILE Rate Control for IEEE 802.11 Networks 245

11. Sadeghi, B., et al.: Opportunistic Media Access for Multirate Ad Hoc Networks.
In: Proc. ACM MobiCom 2002 (2002)

12. Tai, C.T.: Complementary reciprocity theorems in electromagnetic theory. IEEE
Trans. Antennas Propagat. 40(6), 675–681 (1992)

13. Verma, L., Kim, S., Choi, S., Lee, S.-J.: Reliable, Low Overhead Link Quality
Estimation for 802.11 Wireless Mesh Networks. In: Proc. IEEE WiMesh 2008, San
Francisco, Calafornia, USA (June 2008)

14. Wong, S., et al.: Robust Rate Adaptation for 802.11 Wireless Networks. In: Proc.
ACM MobiCom 2006 (2006)

15. Zhang, J., et al.: A Practical SNR-Guided Rate Adaptation. In: Proc. IEEE
INFOCOM 2008, Las Vegas, Nevada, USA (April 2008)



Low Density Parity Check Code for the Single
Carrier Frequency Division Multiple Access

Mohammad Rakibul Islam and Jinsang Kim

Dept. of Electronics and Radio Engineering Kyung Hee University
1 Seocheon, Kihung, Yongin, Gyeonggi, 449-701, Korea

rakibultowhid@yahoo.com

Abstract. A new encoding technique for low density parity check
(LDPC) code at the uplink of 3rd Generation Partnership Project Long
Term Evolution (3GPP LTE) is proposed. The concept of approximate
lower triangulation (ALT) is used where the parity check matrix is pre-
processed and encoded in O(n) complexity. This encoding technique is
applied in the uplink of LTE system where single carrier frequency divi-
sion multiple access (SC-FDMA) is used as the multiple access scheme.
As the encoding is performed in a O(n) complexity, it will outperform
the existing LDPC encoding which is not used in LTE uplink due to
its high encoding complexity. The proposed encoding is simulated in the
SCFDMA scenario and the BER curve is shown.

Keywords: SC-FDMA, LTE, LDPC, ALT, low complexity.

1 Introduction

Orthogonal frequency division multiplexing (OFDM) has become widely ac-
cepted primarily because of its robustness against frequency selective fading
channels which are common in broadband mobile wireless communications [1].
Orthogonal frequency division multiple access (OFDMA) is a multiple access
scheme used to accommodate multiple simultaneous users. Despite the benefits
of OFDM and OFDMA, they suffer the drawback of high peak to average power
ratio (PAPR) and hence the single carrier frequency division multiple access (SC-
FDMA) is introduced which utilizes single carrier modulation and frequency do-
main equalization. SC-FDMA has similar performance and essentially the same
overall complexity as those of OFDMA system and has been adopted as the
uplink multiple access scheme for the 3rd Generation Partnership Project Long
Term Evolution (3GPP LTE) [2]. Turbo code is used in the SCFDMA system
as a tool for channel coding. But the turbo code suffers from the high decoding
complexity and relatively high latency, which make them unsuitable for some
applications. As SC-FDMA is used in the uplink of LTE system, Low density
parity check (LDPC) code can offer a potential candidacy in this regard. The
increase in hardware speed has made the choice of LDPC code very attractive for
wired and wireless systems. The remarkable performance of LDPC code has po-
sitioned them in many emerging digital communication systems, such as IEEE
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802.11n and 802.16e. LDPC codes were invented in 1962 by Robert Gallager
[3,4]. After the introduction of turbo codes, it was rediscovered by Mackay and
Neal [5,6] and Wiberg [7] in the late 90’s. Gallager considered only regular LDPC
codes. Regular codes are those which are represented by a sparse parity check
matrix with a constant number of ’ones’ (weight) in each column and in each
row. In the case of irregular LDPC codes, both weights become non-uniform and
performance of LDPC codes improves [8,9]. For a long time, encoding has been
considered as a less complex operation than decoding. Therefore, major efforts
have been given to reduce the decoding complexity and very little attention is
given to the encoding side. But the sparse structure of parity check matrix in
LDPC codes helps the belief propagation algorithm to estimate the transmitted
codeword with relatively small number of iterations which make the decoding
almost linear. Therefore encoding becomes more complicated operations than
decoding and hence, the encoding of LDPC gains the attention of recent re-
searchers. For the application of LDPC code in SCFDMA also encourages low
complexity encoding. The encoder implementation for an LDPC code has com-
plexity quadratic in the block length and to encode it in linear time remains
the challenging issue. It was suggested in [11] and [12] to use cascaded graphs
rather than bipartite graphs. To construct a code which can be encodable and
decodable in linear time, one has to choose the number of stages and the relative
size of each stage carefully. One weakness of this approach is that each stage has
considerably smaller length than the length of the overall code and results in
some performance loss compared to the standard LDPC code. It was suggested
in [13] to force the parity-check matrix to have almost lower triangular form. It
states that the ensemble of codes is restricted by the degree constraints as well as
by the constraint that the parity-check matrix has lower triangular shape. This
restriction confirms the encoding complexity in a linear time but, in general,
could not prevent some loss of performance. An LDPC encoding scheme with a
complexity O(n + g2) was proposed in [14] where the authors developed a spe-
cial structure for the parity check matrix using approximate lower triangulation
(ALT). This makes the encoding almost linear when the associated coefficient g
can be kept quite small. But the larger gap makes the encoding complexity far
from linear.

The aim of this paper is to construct an LDPC code which can be encoded
with a O(n) complexity linear encoding by converting the parity check matrix
into an ALT form with some post processing steps. The rows of the parity
check matrix forming the ALT part are kept unchanged while deleting the other
rows. In this way the resultant H matrix will have same number of columns
but reduced number of rows and the codeword length remains same. In the
codeword, message length will vary depending on the length of the parity bits.
In this proposed scheme, the complexity is less than the well known Richardson
algorithm and the BER performance is almost similar to the Richardson scheme.
As the complexity is reduced, it can be used at the SC-FDMA system.
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The remainder of this paper is organized as follows: In section 2, the basics of
the SCFDMA system is described. In section 3, the proposed encoding scheme
is explained. Section 4 concludes this paper.

2 SC-FDMA

3GPP LTE is a driving force in the mobile communication industry. For high
data rate wireless communications, multiuser transmission is achieved through
OFDMA and SC-FDMA. OFDMA has been chosen on the LTE downlink be-
cause of the spectral efficiency and robustness it offers in the presence of multi-
path propagation [16]. SC-FDMA has been chosen on the LTE uplink due to its
improved performance regarding PAPR. OFDMA waveforms are characterized
by a high dynamic range, which results from the IDFT and translates to a high
PAPR. Signals with a high PAPR require the power amplifier to operate with a
large backoff from the compression point. This effectively reduces both the mean
power output level and the overall power efficiency.

2.1 Transceiver Structure in SC-FDMA Used at the Uplink of
3GPP LTE

A block diagram of a SC-FDMA transceiver system is shown in Fig. 1. SC-FDMA
can be regarded as discrete Fourier transform (DFT)-spread OFDMA, where
time domain data symbols are transformed to frequency domain by DFT before
going through OFDMA modulation. The orthogonality of the users stems from
the fact that each user occupies different subcarriers in the frequency domain,
similar to the case of OFDMA. Because the overall transmit signal is a single
carrier signal, PAPR is inherently low compared to the case of OFDMA which
produces a multicarrier signal.

The transmitter of an SC-FDMA system first modulate and encode the sym-
bols and then groups the symbols into blocks each containing N symbols. Next it
performs an N-point DFT to produce a frequency domain representation of the
input symbols. It then maps each of the N-DFT outputs to one of the M(> N)
orthogonal subcarriers that can be transmitted. The collection of N subcarriers
assigned to the DFT output is referred to as a chunk. An M-point inverse DFT
(IDFT) transforms the subcarrier amplitudes to a complex time domain signal.
The transmitter performs two other signal processing operations prior to trans-
mission. It inserts a set of symbols referred to as a cyclic prefix (CP) in order to
provide a guard time to prevent inter-block interference due to multi-path prop-
agation. Insertion of CP is not shown in the transceiver block to reduce drawing
complexity. The transmitter also performs a linear filtering operation referred
to as pulse shaping in order to reduce out-of-band signal energy. The receiver
transforms the received signal into the frequency domain via DFT, de-maps the
subcarriers, and then performs frequency domain equalization. The equalized
symbols are transformed back to the time domain by means of an IDFT, and
decoding takes place in the time domain.
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Fig. 1. Transceiver structure using SC-FDMA

2.2 LDPC as a Channel Coding Technique in SC-FDMA

Turbo code is currently used at the SC-FDMA system as a tool for channel cod-
ing. But the turbo code suffers from the high decoding complexity and relatively
high latency, which make them unsuitable for some applications. At the uplink of
3GPP LTE, a cell phone is sending the message to the base station. As the com-
plexity and latency is the prime issue in communicating from a cellular phone
to a base station, turbo code application may not be suitable in this scenario.
As the LDPC code doesn’t suffer from latency problem, it can offer a potential
candidacy in this regard. But the problem lies in the fact that LDPC code has a
high encoding complexity and O(n) complexity encoding for LDPC is yet to be
proposed. The opportunity for the inclusion of LDPC code as a channel coding
technique depends on a successful proposal of O(n) complexity LDPC encoding
scheme. In this paper, we propose such encoding scheme which will be suitable
for the uplink of LTE system. In the next section, we discuss the theoretical
issue of LDPC code.

3 Proposed Low Complexity Encoding Scheme

Our proposed encoder is motivated by Richardson’s work [14]. We worked on
an m × n parity check matrix H over F where n is the number of variable
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Fig. 2. Representation of a parity check matrix in an approximate lower triangular
form

nodes and m is the number of check nodes. Assume that by performing row and
column permutations only we can bring the parity-check matrix H into the form
indicated in Fig. 2 and it brings H into approximate lower triangular form. Since
this transformation is accomplished solely by permutations, the matrix is still
sparse. More precisely, it is assumed that the matrix is brought in the form

H =
[

M T
N P

]
, (1)

where M is t × (n − t), N is (m − t) × (n − t), T is t × t and P is t × (m − t).
Further, all these matrices are sparse and T is lower triangular with ones along
the diagonal. The dimension of the matrix M is variable since the dimension of
matrix T can vary depending on the randomly generated H matrix. Therefore
the message and parity bit lengths vary depending on the randomly generated
parity check matrix H .

Let x = (s, p) where s denotes the systematic part and p denotes the parity
part, s has length (n − t), and p has length t. From HxT = 0T , the following
equations can be obtained

MsT + TpT = 0, (2)

NsT + PpT = 0. (3)

From the above equations we get

pT = T−1MsT , (4)

N = PT−1M. (5)

To fulfill the requirement of HxT = 0T , the existing N matrix is to be replaced
by the matrix PT−1M . The new H matrix can be shown as
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Hn =
[

M T
PT−1M P

]
. (6)

To find the PT−1M matrix, the original matrix H from Eq. 1 is to be multiplied

from the left by
[

I 0
−PT−1 I

]
and we get

[
M T

−PT−1M + N 0

]
. After clearing

the submatrix P from the original matrix H , the resulting matrix −PT−1M +
N contributes to generate the required matrix PT−1M which will be used to
construct the modified N matrix. We denote it as Nn. So the newly developed
H matrix can be written from the Eq. 6 as

H =
[

M T
Nn P

]
.

Hence, once the T−1M matrix with dimension t×(n− t) has been precomputed,
the determination of p can be accomplished in complexity O(t× (n− t)) without
considering the sparsity of these matrices. Rather than precomputing T−1M
and then multiplying with sT , we can determine p by breaking the computation
into two smaller steps, each of which is efficiently computable. We first determine
MsT , which has complexity O(n) since M is sparse. Next, we multiply the result
by T−1. Since T−1[MsT ] = yT is equivalent to the system [MsT ] = TyT , this can
also be accomplished in O(n) by back-substitution, since T is lower triangular
and also sparse. It follows that the overall complexity of determining p is O(n).
The computational complexity for p is summarized in Table.1.

The combination of M and T submatrices contribute the required check equa-
tions which are necessary to calculate p1, ..., pt parity bits. Therefore, we can
delete the Nn and P submatrices from developed Hn matrix to reduce complex-
ity further at the encoding stage. After this step, the resultant matrix become

Hp =
[
M T

]
The proposed scheme is simulated in 3GPP LTE uplink scenario. The simula-

tion parameters used here are listed in the Table 2. As the BER performance of
LDPC and Turbo codes are similar, the proposed code is only compared with the
well known Richardson scheme which is used to encode LDPC code. The sim-
ulation result in Fig. 3 shows that the proposed LDPC scheme exhibits almost
similar performance with the Richardson scheme. There is a little performance
degradation due to the increase in code rate.

Table 1. Computation of parity vector p

Operation Comment Complexity

MsT Multiplication by sparse matrix O(n)

T−1[MsT ] T−1[MsT ] = yT or [MsT ] = TyT O(n)
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Table 2. Simulation Parameters

Parameter Assumption Parameter Assumption

FFT size 2048 Subcarrier mapping Distributed

Input block size 972 Channel estimation Perfect

CP length 20 Data modulation QPSK

Equalizer MMSE Pulse shaping RRC filter
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Fig. 3. BER plot for uncoded and LDPC encoded SC-FDMA system

4 Conclusion

A new encoding technique for LDPC code at the uplink of 3GPP LTE is pro-
posed. The concept of ALT is used where the parity check matrix is preprocessed
and encoded in O(n) complexity. This encoding technique is applied in the uplink
of LTE system where SC-FDMA is used as the multiple access scheme. As the
encoding is performed in a O(n) complexity, it outperforms the existing LDPC
encoding technique. With the proposed encoding technique, LDPC code can be
a potential candidate to be placed at the 3GPP LTE uplink. The proposed en-
coding is simulated in the SC-FDMA scenario and the BER curve is shown. The
results show that the proposed encoding offers similar bit error rate with linear
encoding complexity. Our future work is to combine LDPC and Turbo codes to
explore both their advantages.
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Abstract. This paper proposes a method for dual optimization of sensor function 
allocation and effective data aggregation in wireless sensor networks. This 
method realizes dynamic allocation of sensor functions so as to balance the distri-
bution of each sensor function in a target monitoring area. In addition, effective 
data aggregation is performed by using a tree network topology and time division 
multiple access (TDMA), which is a collision-free communication scheme. By 
comparing the results from the proposed method with the results from non-
optimized methods, it can be validated that the proposed method is more effective. 
The proposed method is 1.7 times more efficient than non-optimized methods in 
distributing sensor functions. With this method, the network lifetime is doubled, 
and the number of data packets received at a base station (BS) is considerably  
increased by avoiding packet collisions. 

1   Introduction  

Recently, wireless sensor networks (WSNs) have attracted considerable attention. 
However, some problems must be addressed in order to meet real-world demands. 
These include higher instability, higher uncertainty, and lower power capacity of 
WSNs when compared to conventional networks. Furthermore, in the case of a WSN, 
resource allocation problems need to be solved [1]. For example, dynamic sensor 
function allocation is required in order to realize a data-centric concept [2] that  
enables users to access the required sensed data from the WSN without having to 
know about individual sensor nodes. An effective data aggregation method is also 
required for effectively observing the target field.  

This paper proposes a method for the dual optimization of dynamic sensor function 
allocation and effective data aggregation. In this method, the distribution of each 
sensor function in the target monitoring area can be balanced by dynamic sensor func-
tion allocation. In addition, effective data aggregation is achieved by using a tree 
communication network that comprises a base station (BS) as the root and adopts a 
time division multiple access (TDMA) scheme. Our method utilizes a distributed 
graph coloring algorithm and can simultaneously allocate sensor functions and time 
slots by using TDMA. 

Typically, sensor functions of each sensor node are fixed or statically allocated. 
However, dynamic sensor function allocation is necessary to realize the data-centric 
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concept and reduce power consumption. In addition, TDMA is an effective method 
for preventing packet collisions. However, time slot allocation must be realized in 
order to use TDMA, and it is relatively difficult to realize efficient time slot alloca-
tion. CP-TDMA [3] allocates time slots to all the sensor nodes on the basis of edge 
coloring and probabilistic assignments. However, CP-TDMA cannot completely solve 
the hidden terminal problem. TRAMA [4] is also a TDMA-based algorithm. The 
advantage of using TRAMA is that a high percentage of sleep time and better colli-
sion probability are achieved; however, overheads in TRAMA are too high to permit 
communication between nodes without packet collisions. Graph coloring algorithms 
are often used to solve resource allocation problems [5][6][7]. They provide effective 
solutions, but are not suitable for WSNs. This is because WSNs are often controlled 
in a decentralized or distributed manner. The graph coloring algorithms are unfortu-
nately centralized ones and do not take any environmental changes into account.  

Compared to the related works, the proposed method has the following features: 

・ Sensor function distribution balancing 
Sensor function allocation is carried out so as to balance the distribution of each sen-
sor function in a target monitoring field. Although the sensing accuracy depends on 
the total number of sensor nodes deployed in the target field, we can monitor the 
target field regardless of the number of sensor nodes. 

・ Extension of network lifetime 
Power consumption in a WSN can be reduced by providing a dynamic sleep state in 
addition to a static sleep state; this helps increase the lifetime of the WSN. The dy-
namic sleep state also helps in reducing packet collisions and sensing and transmis-
sion of redundant data. 

・ Robustness 
Since the sensor function allocation is dynamically performed using the currently 
available sensor nodes, the proposed method is robust to failures and the disappear-
ance of a node. 

・ High scalability 
To establish a network, it is necessary to ensure that each node communicates only 
with its neighbors. The proposed method has high scalability for network construction. 

2   Wireless Sensor Network Model 

In this paper, we consider a WSN that is organized autonomously as follows: first, 
multiple sensor nodes are scattered across the target field. Next, each sensor node 
negotiates with its neighboring sensor nodes and determines its sensing task. Then, 
depending on the sensing task, the node starts transmitting the sensed data to a BS via 
multihop wireless communication. The network has an automatically generated tree 
structure, whose root is the BS. The sensing tasks and network structure are continu-
ously and automatically maintained through periodic negotiations between the sensor 
nodes. Each sensor node is capable of supporting wireless communication and can 
perform data processing and sensor functions. 
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3   Proposed Method 

An outline of the proposed algorithm is shown in Fig. 1. The algorithm consists of 
three processing periods, as shown in Fig. 2, i.e., the control period, active period, and 
sleep period. Each node periodically repeats these three processing periods. Herein, for 
convenience, we refer to one periodic cycle as “cycle.” First, in the control period, each 
sensor node allocates its own sensor function and time slot for TDMA by using a graph 
coloring algorithm and constructs a tree network structure, whose root is the BS, for 
effective aggregation of the sensed data. Subsequently, each sensor node exchanges 
information with its neighboring nodes. Next, in the active period, each sensor node 
receives the sensed data by using the allocated sensor function and buffers the data in a 
data forwarding list. In addition, the sensed data received from the child nodes in the 
communication tree are also buffered in the data forwarding list. These buffered data 
are then transmitted to the parent node selected in the previous control period. Here, a 
parent node refers to a directly connected neighboring node in the vicinity of the root 
of the communication tree. Every node repeats the abovementioned process, and an 
observer can obtain all the sensed data from the deployed sensor nodes. Finally, in the 
sleep period, the sensor node goes into a sleep state and remains inactive for a given 
time.  

We assume that all the sensor nodes are synchronized and their state transitions are 
carried out simultaneously. In practice, to realize the proposed method, we use a tradi-
tional sensor network synchronization method such as reference broadcast synchroni-
zation (RBS) or flooding time synchronization protocol (FTSP) [8][9]. With these 
methods, it is possible to achieve millisecond-order synchronization. In addition, if a 
packet arrives, the main procedure shown in Fig. 1 is interrupted and the packet  
information is immediately added to the packet list P. Here, if a node does not receive 
any packet from a neighboring node for a given period of time, the node removes the 
ID of the corresponding neighboring node from the neighboring node list.  

3.1   Control Period 

The control period is very important in our method and performs the following two 
tasks. 

Task 1: Dual optimization using a distributed graph coloring algorithm 
To perform sensor function allocation and the time slot allocation in TDMA, we use a 
distributed graph coloring algorithm called dynamic probability-function or DP algo-
rithm, which we have had proposed in a previous study [10]. In the coloring algorithm, 
each color refers to an integer number, starting from zero. The color allocated to a node 
should be different from the colors of its neighboring nodes. The maximum number of 
the useable colors is limited, and it depends on the applications. The coloring rule for 
each sensor node is relatively simple. Each node changes its color periodically in  
response to the colors of its neighboring nodes. However, in the DP algorithm, a  
probability function that calculates the time taken for color change with respect to the 
number of neighboring nodes is introduced; hence, adverse side effects caused by the 
simultaneous color change of neighboring nodes can be suppressed.  
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Notations: 
self: the node itself in the procedure. 
P: a list containing received packets This list is updated whenever a 
packet arrives. (p[0], p[1],…, p[n – 1]); n is the length of P. 
ID: node identification. 
sensorID: the allocated sensor function ID. 
ctrlPeriodTime: the time duration of the control period. 

 
procedure algorithm(){ 
   self->sensorID = 0; 
   self->timeslot = 0; 
   P = {}; //cleared 

 
// If a packet arrives, this main procedure is interrupted and the  
// packet information is added to list P. 
setupPacketReceiveHandler(); 

 
   // Main process 
   repeat{ 

    runCtrlPeriod();  
      runActiveAndSleepPeriod(); 
   } 
} 

 
procedure runCtrlPeriod(){ 

start = random(ctrlPeriodTime); 
wait until start time; 
 
 // Task1: Coloring process 
 // Sensor function allocation 
oneHopColoring(); 
// Timeslot allocation 
twoHopColoring();  
 
// Task2: Tree construction/update 
treeConstruction(); 
 
// Notify/Update  
broadcast own new information to the neighboring nodes;  
 
wait until the end of the control period, ctrlPeriodTime; 

} 
 

Fig. 1. Outline of the proposed method 

・ Sensor function allocation 
In order to balance the distribution of each sensor function, each sensor node uses the DP 
algorithm to allocate to itself a sensor function that is different from that of its neighbor-
ing nodes; this process is referred to as “oneHopColoring()” and is shown in Fig. 1. 

・ Time slot allocation for TDMA 
We adopt a TDMA communication scheme to realize stable communication between 
sensor nodes without packet collisions. In TDMA, the packet-sending time for each 
node is limited and assigned to a specific time slot in a periodic time frame. In addi-
tion, the time slot for each node is different from that for the others. In general, TDMA  
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Fig. 2. Processing periods and their corresponding time slots in the proposed method 

control is realized in a centralized manner; that is, the BS allocates a time slot to each 
node. However, it is difficult to implement this approach since our target is a decentral-
ized WSN. Therefore, we apply our coloring algorithm to time slot allocation in 
TDMA. This enables autonomous and dynamic time slot allocation. 

For time slot allocation, each node should be assigned a time slot that is different 
from that of the two-hop reachable nodes. This is because for realizing a multihop 
wireless network, it is necessary to avoid the packet collisions that result from hid-
den terminals or nodes. An example of time slot allocation is shown in Fig. 3. Here, 
each number indicates the allocated time slot number for the corresponding sensor 
node. In this example, stable communication is realized because each node has a 
time slot that is different from the time slot of the two-hop reachable nodes, and 
packet collisions do not occur even if nodes with the same time slot number send 
packets simultaneously. 

We modified the DP coloring algorithm to solve the time slot allocation problem as 
follows: each sensor node should be allocated a color without any color conflict with 
the two-hop reachable nodes. This modification is relatively simple and can be ap-
plied to the WSNs studied herein. This modified coloring algorithm is called “two-
HopColoring()” and is shown in Fig. 1. 

Task 2: Tree construction 
For realizing a data aggregation path to a BS, a tree structure whose nodes comprise 
the deployed sensor nodes is considered. The BS is the top or root node of the tree. 
Actual data aggregation is performed using the TDMA scheme, and the sensed data 
are transferred toward the BS from a node to its neighboring node in an appropriate 
time slot through a multihop path in the tree topology. Thus, for effective transfer of 
the sensed data to the BS, the tree topology should be balanced such that each multi-
hop path from a node to the BS is as short as possible. In the tree construction  
algorithm used in this study, each node selects a node that is the nearest to the BS 
from the neighboring node list, and a connection between the two nodes is then estab-
lished. This process is performed by all nodes individually, thereby resulting in an 
automatically constructed tree structure. This structure is maintained throughout the 
control period. 
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Fig. 3. Example of an acceptable time slot allocation. The number on each node represents the 
time slot number. 

Capability for multisink sensor networks 
A multisink WSN is a robust system in terms of data aggregation since the sensed 
data can be aggregated via other BSs in the event of damage to even a single BS. 
Moreover, the loads and power consumption of the BSs and the relay nodes are  
balanced, because of which the lifetime of the WSN is increased. In our algorithm, 
Task 1, which allocates sensor functions and time slots to each sensor node, does not 
depend on the number of BSs. Furthermore, each sensor node constructs the shortest 
path to the nearest BS in Task 2. Thus, the proposed method can be directly applied to 
multisink sensor networks without any modifications.  

3.2   Active Period and Sleep Period 

The active period has multiple data aggregate spans, and each data aggregate span 
consists of time frames and time slots, as shown in Fig. 2. Thus, for one active period, 
each sensor node can send multiple packets using the TDMA communication method. 
In other words, the number of packets transmitted by a node in each active period can 
be regarded as the number of assigned time frames.  
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Fig. 4. Example of the sampling rate changes. In this case, four data aggregate spans exist in 
each active period. 
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In order to increase the total network lifetime from the viewpoint of battery power 
consumption, each sensor node switches the data aggregate span to the sleep span, in 
which the sensor node sleeps. In other words, each sensor node decreases its sampling 
rate. Fig. 4 shows an example of the relationship between the data aggregate span and 
the sleep span. In this figure, the active period is assumed to comprise four data ag-
gregate spans. For example, if the power remaining in the battery ranges from 50% 
(2/4) to 75% (3/4), a sensor node performs the data aggregation in three spans and 
sleeps during the remaining span of the active period. Here, a sensor node must  
perform the data aggregation at least once in each active period. 

In the sleep period, each sensor node simply changes to the sleep state for a given 
time so that power consumption is reduced. 

4   Evaluations 

In order to evaluate the effectiveness of the proposed algorithm, the following simula-
tion-based experiments were conducted. First, we created four network topologies 
with different number of nodes—50, 100, 150, and 200—in a field of area 100 m × 
100 m. Here, the location of each node was defined by using x- and y-coordinates 
whose values range from 0 to 100 m. In addition, the communication radius between 
the sensor nodes was assumed to be 20 m. In these networks, the average degree of 
each node, i.e., the average number of neighboring nodes, for the 50-, 100-, 150-, and 
200-node topologies was 5.2, 10.3, 13.1, and 14.7, respectively; and the number of 
sensor functions in each sensor node was set to 4. The proposed algorithm was  
applied 10 times to each network under the abovementioned conditions, and the aver-
age of the 10 times trails was used for evaluating the effectiveness of the proposed 
algorithm. The energy consumption model was based on the Crossbow MICAz 
model, which is one of the most commonly used sensor network nodes [11]. To re-
duce the simulation time and verify the behavior of the WSN under low-power condi-
tions, the battery power of each sensor node was initially set to 0.4 mAh.  

For comparison, five other methods were also examined. In the first method, a tree 
structure was constructed, but communication among the sensor nodes was performed 
in a random manner. This method was referred to as “Random.”  

In the second method, called “Sensor only,” the sensor function allocation task was 
invoked, but the transfer of packets among the sensor nodes was random; this method 
did not have a tree structure. Thus, packet collisions often occurred in this method. 

In the third method, called “TDMA only,” a time slot was allocated to each sensor 
node; however, the sensor function allocation was not carried out with the use of our 
graph coloring algorithm. 

In the fourth method, called “Ideal,” data aggregation in each cycle was constantly 
fixed at “1.” In this method, one cycle was composed of the three abovementioned 
processing periods, i.e., the control, active, and sleep periods, as shown Fig. 2. In 
addition, the total number of data aggregate spans was set to 5. This implies that each 
node aggregated the sensed data in one data aggregate span and slept during the other 
four data aggregation spans. All the other features of this method were identical to 
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those of the proposed method. In this method, the sleeping time of each node was 
sufficiently long. Thus, it was ideal for realizing a long network lifetime. Therefore, 
we called the fourth method “Ideal.”  

In the fifth method, called the “Greedy” method, sensor function allocation and 
time slot allocation were performed individually using the coloring algorithm. In the 
experiments carried out with this method, the number of time slots was fixed at 20. 
Our method is represented as “Proposed.” 

4.1   Balance in the Distribution of Each Sensor Function and the Number of 
Aggregated Packets 

In order to show the effect of sensor function allocation and time slot allocation, 
“Proposed,” “Sensor only,” “TDMA only,” and “Random” were evaluated from the 
viewpoint of the distribution of various types of sensor functions and the number of 
aggregated packets. In order to evaluate the effectiveness of these methods, we intro-
duced a measure. This measure was calculated by using the following procedure: first, 
the field in which the sensor nodes were scattered was divided into small areas. Next, 
in each small area, the variance of frequency distributions of the colors that were 
mapped to the nodes was calculated. Finally, the measure was defined as the sum of 
the variances of all the divided areas. A small calculated measure implied that the 
colors were relatively uniformly mapped, and this was a favorable condition. 

Fig. 5 shows the experimental results. The x-axis represents the number of nodes 
scattered in the WSN, and the bar graphs represent the newly introduced evaluation 
values. The evaluation values obtained for the “Proposed” and “Sensor only” methods 
indicated that these methods were approximately 60% (1/0.6 = 1.7 times) more effi-
cient than the “TDMA only” and “Random” methods. Since our distributed coloring 
algorithm was employed in these two methods, the results show that this algorithm is 
effective at balancing the distribution of sensor functions.  

The line graphs in Fig. 5 provide a summary of the results obtained for the simula-
tion of the total number of packets received at the BS. The number of packets  
received at the BS in the “Proposed” and “TDMA only” methods was considerably 
larger than that in the “Random” and “Sensor only” methods. For 50-node and 100-
node deployments, the number of packets received at the BS in the “Proposed” and 
“TDMA only” methods increased 14.3 times. This was because packet collisions were 
prevented to a considerable extent. Generally, in the TDMA scheme, if many sensor 
nodes are deployed in the target field, it is difficult to completely avoid packet colli-
sions because of the lack of time slots. The ratio of the number of packets received at 
the BS in the “Proposed” and “TDMA only” methods to that in the “Random” and 
“Sensor only” methods was smaller in the 150-node and 200-node deployments than 
in the 50-node and 100-node deployments. However, the ratio was still more than 4.3. 
This result indicated that in the TDMA scheme, the “Proposed” and “TDMA only” 
methods were effective in avoiding packet collisions; thus, efficient and stable data 
transfer could be achieved in these methods.  

From these simulation results, it can be confirmed that with the proposed method, 
balance in the distribution of each sensor function can be achieved in addition to  
effective data aggregation.  
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Fig. 5. Variance of the number of sensor functions deployed and the number of packets. The  
x-axis represents the number of nodes scattered in the field, the left y-axis represents the 
evaluation value, and the right y-axis represents the number of packets received by the BS. 
(Note that the bar graphs of the “Random only” and “Sensor only” methods overlap.). 

4.2   Network Lifetime vs. the Number of Aggregated Packets 

Fig. 6 plots the number of packets received at a BS during one cycle over time when 
50 nodes are deployed in the target field. In this figure, the x-axis represents time, and 
the y-axis represents the number of packets received at the BS. The lines in the plot 
differ with the method applied and the location of the BS. Two different cases were 
considered for the location of the BS. In the first case, the BS is located at a corner of 
the field, i.e., BS = (0,0). In the second case, the BS is located at the center of the field, 
i.e., BS = (50,50). From the figure, it can be observed that the BS received many pack-
ets from the WSN in one cycle in the “Greedy” method; however, the network lifetime 
in this method was shorter when compared to the network lifetime in the other meth-
ods. On the other hand, although the network lifetime of the “Ideal” method was longer 
than that of the network in the other methods, the number of packets received at the BS 
in one cycle was smaller in the “Ideal” method than in the other methods. In the pro-
posed method, the number of packets received at the BS was initially identical to that 
in the “Greedy” method. The number of aggregated packets received at the BS in one 
cycle decreased with a decrease in the power remaining in the node battery. For exam-
ple, the number of packets decreased from 1000 to 800 in cycle 10, as seen in Fig. 6. 
This shows that in each sensor node, reduction in battery power consumption was 
given priority over data aggregation. As a result, the proposed method realized a longer 
network lifetime than the “Random” and “Greedy” methods. However, in the proposed 
algorithm, a tradeoff was made between the number of aggregated packets and  
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network lifetime. For example, for monitoring the environment for a long time, the 
duration of sleep time in one cycle should be large in order to extend the network life-
time,  and this is easily realized in our method.  

 

Fig. 6. The number of packets received at the BS in one cycle. The number of nodes is 50. The 
x-axis represents time, and the y-axis represents the number of packets received at the BS in 
one cycle. 

Fig. 7 shows the average power remaining in the batteries of all the nodes that are 
deployed in the WSN, where in 50 nodes are scattered in the target field. The x-axis 
shows the simulation time, and the y-axis shows the initial power of the battery (0.4 
mAh). The lines in the plot differ with the method applied and the location of the BS. 
Each dot in the figure corresponds to the average number of active nodes at a given 
time, and the vertical error bar associated with the dot corresponds to its variance. As 
is evident from the figure, battery power consumption was reduced in the proposed 
method; further, the node lifetime in the proposed method was almost double the node 
lifetime in “Random” and “Greedy” methods, in which the sleep time is zero. This 
implies that the sleep time must be extended in order to reduce the battery power 
consumption. Furthermore, node lifetime in the proposed method was one-half that of 
the node lifetime in the “Ideal” method although each node often had more than one 
child node and was thus involved in relaying packets from these child nodes.  
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Fig. 7. Battery power. The number of nodes deployed in the network is 50. The x-axis repre-
sents time, and the y-axis represents the average battery power. 
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Fig. 8. Area coverage of sensor function “1” when the “Ideal” algorithm is applied. The number 
of nodes is 150． 
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Table 1. Area coverage of each sensor function calculated on the basis of the number of 
packets received at the BS 

 Sensor function 
Method 

# of 
nodes 0 1 2 3 

Avg. 

BS location: corner of the field, (0,0) 
Proposed 50 0.41 0.40 0.42 0.42 0.41 
Proposed 100 0.53 0.51 0.53 0.53 0.52 
Proposed 150 0.54 0.54 0.55 0.54 0.54 
Proposed 200 0.72 0.72 0.72 0.73 0.72 
Greedy 50 0.58 0.57 0.58 0.54 0.57 
Greedy 100 0.86 0.83 0.86 0.87 0.86 
Greedy 150 0.73 0.72 0.73 0.73 0.73 
Greedy 200 0.78 0.79 0.79 0.79 0.78 
Ideal 50 0.36 0.33 0.32 0.31 0.33 
Ideal 100 0.38 0.39 0.36 0.38 0.38 
Ideal 150 0.54 0.54 0.55 0.55 0.55 
Ideal 200 0.74 0.74 0.74 0.74 0.74 
Random 50 0.10 0.10 0.13 0.11 0.11 
Random 100 0.12 0.12 0.12 0.12 0.12 
Random 150 0.36 0.33 0.39 0.30 0.35 
Random 200 0.48 0.49 0.49 0.48 0.48 

BS location: center of the field, (50,50) 
Proposed 50 0.67 0.63 0.66 0.69 0.66 
Proposed 100 0.83 0.84 0.83 0.85 0.84 
Proposed 150 0.90 0.91 0.90 0.91 0.90 
Proposed 200 0.87 0.87 0.87 0.87 0.87 
Greedy 50 0.74 0.62 0.63 0.64 0.66 
Greedy 100 0.84 0.84 0.85 0.81 0.84 
Greedy 150 0.89 0.90 0.89 0.90 0.89 
Greedy 200 0.88 0.88 0.88 0.88 0.88 
Ideal 50 0.74 0.65 0.67 0.69 0.69 
Ideal 100 0.88 0.90 0.89 0.87 0.89 
Ideal 150 0.93 0.93 0.93 0.93 0.93 
Ideal 200 0.91 0.91 0.91 0.91 0.91 
Random 50 0.48 0.44 0.45 0.50 0.47 
Random 100 0.65 0.65 0.65 0.68 0.66 
Random 150 0.72 0.79 0.75 0.75 0.75 
Random 200 0.86 0.85 0.86 0.85 0.85 

From Figs. 6 and 7, it can be seen that with the proposed method, the network life-
time and the number of packets received at a BS are optimized and effective data 
aggregation is realized. The evaluation results are similar in all the other cases where 
100, 150, and 200 nodes were scattered in the target field. 

4.3   Area Coverage of Each Sensor Function 

We also evaluated the area coverage of each sensor function. Area coverage is defined 
as the ratio of the area covered by the sensor function to the area of the target field. In 
this evaluation, we assumed that the area coverage of each sensor function is equal to 
the communication area. Figure 8 shows an example of area coverage. The x-axis 
represents the x-coordinate of the target area, while the y-axis represents the  
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y-coordinate of the target area. The target area is denoted by different patterns. Each 
pattern represents the range of the number of packets received at a BS in one cycle. In 
this figure, the area coverage is the ratio of the shaded area to the entire area. Fig. 8 
shows that more than 91% of the area can be monitored. Area coverage is very impor-
tant for environmental surveillance, and higher area coverage is preferable. The  
experimental results are shown in Table 1. In this table, each value refers to the area 
coverage. “BS location” refers to the location of the BS, “Method” represents the  
sensor function, “# of nodes” refers to the sum of the nodes deployed in the WSN, 
“Sensor function” refers to the function allocated to each sensor, and “Avg.” refers to 
the average value of the area coverage of the sensor function. From Table 1, it can be 
seen that a high area coverage can be achieved with the proposed method. In particular, 
the area coverage is as high as 90% when the number of scattered nodes is 150 and BS 
= (50,50). On the other hand, the area coverage in the “Random” method is relatively 
low in almost all the cases. Contrary to our expectations, the area coverage in the 
“Greedy” method was low since the network lifetime in this case was short. We could 
realize a long lifetime in the “Ideal” method by sacrificing on area coverage. This 
means that a long network lifetime and a high area coverage cannot be simultaneously 
achieved in the “Greedy” and “Ideal” methods. The area coverage and network lifetime 
in the proposed method are better than the area coverage and network lifetime in the 
other methods. 

5   Conclusions 

We proposed a method for the simultaneous optimization of sensor function allocation 
and time slot allocation in TDMA. This method was based on a distributed graph col-
oring algorithm and realized dynamic sensor function allocation while taking into 
consideration the balance between the distribution of the sensor functions in the target 
monitoring area. In addition, by using the TDMA scheme, wherein time slots were 
dynamically assigned to the appropriate sensor nodes, packet collisions were avoided. 
A tree network structure was introduced for effective data aggregation. The tree topol-
ogy was autonomously generated and maintained so as to shorten the data transfer 
paths between the sensor nodes and the BS. The experimental results showed that 
sensor function allocation was more balanced in the proposed method than in  
non-optimized methods. In addition, as a result of collision-free communications, the 
number of data packets received at the BS in the proposed method increased from 4.3 
to 14.3 times the number of data packets received at the BS in non-optimized methods. 
Furthermore, the network lifetime in the proposed method was double that in other 
individual optimization or non-optimized methods; further, high area overage could be 
achieved with the proposed method.  
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Abstract. Three-dimensional video (3DV) consists of multi-view video and 
multi-view depth video, which provides three-dimensional perception and 
makes people more interested in depth contrast and pop-out regions. 
Meanwhile, 3DV is with both high temporal and inter-view correlation. In this 
paper, we define a novel depth perceptual region of interest (ROI) for 3DV and 
propose two joint extraction schemes according to correlation types of 3DV. 
Then, depth based ROI extraction is proposed by jointly using depth, motion 
and texture information. Furthermore, we also present a novel inter-view 
tracking method for 3DV, in which inter-view correlation among views and 
extracted ROI of neighboring views are utilized to facilitate ROI extraction 
among different views. Experimental results show that the proposed ROI 
extraction and tracking algorithms maintain high extraction accuracy and low 
complexity. 

Keywords: Three-dimensional video; region of interest; inter-view correlation. 

1   Introduction 

Three dimensional video (3DV) can be used for new interactive multimedia 
applications, such as 3D television, and free-viewpoint video communications [1]. 
They not only provide 3D perception, but also provide interactive functionalities, such 
as content-based video edit and view switching that allowing users freely to change 
viewpoints. These interactive functionalities call for low complex and semantic 
region-of-interest (ROI) extraction to facilitate video processing.  

On the other hand, the 3DV data consists of multi-view video and multiple 
associated depth video. These data requires huge mount of storage and bandwidth in 
network transmission, which has one of the major problems putting 3DV into usage. 
ROI based approaches is regarded as an effective way to further improve the 
compression efficiency by using ROI resource allocation [2][3]. Thus, ROI extraction 
for 3DV is a key technology to improve compression efficiency, quality of immediate 
image rendering and reliability of network transmission for 3DV system. 
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Usually, in single view video, ROI extraction algorithm adopts color, illumination, 
contrast, motion or visual attention as key features [4][5]. However, they are with 
high complexity and can hard to extract semantic ROI efficiently due to lacking of 
depth information. On the other hand, ROI in 3DV is different from that of single 
view video because 3D depth perception of 3DV makes people are likely interested in 
pop-out regions and depth contrast regions. Marugame et al. proposed an object 
extraction method for multi-view video by utilizing disparity estimation and object 
contours [6]. However, it is with high complexity because previously extracted ROIs 
have not been used for ROI extraction among neighboring views although there are 
intrinsic inter-view correlation among views. 

2   Depth Perceptual ROI Definition and Extraction for 3DV 

In mono-view video, ROI is often related to moving regions and textural regions. 
However, ROI in 3DV is additionally related to the 3D perception, i.e. depth or 
disparity. People are often more likely interested in regions with small depth value, 
such as pop-out region and depth contrast regions. 

Let 2D-GOP denote a two dimensional picture array of 3DV. Obviously, the 
simplest ROI extraction scheme for 3DV is expanding ROI extraction from 
conventional single view video. That is T0 frames are extracted firstly, then, the rest 
frames of the 2D-GOP track the extracted ROIs of temporal preceding frames. As 
multi-view video data originate from the same scene, the inherent dependencies 
include inter-view ones among neighboring views and temporal ones among 
successive images. Thus, it is with high complexity because of inter-view correlation 
are not efficiently used.  

Based on these analyses, we present two joint extraction schemes in which 
previously extracted ROIs of time preceding or inter-view neighboring frames are 
utilized to improve robustness and reduce computational complexity, shown as 
Figs.1~2. Fig.l shows temporal based joint extraction scheme (TBJES), in which each 
rectangle indicates a frame and arrow indicates reference direction. In a 2D-GOP, 
there is only a frame of the center view, i.e. S2T0 shown as the white rectangle in 
Fig.1, extracting ROI independently. Then, neighboring frames adopt the inter-view 
correlation with S2 and the extracted ROIs of S2T0 to extract ROI. Finally, the 

 

  

Fig. 1. Temporal based joint extraction scheme Fig. 2. Inter-view based joint extraction scheme 
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time successive frames, i.e. T1~T4, track the ROIs of temporal preceding frames. 
Fig.2 shows inter-view based joint extraction scheme (IBJES). Different from TBJES, 
most frames, i.e. frames in S0, S1, S3 and S4, extract ROIs with the help of inter-view 
tracking algorithm. Both TBJES and IBJES track ROIs from both temporal preceding 
frames and neighboring views, which is able to more efficiently reduce computational 
complexity and improve the accuracy of ROI extraction. In addition, they relieve 
error propagation and occlusion problems among views. 

3   Depth-Spatio-Temporal Joint ROI Extraction and Tracking 

3.1   Depth Based ROI Extraction  

In this paper, depth based ROI extraction is proposed to extract ROI for a frame by 
jointly using motion, texture and depth information of 3DV.  

Step1. Let vectors F and D be the color video and depth video, respectively. 
Motion mask Mm is extracted from the differences among temporally successive 
frames. We segment foreground regions Mf from the background regions by using a 
threshold, and the background regions are set as non-interested regions. Then, 
contours mask of color video, Mc, and depth discontinuous regions, Md, are extracted 
by using edge detection algorithm. 

Step2. Because moving object and depth discontinuous regions are usually ROI, 
we construct characteristic region, Mf∩[Mm∪Md], as seeds of ROI depth plane. 
According to histogram of depth values in Mf∩[Mm∪Md] regions, the depth image D 
is divided into different depth planes Dz according to the mean and variance of the 
histogram, where z is the ordinal number of the depth plane.  

Step3. ROI contours are constructed by integrating foreground motion region, 
depth contour and color contour as Mf∩[Mm∪Md∪Mc]. Morphological process, 
contour recovery and noise elimination operations are performed on Mf∩[Mm∪Md 

∪Mc] to build a closed and more reliable ROI contours, Ml.  
Step4. To exclude the background regions in Dz, a boundary scanning process 

guided by Ml is conducted on depth planes Dz by supposing image boundaries are 
background.  

3.2   Inter-view ROI Tracking and Extraction  

Multi-view video is captured from the same scene by a camera array. There is 
intrinsic geometry correlation among the ROIs of different views. Therefore, we can 
generate the corresponding ROI in other views by using the neighboring extracted 
ROI information. Let M=(X, Y, Z) be a point of ROI in the world coordinate system, 
mi=(xi,yi) and mj=(xj,yj) be the coordinate of a pixel, which is projected from M, on jth 
and ith view of an Nc camera array. Let M , im  and jm  be augmented vectors of M, 

im and jm , i.e. M  = (X, Y, Z, I) and ( ), ,i i i ix y=m I , ( ), ,j j j jx y=m I , Ii and Ij are 

pixel value projected from I. Then, the projection equations result to 
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where P is a 3×4 normalized perspective projection matrix and sφ is a scalar, 
i,j∈{1,2,…Nc}. The rotation Rφ and the translation tφ form a 4×4 matrix that 
transform a 3D point from the world coordinate into the camera coordinate. Aφ is a 
matrix that specifies intrinsic parameters of φth camera. 

 

Fig. 3. Relation between ROI point in 3D world coordinate and its points on 2D image planes 

Fig. 3 shows the relation between ROI point in 3D world coordinate and the ROI 
points on 2D image planes. The ROI points on different 2D image planes are 
projected from the same ROI point in 3D world coordinate. Thus, if ROI of the jth 
view has been extracted, the ROI points in ith view can be generated as  

1 1 1
i i j i i j j j i i j j j iZ Z − − −= − +m A R R A m A R R t A t

, (2)

where jZ  and iZ  is the depth value. According to (2), im  is determined by jm  and 

depth value jZ , and it is denoted as ( ),i j jf Z=m m for short, where f is the mapping 

function. Let ( ), ,j j x j y jx yσ σ+ += + +m I , ( ), ,i i x i y ix yσ σ+ += + +m I  be a neighboring 

point of jm and im , where σx and σy are offsets in the x-axis and y-axis, j
+I  and i

+I  

are pixel values. Let jZ +  be the neighboring depth value of jZ .Thus, the pixel 

corresponding to j
+m  on ith image plane is calculated as  

( )ˆ ,i j jf Z+ + +=m m . (3)

Because depth map is smooth and with high spatial correlation in ROI, ˆ
i
+m  is 

approximate to i
+m  when |σx| and |σy| is smaller than xT and yT . So we can get 

ˆ , . . ,i i x x y ys t T Tσ σ+ +≈ ≤ ≤m m . (4)

It is especially true when σx and σy are small. Finally, averaging filter is applied to fill 
small holes. ROI is blocklized into macroblock (MB), and a MB level ROI mask is 
generated for block-based video coding. 
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3.3   Temporal ROI Tracking and Extraction  

Let Wk,t (xk,t, yk,t, wk,t, hk,t) be a rectangle window of the kth ROI in the frame at time t, 
where (xk,t, yk,t) is coordinate of the centroid of Wk,t, wk,t and hk,t are the width and 
height of Wk,t. Let W′k,t (x′k,t, y′k,t, w′k,t, h′k,t) be a predictive window of the kth ROI in 
the frame at time t. (x′k,t, y′k,t) is coordinate of the centroid of W′k,t, w′k,t and h′k,t are the 
width and height of W′k,t. We predict W′k,t from ROI windows of previous p frames. 
The center of W′k,t is calculated by 

( )
( )

, , , , 1 , 11

, , , , 1 , 11

p

k t k t i k t i k t i k ti
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k t k t i k t i k t i k ti

x x x x

y y y y

ξ

ς

− − − − −=
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The width and height of W′k,t is predicted as 
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where α k,t, β k,t, ξ k,t and ζ k,t are weight coefficients, λφ is window size scaling 
coefficient correlated with motion magnitude and it is calculated as 

( )( ) { }, 1 , 2 , 11 max 0, / , ,k t k t k t w hφλ θ φ φ φ φ− − −= + × − ∈ , (7)

where θ  is a scaling coefficient. Finally, depth based ROI extraction is adopted to 
extract the accurate ROI within the predictive windows.  

4   Experimental Results and Analyses  

In order to testify the effectiveness of our ROI extraction algorithm, simulations are 
implemented with multi-view video sequences provided by Microsoft, Ballet and 
Breakdancers [7]. They have both fast motion and slow motion. Fig.4 show eight 
views the two 3DV sequences.  

 

 
(a) Ballet (1st frame of eight views, up: multi-view video, down: multi-view depth video) 

 
(b) Breakdancers (1st frame of eight views, up: multi-view video, down: multi-view depth 
video) 

Fig. 4. 3DV sequences provided by Microsoft 
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4.1   Depth Based ROI Extraction Experiments  

Fig.5 illustrates the extracted ROIs of 4th view and 10th frame (denoted by ‘S2T0’ as 
Fig. 1~2) of Ballet and Breakdancers sequences by using depth based ROI extraction. 
Fig.5 (b) is 8×8 block-based ROI contour and motion mask. It represents contour and 
motion information of ROI region. Fig.5 (c) is extracted ROI regions of the two 
sequences. For breakdancers, only three men in the video are extracted because the 
other two men are in regions with large depth, which don’t belong to the defined ROI. 
In the video coding process, MB is the minimal unit of bit allocation and 
computational power allocation. Thus, only MB size ROI extraction accuracy is 
required. Fig.5 (d) shows MB level ROI mask. 

 

Ballet 

    

Break-
dancers 

    
 (a) image (b) mask Ml (c) ROI (d) ROI mask 

Fig. 5. Results of Depth based ROI Extraction 

4.2   Inter-view ROI Tracking and Extraction  

Only partial pixels of ROIs (i.e. 1/[(Tx+1)×(Ty+1)]) in 5th view are calculated as Eq.(2) 
point by point. The rest pixels are calculated as Eq.(4) which directly gets the value of 
surrounding tracked pixels. Then, the extracted ROIs are blocklized into MB. As Tx 
and Ty increase, the ROI extraction accuracy will decrease, meanwhile, the 
computational complexity will decrease significantly. Fig.6 shows an example that 
ROIs of a neighboring view (the 5th view) are tracked from ROIs of the 4th view with 
different Tx and Ty. The first row shows the extracted ROI, the second row show the 
ROI masks. It is clear that almost identical MB level ROI masks can be generated 
when Tx and Ty are smaller than 3.  

In the extraction experiments, Tx and Ty are set as 1 so that almost 75% complexity 
are saved, meanwhile, ROI can be extracted precisely. Figs.7 show extracted ROIs of 
four neighboring views with time T0 (denoted by ‘S0T0’ as Figs. 1 ~ 2. They are with 
high accuracy for different views. ROIs with different depth projected to neighboring 
views are with different relative position which could be precisely calculated by our 
method. For block-based video coding, such as joint multiview video model, these 
ROI silhouettes are accurate enough to create the MB level ROI mask which is used 
for bit allocation and dynamical computational power allocation in the coding 
process. 
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(a) Tx, Ty=0 (b) Tx, Ty=1 (c) Tx, Ty=3 (d) Tx, Ty=7 (e) Tx, Ty=15 

Fig. 6. Inter-view ROI extraction with different Tx and Ty 

 

    Ballet 

    

    Break- 
dancers 

    
 (a)S0T0 (b)S1T0 (c)S3T0 (d)S4T0 

Fig. 7. ROI of neighboring views of 10th time instant  

4.3   Temporal ROI Tracking and Extraction 

Fig.8 shows ROI extraction results of temporal four successive frames, 11th to 14th 
frames of S2 view of the multi-view video sequences, denoted by ‘S2T1’, ‘S2T2’ , 
‘S2T3’ and ‘S2T4’ corresponding to Figs.1~2, respectively. Here, θ  is set as 3. For 
Ballet sequence, ROI can be tracked and extracted perfectly. For Breakdancers 
sequence, ROI is also extracted very well though there are some noises on the ground, 
which is mainly comes from shadow motion. The experimental results show that the 
proposed temporal ROI tracking and extraction is suitable for video with both slow 
and fast motion. 
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    Ballet 

    

    Break- 
dancers 

    
 (a)S2T1 (b)S2T2 (c)S2T3 (d)S2T4 

Fig. 8. ROI of successive four frames of view S2 

5   Conclusion 

Three dimensional video (3DV) is with both temporal and inter-view correlation. We 
presented two depth-spatio-temporal ROI extraction schemes in which depth, motion 
and texture information of 3DV data are jointly utilized to extract semantic ROIs. 
With the help of previously extracted ROIs, temporal and inter-view ROI tracking 
algorithms are proposed to improve ROI extraction efficiency and reduce 
computational complexity. The advantages of the proposed schemes are high 
extraction accuracy and low complexity, which are of great importance to content 
based multi-view video processing. 
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Abstract. What are important in wireless sensor networks are energy 
efficiency, reliable data transmission, and topological adaptation to the change 
of external environment. This study proposes dynamic routing algorithm that 
satisfies the above-mentioned conditions at the same time using a dynamic 
single path in wireless sensor networks. In our proposed algorithm, each node 
transmits data through the optimal single path using hop count to the sink and 
node average energy according to the change of external environment. For 
reliable data transmission, each node monitors its own transmission process. If a 
node detects a damaged path, it switches from the damaged path to the optimal 
path and, by doing so, enhances network reliability. In case of a topological 
change, only the changed part is reconstructed instead of the whole network, 
and this enhances the energy efficiency of the network. 

Keywords: Wireless Sensor Networks, Reliability, Energy efficiency, 
Topology adaptation, dynamic routing algorithm. 

1   Introduction 

Wireless sensor networks, which are composed of tiny and resource constrained 
wireless devices, have been widely deployed for monitoring a specific phenomenon 
or recognizing surrounding situations throughout a wide area. In those systems, real-
time information on events happening within a specific area can be collected. With 
decrease in the size and cost of sensor nodes, sensor networks can be utilized in 
various areas including environmental monitoring, ecological studies, national 
defense, medicine, transportation, disaster prevention, and intrusion detection [1,2]. 

In those networks, sensor nodes monitor surrounding environment and transmit 
data to a sink that collects data through wireless channels. A sensor node consumes 
most of its energy in data transmission rather than in sensing or data processing, and 
is highly likely to fail to carry out intended tasks due to unexpected changes of 
external environment. Moreover, because such nodes are usually manufactured at a 
low cost and in an extremely small size, their range of radio transmission is very short 
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and their resources are limited. Therefore, nodes are easily disabled by battery 
discharge or breakdown and, as a result, network topology is changed frequently. For 
this reason, the nodes of a sensor network should show high energy efficiency, 
reliable data transmission, and topological adaptation to the change of external 
environment [3]. 

A sensor network is composed of one or a few sinks and many sensor nodes, and 
data are transmitted to a sink through direct communication or via multiple hops using 
other sensor nodes as relay nodes. Because the number of hops can be large in a large-
scale sensor network, the reliability of network can be enhanced by applying a 
broadcast-based data transmission method [4,5]. However, because such a method 
increases nodes’ energy consumption, it may result in the problem that the network is 
divided or stopped. To solve this problem, existing methods improved network 
reliability by transmitting data through multiple paths [6]. However, the use of 
multiple paths causes additional energy consumption, so not desirable in terms of 
energy efficiency. Furthermore, in a sensor network using limited resources, its 
topology is changed frequently, and such changes require the modification of network 
structure. For this, network is updated periodically or when changes are detected by 
an algorithm for detecting network changes. However, as network reconstruction 
involves all the nodes in the network, it increases energy consumption, and delays 
data transmission during the period of update. 

Aiming at reliable data transmission, energy efficiency, and topological adaptability 
to the change of external environment, this study proposes a routing algorithm that 
chooses the optimal single path dynamically in wireless sensor networks. The proposed 
method transmits data after searching for the optimal path using hop count (HC) and 
node average energy (NAE). In response to the change of external environment, each 
node monitors the transmission process. If a node detects a damaged path, it changes 
the optimal path dynamically in a way of distributing energy consumption evenly over 
nodes and, by doing so, it enhances network reliability and energy efficiency of the 
network. In addition, on the change of network topology, only the changed part is 
reconstructed instead of the whole network and this minimizes unnecessary energy 
consumption. 

Chapter 2 reviewed related studies, and Chapter 3 described the method proposed 
in this study. Chapter 4 presented the results of experiment in comparison with 
existing methods, and Chapter 5 analyzed the results of experiment.  

2   Related Studies 

Flooding is the most reliable one among the methods for a source node that detects 
events in surrounding environment using sensors to transmit its collected data to a sink 
[3,5]. In Flooding, a source node transmits its collected data to neighbor nodes that are 
one hop distant from the source node. Each of the neighbor nodes who have received 
data again sends the data to all of its neighbor nodes. This process is repeated until all 
the nodes in the network receive the data, so the protocol is simple and fast. And data 
can be transmitted reliably. However, because each node sends data to its neighbor 
nodes regardless of whether the neighbor nodes have received the same data, a large 
volume of redundant data traffics takes place. Due to the rapid consumption of limited 
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node resources, this method is not energy-efficient. Furthermore, because this method 
does not consider the consumption of node resources, it may reduce the lifetime of the 
network.  

To solve these problems, GRAB (GRAdient Broadcast) [6] was proposed, which is 
a routing protocol that transmits data according to cost field and credit. Cost field 
means the COST set of all nodes built and maintained from a sink. After the cost field 
has been set, a source node transmits data to its neighbor nodes including its COST in 
the packet but without designating the next node to which data will be transmitted. A 
node that has received the packet determines independently whether to transmit the 
packet by comparing its COST with the received COST. Consequently, data detected 
by a source node is transmitted in a direction that decreases COST. GRAB uses 
multiple paths for reliable data transmission, and uses credit for adjusting the width of 
multiple paths. As the width of multiple paths is controlled using credit in GRAB, the 
reliability of data transmission increase.  

3   Dynamic Routing Algorithm 

The process of dynamic routing algorithm is composed of three processes as follows: 
initialization process as the initial step of network construction; transmission process 
as the data transmission step; and reconfiguration process for coping with the deletion 
or move of sensor nodes and the change of external environment. Table 1 defines the 
types and functions of packets used in dynamic routing algorithm. 

Table 1.  Types and functions of packets used in dynamic routing algorithm 

Packet type Function 

INIT 
Packet broadcasted by a sink to the network at the beginning of 
sensor network construction. 

TRN 
Packet broadcasted when data has occurred in a source node or 
is transmitted to a neighbor node. 

ACK 
Packet broadcasted by a sink that has received a TRN packet 
for preventing looping. 

HELLO 
Packet for a newly added node or a moved node to advertise its 
existence to its neighbor nodes. 

3.1   Initialization Process 

At the beginning of network construction, a sink transmits an INIT packet. On the 
transmission of an INIT packet, the sink sets the transmission node ID to its ID, and 
HC and NAE to 0. Here, HC is the number of hops between the sink and the receiving 
node, and NAE is the average energy of nodes on the path from the receiving node to 
the sink. A node that has received an INIT packet calculates its current normalized 
residual energy by (1), and calculates HC, NAE and COST by (2), (3) and (4) using 
the received HC and NAE. Here, COST is the cost of transmission to the sink from 
the receiving node.  
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NRE E nEinitial n  (1)HC HC 1 (2)

NAE NAE · HC NREHC 1  (3)

COST · , (4)

where NRE  : Normalized residual energy of Node N. HC  : HC of the node that has sent an INIT packet to Node N. NAE  : NAE of the node that has sent an INIT packet to Node N. 

If COST calculated from a received INIT packet is smaller than the existing value, the 
path becomes the optimal path to the sink. The receiving node updates its entry in the 
COST table that stores updated HC, NAE and COST. And then it changes the INIT 
packet by replacing the transmission node ID to its own ID, and HC and NAE with 
the updated HC and NAE and sends it to its neighbor nodes. This process is continued 
until all the nodes receive the INIT packet at least once and set the minimum COST 
between them and the sink. INIT packet transmission by the sink is required only 
once at the beginning of network construction. In addition, in order to maintain the 
optimal path to the sink, all the nodes should know the minimum COST set by its 
neighbor nodes and HC, NAE on the setting. 

When a node transmits an INIT packet, HC and NAE contained in the packet are 
values when the transmission node set the minimum COST. That is, although a node 
that has received an INIT packet cannot set its minimum COST from the received 
information, it can know the minimum COST, HC and NAE set by the neighbor node 
that has transmitted the packet. Each node in dynamic routing algorithm records HC, 
NAE and COST which set the optimal path to the sink by its neighbor nodes. 

3.2   Transmission Process 

A group of nodes that have detected the same data selects a source node, a 
representative node that will transmit the data for the group in order to prevent data 
redundancy and the waste of resources. Among the nodes that have detected the same 
data, the one with the minimum COST becomes the source node. The source node or 
the transmission node that delivers receiving data from the source node to the sink 
broadcasts data to all of its neighbor nodes at a distance of one hop rather than to a 
specific node. The source node or the transmission node sets the TRN packet with HC 
and NAE on setting its minimum COST and with the minimum COST among COSTs 
in the COST table except its own COST, and then sends it. The node that has received 
the TRN packet determines independently whether to retransmit the received packet. 
That is, if its own minimum COST recorded in the COST table is larger than the 
received COST, the receiving node assumes that it is not on the optimal path and does 
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not retransmit the TRN packet. If not, the node that has received the TRN packet 
searches for the neighbor node with the minimum COST among COSTs in the COST 
table except its own COST. It calculates its own HC, NAE and COST from the found 
HC and NAE and its own current normalized energy, and updates the COST table. 
Then, it modifies the TRN packet with the updated HC, NAE and the minimum 
COST found, and transmits it to its neighbor nodes. Consequently, data detected by 
the source node is transmitted in the direction that COST decreases. 

However, because there may happen a situation where data cannot be transmitted 
to the sink due to an unexpected change of external environment or the breakdown of 
a transmission node, data monitoring process is required. After the source node has 
sent the TRN packet, if the node with the minimum COST chosen as the transmission 
node is in a normal state, it will receive a TRN packet with decreased COST from the 
transmission node, which is one of the neighbor nodes. And as this means that the 
TRN packet has been transmitted properly, and the source node ends its monitoring 
process. However, if the source node has not received a TRN packet with decreased 
COST within a specific length of time, the path is considered to have been damaged. 
If a damaged path is detected, the source node deletes the record of the damaged 
node’s information from its COST table, and modifies the TRN packet as described 
above and sends it again. Lastly, the sink that has received the TRN packet ends the 
transmission process by sending an ACK packet in order to prevent looping.  

3.3   Reconfiguration Process 

In network operation, power consumption is not equal among the nodes. In dynamic 
routing algorithm, in order to maintain the optimal path, each node should maintain 
the latest minimum COST according to the change of external environment and 
inform its neighbor nodes of it. A decrease in a node’s residual energy may affect 
other nodes’ setting of the minimum COST. However, if residual energy has to be 
reported to the neighbor nodes whenever it changes, it will increase the energy 
consumption of the whole network and shorten network lifetime. For this, dynamic 
routing algorithm updates the COST table only when a packet has to be sent. In 
addition, when a node dies out due to breakdown or battery discharge, the problem 
can be solved by the monitoring process.  

When a new node is added, the new node has only its own node ID and residual 
energy. In order to participate in the network, the added node builds a COST table and 
sends a HELLO packet. Its neighbor nodes who have received the HELLO packet 
reply with an ACK packet that contains their HC, NAE in their COST table and does 
not require a reply. The node receiving the ACK packet is the new node that sent the 
HELLO packet or a neighbor node of the node that has sent the ACK packet. The new 
node that sent the HELLO packet calculates HC, NAE and COST from HC, NAE 
received from its neighbor nodes by equation (1), (2), (3) and (4). Only when the 
calculated COST is lower than its own minimum COST in the COST table, it updates 
its own COST, HC and NAE. Apart from the update of the COST table, however, 
because the received ACK packet contains HC and NAE for a transmission node to 
set its minimum COST, the receiving node records the ID of transmission nodes and 
received HC, NAE and COST in its COST table.  
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If an existing node has moved to other area, information in the mobile node’s 
COST table is not effective any longer, so the mobile node initializes its COST table 
and sends a HELLO packet as soon as it stops moving. When a mobile node stops its 
moving, the change detected by its neighbor nodes is the disappearance of the mobile 
node, positional change of the mobile node, or the addition of the mobile node. If a 
mobile node has disappeared, the consequent process is the same as that in case a 
node has died out, and if a mobile node has changed its location or a new mobile node 
has been added, it is processed in the same way as that for the addition of a new node. 

4   Experiment and Performance Evaluation 

For the simulation, we built a 300x300 square sensor field. In a sensor field, 100 
sensor nodes including a sink were deployed at random. The sink was positioned at 
the left bottom part of the sensor field. The sink was assumed to be a large-capacity 
system without a limitation in power like an ordinary PC, and all the nodes were 
assumed to consume 0.021J for sending 128 bytes of data and 0.014J for receiving the 
same amount of data respectively, for sending and receiving a bit at a transmission 
rate of 10kbps in WIN NG [7]. Power consumption in the standby mode was not 
counted. Table 2 shows parameters and its values used in simulation. 

Table 2. Simulation parameters and values 

Parameters Values
Number of nodes 100 
Range of radio Transmission in each node 30m 
Energy consumption for transmission 0.021J 
Energy consumption for receiving 0.014J 
Initial energy 10J 
Packet size 128 Bytes 
Simulation time 400 sec 

 
For the simulation, we chose a source node at random and generated a sensing event 

at each second. During a total of 400 seconds’ simulation, the radio transmission range 
was set to 30m uniformly for all the nodes including the sink. In order to evaluate the 
performance of the proposed dynamic routing algorithm, we executed the simulation as 
above 10 times and compared the results with Flooding and GRAB. 

  

Fig. 1. Comparison with the Packet Success Ratio over time 
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Figure 1 shows the packet success ratio (PSR), which means the number of packets 
that the sink receives normally out of 10 packets sent by 10 randomly chosen source 
nodes per 10 seconds. The PSR of Flooding was 100% until 120 seconds, but decreased 
to 89% in 130 seconds and 14% in 140 seconds. The PSR of GRAB was 100% until 
250 seconds, but decreased to 78% in 260 seconds and 39% in 270 seconds. In contrast, 
the PSR of dynamic routing algorithm proposed in this study was 100% until 270 
seconds and decreased to 69% in 280 seconds and 21% in 290 seconds. The results of 
comparison show that network lifetime increased in dynamic routing algorithm. 

 
Fig. 2. Comparison with the Average Residual Energy over time 

Figure 2 shows the change of the average residual energy of all the sensor nodes 
except the sink measured at every 10 seconds. In Flooding, the nodes showed rapid 
consumption of energy until 130 seconds and then a slow consumption rate because 
nodes near the sink exhausted their energy first and fell in a disabled state. In GRAB 
and dynamic routing algorithm, on the contrary, not all the nodes participated in data 
transmission to the sink as in Flooding, but only selected nodes on the path 
participated, so energy consumption was not rapid. In the experiment, GRAB 
performed ADV packet transmission involving all the nodes at every 50 seconds in 
order to cope with the change of network topology, and used multiple paths for 
reliability. In the results of comparison, dynamic routing algorithm showed energy 
efficiency around 16.5% higher than GRAB.  

 

Fig. 3. Comparison with the Survival rate of sensor node over time 

Figure 3 shows the survival rate of sensor nodes over time for the sensor field. At 
the end of the simulation, the number of nodes that died out with the exhaustion of 
energy was 5 out of 99 in GRAB and 2 in dynamic routing algorithm. The reason that, 
in GRAB and dynamic routing algorithm, the network does not work although most 
of the nodes are active is that the nodes around the sink exhaust their energy faster 
than other nodes and thus cannot transmit packets to the sink. 
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5   Conclusions and Future Works 

This study proposed a routing algorithm using a dynamic single path in wireless 
sensor networks, aiming at high energy efficiency, reliable data transmission, and 
topological adaptation to the change of external environment. In the proposed method, 
if a node detects a damaged path, it changes the path dynamically for the even 
distribution of energy consumption over all the sensor nodes, and this satisfies the 
requirements of high energy efficiency and network reliability at the same time. In 
addition, when the network topology is changed, only the changed part is 
reconstructed instead of the whole network, and this minimizes unnecessary energy 
consumption in each node and enhances the energy efficiency of the whole network. 
Because sensor nodes around the sink consume energy more than other sensor nodes, 
however, network lifetime is dependent on nodes around the sink. 

In order to solve this problem, research is going on for enhancing reliability and 
energy efficiency and, at the same time, increasing the lifetime of the whole network 
through moving the sink or adjusting the optimal transmission distance according to 
the change of external environment. 
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Abstract. Many multimedia network applications require multicast routing with 
certain Quality-of-Service (QoS) constraints. As constrained minimum Steiner 
tree problem, QoS multicast routing problem is known to be NP-Complete. The 
bandwidth constraint and the end-to-end delay constraint are two important QoS 
constraints. In this paper, we propose algorithms to solve the bandwidth-delay 
constrained least-cost multicast routing problem based on Tabu Search (TS) with 
an efficient candidate list strategy, which produces a good solution faster than 
the traditional simple TS-based algorithms. In addition, we use a simple form of 
systematic dynamic tabu tenure. Computational results for various random gen-
erated networks show that the proposed algorithms in comparison with the other 
existing short-term memory version of TS-based algorithms and heuristics are 
faster, more effective, and more suitable for large scale networks. 

Keywords: Multicast Routing, Quality-of-Service, Tabu Search, Candidate list 
strategy, Dynamic tabu tenure. 

1   Introduction 

The development of high-speed communication networks has increased demand for 
numerous applications especially in the areas of telecommunication, distribution and 
transportation systems. In many of these applications, a source is required to send 
information to multiple destinations with varying QoS constraints through a commu-
nication network. To support such communication efficiently, one of the key issues 
that needs to be addressed is QoS multicast routing. An efficient QoS multicast rout-
ing algorithm should construct a multicast routing tree, by which the data can be 
transmitted from the source to all the destinations with guaranteed QoS, which typi-
cally enforce a restriction on the admissible multicast routing tree. Multicast routing 
tree delivers data streams over each link only once and creates copies only as needed. 
The multicast routing algorithm must manage network resources efficiently. This is 
achieved by minimizing the total cost of the constructed multicast tree. The problem 
of determining the least cost multicast tree is known as the minimum Steiner tree 
problem [1]. In constrained Steiner tree problem, one or more QoS constraints must 
be applied to the entire least-cost multicast tree. A Steiner tree or a constrained 
Steiner tree problem is a part of the class of NP-complete problems [2].  
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A lot of heuristics have been proposed to solve the constrained Steiner tree  
problem such as the Kompella–Pasquale–Polyzos (KPP) heuristic [3], the Bounded 
Shortest Multicast Algorithm (BSMA) heuristic [4]. The best deterministic delay-
constrained least-cost multicast algorithm is BSMA [5]. But these algorithms have 
been developed specifically for real-time applications with just one QoS constraint. 
Also, Salama et al. [5] have declared that most of the heuristic algorithms neither 
achieve admissible running time nor compute multicast trees with optimum cost. 
Hence computational intelligence methods such as genetic algorithm (GA), simulated 
annealing (SA), and tabu search (TS) become more suitable. These methods are a type 
of promising technique to solve combinatorial optimization problems [6] including 
the constrained Steiner tree problem. Several GA-based algorithms have been pro-
posed to solve the constrained Steiner tree problem [7-9]. In addition some algorithms 
have been proposed to construct the constrained Steiner tree with tabu search tech-
niques [10-14]. In most of the TS-based algorithms [10,12,13], at each iteration some 
random moves are examined. In tabu search randomization is de-emphasized on the 
assumption that intelligent search should be based on more systematic forms of guid-
ance [15]. Therefore, Ghaboosi and Haghighat [14] explored the entire neighborhood 
on a given iteration, and illustrated how evaluating all feasible moves instead of ex-
amining some random moves will result in a better solution considering average tree 
cost. But it takes a long time special for situations where neighborhood space is large 
or its elements are expensive to evaluate.  

In this study, we propose algorithms to solve the bandwidth-delay constrained 
least-cost multicast routing problem based on Tabu Search with an effective candidate 
list (CL) strategy named Hybrid candidate list. We generate the candidate moves by 
the intelligent process, CL strategy, rather than by a random or simple process, for 
example, to evaluate all possible moves in a current neighborhood. Such a CL strat-
egy can be useful to produce optimal results in a relatively short amount of time spe-
cially when the network has large number of nodes. We demonstrate that by the use 
of Hybrid candidate list not only search speed but also solution quality will be im-
proved. In addition instead previous TS-based multicast routing algorithms, we use a 
simple dynamic tenure structure, in which the tabu tenure can be varied dynamically 
during the search. It provides a dynamic and robust form of search [15].  

The rest of this paper is organized as follows. The problem definition and formula-
tion is given in section 2. Section 3 provides a brief introduction to the tabu search 
method. In section 4 we describe proposed short-term TS-based algorithms. Section 5 
introduces the time complexity of the proposed algorithms. Section 6 gives the per-
formance evaluation of the proposed algorithms. Conclusions and recommendations 
for further work follow in Section 7.  

2   Problem Definition and Formulation 

The communication network is modeled as a directed graph ),( EVG  where V  is 

the set of nodes and VVE ×⊂  is a set of edges. Three non-negative real-valued 
functions are associated with each link Ee ∈ : cost +→ REeC :)(  represents the 

utilization of the link, delay +→ REeD :)(  is considered to be the sum of  
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switching, queuing, transmission, and propagation delays, and available bandwidth 
+→ REeB :)(  represents the residual bandwidth of the link. Let Vs ∈  be the 

source node and }{sVM −⊆  be the set of destination nodes, called the multicast 

group. A multicast tree ),( MsT  is a sub graph of )( GTG ⊆  routed at s and span-

ning all the members of M . Moreover, the multicast tree may contain relay nodes, 
called Steiner nodes. The Steiner node is a node that belongs to the multicast tree but 
not to the multicast group. Assume ),( dsPT

 represents a unique path in the multi-

cast tree from the source node s to the destination node Md ∈ . The total cost of the 
multicast tree ),( MsT  is defined as  ∑

∈

=
),(

)()),((
MsTe

eCMsTC , the total delay of 

the path ),( dsPT
 in the multicast tree ),( MsT  is defined as 

∑
∈

=
),(

)()),((
dsPe

T

T

eDdsPD , and the bottleneck bandwidth of the path ),( dsPT
 is 

simply defined as )},(),(min{)),(( dsPeeBdsPB TT ∈= . Assume b∆  repre-

sents the end-to-end delay constraint and b(  the bandwidth constraint of each destina-

tion node. The bandwidth-delay-constrained least-cost multicast problem is defined as 
minimizing )),(( MsTC  while  

bT dsPD ∆≤)),((  and 
bT dsPB ()),(( ≥ . Fig. 1 

illustrates an example of a network graph, a multicast group, and a Steiner tree.  
 

 

Fig. 1. An example of a network graph, a multicast group, and a Steiner tree  

3   Tabu Search Method 

Tabu search was introduced by Glover [15,16] as a meta-heuristic for solving combi-
natorial optimization problems. TS is a form of local neighborhood search. Each solu-
tion Xx ∈  has an associated neighborhood XxN ⊂)( , where X  is the set of 

feasible solutions. A solution )( xNx ∈′  can be reached from x  iteratively by an 

operation called a move until some stopping criteria have been satisfied. At each it-
eration, TS moves to its admissible neighbor, even if this causes the objective func-
tion to deteriorate. To avoid cycling, solutions that were recently explored are de-
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clared forbidden for a number of iterations. This span of iterations is called the tabu-
tenure. The tabu status of a solution is overridden when aspiration criteria are satis-
fied. In addition, an important first level consideration for tabu search is to determine 
an appropriate candidate list strategy for narrowing the examination of elements of 

)( xN , in order to achieve an effective tradeoff between the quality of x ′  and the 

effort expended to find it [15].  

4   The Proposed Short-Term TS-Based Algorithms 

4.1   Pre-processing Phase 

The pre-processing phase is the start point of all proposed algorithms. In this phase all 
the links from the network graph whose residual bandwidths are less than the band-
width constraint are deleted. If in the refined graph the multicast group nodes are not 
in a connected sub-graph, then this topology does not satisfy the bandwidth constraint 
which causes the source node to negotiate with the corresponding application to relax 
the bandwidth threshold. In addition, this phase can further reduce the size of the net-
work graph by removing all degree-one nodes which do not belong to the multicast 
group.  

4.2   Initial Solution 

The initial feasible solution is a shortest path tree, which is constructed in a greedy 
fashion by using Dijkstra’s shortest path algorithm. The resulting set of shortest paths 
from the source node to each of the destination nodes defines a tree that serves as the 
initial solution. According to the parameters that are used as distances in Dijkstra’s 
algorithm, initial solutions can be named as least-delay tree (LD tree) and least-cost 
delay-constrained tree (LC delay-constrained tree) [14].  

4.3   Objective Function 

In our algorithms, the objective function is the total cost of the multicast tree which 
has to be minimized.  

4.4   Move 

In this study, we use four types of move by the names of Steiner node move, Path 
move, K-Path move, and Complete move which are used in [14]. They are described 
briefly in the following. The Steiner node move has been proposed by Skorin-Kapov 
and Kos [11]. This move is an elementary move which adds or removes a single 
Steiner node. After each move, to construct the delay-constrained least-cost spanning 
tree, the modified version of Prim’s algorithm [17] is used.  

The Path move is a path switching operation which has been proposed by Youssef 
et al. [10] and modified by Ghaboosi and Haghighat [14]. The path is a simple path 
where the source node belongs to the multicast group and the destination is a degree-
one destination node. All internal nodes, are degree-two Steiner nodes connecting 
exactly two tree edges. First, each solution encoding is converts to its associated 
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Steiner tree, next the move can easily be obtained by removing a path from the cur-
rent Steiner tree and replacing it with a new least-cost delay-constrained path which is 
constructed by Dijkstra’s shortest path algorithm [18]. The K-path move which has 
been proposed by Wang et al. [12] and modified by Ghaboosi and Haghighat [14], is 
very similar to the base of the Path move. The only difference is in the replace path 
which is constructed by the Kth shortest path algorithm proposed by Jimenez and 
Marzal [19].  

In Complete move which has been proposed by Ghaboosi and Haghighat [14], a 
solution is encoded with a two-dimensional matrix, each element of it represents a 
path associated to the edge in a directed complete graph over the multicast group 
nodes. To initialize the associated path of each edge, Dijkstra’s shortest path algo-
rithm is used. This move is an edge switching move. First, it removes an edge from 
the complete graph, and next it replaces it with a new edge where its associated path 
is an alternative least-cost delay-constrained path in the original network graph which 
is constructed with the Kth shortest path algorithm proposed by Jimenez and Marzal. 
After each move, complete graph is transformed to its associated delay-constrained 
minimum Steiner tree in two steps. First, the modified version of Prim’s algorithm is 
used to obtain the minimum spanning tree of the original network graph. Finally each 
edge of the obtained minimum spanning tree is replaced with its associated path to 
convert it to a Steiner tree.  

4.5   Penalty 

Whereas it is likely that an infeasible solution can be found during the search, an extra 
penalty is assigned by increasing the cost so that these would be less likely to be  
accepted.  

4.6   Backup-Set  

A Backup-set is generated after the pre-processing phase and all feasible replace 
paths, which are used in compound moves, are stored in it in order to prevent them 
from being regenerated during the search at different iterations.  

4.7   Hybrid Candidate List 

Some candidate list strategies have been described by Glover and Laguna [15] such as 
Aspiration Plus and Elite Candidate List. We usefully combine these two strategies 
and develop the new candidate list strategy named Hybrid candidate list. In Hybrid 
candidate list, a Master List is built by recording the best K moves, which encoun-
tered in the examination of all possible moves on a given iteration. Then at each sub-
sequent iteration, not only moves inside the Master List have to be examined, but also 
some additional number of moves outside the Master List which equal in number to 
the selected value Plus, and at last the best move overall is selected. We define the 
Plus value equal to size of the Master List, i.e. K. Each move outside the Master List, 
which has sufficiently high quality, replaces elements of the Master List. Therefore 
each move which its quality is better than the worst move in the Master List, replace 
it. The process continues until K successive iterations without any replacement have 
elapsed, otherwise it continues after 2K iterations. Then the Master List is  
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reconstructed and the process repeats. We create a circular list for moves outside the 
Master List and start each new iteration where the previous examination has finished. 
This means that new moves are examined on a given iteration, which are different 
from earlier moves.  

4.8   Tabu List and Tabu Tenure 

To avoid reversal of moves and cycling, a tabu list is constructed where forbidden 
moves are listed. In our approach, we store a single added node or a single dropped 
node for the Steiner node move in tabu list. For the other proposed moves, we store a 
block of edges constructing an added path or a deleted path in tabu list. In addition, 
we use a simple form of systematic dynamic tabu tenure consists of creating a se-
quence of tabu tenure values in the range determined by 

mint  and 
maxt , which these 

values alternately increase and decrease. We define 
maxt  to be equal of multicast 

group size, and 
mint  to be half of it. For example, if multicast group size is equal to 6, 

then the following sequence can be used for the range defined above is (3,5,4,6). This 
sequence is then used, to assign the current tabu tenure value, and may be repeated as 
many times as necessary until the end of the search. Systematically varying the tabu 
tenure in this way results in a balance between intensification and diversification, 
since short tabu tenures allow fine-tuning of neighborhood search and close examina-
tion of regions around a local optimum, while long tenures tend to direct the search to 
different parts of the solution space [15].  

4.9   Aspiration Criteria 

We employ a simple type of aspiration criterion which overrides the tabu status of a 
move when it yields a solution better than the best obtained so far.  

4.10   Termination Rule 

A fixed number of iterations have been used as the stopping criterion. In addition, the 
proposed algorithms stop when the objective function value dose not improve for a 
certain number of subsequent iterations.  

5   Time Complexity 

Let Vn =  be the number of network nodes, El =  be the number of network 

links, }{sMm ∪=  be the number of multicast group nodes, and q  be the number 

of iterations. Table 1 shows the total time complexity of the proposed short-term TS-
based algorithms for each move type. The time complexity of Dijkstra’s shortest path 
algorithm, Prim’s algorithm, and the Kth shortest path algorithm respectively is 2n , 

nl log , and 
n

l
knl log+ . In the all algorithms, the time complexity of the pre-

processing phase and generating the initial solution respectively is l  and 2n . The 
time complexity of generating the backup-set in the Path move is 2mn , also in the  
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K-path move and the Complete move is )log(
n

l
knlm + . Let K  be the size of the 

Master List in Hybrid candidate list. In addition q ′  is the number of iterations that all 

feasible moves are examined, and qq ′−  is the number of iterations that just candi-

date moves are examined ( qq <<′ ).  

Table 1. Time complexity of the proposed short-term TS-based algorithms 

Move Total time complexity 
Steiner node 
move 

)log)(()log)((2 nlKqqnmnlqnl ′−+−′++  

Path move Kqqmqmnnl )(222 ′−+′+++  

K-path move 
Kqqkmq

n

l
knlmnl )()log( 22 ′−+′++++  

Complete move 
mKmqqmkmq

n

l
knlmnl log)(log)log( 242 ′−+′++++  

6   Performance Evaluation 

In this section, we have performed comprehensive simulation studies on various ran-
dom generated networks with 10–100 nodes to evaluate the performance of the pro-
posed TS-based algorithms. To generate random networks, we have used a random 
graph generator based on the Salama graph generator [5]. In all of these networks, the 
size of the multicast group is equal to 30% of the number of network nodes.  

Table 2 shows the average of the simulation results regarding total tree cost for the 
proposed short-term TS-based algorithms which use Hybrid candidate list and dy-
namic tabu tenure. Also it shows the average tree cost obtained using KPP1, KPP2, 
and BSMA heuristics and some existing short-term TS-based algorithms in order to 
compare the proposed algorithms with them. We conclude from these values that us-
ing Hybrid candidate list and dynamic tabu tenure make a notable impact on the per-
formance of the algorithms. It indicates that most of the proposed algorithms achieve 
better outcomes than their similar short-term TS-based algorithms without these 
strategies which are proposed in [14].  

Table 3 indicates the degree of improvement made by the Hybrid candidate list and 
dynamic tabu tenure on the short-term TS-based algorithms in connection with total 
tree cost and execution time. The outcomes from this table confirm that the most ef-
fect of using the Hybrid candidate list related to total tree cost is on the performance 
of the algorithms with the Steiner node move. In addition, the maximum effect of 
using these strategies related to execution time is on the performance of the algo-
rithms with the Complete move and Steiner node move. Because for such moves 
where neighborhood space is large and its elements are expensive to evaluate, espe-
cially about Complete move, CL strategy are more useful. Consequently, we select 
the combination of the least-delay initial tree, the Complete move, and the Hybrid 
candidate list as best solution about total tree cost and excellent execution time  
improvement.  
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Table 2. Average of simulation results for some random graphs 

Class of 
algorithm 

Algorithm Move Initial solution Average 
tree cost 

LD tree 900.039 Steiner node move 
LC delay-constrained tree 916.750 
LD tree 881.654 Path move 
LC delay-constrained tree 832.432 
LD tree 905.594 K-path move 
LC delay-constrained tree 849.310 
LD tree 762.149 

Proposed 
algorithms 

Complete move 
LC delay-constrained tree 771.521 
LD tree 994.804 Steiner node move 
LC delay-constrained tree 974.716 
LD tree 898.996 Path move 
LC delay-constrained tree 838.697 
LD tree 918.415 K-path move 
LC delay-constrained tree 875.352 
LD tree 770.486 

Ghaboosi and 
Haghighat 
algorithms 

Complete move 
LC delay-constrained tree 781.802 

Skorin-Kapov 
and Kos  
algorithm 

Steiner node move Least-cost delay-
constrained spanning tree 

942.769 

Youssef et al. 
algorithm 

Based on path 
switching operation 

LC delay-constrained tree 897.581 

Short-term 
TS-based 
algorithms 

 

TSDLMRA Based on path 
switching operation 

Shortest path tree 912.755 

KPP1 ------- ------- 950.860 
KPP2 ------- ------- 957.268 

Heuristics 
algorithms 

BSMA ------- ------- 915.315 

Table 3. Degree of improvement that Hybrid candidate list and dynamic tabu tenure can cause 

Move Initial solution Degree of cost 
improvement 

Degree of time 
improvement 

LD tree 9.526 % 56.71 % Steiner node move 
LC delay-constrained tree 5.947 % 59.425 % 
LD tree 1.929 % 30.41 % Path move 
LC delay-constrained tree 0.747 % 31.925 % 
LD tree 1.396 % 3.51 % K-path move 
LC delay-constrained tree 2.975 % 4.033 % 
LD tree 1.082 % 57.468 % Complete move 
LC delay-constrained tree 1.315 % 52.121 % 

Fig. 2 displays trend lines derived from the time improvement percentage of the 
proposed short-term TS-based algorithms, relative to their similar short-term TS-
based algorithms without candidate list strategy and dynamic tabu tenure with differ-
ent network sizes. We conclude from these values that for the networks with small 
number of nodes, the Hybrid candidate list has only limited impact on the time  
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Fig. 2. Time improvement percentage that the Hybrid candidate list can cause 

performance of the proposed short-term TS-based algorithms. By growing the net-
work size, the impact of the Hybrid candidate list is more apparent.  

7   Conclusion 

In this paper, various short-term TS-based algorithms are proposed to construct a 
bandwidth-delay-constrained least-cost multicast tree. An efficient CL strategy named 
Hybrid candidate list and a simple dynamic tenure structure are employed in these 
algorithms. Simulation results show that such a CL strategy can be useful to produce 
optimal results in a relatively short amount of time specially when the network has 
large number of nodes. In our future work, we will consider both a more comprehen-
sive computational study that examines additional CL strategies and the impact of one 
of the less frequently used parts in tabu search, the strategic oscillation approach, on 
the performance of the TS-based QoS multicast routing algorithms.  
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Abstract. Wireless sensor networks (WSNs) consist of a large number of small, 
battery-powered wireless sensor nodes and thereby constrained with energy re-
source. The network as a whole must minimize the energy usage in order to en-
able untethered and unattended operation for an extended period of time. One 
fundamental way of reducing such energy usage and enhancing lifetime is judi-
cial placement of sensor nodes within the network area. The present work pro-
poses a lifetime-enhancing node-deployment strategy. Primarily more nodes are 
deployed towards the sink exploiting the fact that more energy is drained out 
from the nodes close to the sink. Further, locations which are approximately 
equi-distant from the sink are assigned different classes of priorities according 
to their responsibility of forwarding data of nodes located in the neighbouring 
cells. The principle of this strategy is justified by Lemma and corresponding 
proof. Exhaustive simulation is conducted to observe the impact of node distri-
bution on network lifetime. The result is compared with one of the existing de-
ployment strategies, which shows our scheme outperforms the existing one in 
terms of network lifetime. 

Keywords: node deployment, network lifetime, coverage, connectivity. 

1   Introduction 

A wireless sensor network (WSN) [1] is a collection of sensor nodes which are de-
ployed in a given area of interest. A sensor node is made up of components such as 
sensing unit, processing unit, a transceiver unit and a power unit [1], [2]. The sensor 
nodes collect data from their surroundings and send the collected data to their 
neighbouring nodes in single hop [3], [4]. The neighbouring nodes in turn send the data 
to the nodes which are located in single hop distance from them. In this way the data is 
transmitted to the sink node. The sink node is responsible for receiving data from the 
nodes present in the network and processing them for sending data to the outside world. 

As the sensor nodes are equipped with a battery whose charge cannot be replaced 
after deployment, a major concern of all WSNs is the need to conserve energy as 
battery lifetime of all nodes are limited. The nodes which are placed closer to the sink 
node have to do more processing of data and so their battery power also drains out 
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faster causing possible shortening of network lifetime. Therefore, deployment of 
sensor nodes has serious impact on network lifetime. 

The nature of deployment of sensor node depends on the type of sensors, applica-
tion and the environment where the network will operate. Deployment of sensor 
nodes can be random or pre-determined. In random deployment nodes are randomly 
deployed generally in an inaccessible terrain. For example, in the application domain 
of disaster recovery or in forest fire detection sensors are generally dropped by heli-
copter in random manner [5]. In pre-determined deployment, the locations of the 
nodes are specified. It is mainly used in indoor applications. For example, manual 
placing of sensor nodes in pre-determined locations is done to monitor manufacturing 
plants, detection of corrosions and overstressed beams [5] in large old buildings etc. 

Several works have been carried out to increase the network lifetime of the 
network. In one such work, M. Esseghir et al. [6] have proposed a near-optimal heu-
ristic algorithm for placing the nodes in sensor network targeting to enhance network 
lifetime. Node-deployment is done in two phases. In the first phase, nodes are placed 
to ensure coverage whereas in the second phase it is done in such a manner that each 
point of the network area is served by two distinct sensor nodes. 

In another work [7], the authors have proposed a node deployment strategy solving 
an optimization problem to find out minimum number of deployed sensors under the 
constraints of quality of monitoring and network lifetime. The scheme assigns differ-
ent energy levels to sensor nodes as a function of distance from the sink. Based on 
such energy levels of the nodes, node density is determined.  

 Sze-Chu Liu has proposed [8] a lifetime-extending deployment strategy based on 
load balancing concept. In this strategy, communication load among sensors are ana-
lyzed first and a node distribution algorithm is thereby proposed to balance the load 
and extend lifetime. Unlike [7], node density is determined by the location and not by 
the energy level of the node. 

Liu Yunhuai, Ni Hoilun, and L. M. Ngan have proposed a non-uniform, power-
aware distribution scheme in [9] to overcome the problem of sink routing hole. Sink 
routing hole is a phenomenon caused by fast failure of nodes near the sink due to 
higher relay workload on such nodes compared to that of farther nodes. It results in 
loss of connectivity. The sink routing hole typically occurs in case of uniform distri-
bution. Simulation results [9] show that the power-aware deployment scheme can 
significantly improve the long-termed network connectivity and service quality. 

Bin Li et al. in their work [10] have proposed an optimal distribution for deploying 
the nodes with a target to prolong network lifetime. They have also analyzed the ef-
fect of node deployment strategies on network lifetime following various distributions 
(optimal, uniform and poisson). They claim that network lifetime has been prolonged 
greatly using the optimal distribution proposed by them compared to uniform and 
Poisson distribution. 

In most of these works the proposed deployment stategies have guaranteed the 
increase of network lifetime while maintaining coverage and connectivity of the 
network. However, most of these deployment strategies do not belong to the class of 
pre-determined deployment strategy in its truest sense. Most of the works are silent 
about the exact locations of placing the nodes which is very much important for some 
applications. Our work describes a deployment strategy where the locations of the 
nodes are pre-determined. 
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The rest of the paper is organized as follows. In section 2, regular hexagonal cell 
architecture based on lifetime-enhancing node deployment scheme is described. 
Description of the proposed energy efficient node distribution scheme along with an 
illustrative example is presented in section 3.  In section 4, the performance of the 
scheme is evaluated by providing simulation results. Finally the paper is concluded 
with some mention about the future scope of the work in section 5. 

2   Regular Hexagonal Cell Architecture 

We consider regular hexagonal cell (RHC) [10] architecture where the network 
coverage area is divided into regular hexagonal cells as shown in Figure 1. A cell 
indicated by j

iC denotes the jth number cell of the ith layer. For example, cell 6
2C  is 

located in layer 2 and the cell number within this layer is 6. The sink node is located 
at the centre cell of the regular hexagonal cell architecture. The sensor nodes are 
placed in cells of different layers surrounding the centre cell. The cells of the layers 
are further categorized into two groups- primary and secondary. Primary cells ( pC ) in 
a layer are those cells where the layer takes a turn of 600 and share a common 
boundary with more number of cells of the adjacent layer. Primary cells in the 
arcitecture are shown as shaded hexagonal cells. Secondary cells ( sC ) are those 
which share a common boundary with relatively less number of cells of the adjacent 
layer. Secondary cells are shown as non-shaded hexagonal cells. The number of cells 
in each layer is 6 * i, where i=1, 2, …, N and N is the number of the farthest layer 
from the sink. We designate the locations on the boundary of two consecutive layers 
with different classes of priority based on their responsibility of forwarding data of 
the neighbour nodes located at the adjacent cells and their distances from the sink. 
The minimum-distant vertices associated with the pC cells of ith layer on the boundary 
between ith & (i+1)th layers are categorized as priority-1 vertices ( prior 1V − ). For ex-
ample in Figure 1, on the boundary line between layer 2 & 3 there are two minimum-
distant vertices associated with a pC cell ( 5

2C ). These two vertices are priority-1 
vertices. Similarly the minimum-distant vertices associated with the sC  cell on the 
same boundary are categorized as priority-2 vertices ( prior 2V − ). There is only one 
minimum-distant vertex with priority-2 associated with a sC cell ( 4

2C ) on this bound-
ary. The rest of the vertices (if any) on the boundary are with priority-3 ( prior 3V − ). 

The following relevant notations are used to describe the architecture: 

• r – radius of a cell 
• Rs – sensing range of a sensor node 
• Rc – communication range of a sensor node 

The relationship between cell radius r and node’s sensing range sR must satisfy 

SR
r

2
≤ to cover the whole cell area and the relationship between r and communication 

range cR must be CR
r

13
≤ for ensuring the connectivity between neighbouring  

nodes [10]. 
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Fig. 1. Regular Hexagonal Cell Architecture  

Definition of Coverage: A unit area is said to be covered if every point in the area is 
within the sensing range of an active node [11]. 
 
Definition of Connectivity: A network is connected if any active node can commu-
nicate with any other active node either in single hop or in multiple hops [11]. 

3   Energy Efficient Distribution of Nodes 

The nodes are deployed in two phases. In the first phase, nodes are deployed at the 
centre of each cell ensuring the coverage of the network. If any of the nodes are 
unable to take part in data routing and/or data sensing, the coverage of the network is 
broken. Therefore in the second phase redundant nodes are placed throughout the 
entire network area with a target to enhance network lifetime. 
 
Lemma 1: For a given network area A×A, the number of layers (N) should follow the 

relationship
c

13 R
N

3 R
≥ , where

1
R A

2
= × in order to maintain connectivity of the 

network. 
 
Proof: If the radius of each cell of the multi-layered architecture is r, then the distance 
between the centre of the sink cell and the farthest edge of a cell of any other layer is 
given by 

3
3ri r

2
+

 
where i is the layer number. 
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If the distance between the centre of sink cell to the farthest point in the network 
area is R, then replacing i by N 

3
3rN r R

2
+ ≥

 

R
or, N

3
r

2
3r

−
≥

 

CR
replacing, r

13
≤ in above equation, we have

    

c

13 R
or, N

3 R
≥

 
Corollary 1: For a given network area A×A the number of layers (N) must follow the 

relationship
s

2 R
N

R3
≥ , in order to maintain the coverage of the network. 

 
Proof: From lemma 1, the relationship between R and N is evaluated as, 

3
3rN r R

2
+ ≥

 

sR
replacing, r

2
≤  in the above equation, we have

 

s

2 R
N

R3
≥  

3.1   Deployment Scheme 

In the first phase, the scheme requires
N

i 1

6*i
=
∑  number of nodes whereas the second 

phase needs at most N*(6N) number of nodes. The deployment scheme is pre-
determined in nature and the location (x, y) where the nodes are to be placed can be 
computed as follows- 

x= 3 r a cos(m )
3

π
+ 3 r(i–a) cos((m 1) )

3

π+ +S cos((2m 3) )
6

π± +Q cos((2p 1) )
6

π+  (1) 

y= 3 r asin(m )
3

π
+ 3 r(i–a) sin ((m 1) )

3

π+ +S sin((2m 3) )
6

π± +Q sin ((2p 1) )
6

π+  (2) 

 
where the variables used in the above expressions are as follows: 
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m – the network area is divided into six equilateral triangular regions. The value of m 
identifies each of six regions. One value of m is required to find out the center loca-
tion of a set of cells as given below: 
 

1 2 i
i i i
i 1 i 2 2i
i i i
2i 1 2i 2 3i
i i i
3i 1 3i 2 4i
i i i
4i 1 4i 2 5i
i i i
5i 1 5i 2 6i
i i i

0 for C ,C , ,C

1 for C ,C , ,C

2 for C ,C , ,C
m

3 for C ,C , ,C

4 for C ,C , ,C

5 for C ,C , ,C

+ +

+ +

+ +

+ +

+ +

⎧
⎪
⎪
⎪⎪= ⎨
⎪
⎪
⎪
⎪⎩

L

L

K

L

L

L

 

where i = 1, 2, . . . , N 
 

For example, the value of m can be found out for determining the centre location of 

the cell 5
2C : as i=2, the cell can be mapped with 2i 1

iC + ; so m=2. 

i*(k 1) 1
prior 1 i

k 1*(m 1) k 2*(m 1)k
prior 2 prior 3 a a 1 a 2

k (N a)*(m 1)
N

i for V of C cell

a for V , V and centre location of cell C ,C , C ,
1, 2,..., i

...,C

− +
−

+ + + +
− − + +

+ − +

⎧
⎪
⎪= ⎨
⎪
⎪⎩

 

where k= m*a + 1 

For example, the value of a can be found out for determining the centre location of 

the cell 5
2C : as i=2 and m=2 (as shown earlier), the cell can be mapped with k

aC where 

k = m*a+1 = 2*a + 1 = 5; so a=2. 
 

prior 2 prior 3

prior 1

0 for V , V and centre location of each cell
S

r for V

− −

−

⎧⎪= ⎨
⎪⎩

 

 

prior 1

prior 2 prior 3

0 for V and centre location of each cell
Q

r for V and V

−

− −

⎧⎪= ⎨
⎪⎩

 

 

prior 1

prior 2 prior 3

don ' t care for V and centre location of each cell
p

0,...,5 for V and V

−

− −

⎧⎪= ⎨
⎪⎩
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3.1.1   Fixed Node Distribution 
During node deployment in the first phase, a node is placed at the centre location of 
each cell. This ensures that network coverage is maintained. Let us consider a 4-layer 
architecture (Refer Figure 2) where the radius of each cell is 4 (r = 4). As an example, 

for computing the centre location of cell 2
3C , putting i=3, r=4, m=0, S=0, Q=0, a=2, 

and p=don’t care in equation (1) we get the value of x-coordinate as 10√3. For y-
coordinate, putting the same values in equation (2) we get the value of y-coordinate as 

6. So (x, y) coordinate of the centre of 2
3C  cell is (10√3, 6).  Similarly the coordinates 

of the centre of other cells can be obtained using the above two equations. 

3.1.2   Redundant Node Distribution 
To ensure that each cell of each layer gets at least one redundant node, the number of 
redundant nodes at the farthest (i=4 in example architecture, Figure 2) layer is 6N. 
The present scheme considers 6N number of nodes to be distributed at each layer. In 
layer 1 (Refer Figure 2) all the cells are primary and the vertices on the boundary 
between sink cell and layer-1 have prority-1 ( Vp r ior 1− ). So these 6*4 (N=4) 

redundent nodes are first distributed in the vertices located on this boundary. There 
are 6 such vertices with priority-1 ( Vp r ior 1− ). The remaining (24-6) redundant nodes 

are distributed equally within each cell area in random manner. The locations for 
random deployment are found by using equations (3) & (4) as follows- 

where cX and cY are the x and y coordinates of the centre of a cell within which the 

nodes are randomly deployed, whereas the locations for deployment at pre-
determined places can be found by using equations (1) & (2). Here the pre-
detrermined places or vertices are located on the boundary between the layers. Any 
vertex located on the boundary between the layers can be identified by three adjacent 
cells (Refer Figure 2). Now the co-ordinate of each vertex can be found out by putting 
appropriate values of different parameters (i, r, m, S, Q, a and p) of any of the three 
adjacent cells of that vertex, though the cells belong to different layers. The 
coordinate of any vertex can be computed by any set of parameter values of a 
particular cell. For example in Figure 2, the (x, y) coordinates of one vertex associated 

with the sink cell, 1
1C  and 2

1C  cells is computed as (2√3, 2). The corresponding 

parameter values used are i= 0, r=4, m=1, S=4, Q=0, a=0 and p=don’t care. Putting all 
these values in equations (1) and (2) the co-ordinate is computed. 

The vertices on the boundary between layer 1 & 2 are having either priority-1 or 
priority-2. The redundant nodes are deployed first at vertices with priority-1and then  
 

randX  = cX +
3

2
 r * rand (0,1) * cos (2 *rand (0,1))π  (3) 

randY  = cY +
3

2
 r * rand (0,1) * sin (2 *rand (0,1))π  (4) 
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at vertices with priority-2. On this boundary there are 6 vertices with priority-
1( Vp r ior 1− ) and 12 vertices with priority-2 ( Vp r ior 2− ). After deploying at priority-1 
and priority-2 vertices, 6 (24-(12+6)) nodes remain which are distributed equally 
within the cell area in random manner. On this boundary, for example, (x, y) 
coordinates of one priority-1 vertices associated with 1

1C , 2
1C , and 2

2C  cells located on 
the said boundary are computed as (4√3, 4) by putting the parameter values for 1

1C  
cell as i=1, r=4, m=0, S=4, Q=0, a=1, p=don’t care in equations (1) and (2). For 
example, the co-ordinates of priority-2 vertices associated with 1

1C , 1
2C  and 2

2C  cells 
located on the same boundary are computed as (6√3, 2) by putting appropriate value 
of i, r, m, S and a in equations (1) & (2) for 1

1C  cell. 
The vertices on the boundary between layer 2 & 3 and onwards are having any one 

of the three types of priorities. The redundant nodes are deployed at vertices with 
priority-1, priority-2 and priority-3. After placing nodes at the vertices in the order of 
their priorities, if excess redundant nodes remain, these are distributed within the cell 
randomly. On the boundary between layer 2 & 3, there are 12 vertices with priority-1 
( Vp r ior 1− ), 6 vertices with priority-2 ( Vp r ior 2− ) and remaining 12 vertices are with 

priority-3 ( Vp r ior 3− ). In this case, out of the total redundant nodes 6*4 (N=4), 12 

nodes are placed at vertices with priority-1 and 6 are placed at vertices with priority-2. 
So for the 12 vertices with priority-3, only 6 (24-(12+6)) nodes remain. These 6 nodes 
are placed uniformly i.e., one after another at the 12 vertices with priority-3. The 

vertex associated with 4
2C , 5

3C , and 6
3C cells with priority-2 also lie on this boundary. 

As an example, the location can be found out as (0, 16) by putting i=2, r=4, m=1, 
S=0, Q=4, a=1and p=1 in equations (1) & (2). The location of another vertex 

associated with 5
2C , 7

2C  and 8
3C cells on the same boundary having priority-3 is  

(-6√3, 14) is obtained by putting parameters values i=2, r=4, m=2, S=0, Q=4, a=2 and 
p=2 in equations (1) and (2). 
 

Lemma 2: Energy draining rate of the nodes located in pC is higher than that of the 

nodes located in sC . 

Proof: Let pE and sE denote the energy consumption by the nodes inside the primary 
and secondary cell respectively for the additional task of forwarding the data of the 
nodes located in their respective neighbouring cells. 
 In addition to its own activity, a Primary cell ( pC ) forwards data sent by 3 of its 

adjacent cells. On the contrary, a Secondary cell ( sC ) forwards data sent by 2 

adjacent cells. Therefore 

pE = 3* cE  (5) 

sE = 2* cE  (6) 

where cE is the component of energy consumption due to a neighbouring cell’s data 
forwarding task. 

or, pE / sE = 1.5 
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Hence energy consumed by each primary cell is 1.5 times more than that consumed 
by secondary cell of each layer. Therefore, higher priority is given to primary cells 
during deployment of redundant nodes. 

3.2   Illustrative Example 

Let us consider a 4-layer architecture (Refer Figure 2). In the first phase of node de-
ployment, each cell gets a node in its centre (shown by ‘Ο’). In the second phase, the 
numbers of redundant nodes to be deployed in a layer are 6*(N = 4) = 24. On the 
boundary between the sink and layer 1, all six vertices have priority-1. After placing 
nodes at all such six vertices (shown by ‘ ’), 18 (24-6) redundant nodes remain. 
Now these 18 redundant nodes are equally distributed among the cells of layer 1 in 
random manner (shown by ‘ ’). 

On the boundary between layer 1 and 2, there are 18 vertices. Out of these 18 ver-
tices, 6 are with priority-1. Nodes are deployed first at priority-1 vertices (shown by 
‘ ’). The remaining 12 (18-6) vertices are with priority-2 and therefore nodes are 
deployed at these locations next (shown by ‘ ’). Now remaining 6 (18-12) nodes are 
distributed randomly within the cell area of layer 2 (shown by ‘ ’). 

On the boundary between layer 2 and 3, there are 30 vertices. There are 12 vertices 
with priority-1 located on this boundary. So nodes are deployed first at these locations 
(shown by ‘ ’). The remaining 12 redundant nodes are then placed at the 18 (30-12) 
vertices. Out of these 18 vertices, 6 vertices are with priority-2. So these priority-2 

vertices are filled next (shown by ‘ ’). After filling the locations at vertices with 
priority-1 and priority-2, 6 (24-(12+6)) redundant nodes remain. These 6 redundant 
nodes are placed at the 12 vertices with priority-3 one after another (shown by ‘ ’). 

 

 
Fig. 2. Distribution of nodes 
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On the boundary between layer 3 and 4, there are 42 vertices out of which 12 are 
with priority-1. So these locations are filled first (shown by ‘ ’). After placing nodes 
at priority-1 vertices, 12 redundant nodes remain which are to be distributed among 
the 30 (42-12) vertices. Out of these 30 vertices there are 6 vertices with priority-2 
which are filled next (shown by ‘ ’). After filling vertices with priority-1 and prior-
ity-2, 24 (42-(12+6)) vertices remain. The remaining 6 (24-(12+6)) redundant nodes 

are placed among the 24 vertices with priority-3 one after 3 vertices (shown by ‘ ’). 

4   Performance Evaluation 

The effectiveness of the proposed life-time enhancing node deplyment strategy 
(LENDS), reported in the earlier section is evaluated through simulation. Here we 
have evaluated the effectiveness of our scheme by comparing with one of the existing 
schemes. 

4.1   Simulation Environment  

The simulation is performed using MATLAB (version 7.1). The performance of the 
scheme is evaluated considering network lifetime as a performance metric. 
 
Network lifetime: It is defined as the number of turns that the network is running 
[10]. A turn is defined as the time when all sensor cells in the network finish 
collecting and returning their data to the sink cell once. 
 During the simulation we have considered that due to the battery consumption 
some sensor nodes become inoperative. When the amount of energy of a node is less 
than a particular threshold value, we consider that node as a dead node. In this work, a 
node is considered as a dead node if the amount of energy of that node is less than 5% 
of its initial energy. Table 1 lists the relevant parameters and their associated values 
[10], [12] considered in this simulation. 

Table 1. Parameters and their corresponding values used in simulation 

Parameters Value 
Initial Energy ( initialE ) 1000 J 

Constant sensing energy ( mE ) 0.1 J 

Constant transmission energy ( sE ) 3.5 J 

Constant reception energy ( rE ) 3 J 

Dead node’s threshold energy 50 J 
Communication range of sensor ( cR ) 160 m 

Sensing range of sensor ( sR ) 80 m 

Antenna Directional 
Network area   1000 × 1000 m 
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  We simulate the network with three, five and seven layers RHCs architecture. Here 
we have compared our scheme with one existing optimal distribution scheme 
(OPTDIST) [10]. If there is no node failure, the minimum number of nodes (one node 
at the centre of each cell) required to ensure the network coverage is shown in Table 
2. The number of nodes (redundant 6N number of nodes at each layer in addition to 
minimum number of nodes) ensuring at least one redundant node at every cell of the 
network is also shown in the table. 

Table 2. Required number of nodes for different network size 
 

4.2   Simulation Results  

The network running turns in terms of which network lifetime is defined is computed 
and plotted for varying number of redundant nodes. Three sets of results for three 
different network sizes are illustrated in Figure 3, 4 and 5 respectively. Figures show 
that network-running turns steadily rise with the increase of nodes for all sizes of the 
network. Results signify the fact that network lifetime prolongs with the increase of 
the number of redundant nodes. 
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Fig. 3. Network lifetime for three layers of RHCs 

 

Number 
of layers  

Minm number of nodes 
ensuring coverage 

No. of nodes ensuring at least 
one redundant node at each cell 

3 36 90 
5 90 240 
7 168 468 
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Figures also show the results for optimal distributions [10]. For all sets of results, 
network lifetime of the present deployment strategy is longer than optimal distribu-
tion. As more energy is drained out from the nodes based on their proximity to the 
sink and responsibility of sharing workload of neighbouring nodes, redundant node 
deployment should be done accordingly. There is a one-to-one mapping between this 
requirement and the strategy of placing nodes in places, firstly, based on the prox-
imity of location from the sink and secondly based on the workload of the location. 
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Fig. 4. Network lifetime for five layers of RHCs 
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Fig. 5. Network lifetime for seven layers of RHCs 
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5   Conclusion 

The present work proposes a node deployment strategy in wireless sensor network to 
enhance network lifetime. The merit of the strategy lies on the fact that the nodes are 
deployed at pre-determined places within the network in such a manner that more 
nodes are placed towards the sink with a target to combat the problem of shortening 
of network lifetime arises out of the fast depletion of energy of the nodes towards the 
sink. To resist the shortening of network lifetime further, certain locations within a 
layer are identified as prioritized based on the importance of the locations in terms of 
sharing workload of neighbouring locations. Finally the scheme is simulated and the 
results are compared with one of the existing schemes [10], which follow optimal 
distribution of nodes. Network lifetime is greatly enhanced in the proposed pre-
determined node deployment scheme compared to the scheme following optimal 
distribution. 
 As a future extension, the present scheme may be made more realistic by consider-
ing 3-D environment. Moreover the scheme can be further analyzed using different 
QoS parameters. 
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Abstract. The present article is devoted to experimental investigation of the 
performance of three machine learning algorithms for ITS dataset in their abil-
ity to achieve agreement with classes published in the biological literature be-
fore. The ITS dataset consists of nuclear ribosomal DNA sequences, where 
rather sophisticated alignment scores have to be used as a measure of distance. 
These scores do not form a Minkowski metric and the sequences cannot be re-
garded as points in a finite dimensional space. This is why it is necessary to de-
velop novel machine learning approaches to the analysis of datasets of this sort. 
This paper introduces a k-committees classifier and compares it with the dis-
crete k-means and Nearest Neighbour classifiers. It turns out that all three  
machine learning algorithms are efficient and can be used to automate future 
biologically significant classifications for datasets of this kind. A simplified ver-
sion of a synthetic dataset, where the k-committees classifier outperforms  
k-means and Nearest Neighbour classifiers, is also presented. 

1   Introduction and Motivation 

Classification of data is very important in artificial intelligence, machine learning, 
knowledge acquisition and data mining. Many efficient classifiers have been imple-
mented in the Waikato Environment for Knowledge Analysis, WEKA, see [14] and 
[16]. For additional relevant examples of recent results on classification methods let 
us also refer the readers to [1, 6, 8, 11, 12, 17]. 

It is especially important to devise machine learning algorithms automating the 
analysis of nucleotide and protein sequences. Indeed, the datasets of DNA, RNA and 
protein sequences are growing and becoming a huge resource in view of the rapid 
expansion of the whole genome sequencing and advancements of sequencing tech-
nology, see [2] and [9] for a comprehensive bibliography. To verify the efficiency of 
new machine learning methods for automated classification, the researchers have to 
use classes and groupings that have already been considered in the biological litera-
ture. This allows them to compare results produced by new classifiers and known 
groupings in order to automate further classifications and create programs that lead to 
discoveries of biological significance. 
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The present paper investigates and compares the accuracy of three machine learn-
ing algorithms designed for an ITS dataset derived from the internal transcribed 
spacer regions of the nuclear ribosomal DNA in Eucalyptus as explained in [13]. We 
compare our classifications with known biologically significant classes published in 
[13]. Here we present the results of experimental analyses of the performance of three 
machine learning algorithms for the ITS dataset, and compare the results with 
classifications published in [13]. Earlier, two different algorithms for unsupervised 
clustering of a set of nuclear ribosomal DNA sequences were considered in [9]. 

Long DNA sequences cannot be regarded as points in a finite dimensional space. 
They cannot be accurately represented using short sequences of the values of numeri-
cal or nominal attributes. Besides, rather sophisticated and biologically significant 
local alignment scores have to be used as a measure of similarity or distance between 
DNA sequences. These scores do not possess properties of the standard Euclidean 
norm in a finite dimensional space. Moreover, they do not satisfy axioms of the more 
general Minkowski metrics, which include as special cases the well known Euclidean 
distance, Manhattan distance, and max distance. These circumstances make it impos-
sible to utilise previous implementations of the machine learning algorithms. One has 
to develop novel algorithms and adjust familiar ones. 

In order to achieve strong agreement between classifications produced by these 
machine learning algorithms and biological classifications, one must use measures of 
strong similarity between sequences which are biologically significant. We are using 
local alignment scores to develop novel classification algorithms and investigate their 
accuracy for a set of nuclear ribosomal DNA sequences. Our algorithms are using 
strong similarity measures based on local alignments, which have not been applied in 
this context before, and turn out to be highly efficient for DNA sequences of this 
kind. 

Although datasets of DNA sequences cannot be regarded as sets of points in a 
finite dimensional space, typically the datasets used for classification are fairly small 
because of the relatively high cost of determining each sequence. It is possible to 
compare the task of classifying a set of DNA sequences with a number of optimiza-
tion problems in graph theory. In particular, it can be formulated as a classification 
problem for the set of vertices of a finite connected undirected weighted graph. Notice 
that an alternative model for classifying DNA code based on analogy with neural 
networks and FSA was introduced in [6]. Some steps of our algorithms are analogous 
to the steps which occur in solutions to the minimum dominating set of vertices prob-
lem in graph theory. We refer to [15] for graph-based data mining. 

2   Local Alignment Scores for Machine Learning Algorithms 

This paper investigates and compares the efficiency of three machine learning algo-
rithms: discrete k-means, Nearest Neighbour, and k-committees classifiers. For pre-
liminaries on nucleotide and protein sequences we refer to [2], see also [9]. 

A classification of any given set of DNA sequences is a partition of these se-
quences into several classes. The problem is to construct a classifier via supervised 
learning and then use it to determine class membership of new sequences. The initial 
partition is usually communicated by a supervisor to a machine learning process that 
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constructs the classifier. We use standard terminology and notation concerning gen-
eral background information on machine learning and data mining, which can be 
found, for example, in [15], [16] and [17]. 

The novel character of our algorithms first of all comes from using local alignment 
scores well known in bioinformatics. Every alignment algorithm produces an align-
ment score which measures the similarity of the nucleotide or amino acid sequences. 
This score is then used to evaluate optimal local similarity between the sequences. 
These scores do not satisfy the axioms of Minkowski metrics, which include as spe-
cial cases the standard Euclidean distance used in previous implementations, Manhat-
tan distance, and max distance. 

Long nucleotide sequences cannot be regarded as points in a finite dimensional 
space. Besides, it is impossible to calculate new sequences from the given ones. In 
particular, one cannot compute the arithmetical average, or mean, of several given 
sequences. Hence our methods are different from those considered before. 

Hidden Markov Models, or HMMs, can also be applied to the analysis of DNA se-
quences. Originally Hidden Markov Models were developed for speech processing. 
When it comes to nucleotide or protein sequences, However, HMMs are usually used 
to distinguish between various types of subregions of the sequence. For example, they 
can be used to identify coding and non-coding regions of DNA. Originally, HMMs 
were developed in the context of speech and signal processing, and this research also 
continues: see, for example, [3–5].  

The alignment scores in our algorithms provide a measure of similarity that is 
significant biologically. To illustrate let us suppose that we have a long DNA se-
quence L, and an identical copy S of a segment within the sequence L. Obviously, 
every correct biological classification should place both L and S in one and the same 
class. This may however be difficult to determine using other metrics. Indeed, L and 
S may have seriously different values of statistical parameters. Therefore traditional 
statistical approaches, mapping L and S into an n-dimensional space and using stan-
dard Euclidean norm there, may not notice their similarity at all. In contrast, sequence 
alignment will immediately show that there is a perfect match between S and a seg-
ment in the sequence L. 

Our experiments used a dataset with sequences of a region of the nuclear ribosomal 
DNA (nrDNA) that is often used to work out evolutionary relationships between 
species and genera. The dataset includes many of different species from all subgenera 
and sections of Eucalyptus, as well as some other genera that are closely related to 
Eucalyptus. For a detailed description of the dataset we refer to [13]. 

In this dataset we looked at the following groupings, based on phylogeny repre-
sented in [13] (in the Figures 2, 3 and 5 of [13]): 

 
1. Stockwellia, Eucalyptopsis and Allosyncarpia (2 accessions); 
2. Angophora, Corymbia; 
3. Subgenera Eudesmia, Cuboidea, Idiogenes, Primitiva, Eucalyptus; 
4. Subgenera Alveolatae, Cruciformes, Symphyomyrtus, Minutifructus; 
5. Subgenus Acerosae (one species, two accessions — E. curtisii). 
 
The dataset also includes one taxon, Arillastrum, which does not belong to any of the 
groups. This was used as an “anchor” of the phylogenetic tree in [13]. 
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We used the BLOSUM, block substitution matrices or blocks of amino acid substi-
tution matrices, since they encourage local alignment algorithms to highlight biologi-
cally important similarities. Usually, higher numbered BLOSUM matrices are used 
for aligning sequences of closely related species, and lower number matrices are used 
for more distant sequences. 

Alignment scores have properties that are seriously different from those of the 
Euclidean norms and their simple modifications discussed, for example, by Witten 
and Frank (2005), see Section 6.4. Hence our algorithms had to be designed 
differently and have been encoded with the Bioinformatics Toolbox of Matlab. We 
used the 

swalign(Seq1, Seq2) 

function of the Bioinformatics Toolbox, which returns the optimal local alignment 
score. Higher alignment scores correspond to lower distances between closely associ-
ated sequences. 

Thus, our paper deals with novel machine learning algorithms for DNA sequences 
based on alignment scores and suitable for analysis of highly variable regions of 
DNA. 

3   The Discrete k-Means Classifier with Alignment Scores 

The k-means algorithm and the Nearest Neighbour algorithms are classification tech-
niques used most often and are implemented in the WEKA environment. Complete 
explanations of these methods are given, for example, by Witten and Frank [16], see 
Chapter 4. 

It is explained in [16] that when the traditional k-means algorithm is used for 
classification, it simply computes the centroids of classes in the training set, and then 
uses the centroids to classify new elements as they become available. Traditional k-
means algorithm uses standard Euclidean distances and computes the arithmetical 
average, or mean, of the points in each class. It is explained in Section 4.8 of [16] on 
p. 137 that the task of finding the centroid of a class C in the k-means algorithm is 
equivalent to finding a solution x to the following 

minimize ∑||x − y||
2

subject to x  IR
n

y C                                       
(1)

 

In other words, the centroid of a class C is the point of the n-dimensional space IR
n 

with the minimum sum of squares of distances to all known points c in the class C. 
Every new point in the n-dimensional Euclidean space is then assigned to the class 
represented by its nearest centroid. The running time complexity of the k-means algo-
rithm is O(k). 

Our first algorithm is a natural modification of the k-means classifier. Instead of 
trying to represent DNA sequences as some points in a Euclidean space, the new 
algorithm uses alignment scores to establish similarity between sequences. The easiest 
way to view these sequences is then to regard each sequence in the dataset as a vertex 
of a weighted undirected graph. In this case it is impossible to compute the arithmeti-
cal mean of a set of sequences in a class as it is done in the traditional k-means  
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algorithm. For the alignment scores there does not exist a simple arithmetical calcula-
tion computing a DNA sequence that is the “midpoint” or “mean” of the given DNA  
sequences in order to use it as a new centroid. 

This motivates substantial adjustments to condition (1). In this paper we used a 
modification of the k-medoids algorithm, explained for example in [7]. First, we had 
to choose centroids in the same given set of the DNA sequences, the way it is done in 
the k-medoids algorithm. Second, the squares of the alignment scores do not make 
geometrical sense, and we had to modify them. In order to emphasize this property of 
our machine learning algorithm, here we call it a discrete k-means classifier. 

Our algorithm operates on the set of given sequences only and does not create any 
new sequences as means of the given ones. As a centroid of the class C our algorithm 
uses a solution x to the following optimization problem: 

minimize (max ||x − y|| ) subject to x  C. 
y C                                    

(2)
 

A solution to this problem is a sequence with minimum largest distance to all other 
sequences in the class. We can think of this approach as a way of approximating the 
class by a sphere centred at the centroid. Then the optimization problem minimizes the 
radius of the sphere. After the centroids have been found, each new sequence is then 
assigned to the class of its nearest centroid. The running time of this algorithm is O(k). 

Every alignment score between each pair of the given sequences is found once dur-
ing a pre-processing stage of the algorithm, and then these scores are looked up in a 
table during the search for centroids. The average success rates of this method for 
classifying new sequences in comparison with the classes obtained and published in 
[13] are represented in Figure 1. 

 

Fig. 1. Tenfold cross validation 

4   Nearest Neighbour Classifier with Alignment Scores 

The second algorithm we implemented is an analogue of the Nearest Neighbour 
classification algorithm, see [16], Chapter 4. The standard Nearest Neighbour 
classifier implemented in WEKA could not be applied directly to the dataset of  
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nuclear ribosomal DNA, because it handles data represented as points in an n-
dimensional Euclidean space. Thus we had to encode a new version of the Nearest 
Neighbour algorithm based on optimal local alignments of the given sequences. 

The situation in this case is much simpler compared to the case of the k-means al-
gorithm, and all modifications for the case of the Nearest Neighbour classifier  
are straightforward. We have found the average success rates of this method compar-
ing classes produced by our algorithm for various alignment scores with the five 
classes obtained in [13]. The results on the accuracy of this algorithm are presented in 
Figure 1. As we see, the Nearest Neighbour algorithm turns out to be substantially 
more accurate. 

The Nearest Neighbour algorithm compares each new sequence with all previous 
sequences, and assigns it to the class of the nearest known sequence using the align-
ment scores. The running time of this algorithm is O(n), where n is the number of all 
sequences in the dataset. Since n>k, we see that the process of applying the Nearest 
Neighbour algorithm to classify new sequences is slower. 

5   The k-Committees Classifier with Alignment Scores 

This section is devoted to a novel k-committees algorithm. The idea behind this algo-
rithm is natural. However, we have not found it in the literature. In particular, this 
algorithm is not discussed in the monograph by Witten and Frank [16]. Thus, we are 
developing this algorithm independently as a new one. 

Instead of using a single centroid to represent each class, we select a few represen-
tatives in each class. These representatives form a committee of the class. Let us de-
note the number of the representatives chosen in each class by r. 

When the training stage is complete, during the classification stage every new se-
quence is then assigned to the class of its nearest committee member. If every class 
has the same number r of committee members and it is desirable to indicate this num-
ber explicitly, then we call our method the (k, r)-committees algorithm, or the k-
committees of r representatives algorithm. 

The set of representatives selected in a class will be called a committee of the class. 
As a committee of r representatives of the class C in our algorithm uses the points 
x1,...,xr defined by 

minimize max min ||xi − y|| subject to x1,...,xr  C,
y Ci=1,...,r   

i.e., the set X of r points from the finite set C such that the largest distance from any 
point y in C to the set X achieves a minimum. 

Intuitively speaking, this means that the k-committees algorithm approximates 
every class by a union of ‘spheres’, i.e., sets of points with given members of the 
committee as their centroids. When the committees have been prepared, the algorithm 
assigns every new sequence to the class of its nearest committee member. The run-
ning time of this algorithm is O(kr). 
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Fig. 2. Example where k-committees classifier outperforms k-means and NN 

For the ITS dataset our algorithm has to use only some of the given DNA  
sequences as new centroids and cannot compute new points, unlike other machine 
learning algorithms. Another serious difference is that the k-committees method con-
centrates on careful selection of a very small number of members for each committee. 
In contrast, various known modifications of the Nearest Neighbour algorithm deal 
with large sets of prototypes obtained by pruning or condensing the whole class by 
removing noise or outliers. It may be possible to compare the k-means and k-
committees algorithms with elections of the presidents and state governments, and the 
Nearest Neighbour algorithm and its refinements with polls, statistical surveys and 
sampling processes. 

We used the standard tenfold cross validation, explained in [16], Section 5.3, and 
investigated the efficiency of the classes produced by our algorithms for classifying 
new sequences that have not been included in the training set. With regard to the ITS 
dataset, the k-committees algorithm plays an intermediate role. To illustrate experi-
mental results on performance of the k-committees classifiers we have included Fig-
ure 1 using tenfold cross validation. 

It is nice that our experimental results are in good agreement with theoretical ex-
pectations and could be regarded as one of the many examples confirming the strength 
and validity of the data mining theory. 

Notice that in some cases the k-committees algorithm can have higher success  
rates than both the Nearest Neighbour and the discrete k-means algorithms. We have 
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generated a special synthetic “noisy” dataset, where the k-means algorithm turns out 
more accurate than the Nearest Neighbour, and the k-committees method happens to 
be the most accurate one. The idea behind this example is illustrated in Figure 2 pre-
pared in Python with PyX package. There are two classes in the dataset of this small 
illustrating diagram. They are represented by small red circles and small green disks, 
respectively. The success rates of the algorithms we have looked at are equal to 0%  
for Nearest Neighbour, 50% for k-means, and 75% for the k-committees algorithm 
with r = 2. 

6   Conclusions 

The Nearest Neighbour, k-means, and k-committees classification algorithms based 
on alignment scores are suitable for practical analysis of datasets of this type, and 
have sufficiently high accuracy. These algorithms can be used for classifying new 
sequences not considered before as they become available. 

Our algorithms use highly biologically significant local alignment scores as an in-
dication of distance between sequences and achieve relatively high level of accuracy 
when compared with known biological classifications. The experimental results we 
have obtained demonstrate that the success rates of our algorithms are significantly 
higher than those of analogous methods using traditional Euclidean norms and pre-
sented, for example, on the WEKA web site (see [14]). 

For ITS dataset the Nearest Neighbour classification algorithm with alignment 
scores has turned out to be more accurate but much slower than the k-means algo-
rithm with these scores. 

We have generated a synthesic data set where the k-committees classifier is sub-
stantially more accurate than both the discrete k-means method and the Nearest 
Neighbour classifier. This demonstrates that there exist ‘noisy’ datasets where the k-
committees classifier outperforms two other algorithms considered in this paper. On 
the other hand, in the special case of the ITS dataset, the k-committees algorithm is 
intermediate in accuracy. Hence it can be used in situations where it is possible to 
spend CPU time on pre-processing data and prepare the committees of representatives 
in advance so that future classification questions are answered more quickly than by 
the Nearest Neighbour classifier, and more accurately than by the k-means classifier. 
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