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Abstract. As directories of named places, gazetteers link the names
to geographic footprints and place types. Most existing gazetteers are
managed strictly top-down: entries can only be added or changed by the
responsible toponymic authority. The covered vocabulary is therefore of-
ten limited to an administrative view on places, using only official place
names. In this paper, we propose a bottom-up approach for gazetteer
building based on geotagged photos harvested from the web. We dis-
cuss the building blocks of a geotag and how they relate to each other
to formally define the notion of a geotag. Based on this formalization,
we introduce an extraction process for gazetteer entries that captures
the emergent semantics of collections of geotagged photos and provides
a group-cognitive perspective on named places. Using an experimental
setup based on clustering and filtering algorithms, we demonstrate how to
identify place names and assign adequate geographic footprints. The re-
sults for three different place names (Soho, Camino de Santiago and Kil-
imangjaro), representing different geographic feature types, are evaluated
and compared to the results obtained from traditional gazetteers. Finally,
we sketch how our approach can be combined with other (for example,
linguistic) approaches and discuss how such a bottom-up gazetteer can
complement existing gazetteers.

1 Introduction and Motivation

The amount of geotagged user-generated content on the Social Web has been
soaring in the last years. Cheaper and smaller GPS chips as well as easy-to-
use tools for manual geotagging have led to a sharp increase, particularly in the
number of geotagged photos. The sheer amount of geotagged pictures — currently
over 100 million on Yahoo's Flickr service alond] — makes them a very attractive
source for geographic information retrieval [1I2]. As such, geotagged photos can
be regarded as an implicit kind of Volunteered Geographic Information (VGI)
[3]. Merging professional data sources with such VGI is attractive for a number
of reasons, such as rapid updates and enrichment with data typically not con-
tained in professional data sets. Examples include the extraction of footprints
[1] and grounding of vague geographic terms [] such as downtown Mexico City

! According to http://blog.flickr.net/2009/02/05/
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or mapping of non-geographic terms [] to determine the regional use of words
like soda or pop [0].

One promising use of VGI — and geotagged photos in particular — is the en-
richment of gazetteers with vernacular names and vague places [7]. Gazetteers
have been developed as directories of named places with information on geo-
graphic footprints and place types to facilitate geographic information organi-
zation and retrieval. Most gazetteers follow a strict top-down approach, i.e., the
gazetteer data is administered by the organization running the gazetteer. Only
this toponymic authority can add places or place types to the gazetteer and
correct erroneous entries, which slows down updates and hampers the inclusion
of local and often tacit knowledge. Moreover, in most gazetteers information
on geographic footprints is limited to a single coordinate pair, representing the
centre of a city, administrative district or street. Extraction of footprints from
geotagged information on the web is thus a promising way to automatically
generate polygonal footprints for these gazetteer entries. Although a number
of approaches have been developed for this task [BISI9UT0], they are hardly im-
plemented in existing gazetteers. Apart from the GeoNames gazetteelﬁ7 which
complements its database with geotagged information from Wikipedia, strict
top-down management of gazetteers is still prevalent.

In this paper, we present an approach to build gazetteers entirely from vol-
unteered geographic information. We discuss the challenges posed by automati-
cally establishing the foundations of such a gazetteer based on geotagged photos
harvested from the web. The implemented algorithms for retrieving geotags and
clustering the corresponding locations to generate footprints are well-established.
However, the emergent semantics [I1] of such a collection of geotagged photos
is still largely unspecified. Hence, the main contribution of this paper will be
the formal definition of geotags. We explain the relation between the attached
label (tag) and the information objects like a photo, its label’s author, as well as
creation time and coordinates. We discuss the implicit semantics hidden in this
relation, and how gazetteer entries can emerge from collections of such geotags
using the presented implementation.

Inferred knowledge about places from a source like geotagged photos — usually
tagged with subjective keywords — can be seen as a social knowledge building
process [12] chapter 9]. Ideally, this process leads to a representation of the
group cognition [12] and can thus be regarded as a cognitive engineering [I3]
process which lets traditional GI applications benefit from the Wisdom of the
Crowds [14]. Gazetteers exposing the collaborative perspective on place differ
significantly from traditional gazetteers with administrative focus [I5]. It is thus
not the aim of this research to replace today’s gazetteers, which have already
proven useful for countless applications building on geocoding, geoparsing and
natural language processing. Instead, we argue for a separation of these different
views into separate gazetteers, which can then be accessed through a gazetteer
infrastructure as outlined in [7/16].

2 See http://www.geonames . org
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In order to demonstrate the feasibility of our approach, we have set up an
application which retrieved and processed geotags associated to photos published
on Flickr, Panoramio and Picasal. While there is also other geotagged content
online such as videos, blog posts or Wikipedia entries, we chose to limit this
experiment to photos. Photos are inherently related to the real world, since
every photo has been taken somewhere. Moreover, as mentioned above, there is
already a substantial amount of geotagged photos available online. By analyzing
the coordinate pairs attached to the pictures, the time they were taken as well
as the tags added by their owners, we are able to compute geographic footprints
representing specific keywords. The collection of these keywords, derived from all
tags of all retrieved photos, is further analyzed to differentiate between toponyms
and tags without spatial relation. We test a repository build up this way with
queries for Soho, Camino de Santiago (Way of St. James) and Kilimanjaro.
We compare the results to those obtained from the same query on GeoNames.
This evaluation focuses on the question whether our bottom-up gazetteer can
already take on established gazetteers in terms of completeness and accuracy of
geographic footprint.

The next section points to relevant related work. Section [ introduces a for-
mal definition of geotags and establishes the relation between gazetteers and
geotags. Section [4] describes the crawling and filtering approach implemented in
the prototype. Section [l analyzes the results obtained for the three exemplary
queries, followed by conclusions and an outlook on potential applications and
future work in Section [Gl

2 Related Work

This section points to related work from gazetteer research, tagging and bottom-
up generation of geographic information.

2.1 Gazetteer Building and Learning

Gazetteers are knowledge organization systems that consist of triples (N, F,T),
where N corresponds to the place name, F' to the geographic footprint and T
to the place type [I7]. Since neither N, F' nor T are unique, all three compo-
nents are required to fully represent and unambiguously identify a named place
[I7, p. 92]. In the context of gazetteers, a clear distinction is made between
place as a social construct based on perceivable characteristics or convention
[18], and the actual real-world feature it refers to [19]. Feature types are mostly
organized in semi-formal thesauri with natural language descriptions. Recent
research demonstrates how gazetteers could benefit from more rigorous, formal
place type definitions [16] and develops methods for gazetteer conflation [20].
Existing gazetteers have generally been developed based on databases pro-
vided by administrative authorities, or by merging existing gazetteers [I7]. More
recently, the ever-growing amount of information available on the web has been

3 Seehttp://flickr.com/), http://panoramio.com/| and http://picasaweb.com/
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identified as a promising resource of knowledge about named places. Jones et
al. [1] introduce a linguistic approach to enrich gazetteers with knowledge about
vague places. They use documents harvested via web search and analyze them
for cooccurrences of vague place names with more precise co-located places. In
another linguistics-based approach presented by Uryupina [21], a bootstrapping
algorithm is applied to automatically classify places into predefined categories
(e.g. city, mountain). The machine learning techniques employed in this research
enabled a high precision of about 85%, albeit the comparably small training data
sets of only 100 samples per category. Henrich and Liidecke [5] introduce a pro-
cess based on the results retrieved from a web search engine to derive geographic
representations for both geographic and non-geographic terms at query time.
Goldberg et al. [22] developed an agent-based system that crawls structured on-
line source such as the USPS zip code database and online phone books. The
authors demonstrate that this approach is capable of creating detailed regional,
land-parcel level gazetteers with a high degree of completeness.

2.2 User-Generated Geographic Information

Online mapping tools with open APIs such as Google Maps have enabled the
creation of the huge amounts of user-generated geographic information — also
dubbed collaborative [23] or volunteered GI (VGI) [3] — in the first place. While
this mainly refers to projects like OpenStreetMapll, we argue that geotags, and
more importantly the geographic footprints derived from them, can also be filed
into this category. Similar approaches have already been sketched in previous
research to derive landscape regions [24] or imprecise definitions of boundaries of
urban neighborhoods [§] from such geotagged content. We build on this previous
work and show how geographic information collected this way can be processed
for the integration with existing gazetteers.

3 What Is a Geotag?

We have introduced geotags as particular examples of volunteered geographic
information. Before discussing the idea of inferring semantics from the geotag,
we are going to formally define it.

3.1 Tagging Geographic Information Objects

Humans adding items like pictures to their collections use individual ordering
schemes (besides time) to group similar items, keep different items apart and con-
sequently simplify recovery. We order books in our (real) book shelf according
to various criteria, including topic, age, thickness, or even color. Such individual
preferences re-appear in virtual collections. Using tags — words or combinations
of words people associate with virtual items — is a well accepted approach to
sort items on the virtual shelf. Tags, however, can vary significantly from person

1 See http://www.openstreetmap.org/
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to person. The formal definition of a tag therefore has to include both the user
and the tagged information object. Gruber [25] suggests to model the tag as the
process Tagging = (L, U, I,S), which establishes an immediate relation between
the the Label L coming from the User’s (U) vocabulary associated to an infor-
mation Item 7. This definition includes a Source S, which enables sharing across
applications. In the following, we leave this source aside, since it has no direct
impact on the presented approach. The following rule states that, if a label is
associated with an item by some user, it is regarded as tag. More importantly,
it also states that a tag is always bound to its author and the item:

VI(Label(1)A Fi(Item(i) A associatedTo(l, 1)) (1)
AJu(User(u) A createdBy(l,u)) — Tag(l))

Any information object which is inherently hard to classify — basically all non-
textual information — requires a solution for its categorization. Tagging is
commonly accepted for such contents, such as photos or videos, but also for
bookmarks, scientific articles, and many more. In the remainder of this paper,
we focus on photos with an identifiable geographical context, e.g. a picture of La
Catedral in Mexico City. The items in question are therefore related to objects
in the geographic landscape [26]. Goodchild’s “geographic reality” [27] as formal
definition of geographical information takes the spatio-temporal nature of the
physical (field-based) reality into account. Humans, however, do not perceive
reality as continuous fields. They identify individual objects, either directly or
indirectly by looking at photos created by camera sensors.

In this World of Individual Objects |26] we only consider particulars (entities
existing in space and time) with an observable spatial and temporal extension.
Objects on the photo have per se no meaning; in Frank’s World of Socially
Constructed Reality we eventually associate semantics to be able to reference the
particulars [28] in spoken language. Such reference can either be a proper name,
which is used as unique identifier [29)], e.g., Catedral Metropolitana de la Ciudad
de México, or it links to a categoryﬁ which groups objects sharing common
properties, e.g. cathedral. We finally identify individual particulars according to
their spatial or temporal characteristics, by either referring to complex objects
(e.g., downtown) or to the homogenous spatial or temporal region the object is
proper part of, e.g., Mexico Clity. So far, this follows the definition of gazetteer
entries from Section 2.1l The place type T and place name N in the discussed
triple (N, F,T') both refer to the particular’s semantics, the geographic footprint
F on the other hand is related to its spatial extension in physical reality.

The same applies to the labels used to tag a photo, which function as references
to particulars in geographic space. The nature of this reference, however, cannot
be explicitly described: although it appears to be obvious for the mentioned
proper names or category names, most tags associated to photos do not have an
objective relation to the geographic object. The label vacation09 makes perfect
sense for the user, who might have sorted all pictures of his Mexico trip using this

5 The reference is then again the proper name of the object’s type.
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tag. Once the items are shared, however, such personal tags loose any usefulness.
Other examples which have no immediate relation to the depicted particular are
labels naming properties of the item itself (e.g. blue, high-resolution), the
process of creating the item (e.g. nikon), its potential use (e.g. wallpaper), or
simply the author’s opinion (interesting). Note that we assume that it is the
user’s intention to improve the item’s findability; hence, we do not expect to
encounter deliberate errors (which is obviously not true in real world settings;
we propose an effective solution for this problem in Section B3]). Once we have
identified the references, we can use them to locate the referred-to object in
space and time. The following rule makes this dependency between the tag and
its role as reference to the depicted particular explicit:

VI3i( Tag(l) A Item(i) A associatedTo(l,3)A (2)
Ip(Particular(p) A represents(i, p)) — refersTo(l,p))

The rule does not (and cannot) further specify the reference type. Taking our
example of the cathedral, the label Catedral Metropolitana is immediately
referencing — here as proper name — the particular. We can then further specify
the tag as a proper name:

Vidp(Tag(l) A Particular(p) A names(l,p) — ProperName(l)) (3)

The open question here is obviously how to infer if the label is a proper name
and, even more important, how to ensure that it is really the proper name of the
depicted geographic object. The clustering and filtering approach introduced in
the next sections provides answers to both questions.

Labels like Mexico or Summer 2009 are indirect references. They point to a
region containing the particular (spatially and temporally, respectively). The
following rule formalizes our assumption, that, if the tag is a toponym referring
to a certain geographic region, we can infer that our depicted object is spatially
related to that region:

Vidp(Tag(l) A Particular(p) A refersTo(l, p)A (4)
Ir( GeographicRegion (r) A names(l,r)) — spatiallyRelated (p,))

We can only assume that there is a spatial relation between the depicted par-
ticular and the place name. By looking only at the labels we cannot infer what
kind of spatial (or temporal, for that matter) relation exists, and hence what
spatial character this specific label has. In the following section we introduce the
concept of a geotag as an extension of the traditional tag. Geotags give us the
opportunity to make use of geographic coordinates and points in time to identify
the spatio-temporal character of the associated labels.

3.2 A Formal Definition of Geotag

The tagging process establishes the relation between the user, the information
item, and the label. If the information item represents one or more geographic
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objects, the associated label may (but does not have to) refer to either dimen-
sion of the depicted object: either its semantics (including a proper name of the
individual or category) or its spatio-temporal extension (naming, for example,
the containing region). A geotag extends the notion of the tag by adding an
explicit location in space and time to the information item. In the case of digital
photos, a time stamp with the creation date is usually added by the camera auto-
matically. Geographic coordinates are either provided by built-in GPS modules,
or added manually by the user. Building on Gruber’s definition of tagging as a
relation, we add the time stamp 7" and the coordinates C' to the relation (and
omit the source S): Geotagging = (L,U,C,1,T). By extending our rule-based
definition of a tag (Eq.[d]), the following rule reclassifies a label as a geotag

ViFi(Label(l) A Item(i) A associatedTo(l, i
A3e(Coordinate(c) A associatedTo(c, 1)
AFt(Timestamp(t) A associatedTo(t, 1)

AJu(User(u) A createdBy (1, u)

()

 — — —

— Geotag(l))

Note that we do not assume that a label reclassified as geotag is per se a place
name. The tag blue is not necessarily related to the depicted object, nor does it
have a spatial or temporal character. In our understanding, it is still a geotag,
since it is the label used by one user in some occasion to tag an item with
an associated location and date. In the following Section B3] we introduce an
approach which reliably computes whether a label is spatially related to the
particular.

3.3 A Clustering Approach to Categorize Geotags

The definition of geotags introduced in the previous section has substantial im-
plications on the conceptual level. An information item is linked to a coordinate
and time stamp, and labelled by one or more individuals. If we want to extract
one particular aspect, e.g. the spatial coverage of geotags, we have to consider
the other four properties as well.

Using the definition of a geotag as the relation Geotagging = (L,U,C,I,T),
we use the tuple relational calculudd [30] in the remainder to specify the queries
used to retrieve different kinds of clouds. For example, the query {g.Clg €
Geotagging A g|L] = L;} returns the coordinates of all tuples g where the la-
bel (the field L) has the value L;. We call the result of this query a point cloud
of a label. A folksonomy — the aggregation of all tags from all users into one (un-
controlled) vocabulary — is then simply formalized as {g.L|g € Geotagging}. The
resulting tag cloud can also be reduced to the vocabulary of one particular user
U; with the query {g.L|g € geotags A g[U| = U;}. Her spatio-temporal activity
— the user’s movement across space and time — is queried using the statement
{9.C,¢.T|g € Geotagging A g[u] = U;}.

5 TCR is a concise declarative query language for the relational model, the presented
examples can also be expressed in SQL.
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We suggest to make use of the point cloud of one label to compute its spatial
footprint. A gazetteer build on top of this approach could then return geometries
and centroids for proper (potentially unofficial) names of geographical objects.
The information we derive from geotags, however, is inherently noisy: many tags
do not have an immediate relation to the particular represented by the geotagged
item. Only significant occurrences of geotags should therefore be considered for
this approach. We define one occurrence of a geotag g = (L;,U;, Cy, I;, T;) as
significant if the following two conditions are fulfilled:

1. At least two tuples g; and g; exist where g;[L] = g;[L], and g[U;] # g[U;].
Since names in geotags are subjective, this rule assures that only names
which are used by different persons are taken into account.

2. The spatial distribution {g.C|g € Geotagging A g[L] = L;} can be clustered.

In the following section we describe the algorithm which applies filters checking
for these conditions to extract the relevant candidates for toponyms from the
large set of tags. The semantic analysis of the two preceding sections can be
easily realized as executable rules, for example expressed in the Semantic Web
Rule Language (SWRL) [31]. SWRL supports built-ins, the algorithm presented
in the following pages can therefore be integrated as geotag:significant and used
to extend and clarify rule

VI3i( Tag(l) A Item(i) A (6)
associatedTo(l,i) N geotag : significant(l) A
Ip(Particular(p) A represents(i,p)) — refersTo(l,p))

A reasoning engine triggers the execution of the clustering algorithm once it
processes the added built-in. The algorithm returns true if the given label is
significantly occurring (or false otherwise). Once we have applied the filtering and
clustering, our gazetteer can provide the point clouds (and the regions covered
by the point clouds) for given place names. For some place names, the clustering
process results in multiple clusters (see the example of Soho in the following
sections). This does not impair the efficacy of the presented approach as long
as the clustering algorithm produces reasonable results (which depends mostly
on the number of available geotags). For cases such as Soho, multiple gazetteer
entries are generated.

Although we introduced time as a fundamental component of the geotag,
we have not discussed the implications for the targeted gazetteer. With the
presented approach, the tag GEOS 2007 would also be classified as place name.
While we cannot discuss this issue here in detail for a lack of space, distinguishing
between toponyms and labels naming temporal events can be implemented by
applying the clustering approach both to the spatial and temporal dimensions.

3.4 Extraction of Gazetteer Entries

Section [ZT] defines gazetteer entries as triples (N, F,T'). This notion has to be
further specified for a gazetteer based on geotags. Since, in our case, the under-
lying data consist of a large collection of photos geo-located with exactly one
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coordinate pair, the given place name N maps to a point cloud as geographic
footprint: ' = {g.Clg € geotags A g[L] = L;}. Each point in the cloud repre-
sents one significant occurrence of the given place name as tag for a photo. Since
the footprint is no longer a single coordinate pair, the gazetteer’s mapping from
place name to footprint N — F' should now result in three different mappings.
N — F,. maps the place name to the raw footprint consisting of the corre-
sponding point cloud. N — F}, maps to the polygon which approximates the
region occupied by the point cloud. N — F, finally maps a place name to the
footprint’s centroid, i.e., to a single coordinate pair as returned by conventional
gazetteers. The centroid is the mean of all coordinate pairs in the point cloud
and is thus specifically (and intentionally) biased towards areas that contain
high numbers of geotags. F,. can thus be regarded as the point of interest best
representing a place name, based on the number and location of corresponding
geotags.

user, resource

crawling (1] date, location

user, resource
date, location

geotagged photos

occurence |}

-based b

filter (2) \

cluster & centroid
other tags toponym candidates calculation per tag (3]

web crawling &
linguistic
classification (4]

*place name, geographic footprint, place type
eplace name, geographic footprint, place type
Gazetteer

Fig. 1. Geotagged photos are crawled from the web (1) and fed into an RDF triple
store. The tags are filtered based on occurrences to retrieve a subset of toponyms (2).
For each place name, regions and centroids are calculated (3). Finally, every place
name is categorized using linguistic classification (4). The part outlined in grey has
been implemented for this paper (adapted from [7]).
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While the derivation of the gazetteer entries from geotags allows for enhanced
functionality in the mapping from place name to footprint, the mapping to
place type N — T remains unchanged. The experimental setup presented in
Section Ml leaves the place type unspecified. Potential combinations with linguis-
tic approaches [2I] as sketched in Figure [II however, would allow for a semi-
automatic classification of the gazetteer entries based on a predefined typing
scheme. This scheme could be adopted from existing gazetteers. Due to the lim-
ited reliability of any data coming from such collaborative platforms, such an
approach would at least require quality control mechanisms. A fully automatic
strong typing of place names with such bottom-up approach is clearly not fea-
sible here. While this is out of scope for this paper, the grouping of a resource’s
tags into place names, place types and other tags does appear feasible. Moreover,
it stands to reason whether such a tag-based typing is a more practical approach
for a community-driven gazetteer [32].

4 Workflow and Algorithm

This section describes the crawling approach implemented in our prototype.
The different aspects of the resources that play a role in the filtering process are
discussed.

4.1 Crawling Approach

A reliable extraction of geographic footprints requires a sufficiently large number
of geotagged resources. We have limited ourselves to photos as resources for var-
ious reasons. People sharing their creations on the web want others’ recognition.
Community-based web sites take this aspect into account by ranking the photos
by popularity, which relies on the findability of the photos. Photo-sharing web
sites all provide various means to find a photo: one can use a keyword-based
search engine, browse a map with overlaid pictures, browse pictures by date,
and so on. Users spent a considerable amount of time to annotate the pictures
to cover all these aspects. Since every photo is implicitly located, assigning an
explicit location by linking the photo to a point on a base map is a common
annotation procedure. Accordingly, digital photos do not only carry detailed
metadata in their Exif tags, they are also exceptionally well described by their
creators. The last and most important reason to consider only photos as resource
for extracting the spatial footprints of place names is the abundant availability. It
is therefore reasonable to assume that the crawling yields a large enough sample
of geotagged resources to achieve a significant result.

The crawling algorithm is conceptually straight-forward. Starting from a spe-
cific tag, the algorithm requests all geotagged resources which have been anno-
tated with this tag. All three services used for our study provide this functionality
through their APIs. For every tag attached to a retrieved photo, we store a sep-
arate complete geotag tuple (L,U,C,I,T) in our RDF triple store. In the next
step, the conditions detailed in section B.I] are applied to filter out tags which
we have identified as not important. The resulting set of geotag tuples is taken
as input for the clustering method described in the following.
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4.2 Geotag Extraction Algorithm

A place name either refers to one unique place (e.g. Kilimajaro) or to multiple
regions (e.g. the districts Soho in London and New York). The geotag tuples
resulting from the crawling algorithm are used to identify clusters of high point-
density. We consider the point cloud (explained in Section B3) as geographic
footprint for the label L; if many people used this keyword to annotate their
photos taken nearby. Such clusters can have any shape, they are not necessarily
concave and can contain holes. Point clouds derived from geotags are not equally
distributed over space, but have some tendency to follow structures like trails
or streets. In [I0] the Delaunay triangulation has been identified as candidate
algorithm to find clusters within point clouds. This method is not restricted
to places with certain geometries. It computes the smallest possible triangle
between three adjacent points; each point is connected to its nearest neighbors
by an edge. A Delaunay triangulation for the tag Soho in New York is depicted
in Figure 2 In order to split the graph of points and edges into clusters of
high density (short edges), we remove all edges longer than a given threshold.
If adjacent, remaining triangles are merged into one or more polygons. They
represent F},, the polygonal geographic footprint of the gazetteer’s place name N.

A more advanced way to extract polygonal footprints from single locations is
the Alpha Shape [33134], which has also been used to generate the Flickr shape
filedd. For reasons of simplicity, we sticked to a Delaunay triangulation for this
experiment. The next section shows that even with such a comparably simple
clustering approach one can already obtain usable results.

Fig. 2. Cluster graph after the Delaunay triangulation for the place name Soho. The
screen shot shows the clustering result depending on the edge length threshold: A small
value results in several small clusters shown in blue. When the threshold increases, the
fragments starts to join to the large black cluster.

" See http://code.flickr.com/blog/2008/10/30/
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5 Experimental Results and Evaluation

This section presents the results obtained by our prototype implementation.
The results are discussed and compared to those obtained from conventional
gazetteers.

5.1 Soho, Camino de Santiago and Kilimanjaro

We retrieved geotagged photos annotated with Soho, Camino de Santiago and
Kilimanjaro. These three place names were chosen because they represent differ-
ent geometries: Soho as a city district represents polygonal real-world features
up to a few kilometers in diameter. Moreover, we chose this example because
there is not “the one” Soho, but both districts in London and New York can
be regarded as equally well-known. Camino de Santiago refers to a number of
pilgrimage routes leading to the Cathedral of Santiago de Composteleﬁ in north-
western Spain. It usually refers to Camino Francés, the medieval route along
Jaca, Pamplona, Estella, Burgos and Leén, but it is also used for a number of
other ways to Santiago de Compostela across Europe and is thus a prime exam-
ple of an ambiguous linear real-world feature. The third example, Kilimanjaro,
is an example of a large-scale natural feature that can be seen (and hence shot)
from far, but is hard to reach. Using this example, we want to investigate how
well our approach is apt to derive useful results for such features.

Table 1. Figures on the RDF repository used for this study. The numbers include a
negligible number of entries added during the testing phase.

Geotag Filtered Unique Filtered
Tupels Geotag Tupels Names Unique Names Resources Users
560,834 471,393 9,917 2,035 10,603 1,103

Table [I] gives an overview of the number of resources and tags obtained by
crawling the three photo sharing websites for the three given examples. Only
around 15 percent of tuples were removed during the filtering process, the ratio
of ~0.84 is surprisingly high. The ratio from filtered to unfiltered unique names
on the other hand is ~0.21; this shows that our filtering approach identified
almost 80% of the names as irrelevant since they were used by only one user.
The difference between the two ratios means that the remaining 20% of filtered
uniques names appear in 80% of all geotag tuples. Our rather simple approach
of not further considering tags that only occur once thus proves very effective.
Most tags are noise, but those which remain are used and accepted by many
users. Table 2] contains the specific numbers per place name.

For Soho, the two biggest clusters emerge as expected in central London and
in New York (see Figure B)). Apart from these two main clusters, a number of

8 Tradition has it that the cathedral contains apostle Saint James the Great’s gravesite.
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Table 2. Figures on the three case studies. The last column indicates the distance
from the cluster’s centroid to the corresponding footprint in GeoNames (a: London,
b: New York).

Place name Geotag Tuples Resources Users Dates Distance

Soho 11916 3124 446 3087  0.26%/ 0.16° km
Camino de Santiago 5132 1304 75 1255  285.3 km
Kilimanjaro 2536 825 72 808 3.7 km

Fig. 3. The clusters generated for Soho. The left screen shot shows the cluster in
London, the right one shows the cluster in Manhattan, New York.

smaller clusters appear at different locations around the world. An analysis of the
corresponding resources showed that most of them correspond to smaller places
called Soho, thus representing valid gazetteer entries. The small outlying clusters
south of the main cluster in Figure[3, however, are clearly no meaningful results.
Such outliers occur frequently when users tag whole photo sets with the name
of the place where most of them were taken. This inevitably tags some photos
with the wrong place name and will require an improved filtering approach.

For Camino de Santiago, the generated clusters give a good impression of
the main trail to the Cathedral of Santiago de Compostela (see Figure ). One
apparent problem here is that the clustering algorithm splits up the route into
distinct segments. Future research should focus on the development of “intelli-
gent” clustering approaches that take the shape of the cluster into account, in
order to enable a more reliable clustering.

For Kilimanjaro, the emerging clusters (see Figure[l) expose the main problem
with an approach based on tagged and geolocated photos: users often do not tag
the picture with the place name of the location where the picture was taken,
but with the name of real-world feature shown in the picture. This becomes
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iy

Fig. 4. The clusters generated for Camino de Santiago give a good impression of the
trail of the route

Image © 2009 TerraMetrics

Fig. 5. The clusters generated for Kilimanjaro are distributed over a large area and
show the problem of photos tagged with with the names of features shown in the
pictures, although they were taken from far away
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especially apparent for very large real-world features, as in this example. Several
smaller clusters expose the high number of pictures taken at these locations,
which apparently offer a good view on Mount Kibo, the highest peak of the
Kilimanjaro massif. Future work needs to investigate how clusters referring to
such real-world features can be detected, for example, by identifying ring-shaped
clusters such as the one in Figure [(l

5.2 Geographic Footprints

The footprints extracted by our approach provide additional useful information
to the point-based footprints provided by conventional gazetteers. For compari-
son with GeoNames, we also computed the corresponding centroid as the mean
of all coordinates in every cluster (or cluster group, as for Kilimanjaro). This
centroid points to what can be described as a named cluster’s group-cognitive
centre. In contrast to the geometric centre point, it gives an estimate of the com-
mon point of interest of users providing the photos retrieved in the crawling step.
In the following, we discuss the extracted footprints and how the group-cognitive
centre and the geometric centre point differ for our three examples.

For Soho and Kilimanjaro, the distance between the GeoNames footprint and
the centroid of our cluster is comparably small, given the respective scale of
the cluster (and the size of the corresponding real-world feature). The footprint
for Soho, London, in GeoNames is about 260m away from the centroid of our
cluster. The cluster itself represents the common notion of Soho very Welﬂ
although it extends across Oxford Street in the north, which is usually taken as
Soho’s northern border. The same applies to the eastern extension of the cluster;
the southern and western extension match the common notion of Soho very well.
Similar observations can be made for Soho, New York: The area that is commonly
referred to as Sohd is completely covered, but the cluster exceeds the actual
area in all four directions. This exceeding problem can probably be addressed
by adjusting the cutoff length during triangulation and fetching more input
data. The centroid of the cluster is only 160m away from the footprint of the
corresponding GeoNames entry. The clusters generated for Camino de Santiago
stretch very well along the actual trail of the route, despite the gaps discussed
above. The calculation of the centroid shows that it is in most cases meaningless
to represent linear real-world features by points. While the centroid represents
a mean value for all coordinates in the clusters, the footprint from GeoNames is
located at one end of the route. Selecting the destination of the pilgrimage trail
as footprint certainly makes sense in this case (the coordinate refers to Santiago
de Compostela), however, this selection will be completely arbitrary for linear
features that lack such a clear destination (such as most roads). For Kilimanjaro,
the clusters represent the areas with a view on the Kilimanjaro’s highest peak,
rather than the mountain itself (due to the problems discussed above). This
also causes a distance of almost 4 km of the clusters’ centroid to the GeoNames

9 Seehttp://en.wikipedia.org/wiki/Soho#Streets|for comparison.
10 See http://en.wikipedia.org/wiki/SoHo#Geography
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footprint, which is nevertheless still within an acceptable range given the size of
the real-world feature.

6 Conclusions

This section summarizes the paper and points to different applications of the
approach presented in this paper, as well as directions for future work.

6.1 Discussion

In this paper, we have presented an experiment to test the feasibility of the idea
to build a gazetteer completely from geotagged photos crawled from the web. We
have introduced the theoretical foundations to capture the emergent semantics
of geographic information extracted from geotagged resources on the web. A
theoretically sound definition of a geotag has been introduced and related to the
classical definition of a gazetteer. Using the implementation which clustered and
filtered geotags of photos, we have demonstrated how the geographic footprint
for a given place name can be derived.

The results of our queries for Soho, Camino de Santiago and Kilimanjaro
showed that it is possible to derive meaningful geographic footprints from geo-
tagged content, even with comparably simple clustering approaches. Both the
footprints as well as their centroids shed a different light on named places than
conventional gazetteers. As pointed out in [22], every gazetteer extracted from
online information can only be as good as the information it builds on. However,
our experiment has demonstrated that useful results can already be obtained
with very straight-forward means to extract a group-cognitive perspective [12]
on place names. Hence, we do not propose to replace existing gazetteers by our
approach, but to complement them within a gazetteer infrastructure [7U16]. Fur-
ther improvements can be expected from implementing models of trust in the
harvesting process, which would allow for an estimation of the quality of the
geotags used for clustering [7I23].

From a visual inspection, the generated regions were judged to be plausible
representations of the place names’ geographic footprints. Particularly, the algo-
rithm showed the capability to recognize different places carrying the same name,
as shown in the Soho example. Moreover, the filtering algorithm has successfully
sorted the crawled tags into toponyms and other tags based on the notion of
significant occurrences. The example of Kilimanjaro has shown that very large
real-world features are problematic for our approach, since they often appear in
the context of photos that show them, but that were taken far away from the
actual feature. Evidently, the results could be improved by more sophisticated
crawling, filtering and clustering approaches.

6.2 Applications

While the crawling approach presented in this paper has been developed with the
recursive generation of a bottom-up gazetteer in mind, the underlying algorithms
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are also potentially useful in a number of other applications. The user compo-
nent, for example, could be used to derive communities and their vocabulary
by analyzing how groups of users tag certain real-world features. The tempo-
ral component has only been used to identify occurrences and to filter events
that might corrupt the place name recognition. Instead of treating these filtered
events as noise, however, one could also imagine an application that specifically
looks for such events based on temporal clusters. This would enable an automatic
calculation of geographic footprints for such events, which could eventually be
merged into event gazetteers [35J36].

The fact that every resource carries a time stamp and a user’s name can also
be used to extract individual space-time prisms [37U38]. This may provide insight
into real-world social interactions between the users of photo sharing platforms,
such as “who travelled together” or “who went to this party”. The implications
for privacy, however, are obvious and would require a careful consideration of
ethical issues. From this perspective, the photo sharing platforms used in this
paper might require more fine-grained mechanisms to give their users control
over what information they want to reveal to whom. One method to prevent
automatic generation of such profiles would be to allow users to exclude specific
metadata (or combinations of them) from access through the respective APIs.

6.3 Future Work

The next step in this research will be the combination of the filtering and clus-
tering algorithm presented in this paper with linguistic web crawling approaches.
This would facilitate to go beyond place names and their geographic footprints
and also extract the corresponding place type, as demonstrated by Uryupina
[27]. Tt is, however, unlikely that it will also be possible to extract a strong place
typing from user tags. While straightforward types such as city, street or river
may still be found frequently enough in the tags for a reliable extraction, it
is unlikely that a user tags a picture taken in Soho with section of populated
place — the associated feature class (i.e., place type) in GeoNames. However,
same as for footprints and centroids, such a bottom-up typing scheme would
reflect place types used in common language, as opposed to the often somewhat
artificial administrative place types used in current gazetteers. This bottom-up
approach should also allow for a more flexible categorization that does not force
every named place into exactly one category [32] in order to fully capture the
emergent semantics of collections of geotagged content. We also plan to extend
the existing implementation to take the temporal nature of geotags into account.
This eventually results in the identification not only of place names, but also of
names of events and processes with a spatial character.
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