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Preface

Making robots interact with humans in a useful manner can be approached in
two complementary directions: taking advantage of the flexibility of human
cognition to simplify the interaction for the robot; or conversely, trying to
add as much flexibility and “cognition” into the robot system to simplify the
interaction for the human.

Limitations of today’s technology and of our understanding of how to
achieve highly flexible “cognitive” robot behavior has led to the development
and deployment of robot systems almost exclusively in the first direction.
However, in recent years we have seen that we are nearing the point where we
can build robots that can interact with people in more flexible ways, integrat-
ing significant abilities of perception, navigation, communication, situation
awareness, decision making and learning.

This development has reshaped the landscape of robotics research in a
significant way and has created a new focus with fascinating perspectives from
both the perspective of scientific research and the perspective of practical
applications: the realization of Human Centered Robot Systems.

These systems must be able to interact with humans in natural ways that
shift the burden of adaptation to the machine and not the human. Therefore,
their interaction and communication patterns must comply with the level of
human abstraction and with the ways of human cognition. As a consequence,
their realization cannot be viewed as an engineering task alone, but requires
the integration of insights from a considerable spectrum of other disciplines
that try to nurture our understanding of the “Gestalt” of cognition and its
underlying mechanisms.

The present volume collects a set of prominent papers presented during
a two-day conference on Human Centered Robotic Systems held in Biele-
feld during Nov. 19-20, 2009. The goal of this conference – with prede-
cessors in Karlsruhe 2002 and in Munich 2006 – was to bring together re-
searchers in the area focusing on the shared goal of understanding, model-
ing and implementing cognitive interaction from the perspective of robotics,
computer science, psychology, linguistics, and biology in order to advance
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interdisciplinary dialogue and to enhance our knowledge towards the realiza-
tion of Human Centered Robotic Systems in both the mentioned complemen-
tary directions.

The papers in this volume offer a survey of recent approaches, the state-
of-the-art, and advances in this interdisciplinary field. They hopefully can
provide both practitioners and scientists with an up-to-date introduction into
a very dynamic field, which has not yet attained text book status, but which
is rich with fascinating scientific challenges. Methods and solutions in this
area are very likely to produce a significant impact on our future lives.

As editors, we would like to thank the authors for their work and the mem-
bers of the program committee for the reviews of the submitted manuscripts.
We would also like to thank Dr. Katharina Tluk von Toschanowitz for the
coordination of the compilation of this volume.

Bielefeld Helge Ritter
September 2009 Gerhard Sagerer

Martin Buss
Rüdiger Dillmann
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System Integration Supporting Evolutionary
Development and Design

Thorsten P. Spexard and Marc Hanheide

Abstract. With robotic systems entering our daily life, they have to become more
flexible and subsuming a multitude of abilities in one single integrated system. Sub-
sequently an increased extensibility of the robots’ system architectures is needed.
The goal is to facilitate a long-time evolution of the integrated system in-line with
the scientific progress on the algorithmic level. In this paper we present an approach
developed for an event-driven robot architecture, focussing on the coordination and
interplay of new abilities and components. Appropriate timing, sequencing strate-
gies, execution guaranties, and process flow synchronization are taken into account
to allow appropriate arbitration and interaction between components as well as be-
tween the integrated system and the user. The presented approach features dynamic
reconfiguration and global coordination based on simple production rules. These
are applied first time in conjunction with flexible representations in global memory
spaces and an event-driven architecture. As a result a highly adaptive robot con-
trol compared to alternative approaches is achieved, allowing system modification
during runtime even within complex interactive human-robot scenarios.

1 Introduction

Robots are developing from very specific tools towards generic and flexible assis-
tants or even companions. With the applicable fields getting broader and the abil-
ities of the robots increasing, it is simply not feasible to construct a robot system
from scratch. In contrary, a robotic system should evolve and successively incorpo-
rate new abilities and functions as soon as they are available and needed. However,
robotic research is still far away from its maturity and still highly dynamic. Thus, an
integration approach that paces up with the fast development in robotics, needs to

Thorsten P. Spexard · Marc Hanheide
Applied Informatics, Bielefeld University, Germany
e-mail: {tspexard,mhanheid}@techfak.uni-bielefeld.de

H. Ritter et al. (Eds.): Human Centered Robot Systems, COSMOS 6, pp. 1–9.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009



2 T.P. Spexard and M. Hanheide

embrace change and be flexible in its particular integration strategy. We present our
approach focussing on the techniques to create robotic systems which fulfill these
requirements resulting in an Evolutionary System Integration Architecture ESIA,
which evolves with new demands. Our general focus thereby lies on interactive
robots, that feature sets of different behaviors and abilities. Though it is self-evident
that for any successful software system a detailed architecture has to be designed in
advance, reality shows that during software integration often unforeseen challenges
occur and adaptations have to be made quickly. Thus ESIA supports simple and
fast, well-structured mechanisms for system modifications without creating an in-
scrutable kludge. Since in the scientific community larger-scale robotic systems are
constructed in joint efforts, like in the European Integrated Projects CoSy [5] and
Cogniron [12]), system integration can also pose a social challenge. Thus, aspects
such as “informational value” and “familiarization time” are relevant as well. This
integration of previous independently developed robot functions into one system in
rather short time frames can be seen as a typical problem of legacy integration.

To accept this challenge our evolving integration approach makes use of a soft-
ware architecture proposed by Wrede as information-driven integration (IDI) [13].
It combines benefits of event-driven architecture and space-based collaboration ap-
plying flexible representation of information using the XML data set. Though the
IDI approach indeed serves as a foundation to evolutionary system integration with
respect to interface changes and flexible orchestration, it does not strive to provide
a comprehensive solution to the question “How to coordinate components and how
to design their interplay?”. In our presented approach we strive for a generic solu-
tion to this challenge, which shall (i) maintain a highly decoupled system architec-
ture while (ii) still allowing flexible control and arbitration necessary for the ever
changing requirements of different robotic functions. A central organizer is used to
coordinate the separate module operations to the desired system behavior regard-
ing both, serialization, and arbitration of the different module actions. In contrast to
usual system controllers or planners the organizer is not directly connected with the
system components but simply modifies the memory content based on rules in such
a way that the desired behavior emerges.

2 Related Work

Derived from classical AI a rule-production-system (RPS) uses a set of rules, a
working memory, and an interpreter to solve tasks. Rules consist of requirements
which have to be fulfilled so that certain actions take place. For the evaluation
whether a condition is satisfied the data within the working memory is used. The
robot Caesar is using RPS [11] by a rule based controller, set on the top of a mod-
ular system with multiple layers of different abstraction levels. In contrast to ESIA
only on the bottom level standard programming language is used for sensor and
actuator drivers. For all remaining modules Erlang is used as demonstrator specific
runtime environment. The module information is read once on start up and is based
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on fixed interface descriptions. Thus algorithms created in different and more pub-
lic programming languages have to be re-implemented especially on the basis of
the system specific interface needed by the controller. We propose the support of
various widespread programming languages like C(++) or Java in combination with
a generic underlying data model, e.g., XML representation.

Another aspect is the flexibility of rule-production-systems during runtime.
Though easily adaptable when the system is shut down Ishida discusses in [7] the
opportunity in adapting the behavior during runtime. A meta programming language
is used to dynamically change the rules themselves while the system works. We
adapted these ideas by assigning the rule evaluation to separate threads with one
thread per rule and developing a way to dynamically change rules during runtime.
Instead using another programming language, or more general another representa-
tion, we propose the idea of joining the representation of behavior rules and the
data they apply to. Furthermore the rules are no longer separated from the working
memory and set on the top of the system, but are memory content which is equally
treated as, e.g., processed sensor data.

The rule definition complies with the Event-Condition-Action model introduced
by [4]. To satisfy the requirement of a rule, so that the associated action takes place,
not only a certain event has to take place, but additionally the current system situa-
tion is considered by an additional condition which has to be complied with. Using
the system state in combination with a recent event, involves the handling of tem-
poral dependencies since the events leading to the desired system state had to take
place prior to the event finally triggering the action execution of a rule. Although
the importance of temporal dependencies is described in [10], temporal aspects in
evaluating rules are only referred to in terms of a given global execution time which
has to be achieved. The question, how to deal with, e.g., temporal concurrency in
parallel systems is left open.

3 Creating Systems for HRI

We implemented the presented approach on two different robotic demonstrators fo-
cussing especially on extended abilities for advanced human-robot interaction. One
demonstrator is BIRON as depicted in Fig. 1(a), which is used in a Home-Tour sce-
nario [9]. In this scenario naive users have to guide the robot around in a real world
flat to familiarize the robot with a new vicinity. The users receive only a brief in-
troduction to the system and have to intuitively interact with it by naturally spoken
dialog and gestures. The results taken from the user interactions have to be simply
integrated into the existing robotic system for continuous improvement. Addition-
ally to system modifications on a single type of demonstrator in one scenario ESIA
adapts to alternate demonstrators and scenarios. In a second scenario we use the an-
thropomorphic robot BARTHOC (see Fig. 1(b)) in a receptionists setting [2]. In this
setting robot and human oppose each other at a table with a map of the surrounding
lain between them. The interaction partner refers to the map in a natural way and the
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(a) (b)

Fig. 1 The robot demonstrators BIRON (a) and BARTHOC (b). The presented approach has
successfully been applied to both of them for advanced HRI.

robot reacts with the same modalities by verbal and gestural output. Taking advan-
tage of a more human-like appearance as BIRON emotional information based on
prosody taken from the user’s utterances are processed and replied to by adequate
facial expressions of BARTHOC [6].

Event Driven Information Exchange

To realize enhanced module communication with ESIA, the concept of information-
driven integration is exploited. A module within the system represents either an
event source, an event sink or even both of them. Event sources publish their in-
formation without a specific receiver, while event sinks subscribe to specific events
containing information they need to filter and process [8]. Keeping the focus on
the continuous development of a complex system the event-driven information ex-
change strongly supports the loose coupling of the system components. An event
source is not directly connected of its corresponding event sinks and thus it does
not matter if a sink is deactivated during runtime. Vice versa if an event source is
missing it appears to the sink as if there is currently no new data.

However, though the event-based architectures provide clear advantages for mod-
ular systems, they do not directly support persistence. But persistence plays an im-
portant role especially for flexible module configuration during runtime. Consider,
e.g., an event which is important for the arbitration of an hardware actuator. Since
the event source is not aware of its sinks it will not notice if one is currently down,
and the event sink will not know about the current arbitration result after a restart.
Therefor we combine the event-driven approach with a memory [13]. Besides the
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Fig. 2 ESIA for BIRON and BARTHOC: The approach enables a coordinated integration for
software which has been developed over the last eight years

event notification, the event information is temporarily stored so it can simply be
looked up by a restarted module to get in sync with the remaining system.

An Architecture for HRI

A more concrete description of the implemented architecture with the realized soft-
ware components for the scenarios and demonstrators is shown in Fig. 2. It is easy
to see that both, the reuse of domain unspecific abilities, and the exchange of do-
main dependent abilities are supported. While raw sensor and actuator information
are passed by via direct 1:n connections, processed data is event driven exchanged
by the memory, which may contain several XML databases. Using a wide spread
information representation such as XML, memory entries are easy addressable by
existing tools like XML Path Language (XPath). These tools are also used, to spec-
ify the events a module registers to. In principle a registration implements a database
trigger, which consists of a database action. If an event takes place associated with
an XML document matching the XPath and the according action, the event and the
XML document are reported to the registered module. But a robot for enhanced
HRI needs a synchronized global system behavior consisting of separate module
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behaviors to perform complex tasks like learning by interaction. Instead of adding
more system knowledge to the individual modules which would have coupled them
stronger together, we developed a system keeper module which interfaces with the
memory, supervising the information exchange taking place.

4 Active Control Memory Interface - ACMI

One often followed control approach is to establish a direct configuration connec-
tion to any component running. This is useful when important information has to
be processed under guarantee. The ACMI module supports direct control connec-
tion by implementing a generic remote method invocation interface, which has to
be supported by the configured module. The interface is used to configure the ar-
bitration of hardware components and provides immediate feedback to ensure the
correct configuration before actuator commands are executed. But for a general ap-
proach this method contradicts the idea of loose coupling concerning the exchange
or addiction of modules during runtime. The general operation method of ACMI is
to change the memory content in a way that modules observing the memory react
properly to generate the desired system behavior without direct connection to ACMI
(see Fig. 3).

Fig. 3 ACMI operates by
manipulating memory con-
tent. Exceptionally direct
control via RMI is possible.
Using the rule editor TAME,
the operation of ACMI can
be changed immediately
during runtime.
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Rule Interpretation and Adaptation

ACMI operates by evaluating the current memory content and thus the current sys-
tem state by a set of rules. An example is given in Fig. 4. It can be compared to rule
interpretors of production systems similar to ACT-R [1], but without general control
connections to other system components. For the rule interpretation and appliance it
reuses the same event based framework as the remaining modules. To enable a fast
and easy familiarization of the developers, the amount of different rule types and
their actions was reduced to a minimal set. To create full operational readiness five
different actions callable by a rule were identified:

copy copies information from one to another entry
replace replaces information by information from another entry
remove removes information in the memory
assert modifies the current process status of an entry
configure uses a memory entry as parameter for a RMI of a module

As it can easily be seen from the example a rule is represented the same way, as the
information the rules apply to. This does not only keep the number of information
representations a developer has to understand small, but additionally allows a kind
of reuse of the framework: Instead of separating the rules which implement the sys-
tem behavior from the factual knowledge, they are stored in the memory as an XML
document as an important part of of the system information. Accordingly factual
data derived from sensor data and procedural knowledge emerging from rule appli-
ance are treated equally within the memory. This enables the manipulation of rules
as easy as any kind of database content even during runtime. Taking into account

    <TRIGGER>
      <GUARD database="Scene" xpath="/SITUATION[@value=’object’]" exists="no" />
      <GUARD database="Scene" xpath="/SITUATION[@value=’localize’]" exists="no" />
      <CONDITION database="Scene" xpath="/ROOM/STATUS[@value=’accepted’]" action="REPLACE"/>
      <ACTION name="REPLACE">

                node="/CONFIG/SYSTEM/SITUATION[@value=’localize’]"/>
        <TARGET database="Scene" xpath="/SITUATION" node="/SITUATION"/>

        <SOURCE database="LongTerm" xpath="/CONFIG/SYSTEM/SITUATION[@value=’localize’]"

      </ACTION>
    </TRIGGER>
  </ACMI>
</CONFIG>

<CONFIG>

    <TRIGGER>
      <GUARD database="Scene" xpath="/SITUATION[@value=’object’]" exists="no" />

  <ACMI>

      <CONDITION database="Scene" xpath="/ROOM[GENERATOR=’DLG’]/STATUS[@value=’initiated’]"

      <ACTION name="CONFIGURE">
        <SOURCE database="LongTerm" xpath="/CONFIG/HWC/LOCATING/MOVESRC"/>
      </ACTION>
      <AFFIRM value="accepted"/>
    </TRIGGER>

      <GUARD database="Scene" xpath="/SITUATION[@value=’localize’]" exists="no" />

      ... 

                 action="INSERT"/>

Fig. 4 Example of ACMI configuration rule and sequencing: When a room description is
initially inserted by user dialog and the system is neither in a object detection nor localization
task the hardware arbitration is configured to receive a new command from the localization.
Subsequently the AFFIRM value is used to modify the STATUS value of the room descrip-
tion, which causes the next rule to set the current system state to localization and prevent
other actions to take hardware control before the current task is completed.
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that ACMI modifies database content, the described approach enables modification
of the system not only during runtime from a human user, but also by the system
itself. Thus ESIA provides a powerful basis for learning systems not only on the
level of factual knowledge like objects, faces or surroundings, but also on how to
behave by modifying a given basic set of rules to a more improved one according to
the current operation conditions.

5 Case - Study and Conclusion

To demonstrate the advantage of the presented approach we will briefly summa-
rize the experiences made during two integration processes conducted with partners
from alternative universities located at different countries [9, 3]. Two different local-
ization approaches based on omni-directional vision on the one hand and classical
laser-based SLAM on the other hand were integrated. As preparatory work the origi-
nal foreign source was remotely installed and compiled in our lab. Subsequently this
integration procedure, generally applicable to ESIA was followed: First, it was de-
termined whether the new module represented an information sink, source, or both
and which process loop was used. Second, interfaces for data exchange (according
general data models, modules preferably already use a non binary communication)
were clarified. Third, rules depending on the outcomes of the first to steps were
composed to use ACMI as adapter. Finally, it was checked for conflicts due to e.g.
limited resources like actuators and arbitration as well as behavior rules were added
to ACMI.

Although during the integration process it turned out that some agreements could
not be realized as planned due to technical limitations or simply misunderstandings,
the flexibility of the described approach allowed us to continue by simply adjusting
or adding rules. As an expected result the demonstrator with its recently extended
software modules was successfully tested during user studies concerning the usabil-
ity of the system. It was robustly running for hours while operated by naive users.
When an irritating behavior for the user occurred (in fact the robot prompted some
information during interaction which should originally assist the user but in fact
confuses several subjects) it was simply modified by changing behavior rules with-
out restarting a single module. This adaptation could actually have been done even
during an interaction, although it was not, to preserve experimental conditions for
the test person.

The ESIA approach supported this results by providing a short integration cycle
powered by a memory allowing detail introspection in data exchange, observing
the system behavior by a memory editor and fixing it by changing rules online,
and quick restart of single failing modules with the remaining modules continuing
unaffected. This enabled us to achieve the described integration together with our
partners visiting the lab in three days, both times. The positive experiences and
feedback from our partners encourage us to continue in the development of ESIA as
evolution is a continuous and never ending process.
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8. Lütkebohle, I., Schäfer, J., Wrede, S.: Facilitating re-use by design: A filtering, transfor-
mation, and selection architecture for robotic software systems. In: Proc. of Workshop
an Software Development in Robotics (2009)

9. Peltason, J., Siepmann, F.H., Spexard, T.P., Wrede, B., Hanheide, M., Topp, E.A.: Mixed-
initiative in human augmented mapping. In: Proc. of Int. Conf. on Robotics and Automa-
tion (to appear)

10. Qiao, Y., Zhong, K., Wang, H., Li, X.: Developing event-condition-action rules in real-
time active database. In: Proc. of Symposium on Applied computing, New York, USA,
pp. 511–516 (2007)

11. Santoro, C.: An erlang framework for autonomous mobile robots. In: Proc. of SIGPLAN
workshop on ERLANG, New York, USA, pp. 85–92 (2007)
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Direct Control of an Active Tactile Sensor Using
Echo State Networks

André Frank Krause, Bettina Bläsing, Volker Dürr, and Thomas Schack

Abstract. Tactile sensors (antennae) play an important role in the animal kingdom.
They are also very useful as sensors in robotic scenarios, where vision systems
may fail. Active tactile movements increase the sampling performance. Here we
directly control movements of the antenna of a simulated hexapod using an echo
state network (ESN). ESNs can store multiple motor patterns as attractors in a single
network and generate novel patterns by combining and blending already learned
patterns using bifurcation inputs.

1 Introduction

Animals and humans are autonomous mobile systems of prime performance, partly
due to their highly adaptive locomotor behaviour, partly due to their sensory abili-
ties that allow for rapid, parallel object recognition and scene analysis. In animals,
near-range sensing, particularly the active tactile sense is often of great importance:
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many insects actively move their antennae (feelers) and use them for orientation,
obstacle localisation, pattern recognition and even communication [20]; mammals
like cats or rats use active whisker movements to detect and scan objects in the
vicinity of the body. Active tactile sensors offer some advantages over vision based
sensors [1]: The tactile sense is independent of light conditions, it works at day
and night. It is also independent of the surface properties of objects (colour, tex-
ture, reflectivity) that may be very difficult for vision, radar or ultrasound based
systems. Furthermore, the 3d spatial contact position with an object is immedi-
ately available due to the known geometry of the sensor. No computationally ex-
pensive stereovision algorithms are required. A drawback of tactile sensors might
be lower information density about a scanned object and the danger of mechani-
cal damage to both the sensor and the object. Insect-like tactile sensors have been
pioneered by Kaneko and co-workers, who used either vibration signals [26] or
bending forces [11], both measured at the base of a flexible beam, to determine con-
tact distance. Recently an actively movable tactile sensor inspired by a stick insect
antenna was co-developed by Fraunhofer IFF Magdeburg [16] and the University
of Bielefeld [2] with a single acceleration sensor located at the tip of the probe. It
was shown to be remarkably sensitive in object material classification. An efficient
movement pattern that maximises obstacle detection performance while minimising
energy consumption for such an active tactile sensor is a circular movement of the
sensor probe [14]. Stick insect antennae perform elliptical exploratory movement
patterns relative to the head until they encounter an obstacle. After the first con-
tact, the movement switches to a pattern with smaller amplitude and higher cycle
frequency [15].

A straightforward way to learn motor patterns is to store them in the dynamics
of recurrent neuronal networks [25]. The network implements a forward model, that
predicts the sensor informations for the next time step [28]. In [25] it is argued,
that this distributed storage of multiple patterns in a single network gives good gen-
eralisation compared to local, modular neural network schemes [3][23]. In [33] it
was shown that it is also possible to not only combine already stored motor pat-
terns into new ones, but to establish an implicit functional hierarchy by using leaky
integrator neurons with different time constants in a single network. This network
can then generate and learn sequences over stored motor patterns and combine them
to form new complex behaviours. Tani [25][24][33] uses backpropagation through
time (BBTT, [30]), that is computationally complex and rather biologically implau-
sible. Echo State Networks (ESNs [10]) [6] are a new kind of recurrent neuronal
networks that are very easy and fast to train compared to classic, gradient based
training methods (backpropagation through time [30], real time recurrent learning
[32]). Gradient based learning methods suffer from bifurcations that are often en-
countered during training. Bifurcations abruptly change the dynamic behaviour of
a network, rendering gradient information invalid [7]. Additionally it was mathe-
matically shown that it is very difficult to learn long term correlations because of
vanishing or exploding gradients [4]. The general idea behind ESNs is to have a
large, fixed random reservoir of recurrently and sparsely connected neurons. Only a
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linear readout layer that taps this reservoir needs to be trained. The reservoir trans-
forms usually low-dimensional, but temporally correlated input signals into a rich
feature vector of the reservoir’s internal activation dynamics. This is similar to a lin-
ear finite impulse response filter or Wiener filter [31], that reads out a tap delay line
with a linear combiner. Here, the delay line acts as a preprocessor that constructs
a sufficiently large state space from the input time series, such that the temporal
dependencies become implicit. Batch training involves collecting the internal states
of the reservoir neurons and applying fast linear regression methods to calculate the
output layer. More biologically plausible online learning methods for ESNs exist,
for example the recursive least squares algorithm [6] or backpropagation decorre-
lation (BPDC [21]). BPDC was successfully applied in a developmental learning
scenario with the humanoid robot ASIMO [18] and for learning an inverse model
of the industrial PA-10 robot arm [17]. Here, we use an ESN to implement a for-
ward model that actively moves the tactile sensor / antenna of a simulated hexapod
walker.

2 Simulations

A basic, discrete-time, sigmoid-unit ESN was implemented in C++ using the ex-
pression template matrix library Eigen2. The state update equations used are:

y(n) = Woutx(n)
x(n + 1) = tanh(Wresx(n)+ Winu(n + 1)+ Wbacky(n)+ ν(n)) (1)

where u, x and y are the activations of the input, reservoir and output neurons, re-
spectively. ν(n) adds a small amount of uniformly distributed noise to the activation
values of the reservoir neurons. This tend to stabilize solutions especially in models
using output feedback for cyclic attractor learning [8]. Win, Wres, Wout and Wback

are the input, reservoir, output and backprojection weight matrices. All matrices are
sparse and randomly initialised and stay fixed, except for Wout . The weights of the
linear output layer are learned using offline batch training. During training, the net-
work is driven with the input and teacher data and internal reservoir activations are
collected (state harvesting). The teacher data is forced into the network via the back-
projection weights (teacher forcing). After collecting internal states for all training
data, The output weights are directly calculated using ridge regression. Ridge re-
gression uses the Wiener-Hopf solution Wout = R−1P and adds a regularization
term (Tikhonov regularization):

Wout = (R+ α2I)−1P (2)

where α is a small number, I is the identity matrix, R = S′S is the correlation matrix
of the reservoir states and P = S′D is the cross-correlation matrix of the states and
the desired outputs. Ridge regression leads to more stable solutions and smaller
output weights, compared to ESN training using the Moore-Penrose pseudoinverse.
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Fig. 1 Dynamic behaviour of an ESN with a single input trained on a circular (input value
= 1) and figure-eight pattern (input = 0). a) After 200 time-steps, the input value is switched
from one to zero. The network smoothly changes its behaviour to the figure-eight pattern.
b) 2d trajectories of the network output. c) Colour coded internal activations of the reservoir
neurons. Lines indicate individual neuroids, columns indicate time.

Table 1 ESN structure parameters. 200 reservoir neurons, 2 inputs and 2 outputs used. Di-
rect input to output connections and bias inputs were not used. Sparseness is the fraction of
connections with non-zero weights. Synaptic weights were randomly initialised in the range
[-strength strength]. α = 0.01, ν = 0.001.

from to Sparseness Strength

Input Reservoir 1.0 0.6
Reservoir Reservoir 0.1 0.4
Output Reservoir 1.0 0.8

Dynamic Behaviour. The input-, reservoir- and backprojection weight matrices
were sparsely initialised with uniformly distributed random values. See table 1 for
the network parameters used. In a first simulation, a simple ESN with one input,
two outputs, no bias inputs and no input-to-output connections was trained on the
circle (input value = 1) and figure-eight pattern (input value = 0) (see table 3).
Fig. 1 shows the dynamic behaviour of this network. Abruptly switching the in-
put from one to zero smoothly moves the network from the circular pattern attractor
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state to the figure-eight pattern. In Fig. 2 the input parameter space is explored
within the range -1.0 to 1.2. Interestingly, an input value of -1 evokes the same cir-
cular pattern as for an input value of one. This symmetric effect is mentioned in
[7]. Increasing the input value further causes gradual morphing from a circular to an
elliptical and later to the figure-eight pattern. Increasing the input above 1 or below
-1 drives the network into a fixpoint attractor state.

Fig. 2 Shifting the dynamics of the network by gradually changing the input value from -1
to 1.2. Because of symmetry effects [7], the circular pattern reappears with input value -1.
Increasing the input to the network causes a slow morphing between the two learned patterns,
allowing to generate new patterns that were not explicitly trained. The network keeps stable
with no chaotic regions until it converges to a fixpoint at input value 1.2.

Training Success. In a second simulation, the training success and the transition be-
haviour between two patterns after switching the input values was analysed. Instead
of a single input, this time 2 binary encoded inputs were used. The first pattern was
learned with an input vector

(
1 0

)
and the second with

(
0 1

)
. This avoids symme-

try effects as shown in simulation 1 and reduces the training error. ESN parameters
used are shown in table 1. The training error was defined as the smallest Euclidean
Distance between the training pattern and a time-shifted version of the network
output (±200 time-steps). The selected time-shift corresponded to the largest cross-
correlation coefficient. The error of a single network was averaged over n=50 runs.
Input patterns were presented in random order and all network activations were ran-
domly intialized in a range of ±0.4 before each run. N=500 networks were trained,
resulting in a median error of 0.029 (0.6% deviation relative to the circle pattern
radius of 0.5). 60% of the trained networks had an error below 1%.

Transition Smoothness. After switching between patterns, the network might be-
come unstable and show chaotic behavior. Relating to the Minimum Jerk Theory
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Table 2 ESN structure parameters. 300 reservoir neurons, 4 inputs and 2 outputs were used
in the multiple pattern storage task. α = 0.001, ν = 0.001.

from to Sparseness Strength

Input Reservoir 1.0 0.8
Reservoir Reservoir 0.1 0.2
Output Reservoir 1.0 1.2

[5], the smoothness of the movement after the switch can be quantified as a function
of jerk, which is the time derivative of acceleration. The jerk was calculated for 100
timesteps after the switch. The mean jerk for 500 networks averaging over 50 runs
for each net was 0.024 with a standard deviation of 0.003. This is just slightly larger
than the averaged jerk of both training patterns (0.0196). The transition behaviour
was sufficiently stable for all 500 networks, the maximum jerk found was 0.038. For
comparison, mean jerk of purely random, untrained networks was 41.6 with a SD
of 40.713.

Learning Capacity. A larger ESN was trained with four different patterns, see
table 3. ESN parameters used are shown in table 2. Fig. 3 shows that it is possi-
ble to store multiple motor patterns distributed in a single network. Nonetheless it
requires manual parameter fine-tuning to get stable attractors that are close to the
training data.

Table 3 Training patterns used for the ESN experiments

Pattern Parameters

Circle 0.5
(

sin(0.2n) cos(0.2n)
)

Eight 0.5
(

sin(0.4n) sin(0.2n)
)

Rectangle 0.5
(
tanh(2 sin(0.2n)) tanh(2cos(0.2n))

)

Star 0.2
(
atanh(0.98 sin(0.2n)) atanh(0.98cos(0.2n))

)

Motor Control. Stick insects continuously move their antennae during walking us-
ing a wide, exploratory movement pattern. If the antennae detect obstacles, the an-
tennal movements immediately change to a sampling pattern [15]. This switching
behaviour was modeled using an ESN and a simulated hexapod walker with an-
tennae. The simulation was implemented in C++ using the Open Dynamics Engine
(ODE). The joints of the antenna were steered using a p-controller and constraint-
based angular velocity control (hinge joint angular motor in ODE). Due to the dy-
namic nature of the system and the p-controller, actual joint angles always lag some
frames behind the desired values and have a slightly smaller amplitude. The network
thus has to learn to predict new motor commands based on the proprioreceptive in-
put from the antennal joints. In a first step, training data was created by sinusoidal
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Fig. 3 An ESN with 4 binary inputs, two outputs and 300 reservoir neurons was trained to
store multiple patterns. a) shows the 4 patterns used as training data (for parameters see table
3. b) shows the network dynamics. in the generation phase, the network was started with
random network activations and simulated for 4000 time steps. the input value changed every
1000 time steps.

modulation of the antennal joints and simultaneously recording actual joint angles
in the simulation, see Fig. 4. An ESN was then trained on the collected data and
put into the loop (identical network parameters as in the initial experiment, see table
1). If the left antenna encountered contacts with obstacles, the input values to the
ESN were switched, causing a transition from a wide, exploratory movement pattern
to the figure-eight pattern. After some decay time, the inputs were switched back.
Fig. 5 shows a behaviour sequence of an hexapod walker with an ESN-controlled
left antenna. Obstacle contact causes a pre-programmed obstacle avoidance reflex
by turning the insect away from the object.

Fig. 4 An ESN was trained to generate a circular and a figure eight pattern with the tip of
the left antenna. Inputs to the net are the current joint angles and the pattern selection inputs;
outputs are the target joint angles for the p-controller steering the joints of the active tactile
sensor.

3 Discussion and Outlook

First basic experiments with ESNs have shown that they can be used for direct mo-
tor control of simple articulated limbs. The ESN implements a forward model that
predicts sensory and motor commands for the next time step. It is also possible to
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Fig. 5 Sequence of images showing antennal behaviour before, during and after contacts
with an obstacle. From left to right: a) first contact of the left antenna with the obstacle. The
antenna still performs a circular, exploratory movement. b) the contact information causes a
switch in behaviour from the circular to the figure-eight pattern. c) Second and third contact:
the hexapod walker starts to turn away from the obstacle. d) The figure-eight pattern contin-
ues for a while until the contact information decays. e-f) After that, the behaviour switches
back to the exploratory circular movement. A video can be downloaded at: http://www.andre-
krause.net/publications/hcrs09 s1.avi

Fig. 6 A proposed archi-
tecture for learning and
generation of complex
movements. Hierarchically
coupled ESNs are controlled
using a hierarchical self
organizing map, that imple-
ments basic action concepts.
Image: c©Webots [29].

generate new, not explicitly trained patterns by shifting the network dynamics
through additional bifurcation inputs. This was already demonstrated by [25] via
parametric bias inputs for a variant of Elman type networks. If exploited properly,
this dynamic feature of ESN networks makes it possible to generate and interpo-
late numerous motor patterns from a few, well chosen basic motor patterns. ESNs
can also store multiple motor patterns in a single network, although it is important
to fine-tune all network parameters to succeed. Pretraining of the reservoir using
Intrinsic Plasticity [22] can help to make the training process more robust. ESN
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parameters could also be automatically fine-tuned in a reinforcement scenario us-
ing new, very fast and powerful black box optimisation algorithms [12] [27]. ESNs
seem to be suitable for a planned hierarchical architecture for learning and control
of long, complex movement sequences, as illustrated in Fig. 6. ESNs scale well to
a high number of training patterns and motor outputs [9]. A more complex simula-
tion - for example of a humanoid robot - might reveal possible limitations of direct,
attractor-based motor pattern learning. The future goal is to couple two or more
ESNs hierarchically or even embed an implicit hierarchy into a single network us-
ing neurons with random time constants similar to [33]. On top of that, a hierarchi-
cal self-organizing map (HSOM) can implement cognitive structures of basic action
concepts [19] [13] and provide input and reference values to the ESNs. The HSOM
can integrate perceptual features of the environment, proprioceptive sensory data of
the robot body and higher level commands (intention, affordance) to select a proper
motor program. Cluster structures learned in the HSOM might then be compared
to cognitive structures that can be measured in human long term memory using a
psychological method called SDA-M [19].
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Dynamic Potential Fields for Dexterous Tactile
Exploration

Alexander Bierbaum, Tamim Asfour, and Rüdiger Dillmann

Abstract. Haptic exploration of unknown objects is of great importance for ac-
quiring multimodal object representations, which enable a humanoid robot to au-
tonomously execute grasping and manipulation tasks. In this paper we present our
ongoing work on tactile object exploration with an anthropomorphic five-finger
robot hand. In particular we present a method for guiding the hand along the surface
of an unknown object to acquire a 3D object representation from tactile contact data.
The proposed method is based on the dynamic potential fields which have originally
been suggested in the context of mobile robot navigation. In addition we give first
results on how to extract grasp affordances of unknown objects and how to perform
object recognition based on the acquired 3D point sets.

1 Introduction

Humans make use of different types of haptic exploratory procedures for perceiv-
ing physical object properties such as weight, size, rigidity, texture and shape [12].
For executing subsequent tasks on previously unknown objects such as grasping
and also for non-ambiguous object identification the shape property is of the utmost
importance. In robotics this information is usually obtained by means of computer
vision where known weaknesses such as changing lightning conditions and reflec-
tions seriously limit the scope of application. For robots and especially for humanoid
robots, tactile perception is supplemental to the shape information given by visual
perception and may directly be exploited to augment and stabilize a spatial repre-
sentation of real world objects. In the following we will give a short overview on
the state of the art in the field of robot tactile exploration and related approaches.
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Different strategies for creating polyhedral object models from single finger tac-
tile exploration have been presented with simulation results in [19] and [5]. Ex-
perimental shape recovery results from a surface tracking strategy for a single robot
finger have been presented in [6]. A different approach concentrates on the detection
of local surface features [15] from tactile sensing. In [13] a method for reconstruct-
ing shape and motion of an unknown convex object using three sensing fingers is
presented. In this approach friction properties must be known in advance and the sur-
face is required to be smooth, i.e. must have no corners or edges. Further, multiple
simultaneous sensor contacts points are required resulting in additional geometric
constraints for the setup.

In the works mentioned above the exploration process is based on dynamic in-
teraction between the finger and object, in which a sensing finger tracks the contour
of a surface. Other approaches are based on a static exploration scheme in which
the object gets enclosed by the fingers and the shape is estimated from the robot
finger configuration. In [14], [9] and [20] the finger joint angle values acquired dur-
ing enclosure are fed to an appropriately trained SOM-type neural network which
classifies the objects according to their shape. Although this approach gives good
results in terms of shape classification, it is naturally limited in resolution and there-
fore does not provide sufficient information for general object identification as with
dynamic tactile exploration.

In this work we will present the current state and components of our system
for acquiring a 3D shape model of an unknown object using multi-fingered tactile
exploration based on dynamic potential fields. In addition we give first results on
how to extract grasp affordances of unknown objects and how to perform object
recognition based on the acquired 3D point sets.

2 Dynamic Potential Fields for Exploration

We have transferred the idea of potential field based exploration to tactile explo-
ration for surface recovery using an anthropomorphic robot hand. Potential field
techniques have a long history in robot motion planning [11]. Here, the manipula-
tor follows the streamlines of a field where the target position is modelled by an
attractive potential and obstacles are modelled as repulsive potentials. By assign-
ing regions of interest to attractive sources and already known space to repulsive
sources this scheme may also be exploited for spatial exploration purposes with
mobile robots [18]. The notion of dynamic potential fields evolves as the regions of
interest and therefore the field configuration changes over time due to the progress
in exploration. Yet, this method has not been reported for application in multifin-
gered tactile exploration. For this purpose we have defined a set of Robot Control
Points (RCPs) at the robot hand to which we apply velocity vectors calculated from
the local field gradient

v = −kv∇Φ(x).
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The potential Φ(x) is calculated from superposition of all sources. We use har-
monic potential functions to avoid the formation of local minima in which the
imaginary force exerted on an RCP is zero. Further, we deploy a dedicated escape
strategy to resolve structural minima, which naturally evoke from the multiple end-
effector problem given by the fingers of the hand. The velocity vectors applied to the
RCPs are computed in the cartesian coordinate frame therefore an inverse kinematic
scheme is required to calculate joint angles for the robot hand and arm. In our case
we have chosen Virtual Model Control (VMC) [17] to solve for the joint angles, as
it links the potential field approach to inverse kinematics in an intuitive way.

Initially we have evaluated our approach in a detailed physical simulation using
the model of our humanoid robot hand [8]. During exploration the contact loca-
tion and estimated contact normals are acquired from the robot hands tactile sensor
system and stored as a oriented 3D point set. We have modelled tactile sensors in
the simulation environment which determine contact location. The contact normals
are estimated from the sensor orientation to reflect the fact that current sensor tech-
nology can not measure contact normals reliably. The object representation may
be used for further applications such as grasping and object recognition as we will
describe in the following sections.

3 Tactile Exploration

Fig. 1 gives an overview on our tactile exploration module. An initial version of
this method has been presented in [3]. As prerequisite the system requires a rough
initial estimate about the objects position, orientation and dimension. In simulation
we introduce the information to the system, while this information will be provided
by a stereo camera system in the real application. From this information an initial
potential field containing only attractive sources is constructed in a uniform grid
which covers the exploration space in which the object is situated.

Fig. 1 Tactile exploration scheme based on dynamic potential field
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Fig. 2 Tactile exploration of a phone receiver (left) and acquired 3D point set (right)

During exploration it is required to fixate the object as contact points are acquired
in world reference frame. The trajectories for the RCPs become continuously calcu-
lated from the field gradient, while contact point locations and normals are sensed
and stored as oriented 3D point set. The normal vectors are estimated from finger
sensor orientations. The RCP trajectories are constrained depending on the contact
state of the sensor associated with each RCP, which aims to produce tangential mo-
tion during contact.

The potential field is updated from the tactile sensor information as follows. If no
contact is found in the circumference of an attractive source it becomes deleted. If a
contact is detected a repelling source is inserted at the corresponding location in the
grid.

The robot system is likely to reach structural minima during potential field mo-
tion. We therefore introduced a reconfiguration observer which detects when the
TCP velocity and the mean velocity of all RCPs fall below predefined minimum
velocity values. This situation leads to a so called small reconfiguration which is
performed by temporarily inverting the attractive sources to repulsive sources and
thus forcing the robot into a new configuration which allows to explore previously
unexplored goal regions. As this method is not guaranteed to be free of limit cycles
we further perform a large reconfiguration if subsequent small reconfigurations re-
main ineffective, i.e. the robot does not escape the structural minimum. During a
large configuration the robot is moved to its initial configuration.

Our approach to extract grasp affordances relies on identifying suitable opposing
and parallel faces for grasping. Therefore, we needed to improve the original tac-
tile exploration process to explore the object surface with preferably homogeneous
density and prevent sparsely explored regions. The faces become extracted after ap-
plying a triangulation algorithm upon the acquired 3D point set. Triangulation nat-
urally generates large polygons in regions with low contact point count. We use this
property in our improved exploration scheme to introduce new attractive sources
and guide the exploration process to fill contact information gaps. Within fixed time
step intervals we execute a full triangulation of the point cloud and rank the calcu-
lated faces by their size of area. In our modification we add an attractive source each
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at the centers of the ten largest faces. This leads to preferred exploration of sparsely
explored regions, i.e. regions that need further exploration, and consequently lead to
a more reliable estimate for the objects surface. As further improvement we apply
a similar scheme to isolated contact points, i.e. contacts which have no further con-
tact points in their immediate neighborhood, by surrounding these points with eight
cubically arranged attractive charges. This leads to the effect that once an isolated
contact is added, the according RCP now explores its neighborhood instead of being
repelled to a more distant unexplored region.

4 Extraction of Grasp Affordances

As an exemplary application for our exploration procedure we have implemented
a subset of the automatic robot grasp planner proposed in [16] in order to com-
pute possible grasps based on the acquired oriented 3D point set, we call grasp
affordances. A grasp affordance contains a pair of object features which refer to
grasping points of a promising grasp candidate using a parallel grasp. We preferred
to investigate this geometrical planning approach in contrast to grasp planning algo-
rithms using force closure criteria, e.g. [7], due to its robustness when planning with
incomplete geometric object models as they arise from the described exploration
scheme. In our case we only consider planar face pairings from the given 3D point
set as features for grasping, which we extract from the contact normal vector in-
formation using a region growing algorithm. Initially every possible face pairing is
considered as a potential symbolic grasp. All candidates are submitted to a geomet-
ric filter pipeline which eliminates impossible grasps from this set. The individual
filter j returns a value of fo, j = 0 when disqualifying and a value fo, j > 0 for
accepting a pairing. For accepted pairings the individual filter outputs are summed
to a score for each symbolic grasp, where the filter pairing with the highest score is
the most promising candidate for execution.

The filter pipeline comprises the following stages in order of their application.

• Parallelism: This filter tests the two faces for parallelism and exports a measure
indicating the angle between the two faces.

• Minimum Face Size: This filter compares the two faces to minimum and max-
imum thresholds. Selection of these values depends on the dimensions of the
robot hand and fingers.

• Mutual Visibility: This filter determines the size of overlapping area when the two
faces are projected into the so called grasping plane, which resides in parallel in
the middle between the faces.

• Face Distance: This filter tests the distance of the two faces which must match the
spreading capability of the robot hand. Therefore, this filter is also parameterized
by the dimensions of the robot hand.



28 A. Bierbaum, T. Asfour, and R. Dillmann

Fig. 3 Extracted grasp affordances for the telephone receiver

Fig. 3 shows symbolic grasps found for the receiver from Fig. 2. Face pairings are
indicated by faces of the same color, the black spots mark the centers of the over-
lapping region of opposing faces in respect to the grasping plane. These points will
later become the finger tip target locations during grasp execution.

5 Future Concepts for Object Recognition

The oriented 3D point set acquired from tactile exploration is inherently sparse and
of irregular density which makes shape matching a difficult task. In a first approach
we have investigated a superquadric fitting technique which allows to estimate a
super quadric function from tactile contacts in a robust manner [2]. Fig. 4 (left)

Fig. 4 Superquadric reconstructed from a tactile point set (left). A surface reconstructed us-
ing 3D Fourier transform (right).
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shows a superquadric recovered from tactile exploration data using a hybrid ap-
proach where a genetic algorithm is used to identify the global minimum region
and a least-squares-method converges to an optimum solution. Yet, this method is
limited to representing and recognizing shapes only from a set of major geomet-
ric primitives such as spheres, cylinders, boxes or pyramids. For representing more
complex shapes, different shape descriptors which may also become applied to par-
tial models have been investigated in the research fields of computer vision and
3D similarity search [4]. The methods reported are mainly designed for large 3d
data sets with uniform sampling density. Therefore, we have focused on investigat-
ing suitable point set processing methods which may interpolate the tactile contact
data in order to compute robust shape descriptors. Fig. 4 (right) shows an oriented
point set from tactile exploration which has been interpolated by using an algo-
rithm for reconstruction of solid models [10]. From uniform density point sets stable
shape descriptors may be computed using methods developed in the context of com-
puter vision. Promising candidates for distinct shape descriptors here are geometric
hash tables and spectra from spherical harmonic transforms. Both provide means
for translational and rotational invariance, which is essential in object recognition
from exploration data in human environments.

6 Discussion

In this paper we presented an overview on our system for tactile exploration. Our
approach is based on dynamic potential fields for motion guidance of the fingers of a
humanoid hand along the contours of an unknown object. We added a potential field
based reconfiguration strategy to eliminate structural minima which may arise from
limitations in configuration space. During the exploration process oriented point sets
from tactile contact information are acquired in terms of a 3D object model. Further,
we presented concepts and preliminary results for applying the geometric object
model to extract grasp affordances from the data. The grasp affordances comprise
grasping points of promising configurations which may be executed by a robot using
parallel-grasps. For object recognition we have outlined our approach which relies
on transforming the sparse and non-uniform point set from tactile exploration to
a model representation appropriate for 3D shape recognition methods known from
computer vision.

We believe that the underlying 3D object representation of our concept is a major
advantage as it provides a common basis for multimodal sensor fusion with a stereo
vision system and other 3D sensors. As finger motion control during exploration
is directly influenced from the current model state via the potential field, this ap-
proach becomes a promising starting point for developing visuo-haptic exploration
strategies.

Currently we extend our work in several ways. In a next step we will transfer
the developed tactile exploration scheme to our robot system Armar-III [1] which is
equipped with five-finger hands and evaluate the concept in a real world scenario.
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Further, we are developing and implementing a motion controller which is capable
to execute and verify the grasp affordances extracted from exploration. For object
recognition we will continue to investigate suitable shape descriptors and evaluate
them with simulated and real world data from tactile exploration.
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Unlimited Workspace - Coupling a Mobile
Haptic Interface with a Mobile Teleoperator

Thomas Schauß, Ulrich Unterhinninghofen, and Martin Buss

Abstract. A teleoperation system extends cognitive and manipulatory skills of a
human to a remote site. Hereby, the dimensions of the haptic interfaces and telema-
nipulators typically limit the achievable workspace. In some application scenarios,
however, an unrestricted workspace is desirable. Therefore, we develop and discuss
two different coupling schemes for a wide-area teleoperation system. The schemes
are implemented on a complex system composed of two haptic interfaces and two
telemanipulator arms mounted on mobile bases. Aside from haptic feedback also vi-
sual and acoustic feedback are presented in an appropriate way. Experiments show
the benefits and drawbacks of the different schemes, and conclusions on appropriate
coupling schemes for different circumstances are given.

1 Introduction

Although autonomous robots have come a long way in the past years, they are not yet
capable of performing complex tasks in unknown, unstructured environments. Using
a haptic teleoperation system, an operator can control a robot located at a remote site.
Thus, the benefits of robots and the cognitive skills of humans can be merged.

Since its invention in the 1940s, teleoperation has been a field of active research.
While most hardware and control architectures are focused on low-power, small-
workspace applications, e.g. telesurgery and microassembly [2], teleoperation also
has many important applications in human scale environments, e.g. disaster recovery
and remote maintenance. In these applications, the used workspace matches or even
exceeds the workspace of the human arm.
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Among the various techniques for haptic interaction in large-scale environments
[3], only mobile haptic interfaces and force exoskeletons can provide a truly un-
limited workspace. However, the latter are cumbersome and fatiguing due to their
heavy weight. Design and control guidelines for mobile haptic interfaces have been
developed in [4] and extended in [1]. We have shown how to optimally position a bi-
manual mobile haptic interface in order to maximize manipulability and workspace
in [8]. A full teleoperation system for a single arm based on a mobile haptic interface
and mobile teleoperator has been examined in [5].

In this work, a haptic teleoperation system for applications in extensive environ-
ments is presented. The system comprises a mobile haptic interface and a mobile
teleoperator, which are both designed to enable bimanual manipulations in six de-
grees of freedom. The mobile haptic interface consists of two large-scale haptic
interfaces which are mounted on an omnidirectional mobile base. The design of
the mobile teleoperator is similar such that two anthropomorphic robot arms are
mounted on top of a mobile base.

The focus of this paper lies on the interconnection scheme between mobile hap-
tic interface and mobile teleoperator. Two different approaches are presented and
compared regarding their performance for different applications. In Sec. 2, the in-
terconnection schemes are described. Sec. 3 offers on overview of the employed
hardware components. The design and the results of the performance experiments
are presented in Sec. 4. The paper concludes with Sec. 5, where a summary and an
outlook on future work are given.

2 Proposed Methods

In Fig. 1, the components of the teleoperation system are depicted along with the
associated coordinate systems. The position and orientation of the mobile haptic
interface, i.e. the master, 0TM , the mobile teleoperator, i.e. the slave, 0TS, and the
human operator 0TH are expressed in a common world coordinate system Σ0. The
end-effector poses of the right and the left haptic interface are denoted 0TR and 0TL,
and the respective interaction forces1 are denoted 0FR and 0FL. Analogously, the
end-effector poses of the robot-arms on slave side are 0T ∗

R and 0T ∗
L , while the forces

are 0F∗
R and 0F∗

L .
A typical teleoperation system aims at synchronizing master and slave poses as

well as master and slave forces. Assuming that no transformation, e.g. scaling, oc-
curs between master and slave coordinates, this aim can be expressed for right and
left end-effectors by the four equality relations:

0TR = 0T ∗
R

0TL = 0T ∗
L

0FR = 0F∗
R

0FL = 0F∗
L (1)

1 Throughout this paper, forces represent generalized forces, i.e. translational forces and
rotational torques.
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Fig. 1 Definition of coordinate systems of a) master side and b) slave side

As haptic interfaces and robot arms are mounted on mobile bases, the end-
effector poses and interaction forces are expressed relative to the coordinate system
of the mobile base on master side ΣM and slave side ΣS, respectively. Thus, the sig-
nals on master side become MTR and MTL as well as MFR and MFL. Likewise, the
signals on slave side are locally expressed by ST ∗

R and ST ∗
L as well as SF∗

R and SF∗
L .

Both mobile devices have redundant degrees of freedom. When the poses of left
and right end-effectors are given, this does not yield a unique solution for the pose
of the mobile base. Any solution which produces the desired end-effector position
in world-coordinates is equally valid:

0TM
MTR = 0TR = 0T ∗

R = 0TS
ST ∗

R
0TM

MTL = 0TL = 0T ∗
L = 0TS

ST ∗
L . (2)

There are different criteria which can be used to find the desired pose of the mobile
bases 0TM,d and 0TS,d . In general, the optimization criteria must take the different
dynamic capabilities of the mobile bases and the haptic interfaces or robot arms,
respectively, into account. As the mobile bases carry the whole system weight, their
maximum velocity and acceleration are comparatively low. On the other hand, the
workspace of the mobile base is theoretically unrestricted, whereas the workspace
of the haptic interfaces and the robot arms is limited. Consequently, large-scale mo-
tions with low dynamics must be assigned to the mobile bases, whereas fast, small-
scale motions must be performed by the haptic interfaces or robot-arms.

For the mobile haptic interface, two optimization methods for finding the optimal
pose of the mobile base are discussed in [8]. Below, similar methods for the mobile
teleoperator are presented.

2.1 Coupling Schemes

In this section, two methods for the mobile teleoperator which determine the optimal
pose of its mobile base are discussed. The operating principles are depicted in Fig. 2.
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Fig. 2 Coupling schemes for mobile haptic interface and mobile teleoperator. In scheme
a) only the end-effectors are coupled and the position of the mobile base on slave side is
optimized, whereas in scheme b) the mobile base is positioned depending on the tracked
position of the operator.

One method uses an optimization scheme in order to determine the pose of the
mobile base as a function of the end-effector poses (Fig. 2a)). The second method
relies on tracking the body of the human operator and replicating its position by the
teleoperator (Fig. 2b)).

Coupling of End-Effectors Only

The first proposed coupling scheme (Fig. 2a)) consists of optimizing the pose of
the base of the mobile teleoperator (0TS) with respect to the end-effector poses
(0T ∗

R ,0 T ∗
L ). Different optimization criteria can be considered. The base can e.g. be

positioned, so that the two telemanipulator arms have a maximum distance from
their respective workspace boundaries or so that the velocity manipulability is max-
imized. Here, the maximum distance of the end-effectors from the center of the re-
spective workspace is minimized, thereby approximately optimizing the workspace
of the telemanipulator arms.2

Using this scheme, the pose of the mobile teleoperator (0TS) is independent of the
pose of the human operator (0TH ). A disadvantage of this scheme is that locomotion
of the operator does not directly result in movement of the mobile base on teleoper-
ator side, and movement of the mobile base on teleoperator side can occur without
locomotion of the operator. Therefore, the relative pose of the end-effectors on lo-
cal side (HT ∗

R ,H T ∗
L ) and remote side (ST ∗

R ,S T ∗
L ) is not necessarily equal, also not

in steady state. Thus, a negative effect on task performance and feeling of immer-
sion can be expected. An advantage of this scheme is that the pose of the operator
(0TH) does not have to be tracked, making an expensive wide-area tracking system
unnecessary.

2 This approximation only takes into account the translational DOF of the telemanipulator
arm. The optimization problem for 6 DOF in Cartesian space or 7 DOF in joint space is
non-convex and thus not solvable in real-time.
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Coupling of Body and End-Effectors

An alternative coupling scheme is depicted in Fig. 2b). Hereby, the mobile teleop-
erator (0TS) is controlled in such a way that it tracks the pose of the operator (0TH).

Locomotion of the operator then directly results in movement of the mobile tele-
operator. Using this scheme, the point of view and movement of the camera is ex-
pected to more closely follow the operators locomotion. In steady state, the pose
of the mobile teleoperator (0TS) will be identical to the pose of the human operator
(0TH). Then, also the relative pose of the end-effectors on local side (HT ∗

R ,H T ∗
L ) and

remote side (ST ∗
R ,S T ∗

L ) becomes identical. This scheme is expected to provide su-
perior task performance and a higher degree of immersion. However, reaching the
workspace limits or a configuration with a low manipulability could occur more eas-
ily, as the mobile platform on teleoperator side is not controlled to optimize these
criteria. Furthermore, tracking of the human operator (0TH ) is necessary to deter-
mine the control input for the mobile teleoperator.

2.2 Control Structure

In Fig. 3, the interconnection of the involved subsystems is depicted. The teleop-
eration system is realized as position-based admittance control architecture. The
forces on master side (MFR,M FL) and on slave side (SF∗

R ,S F∗
L ) are transformed into

the world coordinate system by means of the poses of the respective mobile base
(0TM,0 TS). The transformed forces are summed and fed into two independent ad-
mittance equations which implement the desired mass, damping, and optionally
stiffness. The outputs of the admittance equations are a desired pose for right and
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Fig. 3 Overall control structure of the wide-are teleoperation system with position based
admittance control. The dashed line indicates the optional tracking data of the operator pose.
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left end-effector in world-fixed coordinates 0TR,d ,
0 TL,d . These poses are used in two

ways. On the one hand, they are transformed back into the local coordinate systems
of mobile haptic interface and mobile teleoperator, where they form the control in-
puts to the haptic interfaces and robot arms, respectively. On the other hand, they
are used for determining the optimal pose of the mobile base. Depending on the op-
timization strategy, additional inputs such as the body pose of the human operator
0TH are integrated.

3 Setup

Two identical omnidirectional non-holonomic mobile bases are used in this work.
Each mobile base is composed of four independently driven and steered wheels
mounted on a rectangular frame. The bases are capable of carrying a payload of up
to 200 kg. The underlying controller allows independent translational and rotational
movement. For more details on hardware and control of the mobile bases, see [4].

On master side, two ViSHaRD7 haptic interfaces are mounted on the mobile
base. Each haptic interface has one translational and six rotational joints, resulting
in seven actuated DOF. A half-cylinder with a radius and height of approx. 0.6 m
and therefore most of the workspace of a human arm is covered. Peak forces of
up to 150 N can be output at the end-effectors making it possible to convincingly
display stiff remote environments. The kinematic structure is especially designed to
decouple translational and rotational DOF. This is beneficial for the optimization of
the manipulability of the haptic interfaces as presented in [8]. For more details on
mechanical design and control of the ViSHaRD7, see [6].

Two anthropomorphic seven DOF telemanipulator arms are mounted on the mo-
bile base of the slave side. As for the haptic interfaces, each arm is scaled to ap-
proximately cover the workspace of a human arm, and a payload of 6 kg can be
held in any configuration. For details on design and control of the teleoperator arms,
see [7].

In addition, a stereo camera and two microphones are mounted on a pan-roll-
tilt base on the mobile teleoperator. The video and audio stream is presented to the
operator over a Head Mounted Display (HMD). Thus, a 3D-view and stereo sound
of the remote site can be presented to the operator. On operator side, the commercial
acoustic tracking system IS-900 by InterSense Inc. is used, which allows measuring
the pose of multiple objects in six DOF. Specifically, the position and orientation of
mobile base, operator body, and operator head are determined.

4 Results

Two experiments were performed to evaluate the coupling schemes given in Sec. 2.
As tracking of the operator position is necessary for the scheme in which the mobile
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Fig. 4 Experimental results for manipulation while standing still for a) Coupling of the end-
effectors only and b) Coupling of body and end-effectors. The bold dark/blue line depicts the
position of the operator body while the bold light/green line depicts the base position of the
mobile teleoperator. The thin blue and green line are the position of the right and left end-
effector respectively. Results are given in the common world coordinate system. 0TS(t = 0)
is chosen to be the identity matrix.

base position is coupled to the operator position, a more sophisticated optimization
scheme is used for the mobile haptic interface. This takes the operator position and
his workspace boundaries into account, see [8].

The first experiment consists of a manipulation task while standing still. The
operator picks up an object to his left (positive y-direction), moves it to the right,
and places it down. Hereby he does not move his body more than necessary. Fig. 4
shows the recorded data for the experiment. As can be seen, the body of the opera-
tor only moves slightly in both experiments. In Fig. 4a) the case is depicted where
only the end-effector positions are coupled. The mobile base is controlled to main-
tain a symmetric position with respect to both end-effectors3. In contrast, Fig. 4b)
shows the method where operator body and mobile base are directly coupled. Only
little deviation of the base position is observed in this case. This results in a more
natural relative end-effector position. However, the right arm is near the workspace
boundaries at the end of the experiment.

In the second experiment, the operator moves forwards a given distance and then
backwards again to his starting position. While moving forwards, the operator holds
his hands close to his body. While moving backwards, he extends his arms. In
Fig. 5a) results are illustrated for the case where only end-effector positions are
coupled. Again, the movement of the mobile base does not directly dependent on
the movement of the operator body. This has the advantage that the end-effectors
are far from the workspace boundaries as long as the operator does not move too
fast. However, as can be seen well at the turning point, even large position changes
of the operator do not result in base movement if the hands are kept still. This re-
sults in an unnatural feeling of locomotion as proprioception and visual cues are

3 The high velocity between second 7 and 8 is caused by the non-holonomic base, which
must first adjust the steering angle of the wheels before it can accelerate appropriately.
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Fig. 5 Experimental results for walking for a) Coupling of the end-effectors only and b) Cou-
pling of body and end-effectors. The bold dark/blue line depicts the position of the operator
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are given in the common world coordinate system. 0TS(t = 0) is chosen to be the identity
matrix.

inconsistent. Complementary results are obtained by the second coupling scheme
where the movement of operator and mobile base are closely coupled, see Fig. 5b).

5 Conclusion

The concept of a mobile haptic interface and a mobile teleoperator for teleoperation
in extensive environments was revisited. Two schemes for coupling the two mobile
devices were presented, where the differences lie in the positioning of the mobile
bases. In the first mode, which can be implemented without expensive tracking sys-
tems, both mobile bases are controlled to a position, which maximizes the distance
to the workspace limits of haptic interfaces and robot arms, respectively. In the sec-
ond coupling mode, the position of the human body relative to his hands is used to
derive the base position of the mobile teleoperator. Furthermore, the base position
of the mobile haptic interface is optimized for fast manipulation tasks.

In summary, both schemes enable spatially unlimited teleoperation, but it was
shown that additional tracking can enhance the operator experience. In contrast to
other methods previously presented, these schemes do not sacrifice low operator
fatigue for an unlimited workspace and high output capabilities.

Some open questions still remain that could be addressed in the future. It could
e.g. be beneficial to combine the two coupling schemes, i.e. optimizing both rela-
tive body pose and workspace of the teleoperator. Furthermore, a general solution
to avoid workspace limits while maintaining position tracking between haptic inter-
faces and teleoperator arms has not been developed yet for position-based admit-
tance control schemes as the one presented here.
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An Architecture for Real-Time Control in
Multi-robot Systems

Daniel Althoff, Omiros Kourakos, Martin Lawitzky, Alexander Mörtl,
Matthias Rambow, Florian Rohrmüller, Dražen Brščić, Dirk Wollherr,
Sandra Hirche, and Martin Buss

Abstract. This paper presents a novel robotic architecture that is suitable for mod-
ular distributed multi-robot systems. The architecture is based on an interface sup-
porting real-time inter-process communication, which allows simple and highly
efficient data exchange between the modules. It allows monitoring of the internal
system state and easy logging, thus facilitating the module development. The ex-
tension to distributed systems is provided through a communication middleware,
which enables fast and transparent exchange of data through the network, although
without real-time guarantees. The advantages and disadvantages of the architecture
are rated using an existing framework for evaluation of robot architectures.

1 Introduction

Software complexity of the emerging generation of versatile robotic systems in-
creases alongside with their capabilities. Cooperative action of multiple robots, each
controlled by numerous software modules, requires seamless message and data ex-
change internally among the modules, among the robots as well as with distributed
sensor systems.

We consider a scenario of multiple robots operating in a populated environment
and interacting with humans. Multiple sensors such as tracking systems, on-board
laser range finders and force/position sensors permanently generate new data. Data-
processing modules such as localization and the generation of a 3-D world repre-
sentation retrieve sensor data and update the world model. This in turn is utilized by
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high-level reasoning and planning algorithms in order to issue appropriate plans and
commands. Finally, low-level processes control actuators in order to execute these
commands.

To cope with the challenges arising from this kind of systems sophisticated soft-
ware frameworks that provide interfaces between the modules have been developed.
Popular examples such as Player [2] or ROS [7] are user-friendly frameworks incor-
porating a large number of open-source modules which enable a rapid implemen-
tation of robotic applications. Even though these software frameworks offer mature
basic services in various respects, so far they cannot fully satisfy all requirements of
highly modularized and distributed next-generation cognitive robotic systems like:

• support of feedback control under real-time constraints,
• seamless data acquisition and sharing among multiple modules in one robot,
• inter-connectivity and bandwidth for efficient distributed operation,
• elaborate structure to provide maintainability and scalability, and
• user support tools that convey the system state in an intuitive manner and facili-

tate debugging and data logging.

In this paper we present a software architecture suited for research on interaction
and cooperation in complex multi-robot scenarios. The architecture focuses on dis-
tributed robotic systems and provides support from real-time execution in low-level
control up to efficient high-level information exchange.

This paper is organized as follows. Section 2 presents the proposed architecture
and gives a qualitative evaluation that illustrates its strengths and weaknesses. In
section 3 a brief application example is given. Finally, section 4 concludes the paper.

2 The ARCADE Framework

ARCADE stands for Architecture for Real-time Control and Autonomous Distributed
Execution. It is a data-driven architecture built up on top of a real-time capable inter-
face for inter-process communication and the IceStorm publisher-subscriber exten-
sion of the ICE RPC framework [5]. The ARCADE framework is illustrated in Fig. 1
and explained in the following.

2.1 System Description

Real-time database (RTDB):The real-time database KogMo-RTDB [4] – originally
developed for autonomous cars – is the central part of the framework. This real-
time database is not a database in its traditional meaning, however it implements a
number of features of hierarchical databases. The RTDB provides real-time guaran-
tees for management and exchange of data structures, defined as data objects in the
RTDB terminology. It handles all local inter-process communication conveniently,
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Fig. 1 Overview of the ARCADE framework

allows record/replay of states, buffers data and acts as a powerful central hub for
all data and command transactions. A further core functionality of the RTDB is the
maintenance of hierarchical data objects. Data objects can be easily inserted, up-
dated, deleted and attached as child objects. Searching and reading can be executed
in a blocking or non-blocking fashion, depending on the specific needs. In addition,
circular buffers of configurable size are maintained to hold histories of data objects.
The RTDB offers very high convenience and ease of use for managing complex
and large amounts of data while giving real-time assurances. Performance measure-
ments for the database back end throughput and jitter are given in [3], for example
are the average/worst case times in a strongly busy system without real-time con-
figuration 23μs/181681μs for write operations and 17μs/10721μs for read opera-
tions respectively. With real-time configuration the average times are similar while
the worst case times are strongly reduced to 134μs (write) and 62μs (read) [3].

Accessing the RTDB: The RTDB can be accessed using the available ARCADE
interfaces. An interface is a C++ class implementing a set of methods that operate on
a data object. Additionally, the ARCADE interfaces automatically inherit the RTDB
interface methods (read, write, search etc.).

Any process that uses one or more ARCADE interfaces is defined as a module.
For illustration we describe one producer and one consumer module that use the
same interface. These modules could be a driver for a laser range finder and a line
extraction algorithm respectively. In this case the interface comprises the data object,
which is an array of floating point numbers holding the range measurements, and
methods to set (setData) and to get (getData) the data object.

Both modules first have to create a connection to the RTDB. The producer has
to instantiate an ARCADE interface and insert it in the RTDB with a descriptive
name. This name can be used by other modules to search and subscribe to this
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data. The setData method is used to update the local copy of the data object which
subsequently is committed using the write method. The RTDB itself imposes no
constraints on the update rate (read/write) of the module which solely depends on
the refresh rate of the laser range finder.

The consumer has to instantiate the same interface and associate it with the ex-
isting object by searching the RTDB with the descriptive name as explained above.
The local copy is updated using the read method and the getData method to access
the data object and process it. Both modules can be implemented either as best-effort
(i.e. non real-time) processes or real-time tasks using RTAI/LXRT [1].

In addition, the ARCADE framework provides library blocks for Simulink to ac-
cess the RTDB. This enables rapid-prototypical control design in Simulink together
with Real-Time Workshop [9] using the RTAI target.

Inter-RTDB communication: In order to transfer data between RTDBs the Ze-
roC/ICE middleware [5] is integrated into the ARCADE framework. ICE provides
an operating system independent interface and supports the most common object-
oriented programming languages. Furthermore it allows type safe and clear inter-
face definitions. ICE servers give access to any RTDB within the entire system for
reading data and setting command objects.

For information exchange among the robots, the IceStorm multicast extension
of ICE is used. IceStorm is a publisher/subscriber mechanism for unidirectional
information exchange. Any module is able to create and publish topics via IceStorm.
Agents on the network can subscribe to topics and receive automatic updates on
content changes. In our wireless network setup, bandwidth efficiency is a crucial
factor. For the distribution of high-frequency sensor data we extended the IceStorm
multicast to allow the specification of a desired update rate alongside with topic
subscriptions. The maximum desired update rate for each topic determines the rate
of multicast frames sent through the network. Hence, an efficient synchronization
of robots in order to maintain a global up-to-date world model is possible.

In the ARCADE framework inter-RTDB data exchange can be implemented with
corresponding ICE interfaces. However, the abstraction of this procedure remains
future work.

Command exchange via the RTDB: The RTDB was originally designed to dis-
tribute data streams rather than commands. Straightforward updating of a command
object in the database is not possible in case command reception has to be guaran-
teed. The database command object could be updated more frequently than it is read
by the receiver. Due to the finite length of the object history maintained by the RTDB
successful transmission cannot be guaranteed and as a consequence commands can
be lost. In this respect, to enable the command exchange via the database a three-
way handshake – referred to as “postbox system” – has been integrated based on the
functionalities provided by the RTDB. It is illustrated in Fig. 2.

A postbox object (P) is created by the receiver side (RX) and then regularly
checked for new message objects. A sender process (TX) can then insert a message
object, which is attached to the postbox. During its next update cycle the receiver
side reads all new messages, which in turn get an acknowledgementobject appended.
Since only the process which created a specific object obtains write access to it, the



An Architecture for Real-Time Control in Multi-robot Systems 47

sender process regularly checks all its previously sent objects and deletes them as soon
as a corresponding acknowledgement object is detected. Consequently this three-way
handshake obviates memory leaks and ensures reception feedback for both sides. In-
stead of the acknowledgement object the RX can also append any arbitrary response
object which may contain already the data requested by TX.
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Fig. 2 Scheme of the ARCADE postbox system

2.2 Evaluation of the Robot Architecture

In order to further highlight the supported features of ARCADE we evaluated it
using the conceptual framework for comparing robot architectures introduced in [6].
Other frameworks for architecture comparison were proposed, e.g. in [8]. However,
[6] was chosen because of the detailed and specific description of the evaluation
criteria and rating method.

Table 1 shows the evaluation criteria and the corresponding level of support in
ARCADE. A detailed description of all the criteria is given in [6]. As opposed to the
original framework we do not consider criteria regarding algorithm implementations
such as localization or route planning in our evaluation.

Architectural primitives (F1.1) refer to predefined functional and/or knowledge
primitives. ARCADE provides fundamental components to control the robotic hard-
ware and to perform a set of basic actions which can be scheduled via a priority-
based action controller. However, a kind of generic behavior framework is not
provided resulting in a somewhat supported mark. With respect to the software en-
gineering criteria (F1.2) ARCADE provides coding guidelines and a set of basic
classes enabling code reusability and simplification. Nevertheless an explicit theo-
retical foundation is missing. Architecture neutrality (F1.3) is not provided since the
presented framework belongs to the class of blackboard architectures.

Since the RTDB only supports Linux the same applies also to ARCADE (F2.1).
Additionally besides our own robotic hardware only few further devices – such as
the SICK LSM200, S300 or the JR3 force/torque sensor – are currently supported
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Table 1 Qualitative evaluation of the ARCADE robotic architecture: ⊕ = well supported, �
= somewhat supported, � = not supported. The criteria codes, names and specifications were
taken from [6].

Category Criteria ARCADE

Specification F1.1 Architectural Primitives �
F1 F1.2 Software Engineering �

F1.3 Architecture Neutrality no

F2.1 Operating System Linux
Platform F2.2 Hardware Support �
F2 F2.3 Simulator �

F2.4 Configuration Method ⊕
F3.1 Low-level Communication ICE,RTDB
F3.2 Logging Facilities ⊕
F3.3 Debugging Facilities ⊕

Infrastructure F3.4 Distribution Mechanisms ⊕
F3 F3.5 Scalability �

F3.6 Component Mobility �
F3.7 Monitoring/Management ⊕
F3.8 Security �
F3.9 Fault-tolerance �
F4.1 Programming Language C++, Simulink
F4.2 High-level Language no

Implementation F4.3 Documentation �
F4 F4.4 Real-time Operation yes

F4.5 Graphical Interface �
F4.6 Software Integration �

(F2.2). Regarding the simulator (F2.3), ARCADE makes use of several different
simulation/visualization tools, such as the ARCADE Visualizer, see Fig. 3, which
provide the means for dynamic or multi-robot simulations but are currently separate
modules and not yet fully integrated into a single simulator. From the configuration
methods point of view (F2.4), XML-files are supported. Furthermore graphical in-
terfaces are provided to set and modify parameters online and to send commands to
the respective modules.

The low-level communication (F3.1) through RTDB and ICE was described in
section 2.1. The RTDB provides a record and replay functionality with real-time
support, i.e. data can be captured of part of or all the database objects and later
be replayed keeping the original timing (F3.2). Additionally, console output of any
module can be remotely captured and stored in files. Due to the distributed pro-
cessing, any module – except the central RTDB – can be suspended, modified
and restarted during runtime which facilitates the debugging (F3.3). Nevertheless
no automatic mechanism keeping care of continuing system operation is provided,
which would be required for well supported component mobility (F3.5). As already
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mentioned, the distribution mechanisms (F3.4) are well supported through the use
of ICE and IceStorm. The scalability (F3.5) as defined in [6] is dependent on the
values of the other criteria and results in our case in a somewhat supported mark.

The ARCADE Inspector (Fig. 3) is a sophisticated graphical interface to start/stop
modules, view the current state of any database object or send commands providing
a convenient tool for monitoring and management (F3.7). Security (F3.8) can only
be indirectly supported through usage of the SSL protocol in ICE, and the RTDB
support for the single producer concept which allows data modification of an object
only by its source process. The distributed processing nature of ARCADE makes it
fairly tolerant to failures (F3.9), but its notable weaknesses are the dependency of
all subscribed modules to their local RTDB and lack of active failure recovery.

ARCADE provides support for C++ and Simulink (F4.1). Even though an inter-
face for high level commands is provided, which could be incorporated into a be-
havior framework, no explicit high level language is integrated (F4.2). Even though
code documentation is available, no API or user guidelines are provided at the mo-
ment (F4.3). While none of the compared architectures in [6] provides real-time
support (F4.4), it is the main strength and also the crucial motivation for the devel-
opment of ARCADE. While the ARCADE Inspector visualizes each module opera-
tion, a graphical tool for the design of control code (F4.5) is not provided (except
Simulink). A standard API for software integration (F4.6) is not supported at all.

Fig. 3 The ARCADE Inspector lists the tree of all database objects, provides access to the
object data and a record functionality. The ARCADE Visualizer provides a 3D visualization
of the current system state.

In order to obtain also a quantitative measure, we calculated the feature score of the
reduced criteria list according to [6] using equal weights. For binary-valued criteria
a value of 0 or 2, for ternary-valued criteria a value of 0, 1 or 2 is assigned. Accu-
mulating the values in Table 1 leads to a total score of 55%. In a comparison with
the architectures in [6] ARCADE ranks sixth out of ten. The main weakness of AR-
CADE is the specification category (F1) where it scores 33%, which is below all other
architectures. This follows from the initial unavailability of components (F1.1 and
F1.2), such as standard hardware drivers, integrated algorithms and clearly structured
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interfaces which in general are provided by open-source frameworks. The Linux-only
support (F2.1) may be regarded a further disadvantage, especially when a large num-
ber of researchers are involved, and the need for multi-platform support arises.

ARCADE is very strong in the infrastructure category (F3) achieving a score of
75%, where only ADE (100%) ranks better [6]. Consequently, while further work is
required in order to simplify its portability, ARCADE provides very good tools and
mechanisms to develop and operate a running system.

Yet, for highly distributed systems considered in this paper real-time support
(F4.4), sophisticated management (F3.7) and distribution mechanisms (F.3.4) are
mandatory. As opposed to ARCADE, other existing architectures do not adequately
meet these aspects.

3 Application Example

In order to illustrate the integration of modules and the usage of the ARCADE frame-
work, an example of a fast reactive collision avoidance application for robotic arms
based on virtual forces is described. The example application comprises several in-
terconnected modules which are distributed on two computers as shown in Fig. 4,
each running an instance of the RTDB. A potential reason for using multiple com-
puters is the distribution of computational load.

The world-builder module (WB) running on computer 1 processes the raw data
stream of the sensor module and generates a world model that includes a list of
objects and their respective collision shape primitives. This model is mirrored from
RTDB 1 to RTDB 2 using the inter-RTDB communication mechanisms.
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Fig. 4 Overview of the collision avoidance application: The ARCADE framework manages
distributed computing and different update rates of the modules
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The world observer (WO) running on computer 2 monitors changes of the world
model and passes a list of relevant world collision shapes to the force generator
module (FG). The FG calculates virtual forces Fv acting on the robotic arms based
on the current state (q,q̇) of the arms and the current pose of the platform.

The update frequency of the world model depends on the kind of sensors and
processing algorithms used, but typically is less than 50 Hz. However, the FG is
running at the same frequency as the actual control loop, which is typically about
1 kHz.

4 Conclusion

This paper presents ARCADE, a data-driven robot architecture combining KogMo-
RTDB and the ICE communication middleware. The RTDB provides a central el-
ement of ARCADE and an easy way for exchange of data between the modules,
whereas ICE and IceStorm provide the connection to distributed modules and other
RTDBs. The architecture is able to provide both real-time guarantees for low-level
robot control and a simple and effective information exchange between distributed
modules in multi-robot systems. The presented evaluation showed that ARCADE
gives a very good solution for distributed multi-robot systems, but still has several
weaknesses, mostly due to unavailability of components. The ease of use and versa-
tility of the architecture was illustrated in an application example.
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Shared-Control Paradigms in
Multi-Operator-Single-Robot Teleoperation

Daniela Feth, Binh An Tran, Raphaela Groten, Angelika Peer, and Martin Buss

Abstract. Extending classical bilateral teleoperation systems to multi-user scenarios
allows to broaden their capabilities and extend their applicability to more complex
manipulation tasks. In this paper a classical Single-Operator-Single-Robot (SOSR)
system is extended to a Multi-Operator-Single-Robot (MOSR) architecture. Two
shared-control paradigms which enable visual only or visual and haptic coupling of
the two human operators are introduced. A pointing task experiment was conducted
to evaluate the two control paradigms and to compare them to a classical SOSR
system. Results reveal that operators benefit from the collaborative task execution
only if haptic interaction between them is enabled.

1 Introduction

This paper extends classical bilateral teleoperation architectures to multi-user sce-
narios with the aim of broadening their capabilities and extending their applicability
to more complex manipulation tasks. The focus of this work is on a Multi-Operator-
Single-Robot (MOSR) architecture which enables two humans (H), both operating
a human-system interface (HSI) to control collaboratively one teleoperator (TOP)
in a shared-control mode.

In literature, MOSR-like shared-control architectures are known from student-
teacher scenarios, whereby a trainee is supported by a trainer in performing manip-
ulation tasks. Chebbi et al. [3] introduced three different types of haptic interaction
modes suitable for such an scenario: no, unilateral, or bilateral haptic signal ex-
change. An example for an unilateral information exchange is implemented in [10],
whereby a trainee receives position and force feedback about the trainer’s actions.
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In [4] control architectures that allow a bilateral haptic signal exchange in a virtual
bone drilling scenario are presented. Finally, in [8, 11] a dominance factor α is in-
troduced to assign clear roles of dominance to the interacting partners according to
their skill level.

Further applications for MOSR systems can be found in the field of semi-
autonomous teleoperation. The high physical and cognitive requirements when op-
erating a classical bilateral teleoperation system desire often for a technical assistant
which helps the human operator in executing a task [14]. This results in a semi-
autonomous teleoperation system that enables the interaction between a human op-
erator and an assistance function and, thus, forms a MOSR system.

Finally, a quite different motivation for MOSR architectures is given by studies
of haptic human-human interaction in joint object manipulation tasks. It is shown
that task performance of two humans solving a haptic task collaboratively [12] is
higher than of a single operator performing the same task. Hence, we expect that
adding an additional human operator to a classical bilateral teleoperation scheme
has a positive effect on task performance.

Not only single and partner conditions are compared but also the influence of the
presence of haptic feedback in technically mediated systems is analyzed. In [2] the
performance of a vision-only and vision-haptic condition in a ring-on-wire task is
contrasted. They conclude that the interacting partners benefit from the additional
haptic feedback. Sallnäss [13] reports the same positive effect of haptic feedback on
task performance in a collaborative cube lifting task.

In this paper, we propose a general framework for a MOSR teleoperation sys-
tem that enables haptic interaction with the remote environment and with the in-
teracting partner. Based on this, we introduce two shared-control paradigms which
realize different types of interaction. Unlike teacher-student scenarios, we assume
equally skilled human operators and focus on the interaction between them. Fur-
thermore, we consider only tasks which can be performed successfully by a sin-
gle operator, too. The two paradigms are implemented on a 6 DOF teleoperation
system and compared to each other with respect to task performance. Additionally,
they are compared to a Single-Operator-Single-Robot teleoperation condition which
allows to make statements on the differences between multi-user and single-user
teleoperation.

2 Overall MOSR Control Architecture

A classical force-position (F-P) architecture [7] has been extended to form a MOSR
system.

The realization of a haptic MOSR system requires to face three main challenges:
i) realizing simultaneous control of the remotely located teleoperator, ii) providing
feedback from the remote environment, and iii) from the interacting partner.

To approach these challenges, we define three different components: signal fu-
sion, feedback distribution, and partner interaction. Their location within the global
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Fig. 1 Multi-Operator-
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teleoperation control scheme is illustrated in Fig. 1. Depending on the selected
shared-control paradigm different implementations of these components have to be
realized.

3 MOSR Shared-Control Paradigms

Two shared-control paradigms enabling different couplings between the human op-
erators and the environment are introduced in this section. They lead to different
haptic interaction forms, manifested in different implementations of the above men-
tioned components signal fusion, partner interaction, and feedback distribution.

3.1 Visual Coupling of Operators

The first shared-control paradigm enables operators to move their haptic interfaces
independently. This is achieved by providing only visual, but no haptic feedback
about the partner’s action and distributing the feedback from the remote environ-
ment such that the operator receives only forces caused by her/his own action. In
terms of assistance functions, this would correspond to a function that supports the
task execution on the remote side and the human operator receives only visual, but
no haptic feedback about this support. In order to realize this paradigm the compo-
nents signal fusion, partner interaction and feedback distribution are as follows:

Signal fusion: Shared control of the common teleoperator is realized by a weighted
sum of the positions of the single haptic interfaces

xm = αxm1 +(1 − α)xm2. (1)

The dominance factor α has been first introduced in [8, 11] to account for different
dominance distributions in teacher-student scenarios. We assume both interaction
partners to be equally skilled as dominance distributions are not the focus of this
work, hence, α = 0.5 is chosen.

Partner Interaction: There are no haptic signals exchanged between the haptic
interfaces of the interacting operators.
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Feedback Distribution: Feedback forces from the remote environment have to be
mapped to both of the operators’ haptic interfaces. Inspired by [5] we decided for
a paradigm where each human operator receives only haptic feedback about her/his
own action. Thus, the operator receives force feedback only if she/he really con-
tributes to the interaction force fenv with the environment, which means that fenv

points to the opposite direction of fh, the force applied by the respective operator.
Force feedback is divided as follows: If the partner does not apply a force against
fenv, the operator receives full force feedback from the environment fenv1 = fenv.
However, if both partners apply a force against fenv, force feedback is distributed as
follows:

fenv1 = β fenv, fenv2 = (1 − β ) fenv, with β =
fh1

fh1 + fh2
. (2)

This kind of shared-control paradigm can not be realized in real physical scenarios,
but in teleoperation or in virtual reality. It enables free-space motion of the oper-
ators without any interference by the partner as they act independently. But, the
human operators can infer on their partner’s action only by the visual motion of the
teleoperator. Haptic and visual feedback are inconsistent.

3.2 Visual and Haptic Coupling of Operators

The second shared-control paradigm realizes a visual and haptic coupling of the op-
erators, see Fig. 2. Imagine two human operators holding the ends of a rigid object,
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Fig. 2 Teleoperation architecture with local position-based admittance controllers applied for
visual and haptic coupling of operators
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e.g. a rod, and interacting with the environment via this rod. In our teleoperation
scenario, the rod is represented by the teleoperator and the required coupling of the
operators is realized by a virtual rigid connection between the two haptic interfaces.
Again, the components to achieve such a coupling are discussed in the following
paragraphs.

Signal Fusion: The stiff coupling of the operators causes xm1 = xm2 = xm. Hence,
only the position of one haptic interface has to be sent to the remotely located
teleoperator.

Partner Interaction & Feedback Distribution: Due to the rigid connection of
the operators they receive full haptic feedback from their partner as well as from the
remote environment. Hence, the desired forces fm1d and fm2d to be displayed by the
haptic interfaces are calculated by

fm1d = fm2d = fh1 + fenv + fh2 where fenv = fenv1 = fenv2. (3)

In this shared-control paradigm visual and haptic feedback are congruent without
any inconsistencies. Operators receive full information about the task execution
and the partner’s behavior. However, the operators’ actions are not independent as
they strongly depend on the partner’s behavior what results in a restricted operating
range.

4 Teleoperation System

Both shared-control algorithms are implemented on a real teleoperation system with
visual and haptic feedback devices. As shown in Fig. 3(a) the operator side consists
of two admittance-type haptic input devices with 6 DOF. The kinematics and tech-
nical specifications of the teleoperator (Fig. 3(b)) are the same as the ones of the
haptic input devices. A 6 DOF force/torque-sensors (JR3) is mounted at the tip of
the manipulators to measure interaction forces with the human operator and the en-
vironment. For details on the teleoperation system please refer to [1, 9].

The control of the telemanipulation system, see Fig. 2, was implemented in Mat-
lab/Simulink. Real-time capable code is generated by using the Matlab Real-Time
Workshop and executed on two computers with the Linux Real-Time Application
Interface (RTAI). Communication between the two computers is realized by an UDP
connection in a local area network, thus time delay can be neglected.

Visual feedback was provided by two computer monitors displaying the image of
a CCD firewire camera that captures the remote environment and teleoperator. Thus,
both operators had the same fixed view point and, hence, the same information about
the remote environment.
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5 Experimental Evaluation

An experiment was conducted to evaluate the implemented MOSR shared-control
paradigms with respect to task performance. We compared the two implemented
control strategies of operator coupling to a classical bilateral teleoperation system
where one human operates one teleoperator. As an exemplary task a pointing task
was chosen, requiring fast as well as accurate behavior of the operators.

Task: Participants carried out a pointing task by controlling their haptic input de-
vices such that the teleoperator’s end-effector moved from one desired position to
the next. These target positions were visualized as 4 circles with a radius of 2 cm on
a sheet of paper which was placed underneath the end-effector of the teleoperator,
see Fig. 3(b) and Fig. 4(a).

Participants were instructed to move the tip of a pen mounted on the teleopera-
tor’s end-effector as fast and as accurate as possible from a starting position to the
center of one of the circles. By touching the surface of the paper with the pen a
dot was drawn on the paper to provide visual feedback to the operators. A target

(a) Haptic input devices on operator side
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(b) Teleoperator side

Fig. 3 6 DOF teleoperation system
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was achieved successfully as soon as the surface was contacted by the pen within
the desired circle (if Fz > 1 N). After the first target was achieved a new circle was
assigned as next target. Information about the current target circle was provided by
a second monitor placed next to the camera image. The current step was always
marked with an arrow as indicated in Fig. 4(a).

The order of the targets was a random combination of four pre-defined paths each
containing four different circles (e.g. 1 → 2 → 3 → 4). The length of the resulting
overall paths was kept constant.

Experimental Design & Procedure: Three experimental conditions were analyzed.
The already introduced shared-control paradigms were contrasted to a single con-
dition, whereby the meaning of each experimental condition can be summarized as
follows:

• Single (S): each participant performed the task alone
• Visual coupling (V): operators were only visually coupled
• Visual and haptic coupling (VH): operators were visually and haptically coupled

In the experiment, 26 participants (13 female/ 13 male, age = 25.04 ± 2.79 years)
took part. They were assigned pseudorandomly to 13 independent couples of 1 male
and 1 female. Each participant performed the task once in each of the three random-
ized conditions.

Data Analysis: We analyzed task performance by evaluating the task error (accu-
racy) and task completion time (speed).

The task error ε of each trial is defined by the mean Euclidian distance of the
dot’s position (xdot |ydot) (drawn by the participants) from the center of the respective
target circle (xc|yc)

ε =
1
M

M

∑
i=1

√
(xc − xdot)2 +(yc − ydot)2 (4)

with M = 16 the total number of target circles in each trial. If multiple points were
drawn, the first point inside the circle was taken.

The task completion time tct is defined as the time required to perform the task
successfully.

Results: We analyzed the experimental data with respect to the above introduced
performance measures for each of the three experimental conditions. The x-y tele-
operator position for an exemplary VH trial is shown in Fig. 4(b). Table 1 as well as
Fig. 5(a) and 5(b) show the means and standard deviations.

As can be observed there is no difference in task performance with respect to the
mean task error for each of the three conditions (one-factorial repeated measure-
ment ANOVA, Greenhouse-Geisser corrected, F(1.3,15.60) = 0.994, p = 0.357).

Task completion time is smallest in the VH condition. A one-factorial repeated
measurement ANOVA (Greenhouse-Geisser corrected, F(1.16,13.93) = 14.86,
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Table 1 Experimental results: Means and std. deviations of performance measures

ε in [m] σε tct in [s] σtct

S 0.0069 0.0017 72.64 24.99
V 0.0076 0.0014 54.11 16.43

VH 0.0078 0.0023 41.16 9.51
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Fig. 5 Task performance in the three experimental conditions

p = 0.001, partial η2 = 0.553) reveals a significant effect of the shared-control con-
ditions on task completion time. Post-hoc Bonferroni adjusted pairwise comparisons
show a significantly better task completion time in the VH condition compared to
the S as well as the V condition. There is no significant difference between S and V.

Discussion: For interpretation of the achieved results our special task design has to
be considered: Participants could move to the next target only if they placed the pen
inside the current target circle which automatically causes the task error to be upper
bounded by 2 cm. This explains why the task completion time varies between the
conditions, but the task error remains approximately constant.

In the here presented teleoperation scenario task performance is better if haptic
feedback is provided compared to the V and S condition. This is consistent with
results reported by related work out of the field of haptic human-human interaction
[2, 13, 12].

However, our results reveal no significant difference of task performance in S and
V condition. This is contradictory to the results we presented on a 1 DOF pursuit
tracking task in [6]. We assume this is due to the fact that the multi-DOF pointing
task is more complex and requires higher motion coordination of the operators than
the 1 DOF tracking task. In fact, during the experiment we observed that participants
had difficulties to synchronize their actions in the V condition.
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6 Conclusion

In a Multi-Operator-Single-Teleoperator scenario appropriate shared-control laws
have to be defined to enable i) fusion of the signals sent to the teleoperator, ii)
distribution of the feedback received from the remote environment, and iii) hap-
tic interaction between the human operators. We introduced two different Multi-
Operator-Single-Teleoperator (MOSR) shared-control paradigms that are
characterized by a visual coupling only and visual and haptic coupling of the opera-
tors. According to the desired behavior of the MOSR teleoperation system the three
parts i)-iii) were defined and have been realized on a 6 DOF teleoperation system.
The achievable task performance using these couplings was evaluated by an exper-
iment comparing them to a classical SOSR teleoperation system. Results showed
that adding a second human operator had only a positive effect on task performance
if haptic feedback of the partner was provided. The results cannot be compared to
findings obtained in student-teacher scenarios [8, 11] due to their different dom-
inance distributions. Furthermore, the observed benefit might be task-dependent.
Hence, further studies are needed for generalization.

Future research will focus on defining further MOSR shared-control architec-
tures to improve task performance in haptic interaction tasks as well as the stability
analysis of the proposed architectures.
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Assessment of a Tangible User Interface for an
Affordable Humanoid Robot

Jacopo Aleotti and Stefano Caselli

Abstract. The paper reports a systematic evaluation of a tangible user interface
(TUI) for programming robot tasks in the context of humanoid robotics. The assess-
ment is aimed at exploring the potential benefits of a natural tangible interface for
human-robot interaction (HRI) compared to traditional keypad remote controllers.
The proposed user interface exploits the Nintendo Wii� wireless game controller
whose command signals have been used to drive a humanoid platform. An afford-
able robot (the Robosapien V2) has been adopted for the experimental evaluation.
Two different tasks have been considered. The first experiment is a walking task
with obstacle avoidance including object kicking. The second experiment is a ges-
ture reproduction task, which involves both arms and upper body motion. The ges-
ture based TUI has proven to decrease task completion time.

1 Introduction

Advanced humanoid robots are expected to work as service machines to assist peo-
ple in daily life activities. However, programming such complex machines is a dif-
ficult and demanding challenge. In this paper we focus on the problem of humanoid
remote operation. When a user requires his/her personal robot to perform complex
or highly specific tasks he/she may require a low level of autonomy. Hence, if a high
degree of human intervention is desired the design of an appropriate user interface
becomes essential. It is a widely accepted concept that traditional user interfaces,
such as mouse and keypads are unsuitable for complex HRI tasks. The reason is
that such devices do not offer an adequate physical embodiment, meaning that it
is not straightforward to understand the correct mapping between the input devices
and the resulting actions. The absence of a physical meaning associated to standard
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control devices makes them unreliable for memorization and potentially more time
consuming to learn. Moreover, traditional user interfaces decouple the two phases
of action and perception since they require a periodic switch of attention between
the device and the observed environment where the robot acts.

Tangible interfaces can overcome the disadvantages of traditional devices by pro-
viding more natural ways for operating a robot. However, commercial top-end TUIs
often come at a high cost. In our previous work [1, 2] we have investigated the ca-
pabilities of the affordable humanoid robot RoboSapien V2 (RSV2). In particular,
we have considered both visual-guided walking tasks and gesture mimicking. The
reliability of the proposed approach was strongly dependent on the accurate motion
tracking devices that were adopted. In this work our goal is to evaluate human-robot
interaction tasks relying on a fully affordable humanoid platform. To this purpose
we have chosen the Nintendo Wiimote controller, a low-cost gestural TUI suitable
for motion tracking. We have carried out two rather complex HRI experiments and
we provide a quantitative evaluation of the two tasks. Two interfaces have been con-
sidered for comparison, namely, the gestural Wiimote interface and a non-gestural
TUI based on a joypad. Few authors have considered the use of the Robosapien in
past works. Behnke et al. [3] have investigated the capabilities of the Robosapien
V1 robot for playing soccer. The Nintendo Wiimote device has been investigated
in different works in the context of human-robot interaction. Gams and Mudry [4]
have successfully applied the Wiimote for controlling a HOAP-2 humanoid robot
in a drumming task. Guo and Sharlin [5] have used the Wiimote as a tangible in-
terface for controlling the AIBO robot dog. A user study has been performed to
compare the Wiimote interface with a traditional keypad device. Results provided
evidence that a gesture interface can outperform traditional input modalities. In [7]
further demonstrations of the Wii controller are presented in HRI tasks for both the
Sony AIBO and the iRobot Roomba. In [13] an advanced interface device for HRI
has been developed. The interface includes the Nintendo Wiimote and improves its
accuracy by compensating errors in acceleration measures with an additional force
sensor. Varcholik et al. [15] presented a qualitative evaluation of the Wiimote de-
vice as a tool for controlling unmanned robot systems to improve usability and to
reduce training costs. Shiratori and Hodgins [11] proposed a user interface for the
control of a physically simulated character where two Wiimotes are used to detect
frequency and phase of lower legs motions.

Hereafter we briefly review further contributions that have addressed HRI tasks
by exploiting natural gesture and tangible interfaces. Hwang et al. [6] proposed a
fingertip-based method for the generation of mobile robot trajectories. In [8] a haptic
system has been developed for mobile robot teleoperation using force feedback. The
haptic feedback improved both navigational safety and performance. Moon et al. [9]
proposed an intelligent robotic wheelchair with a user-friendly interface including
electromyogram signals, face directional gestures, and voice. Sato et al. [10] focused
on a pointing interface for HRI tasks. The system interacts with the user and behaves
appropriately in response to user’s pointing actions. Singh et al. [12] implemented a
system where the AIBO robot performs behaviors in response to user’s gestures that
are acquired and recognized using real-time monocular vision. In [14] a humanoid
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platform is presented which enables natural human interaction with several compo-
nents such as speech recognition, people detection and gesture recognition.

2 Affordable Humanoid Platform

The humanoid robot that has been adopted in this work is a Robosapien V2 (RSV2)
developed by WowWee and shown in figure 1. RSV2 is an affordable robot expressly
designed for the consumer market. It has 60cm height, 7Kg weight, 12 degrees of
the freedom and it is driven by 12 DC motors powered by 10 batteries. The robot
has realistic joint movements and its functionalities include true bi-pedal walking
with multiple gaits, turning, bending, kicking, sitting and getting up. RSV2 can also
pick up, drop and throw small objects with articulated fingers. Walking is achieved
by alternatively tilting the upper body of the robot and activating the leg motors
in opposite directions. The lateral swinging motion of the upper body generates a
periodic displacement of the center of mass between the two feet. There are built-
in sensors such as an infrared vision system, a color camera, stereo sonic sensors
and touch-sensitive sensors in his hands and feet. Signals collected by the sensors
can be used to trigger simple reactive behaviors to environmental stimuli through
preprogrammed motion sequences, which can be stored in the onboard memory.
Sensor information has not been considered in this work.

Fig. 1 From left to right: Robosapien V2 (RSV2), RSV2 remote controller, Wiimote and
Nunchuk

RSV2 is fully controllable by a remote infrared controller which has been mod-
eled after a video game joypad. The remote controller is shown in figure 1. This
device is a non-gestural TUI that has been adopted in the experimental evaluation
for comparison with the gestural TUI described below. The controller comprises
eight buttons on the top and three shift buttons on the front side. There are also two
sticks with eight positions each that are used as follows. The left stick controls the
robot’s forward, backwards, turn left and turn right bipedal walking. The right stick
controls the hands, arms, waist, torso and head movements when combined with
the shift keys. Other commands such as kicking or upper body motions require the
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Fig. 2 Obstacle course and images of a navigation task

user to press two buttons at the same time as well as one of the sticks. The remote
controller also has a tri-color LED that confirms which shift keys are being pressed.
It is a common opinion that learning the signals of the Robosapien V2 is a time
consuming job due to the large repertoire of movements and the unnatural control
method. Complete mastery of the suite of movements via the remote control may
be a daunting task. A common frustrating occurrence is that while driving the robot
the user has to switch to the manual to read how to perform a command.

An alternative method to control the RSV2 is to bypass the remote controller
with an infrared transmitter connected to a host PC. IR codes of the RSV2 remote
controller have been decoded and stored in a database. The infrared transmitter has
been mounted on the torso of the robot (Figure 1) close to the RSV2 native infrared
receiver, thus helping transmission of command signals. This approach enabled the
design of the gestural tangible user interface (TUI) proposed in this paper. The TUI
exploits the Nintendo Wii controller. Processing of user’s input works as follows.
The Nintendo controller is connected via bluetooth to the host PC (compliant with
the HID standard). Command signals generated by moving the Wiimote are inter-
preted and converted into the corresponding infrared codes. Finally, infrared codes
are transmitted to the robot. The Wiimote is an inertial control interface that is able
to provide two rotational degrees of freedom. Measure of rotational displacement
occurs with the help of three accelerometers comprised in a ADXL330 chip from
Analog Devices. The Wiimote provides a resolution of 0.23m/s2 on a ±3g range
on each axis (8 bits). The sampling rate is about 100Hz. Ten buttons of the Wiimote
have not been used in the tests. The presence of unused buttons on the Wiimote
balances all the unused buttons on the gamepad. The Wiimote is enhanced with an
extension for two-handed user input called Nunchuk (also shown in Figure 1). The
Nunchuk adds a second set of three accelerometers along with an analog joystick
and two buttons. A detailed description of the mapping of both interfaces for the
two tasks is provided in section 4 and 5.

3 Experimental Method and Participants

In this section we report the methodology that has been adopted for the empiri-
cal investigation and the composition of the subjects that participated in the two
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experiments. For both tasks 20 individuals were recruited among students at the
University of Parma. The age of the subjects varied between 22 and 30 years (mean
age was 26 years). Only 4 participants had used the Nintendo Wiimote before. About
50% of the participants declared themselves acquainted with joypads in computer
games. 90% of the subjects were right-handed. For each task the users performed
a practice session before the actual test with both interfaces. Half of the subjects
performed their test (gesture reproduction or navigation) with the Wiimote interface
(gestural TUI) first and then a second run with the joypad (non-gestural TUI). The
second half performed their test in reverse order. All the participants signed a con-
sent form and answered a questionnaire with the purpose of collecting a qualitative
evaluation of the proposed HRI interfaces (lowest score is 1, highest score is 5).

4 Navigation Task

The first experiment that is reported in this paper is a navigation task. Users
were asked to drive RSV2 through an obstacle course. The obstacle course (about
250cm×150cm) is shown in Figure 2. It comprises two obstacles and a small soccer
net. The robot has to walk around the obstacles by following one of the two alterna-
tive paths highlighted in Figure 2. Then RSV2 has to kick a green ball towards the
soccer net. Timer is stopped once the ball enters the soccer net. In order to perform
the kick the robot has to be placed in a correct position and orientation with respect
to the ball. If the robot does not score a goal then the ball is replaced at the initial
position and the user has to retry the kicking action. Figure 2 also shows images
taken from one of the experiments. At the end of the experiment each user scored
the usability of the two interfaces.

Table 1 Navigation task: input commands

Command Wiimote gestural TUI Joypad non-gestural TUI

Turn right Wiimote Roll RIGHT left stick RIGHT
Turn left Wiimote Roll LEFT left stick LEFT
Walk forward Wiimote Pitch UP left stick UP
Walk backward Wiimote Pitch DOWN left stick DOWN
Stop Wiimote horizontal rest stop button
Right kick Nunchuk Roll RIGHT SH3+A button
Left kick Nunchuk Roll LEFT SH3+Z button

Table 1 illustrates the input commands required to drive the robot. In this exper-
iment the left stick of the joypad (non-gestural TUI) is used to move the robot and
a combination of two keys is used for kicking. The Wii-based interface (gestural
TUI) exploits both the Wiimote and Nunchuk. In order to drive the robot forward
and backward the user has to pitch the Wiimote. Rolling the Wiimote left and right
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Fig. 3 Completion time for navigation task (left image) and completion time for gesture
reproduction task (right image)

Table 2 Navigation task: overall results

Wiimote gestural TUI Joypad non-gestural TUI

Mean(sec) Std. dev. Mean(sec) Std. dev.
All users 110.5 15.9 135.85 30.76
Experienced users 105.77 14.06 122.44 29.18
Inexperienced users 114.36 16.90 146.81 28.66
Kicking errors 6 11
User score (1-5) 3.95 0.89 2.60 1.19

make the robot turn. The Nunchuk is used to perform left or right kicks. Figure 3
(left image) shows a bar chart of the completion time for the task, while Table 2
reports the overall results. The mean completion time for the Wiimote gestural in-
terface (110.5s) was 18.6% lower than the joypad (135.85s). The standard deviation
of the gestural TUI (15.9s) is half the value of the non-gestural TUI (30.76s), sug-
gesting that the Wiimote interface is easier to learn. An ANOVA analysis of variance
showed that the difference is statistically significant with p < 0.02. Moreover, the
total number of kicking errors for the Wiimote interface (6) was notably lower than
the total number of errors for the joypad interface (11).

For the purpose of post hoc analysis users were divided into two classes accord-
ing to their stated degree of expertise in joypad usage for computer games (11 inex-
perienced users and 9 experienced users). The best performance with the Wiimote
interface (75s) was achieved by an inexperienced user who got one of the worst com-
pletion time with the joypad (162s), thus confirming the observation that the proposed
tangible interface is more accurate and easier to learn. The best performance with the
joypad interface was achieved by an experienced user (91s) who also got a good per-
formance with the Wiimote (below the mean value). Only three users performed better
with the joypad interface than with the Wiimote. All inexperienced users got better re-
sults with the Wiimote interface (114.36s mean) than with the joypad (146.81s mean).
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Users having high confidence with joypads had the same behavior. Indeed, they got
a mean completion time of 122.44s with the joypad and 105.77s with the Wiimote.
From the ANOVA test the level of expertise was only marginally significant as dis-
criminant factor between the two groups of users (p < 0.08) for the joypad interface
while it was not significant for the Wiimote interface. Subjective evaluation of the
two interfaces confirmed the quantitative evaluation as the Wiimote interface got a
score of 3.95 against 2.60 for the joypad interface.

5 Gesture Reproduction Task

A different group of users was involved in a second task which is reported in this
section. The task consists in a gesture reproduction experiment. Users were asked to
drive the upper body and the arms of the robot to guide RSV2 through a predefined
sequence of postures with both interfaces. Figure 4 shows the sequence of seven
postures that were shown to the users while performing the task. Figure 4 also shows
a user performing the task. Users were free to choose whether to stay in front of the
robot or at its side. Images representing next postures to be performed were shown to
the user only after the correct reproduction of the previous gestures in the sequence.
At the end of the experiment each user scored the usability of the two interfaces.
The sequence of actions are the following: 1 initial configuration (standing with
both arms down), 2 raise right arm, 3 lower right arm and lower upper body, 4 raise
left hand, 5 raise upper body and raise both arms, 6 lower right arm, 7 lower left
arm (back to initial configuration).

Table 3 reports the input commands required to drive the robot. In this experiment
the joypad interface required even more efforts since many command require the com-
bined pressure of multiple buttons. On the contrary, the Wiimote interface was easier

1 2 3 4

5 6 7

Fig. 4 Sequence of postures for the gesture reproduction task and a picture of the experimen-
tal setup
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Table 3 Gesture reproduction task: input commands

Gesture Wiimote gestural TUI Joypad non-gestural TUI

Right arm UP Wiimote UP SH1+right stick UP
Right arm DOWN Wiimote DOWN SH1+right stick DOWN
Left arm UP Nunchuk UP SH2+right stick UP
Left arm DOWN Nunchuk DOWN SH2+right stick DOWN
Upper body UP Wiimote up arrow SH1+SH2+SH3+r stick UP
Upper body DOWN Wiimote down arrow SH1+SH2+SH3+r stick DOWN

Table 4 Gesture reproduction task: overall results

Wiimote gestural TUI Joypad non-gestural TUI

Mean(sec) Std. dev. Mean(sec) Std. dev.
All users 52.9 13.6 71.9 29.8
Experienced users 46.33 8.39 55.55 19.67
Inexperienced users 58.27 14.93 85.18 30.68
User score (1-5) 4.05 0.69 3.35 0.88

to learn as confirmed by the experimental results. Users had simply to swing the Wi-
imote (or the Nunchuk) to rotate the arms. The upper body motion has been mapped
to the up and down arrows keys of the Wiimote. Figure 3 (right image) shows a bar
chart of the completion time for the task, while Table 4 reports the overall results.
The mean completion time for the Wiimote interface (52.9s) was 26% lower than the
joypad (71.9s). The difference is statistically significant with p < 0.02. The standard
deviation for the gestural TUI is again considerably lower. The main advantage of the
Wiimote interface again stems from the reduced mental overhead required to learn
and reproduce the correct command sequence. As in the previous experiment users
were divided into two classes according to their level of expertise on joypad usage
for computer games. The analysis of the individual results provided more interesting
insights. The second best performance with the Wiimote interface was achieved by an
unexperienced user. The subject that achieved the best performance with the joypad
interface is an experienced user. He declared that the Wiimote interface was usable
as well. There were only three users that performed better with the joypad interface
than with the Wiimote. It turns out that in this experiment the degree of expertise
was a statistically significant factor to discriminate between the two groups of users
with both interfaces (p < 0.05). All inexperienced users performed better with the
Wiimote interface (58.27s mean) than with the joypad (85.18s mean). Users having
high confidence with joypads had the same behavior on average, showing a mean
completion time of 46.33s with the Wiimote and 55.55s with the joypad. Subjective
scores confirmed the quantitative evaluation as the Wiimote interface got a mean of
4.05 points against 3.35 points for the joypad interface.
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6 User Learning Rate

A final experiment has been performed to assess the learning rate of the two inter-
faces. Four users have been asked to repeat the gesture reproduction task for three
times. Experiments have been repeated at intervals of two hours. The sequence of
postures has been changed between the sessions. Figure 5 shows a graph that sum-
marizes the mean completion time. Results indicate that the mean time decreases
as more trials are carried out for both interfaces. In particular, the performance with
the Wiimote interface is constantly better. However, the gap between the two inter-
faces decreases and after three trials users are able to achieve almost the same results
with both interfaces. The mean completion time for the joypad interface decreases
from 84.25s in the first attempt to 34.25s in the third, whereas the mean time for
the Wiimote interface decreases from 59.75s in the first trial to 32s in the third. This
experiment suggests that training is important to learn the correct use of both inter-
faces and confirms that the Wiimote interface is less demanding and more effective.
When the user has become more skilled, the completion time is dominated by the
physical time taken by the humanoid to reproduce the task, and hence the interface
plays a lesser role.

Fig. 5 Learning experiment
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7 Conclusions

In this paper we have presented an experimental evaluation of a gestural tangible user
interface in programming tasks for a low-cost humanoid robot. The Robosapien V2
has been chosen because it is a promising low-cost robot which provides interesting
human-like capabilities in spite of its kinematics limitations. The proposed interface
relies on the Nintendo Wii� wireless controller, which has proven easy-to use and
more effective than traditional keypad controllers in terms of completion time and
success rate. Novice users have found themselves more comfortable by using the
TUI, users that have strong experiences in using standard game-pad controllers got
better results by exploiting the newly propose interface. The main advantage stems
from the reduced overhead required to learn the usage of the novel interface.
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A Cognitively Motivated Route-Interface for
Mobile Robot Navigation

Mohammed Elmogy, Christopher Habel, and Jianwei Zhang

Abstract. A more natural interaction between humans and mobile robots can be
achieved by bridging the gap between the format of spatial knowledge used by
robots and the format of languages used by humans. This enables both sides to
communicate by using shared knowledge. Spatial knowledge can be (re)presented
in various ways to increase the interaction between humans and mobile robots. One
effective way is to describe the route verbally to the robot. This method can permit
computer language-naive users to instruct mobile robots, which understand spatial
descriptions, to naturally perform complex tasks using succinct and intuitive com-
mands. We present a spatial language to describe route-based navigation tasks for a
mobile robot. The instructions of this spatial language are implemented to provide
an intuitive interface with which novice users can easily and naturally describe a
navigation task to a mobile robot in a miniature city or in any other indoor environ-
ment. In our system, the instructions of the processed route are analyzed to gener-
ate a symbolic representation via the instruction interpreter. The resulting symbolic
representation is supplied to the robot motion planning stage as an initial path esti-
mation of route description and it is also used to generate a topological map of the
route’s environment.

1 Introduction

A more natural interaction between humans and mobile robots – with the least col-
lective effort – can be achieved if there is a common ground of understanding [11, 2].
A natural language interface supports more natural styles of interaction between
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robots and their users. Route descriptions are considered as one of the more impor-
tant natural language interfaces between humans and mobile robots for applying an
effective human-robot interaction.

To describe a navigation task to a mobile robot, route instructions are used to
specify the spatial information about the route environment and the temporal infor-
mation about the move and turn actions which will be executed by the robot [8].
Good route instructions should contain adequate information on these two aspects
by considering the spatial environment of the robot and the relevant navigation and
perception actions. To express the route in an effective way, the rules and sequence
of commands should be expressed very concisely. Natural language uses symbols
and syntactic rules to interact with the robots which dispose of represented knowl-
edge at the symbolic level.

On the other hand, spatial reasoning on the natural language route is essential
for both humans and mobile robots. Spatial reasoning gives robots the ability to use
human-like spatial language and provides the human user with an intuitive interface
that is consistent with his innate spatial cognition [12]. It can also accelerate learning
by using symbolic communication, which has been shown in [3].

This paper is organized as follows. Section 2 discusses some current implemen-
tations of natural language interfaces for both mobile robots and simulated artificial
agents. In section 3, the structure of our route instruction language (RIL), which is
used to describe the route for the mobile robot, is presented. Section 4 discusses the
creation of the symbolic representation of the route. The grounding of the symbolic
representation with the perceptual data in the physical environment is illustrated in
section 5. Finally, the conclusion is presented in section 6.

2 Related Work

In the last three decades, there has been considerable research on spatial language
and spatial reasoning. This motivates the research interest of using spatial language
for interacting with artificial navigational agents. Many researchers [12, 21, 18, 17]
have proposed frameworks using natural language commands in simulated or real-
world environments to guide their artificial agents during navigation. In this section,
some implementations of natural language interfaces for mobile robots and simu-
lated agents will be discussed.

In our group, Tschander et al. [21] proposed the idea of a cognitive-oriented
Geometric Agent (GA) which simulates instructed navigation in a virtual planar
environment. This geometric agent can navigate on routes in its virtual planer en-
vironment according to natural-language instructions presented in advance. In their
approach, Conceptual Route Instruction Language (CRIL) is used to represent the
meaning of natural language route instructions. It combines the latter with the spa-
tial information gained from perception to execute the desired route. Tellex and
Roy [18] implemented spatial routines to control the robot in a simulator. They
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defined a lexicon of words in terms of spatial routines and used that lexicon to build
a speech-controlled robot in a simulator. Their system is unified by a high-level
module that receives the output from the speech recognition system and simulated
sensor data, creates a script using the lexicon and the parse structure of the com-
mand, and then sends appropriate commands to the simulated robot to execute that
command. However, their current implementation acts only on the current snapshot
of sensor readings which leads to errors in the robot’s behavior.

On the other hand, there are considerable research efforts in developing vari-
ous command sets for mobile robots and robotic wheelchairs [15, 19, 14, 16]. The
mobile robot community has created systems that can understand natural language
commands. Many research efforts [21, 17, 1, 20] focus on using spatial language
to control the robot’s position and behavior, or to enable it to answer questions
about what it senses. In general, previous work in this area has focused on devel-
oping various command sets for mobile robots and robotic wheelchairs, without
directly addressing aspects of language that are context-sensitive. Torrance [20] im-
plemented a system that is capable of mediating between an unmodified reactive
mobile robot architecture and domain-restricted natural language. He introduced
reactive-odometric plans (ROPs) and demonstrates their use in plan recognition.
The communication component of this architecture supports a typewritten natural
language discourse with people. This system was brittle due to place recognition
from odometric data and the use of IR sensors for reactive motion control. The re-
sulting ROPs do not contain error-reducing stopping conditions, and this has caused
problems in some parts of the tested environment where hallways do not sufficiently
constrain the reactive navigation system.

Skubic et al. [17] implemented robot spatial relationships combined with a mul-
timodal robot interface that provides the context for the human-robot dialog. They
showed how linguistic spatial descriptions and other spatial information can be ex-
tracted from an evidence grid map and how this information can be used in a natural
human-robot dialog. With this spatial information and linguistic descriptions, they
established a dialog of spatial language. To overcome the object recognition prob-
lem (the system does not support vision-based object recognition), they have defined
a class of persistent objects that are recognized and named by the user.

3 Route Instruction Language (RIL)

In our system, we present a spatial language – called Route Instruction Language
(RIL) [7] – to describe route-based navigation tasks for a mobile robot. This lan-
guage is implemented to present an intuitive interface that will enable novice users
to easily and naturally describe a route to a mobile robot in indoor and miniature city
environments. We proposed this language to avoid ambiguity and misunderstanding
during route description. Therefore, a non-expert user can describe the route for the
mobile robot by using simple and easy to understand instructions. Fig. 1 shows an
overview structure of our system.
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Fig. 1 System architecture

The RIL is developed to describe the route between the start and end points to a
mobile robot. It is intended as a semi-formal language for instructing robots, to be
used via a structured graphical user interface. RIL provides elementary instruction
statements which are processed to supply the robot with a sequence of motion ac-
tions. During navigation, this sequence of actions is processed by the motion plan-
ner to determine the footstep placements which will be effected by the humanoid
robot to execute the route. Each statement in the RIL constitutes a spatial instruc-
tion which relates verbally coded motion concepts to one or more landmarks by use
of a suitable spatial relationship.

Table 1 RIL command set and their syntax

Command Type Command Name Syntax

$START() $START ([Pre1|Direction], Landmark1, [Pre2], [Land-
mark2])

Position $STOP() $STOP (Pre1|Direction, Landmark1, [Pre2], [Landmark2])
$BE() $BE (Pre1|Direction, Landmark1, [Pre2], [Landmark2])

$GO() $GO([Count], [Direction]| [Pre1], [Landmark1],
[Pre2],[Landmark2])

Locomotion $CROSS() $CROSS ([Pre1], Landmark1, [Pre2], [Landmark2])
$PASS() $PASS ([Pre1], Landmark, direction, [Pre2], [Landmar-

ket2])
$FOLLOW() $FOLLOW ([Landmark1], Pre, Landmark2)

Change of Ori-
entation

$ROTATE() $ROTATE (Direction, Pre, Landmark)

$TURN() $TURN ([Count], [Pre1], Direction, [Pre2], [Landmark])

The commands of the RIL and their syntax are shown in Table 1. Each instruc-
tion of the RIL specifies motion verbs, directions, destinations, and landmarks. The
RIL commands are divided into three basic types: position, locomotion, and change
of orientation commands. The position commands are used to indicate the current
position of the robot during navigation. They are also used to determine the start and
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end points of the route. The Locomotion commands are used to instruct the robot to
move in the spatial environment in a specific direction or to follow a certain path.
The last category is the change of orientation commands, which are used to rotate
around a landmark or turn in a certain direction.

The command syntax consists of a command word and an arbitrary number of
arguments as shown in Table 1. The command word indicates the action which will
be taken by the mobile robot and is represented in the imperative form of the verb,
e.g., GO, TURN, BE, etc. Each argument is a place holder for a specific group
of words such as prepositions, directions, the number of turns, and landmarks. To
add more flexibility to the command syntax, multiple kinds of command syntax
have been defined. Mandatory arguments are typed without any brackets, whereas
optional arguments are placed between rectangular brackets ‘[]’. The pipe symbol
‘|’ indicates an OR operator. Fig. 2 shows an example of a route description from
the railway station to the McDonald’s restaurant in our miniature city using RIL.

(a) Miniature City Map (b) Route Description

Fig. 2 A route description from the railway station to the McDonald’s restaurant in our minia-
ture city using RIL

We carried out an experiment to test the suitability of RIL for communicating a
route description to a robot. 18 participants took part in the experiment (age 22 to
35 years). None of the participants had any background knowledge on route instruc-
tions and robotics. First, we gave them a description of the RIL syntax, a map of
the miniature city, and an example of a suitable route description. We asked them to
describe a route between the railway station and the McDonald’s restaurant in the
miniature city as depicted in Fig. 2(a). 89% of the participants described the route
correctly, but the rest are confused about how to use some commands and parame-
ters. 83% of the participants stated that the RIL is simple and easy to learn, but the
rest of them preferred to use a controlled natural language without any specific syn-
tax for the instructions. 78% of the participants agreed that it is better to provide the
commands of RIL with many optional parameters than to restrict them to a single
syntax.
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4 Instruction Interpreter

The instruction interpreter is used to discriminate, identify, and categorize the mo-
tion actions of the processed route description. It combines definitions from the
lexicon according to the parse structure of the instruction, creating a symbolic script
that describes the navigation process. The generated symbolic representation is used
to create a topological map for the route environment. It is also supplied to the mo-
tion planner as an initial path estimation of the navigation task to help in generating
the footstep placements for the humanoid robot. This symbolic script is based on
CRIL representation which was developed by our group [21].

The instruction interpreter contains a simple parser, a lexical analysis, and a syn-
tactic analysis. The parser is supplied by the route description text. It separates the
text into individual instructions. Each instruction is split into sequence of words us-
ing space and punctuation characters as delimiters. The resulting list is entered at
the syntactical analysis stage to identify the structure of instructions by comparing
their structure with a list of all kinds of instruction syntax which are understandable
by the robot. Each word is looked up in the lexicon to obtain its type and features.
The available types of words in the lexicon are command verbs, directions, prepo-
sitions, numbers of turns, and landmarks. Each verb entry in the lexicon consists of
an action verb and an associated script composed from the set of its primitives and
depends on the specified arguments passed to its instruction. It is defined as a script
of primitive operations that run on data extracted from the analyzed instruction.

After analyzing the route instructions syntactically and connecting each resulting
verb with its motion procedure, the symbolic representation of the route is gen-
erated. The resulting symbolic script consists of three basic components: motion
actions, spatial relationships, and landmarks. The motion actions are classified into
the following four different actions:

• BE AT Action: It presents the position of the robot during navigation. It identifies
the start, current, and end positions of the robot during navigation.

• GO Action: It indicates the motion actions which should be taken by the mobile
robot.

• VIEW Action: It is used to notice a landmark in a certain direction or region
during navigation.

• CH ORIENT Action: It is used to indicate a change in the current orientation
of the mobile robot motion during navigation based on a specific direction or
landmark.

The spatial relationships are classified into two types. First, relations represent a
location with respect to a landmark. Second, relations specify a direction with re-
spect to one or two landmarks. Finally, the landmark features are retrieved from
the knowledge base. They contain data about their shape, color or color histogram,
and recognition method values. In addition to the retrieved features, the relation-
ship feature is extracted from the processed route to describe the relation between
the current processed landmark and other landmarks in the same path segment. It
is used to handle uncertainty and missing information during the robot navigation.
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Landmarks in our miniature city are classified into definite and indefinite landmarks
depending on their features. Definite landmarks have unique characteristics which
single them out from among the other landmarks in the miniature city, such as the
Burger king restaurant, the Saturn store, and the town hall. On the other hand, indef-
inite landmarks have a number of properties that are not unique such as buildings,
crossroads, and streets.

After creating the symbolic representation of the route, the robot requires an ade-
quate representation of the route environment. This representation should be abstract
enough to facilitate higher-level reasoning tasks like strategic planning or situation
assessment, and still be detailed enough to allow the robot to perform lower-level
tasks like path planning/navigation or self-localization [13]. The topological map
representation is used to describe relationships among features of the environment
in a more abstract representation without any absolute reference system [22]. Our
implementation of the topological map represents the robot’s workspace in a qual-
itative description. It presents a graph-like description of the route where nodes
correspond to significant, easy-to-distinguish landmarks, and arrows correspond to
actions or action sequences which will be executed by the mobile robot [6].

5 Symbol Grounding

After building the topological map, the resulting symbolic representation is supplied
to the motion planner as initial path estimation. The motion planner uses both the
symbolic representation and the output of the stereo vision and landmark recog-
nition stage to calculate the desired footstep placements of the humanoid robot to
execute the processed route.The motion planner grounds the landmark symbols to
their corresponding physical objects in the environment. Therefore, the symbolic
and physical presentations of the landmarks should be integrated. Many researchers
[9, 4, 10] have worked on the symbol grounding problem to solve the problem of
incorporating the high-level cognitive processes with sensory-motoric processes in
robotics. Cognitive processes perform abstract reasoning and generate plans for ac-
tions. They typically use symbols to denote objects. On the other hand, sensory-
motoric processes typically operate from sensor data that originate from observing
these objects. The researchers tried to maintain coherence between representations
that reflect actions and events, and the produced stream of sensory information from
the environment. Accordingly, mobile robots need learning abilities that constrain
abstract reasoning in relation to dynamically changing external events and the re-
sults of their own actions [12].

Harnard [9] considered perceptual anchoring as an important special case of sym-
bol grounding. The anchoring is defined as the process of creating and maintaining
the correspondence between symbols and sensor data that refer to the same physical
objects [5]. We used a perceptual anchor to incorporate the symbols of the land-
marks represented in the symbol system (Σ ) and the physical landmarks retrieved
from the perceptual system (Π ). The predicate grounding relation (g) is used to
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encode the correspondence between predicate symbols and admissible values of ob-
servable attributes. It contains the values of the landmark properties, such as color
histogram values, shape, area range, and recognition method values. We used a color
histogram, scale invariant features transform (SIFT), and the bag of features meth-
ods to recognize the landmarks. As shown in Fig. 3, the perceptual anchoring (α)
for a landmark contains a pointer to its symbol (δ ), a pointer to its physical object
(π), and its signature (γ).

Fig. 3 Anchoring process between the symbolic and perceptual systems

6 Conclusion

We presented RIL, a semi-formal language to be used by non-expert users to in-
struct mobile robots. Based on RIL, we designed and realized an intuitive interface
to mobile robots preventing misunderstanding and ambiguities in route descriptions.
Starting from a set of commands, the instruction interpreter stage performs the anal-
ysis of route instructions and its lexicon relates the internal procedures to perceptual
objects and specifies actions that can be carried out by the mobile robot. The instruc-
tion interpreter analyzes the route to generate its equivalent symbolic representation
which is supplied to the motion planner as initial path estimation.

The resulting symbolic representation of the route is used to generate a graph-
ical representation of the route to supply the robot with global route information
and to prevent it from getting trapped in local loops or dead-ends in unknown envi-
ronments. Finally, the symbolic representation is supplied to the motion planner to
ground the landmark symbols to their equivalent physical objects by using percep-
tual anchoring.
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With a Flick of the Eye: Assessing
Gaze-Controlled Human-Computer Interaction

Hendrik Koesling, Martin Zoellner, Lorenz Sichelschmidt, and Helge Ritter

Abstract. Gaze-controlled user interfaces appear to be a viable alternative to man-
ual mouse control in human-computer interaction. Eye movements, however, often
occur involuntarily and fixations do not necessarily indicate an intention to interact
with a particular element of a visual display. To address this so-called Midas-touch
problem, we investigated two methods of object/action selection using volitional
eye movements, fixating versus blinking, and evaluated error rates, response times,
response accuracy and user satisfaction in a text-typing task. Results show signif-
icantly less errors for the blinking method while task completion times do only
vary between methods when practice is allowed. In that case, the fixation method is
quicker than the blinking method. Also, participants rate the fixation method higher
for its ease of use and regard it as less tiring. In general, blinking appears more suited
for sparse and non-continuous input (e.g., when operating ticket vending machines),
whereas fixating seems preferable for tasks requiring more rapid and continuous se-
lections (e.g., when using virtual keyboards). We could demonstrate that the quality
of the selection method does not rely on efficiency measures (e.g., error rate or task
completion time) alone: user satisfaction measures must certainly be taken into ac-
count as well to ensure user-friendly interfaces and, furthermore, gaze-controlled
interaction methods must be adapted to specific applications.

1 Introduction

Eye tracking or oculography is a common method that monitors and records move-
ments of the eye ball in humans. From this raw data, gaze positions on objects or
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on a display screen that an observer currently looks at can easily be computed (e.g.,
Stampe, 1993). Most eye-tracking systems that are available now provide the re-
quired geometric transformations and can compute gaze positions on-line in real
time. Data is processed with a high temporal resolution (up to 4 kHz, normally be-
tween 50 Hz and 500 Hz), a spatial resolution of typically around 0.05 degrees of
visual angle and a spatial accuracy of measurements of below 0.8 degrees. Based on
the eye-mind hypothesis proposed by Just and Carpenter (1980), stating that eye fix-
ations on a scene are informative as to what content is currently being processed, eye
tracking is now a well established method in basic research. It is applied in a wide
field of scientific studies concerned with, for example, reading (Rayner, 1997), scene
perception (Underwood, 2005), visual search (Pomplun et al., 2006) or attention
modeling (e.g. Itti, Koch & Niebur, 1998). Furthermore, eye tracking is a common
method in medicine for diagnostics and treatment (e.g., Korn, 2004) and has also
found its way into consumer research and marketing (e.g., Rettie & Brewer, 2000).

With its high-precision measurements and the on-line availability of gaze-position
data, eye tracking is also a suitable interface in human-computer interaction (e.g.,
Zhai, 2003). Eye movements are already used in a number of applications to control
technical devices. Most common is the use of gaze-controlled (or gaze-contingent)
devices by people with special needs, in particular patients with restricted (manual)
interaction capabilities. A gaze-controlled interface presents a suitable means for
them to communicate with others (via computer) or to control functions of assis-
tance systems that allow them to live independently from constant caretaking.

The present study addresses the questions how we can improve gaze-controlled
interaction with computers or technical devices - and, if these devices are used as
means for communication with others, how to improve human-human interaction
in mediated communication scenarios. Gaze control on a computer display screen
normally implies to engage in interaction with a particular screen area (a specific
window or button, for example) by directing one’s gaze (normally associated with
the focus of attention) to it. The current gaze position on the screen thus represents
the computer mouse cursor position, moving a user’s gaze about mimicking mouse
movements. This method is generally referred to as the “gaze mouse”.

One of the major problems in gaze-controlled computer interaction is how to
conveniently and reliably execute events and actions, that is, how to execute mouse
button clicks. The gaze position only provides information about the screen area
that a user currently looks at or attends to. However, it does not necessarily indicate
whether the user wants to interact with that particular area. This difficulty to be
able to unambiguously attribute a particular intention to a gaze point, for example
initiating an action such as selecting a letter from a virtual keyboard, is known as the
“Midas-touch problem”. Without further processing or analysis of the eye-tracking
data it is not possible to identify the user’s intent. In order to detect this intent, we
must be able to distinguish between the user’s pure focus of attention and the user’s
volition to execute a certain action (Jacob, 1995).

Several of such volitional action-selection methods have been implemented in
the past (c.f. Vertegaal, 2002). One of the most common is referred to as the “fix-
ation method”. This method makes use of the fact that, at least when observing



With a Flick of the Eye: Assessing Gaze-Controlled Human-Computer Interaction 85

static images, the gaze moves about in a particular pattern of alternating fixations
and saccades. During fixations, the gaze remains stationary at a specific location
for between 80 ms and 250 ms. A fixation is normally followed by a saccade, a
rapid, ballistic movement of the eye to the next fixation point. Saccades usually last
around 30 ms, depending on the saccade amplitude. Healthy humans only perceive
visual information during fixations but not during saccades – “saccadic suppression”
(Burr, 2004). This typical pattern of saccadic eye movements is taken advantage of
in the fixation method. As long as the user’s gaze roams about the stimulus display
without stopping at fixation points for more than, let us say 500 ms, no action in
that particular area is being executed. When a user wants to, for example, activate
a button, he or she has to simply hold a fixation for longer than the “activation”
threshold (here 500 ms). This gives the user sufficient time to attend to a particular
area on the screen, perceive all relevant information at that particular location and,
when no action is intended, to saccade to another area before any action is taken.
Another common method is the “blinking method”. Rather than selecting actions by
prolonged fixations it uses volitional eye blinks.

Other methods also exist, often variants of the fixation or blinking method. A con-
venient one uses gaze control for mouse-cursor movements only. Action selection
then relies on manual input such as a mouse-button press. Another gaze-controlled
action-selection method requires the definition of a separate “action region” located
next to the appropriate interaction area. User have to specifically direct their gaze to
the action region in order to initiate an action, thus avoiding erroneous triggering of
actions by simply looking at an interesting spot. However, this method can only be
used when the display is sparsely “populated” with interaction areas and provides
sufficient space between interaction areas. For virtual keyboards in gaze-typing ap-
plications, the use of this method is limited (e.g., Helmert et al., 2008).

The previous paragraphs made clear that one of the problems with most eye
movements and blinks is that they often occur involuntarily, so that gaze-controlled
interaction can be error-prone and often initiate unintended actions. Activation
thresholds must thus be adjusted carefully. Furthermore, and partly due to conserva-
tive threshold settings, gaze-contingent interaction is often slow. This is no problem
when only few actions are required such as interacting with a vending machine at
a train station. If, however, frequent, rapid actions are necessary, for example, in
character selection for gaze-typing, this drastically slows down performance. To
overcome this restriction, adaptive methods exist that detect typical fixation or blink
times of each individual user and reduce activation thresholds to an optimal time
that still allows the user to perceive all relevant information. Some of the presented
methods are being used in commercially available gaze-controlled user interfaces.
However, most methods have not been extensively evaluated with regard to their
ease of use, efficiency or user satisfaction. Furthermore, no guidelines have yet been
proposed as to when which method should be preferred over another one.

The present study investigated these aspects and compared the blinking and fix-
ation methods in a typical computer-based interaction task: text (gaze) typing. This
required to develop a screen-based, virtual keyboard user interface and integrate it
into the experimental programming environment of the eye tracker. Based on this
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experimental environment we specifically addressed the research questions which
of the two methods is preferable, taking into account its efficiency, how easy it is
to learn and its user-friendliness/satisfaction. In the experimental study, participants
had to gaze-type sentences using either of the two fixation and blinking methods.
Subsequently, they filled in a questionnaire that focussed on querying usability as-
pects of the applied gaze-contingent interaction methods.

2 Method

Participants: 20 native German speakers participated in the experiment, 10 females
and 10 males aged between 22 and 35 years (average 24.3 years). All participants
had normal or corrected-to-normal vision. The participants were naive to the task.

Apparatus: We used a remote LC Technologies EyeGaze eye-tracking system to
monitor the participants’ eye movements during the experiment. Eye movements
were sampled binocularly at 120 Hz (interlaced). Before the start of the experi-
ment and before each trial, a multi-point calibration procedure was performed to
enable accurate data recordings. Stimuli were shown on a 17-inch Samsung Sync-
Master 731BF TFT-screen. The screen resolution was set to 1024 x 768 pixels at a
refresh rate of 60 Hz. Subjects were seated approximately 60 cm from the screen.
The screen subtended a visual angle of 31.6 degrees horizontally and 23.1 degrees
vertically. In order to minimise head movements and improve the accuracy of the
gaze-point measurements, the participants’ head was stabilised using a chin rest
during the experiment. Figure 1 (left) shows the experimental setting.

Stimuli and Design: The stimuli depicted a gaze-controlled text-typing interface
and consisted of three separate areas. The upper quarter of each stimulus screen

Fig. 1 Left: Experimental setting during the gaze-typing task. A participant is seated in front
of the screen that displays the gaze-typing interface. Two miniature cameras of the LC Tech-
nologies eye tracker are mounted below the screen and monitor the user’s eye movements.
Right: Stimulus display screen during a trial. The top frame marks the task area, the middle
frame the input control area and the bottom frame the interaction area. Frames are inserted
for illustration purposes only and were not visible during the experiment. Some text has al-
ready been typed and appears in the input control area. The currently selected character ‘I’
is marked by a green surround (dotted here for illustration) to provide feedback to the user
about the successful selection.
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constituted the “task area” (width 21 degrees, height 5 degrees). It contained a Ger-
man target sentence that was constantly present throughout each trial. Each target
sentence consisted of 6 to 11 words and contained 55 to 65 characters, all in upper
case. Character size measured approximately 0.5 degrees in height and width. Sen-
tences were taken from local newspapers and were syntactically and grammatically
correct. A different sentence was used in each trial, sentences also varied between
the fixation and blinking method conditions. Sentence lengths – as measured by the
number of characters – in the both conditions were matched. All participants viewed
the same target sentences, however, presentation order was randomised.

An “input control area” was placed below the task area and had the same size as
the task area (21 x 5 degrees). At the beginning of each trial this area was blank.
It filled with characters when participants selected keys from the “interaction area”.
The interaction area covered the lower half of the screen (21 x 10 degrees) and con-
tained a virtual keyboard with a German “QWERTZ”-style layout. The keyboard
only contained upper case characters, the space bar and a sentence terminator key
(‘.’), but no shift, backspace or other keys. Character keys had a size of 2 degrees
in height and width and were separated by a gap measuring 1 degree. The space
bar measured 2 degrees in height and 13.5 degrees in width. Participants could se-
lect keys from the interaction area by the gaze-contingent selection methods (fixa-
tion or blinking). Only the interaction area “responded” to gaze events which were
prompted in the input control area. Figure 1 (right) shows a typical display screen.

Procedure: Prior to the experiment, the chin rest and the eye-tracking system
were adjusted so as to guarantee a comfortable viewing position for participants
and accurate eye-movement measurements. Participants were then instructed about
their task: They had to type a target sentence that was presented in the task area on
the screen using either the fixation or the blinking gaze-typing method. Participants
should accomplish this task as accurately and quickly as possible.

All participants completed two blocks of trials, one block using the fixation
method for gaze-typing, the other block using the blinking method. The sequence of
blocks was counter-balanced so that 5 participants of each gender group started with
the fixation method, the other 5 participants started with the blinking method. Each
block consisted of a calibration procedure, followed by a single practice trial and 5
experimental trials. The calibration established a correspondence between eye-ball
movements and gaze points on the screen for the subsequent measurements.

The practice and experimental trials started with a fixation cross at the centre of
a blank screen for 500 ms. The stimulus screen then appeared and showed the target
sentence in the task area. Participants then started to select the character keys from
the interaction area using the appropriate method (fixation or blinking) for the re-
spective experimental block. The successful gaze-selection of a character from the
interaction area was signaled by a green frame appearing around the selected char-
acter key for 300 ms and was also prompted by the respective character appearing
in the input control area. Participants iterated the selection process until they had
completely re-typed the target sentence and pressed a manual response key (mouse
button). Corrections of typing errors during gaze-typing were not possible. No gaze
cursor was shown to provide feedback about the current gaze position.
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In a pre-experiment, we found that the average duration of involuntary blinks as
they normally occur for retaining the liquid film on the cornea or for cleaning pur-
poses lies below 70 ms. This is also well below fixation durations when viewing
static scenes (80–250 ms, also see Section 1). This led us to setting the “activation”
threshold for character-key selection to 300 ms for both the fixation and blinking
methods. A character key was thus only then selected for gaze-typing when ei-
ther a fixation or a blink occurred that lasted more than 300 ms. This threshold
setting would ensure that only volitional blinks and fixations (i.e., those that were
intended to select an action) could activate character keys. Defining the same acti-
vation threshold for both methods ensured their easy comparison. As obviously no
gaze point coordinates are present during blinks, the last valid coordinates before a
blink were taken to indicate where a blink occurred.

After the experiment, participants completed a questionnaire. Questions focused
on user-satisfaction and ease-of-use of each of the two individual methods and how
the two methods compared. In total, it took participants between 30 and 40 minutes
to complete the experiment and the questionnaire.

Data analysis: Statistical data analyses were computed using SPSS 14.0. We
used t-tests for paired samples to compare means between the gaze-typing meth-
ods (within-subjects factor, fixation vs. blink). We also compared means between
subjects for the gender groups (male vs. female) and for the order of methods (fixa-
tion trials before blink trials vs. blink trials before fixation trials). We analysed error
rates (ER, number of errors per sentence), completion time (CT, in seconds) and the
categorised responses from the questionnaire (for factor gaze-typing method only)
as dependent variables. The α-level for all t-tests was set to 0.05.

3 Results and Discussion

Accumulated over all gender groups and method orders, participants made 5.20 typ-
ing errors per sentence using the fixation method. For the blinking method, ER
reached 2.86 on average, only slightly more than half the ER for the fixation method
(see Figure 2, left). The comparison of means using the t-test confirmed that ERs
were significantly different between methods (t(19) = 4.187; p < 0.001).

A closer inspection of data revealed that for the group that started with the blink-
ing method, average ER for the blinking method reached 3.23 and 5.14 for the fix-
ation method. These means were not significantly different, however, still showed a
strong tendency (t(9) = 2.124; p < 0.063). In contrast, the group that started with
the fixation method recorded average ERs for the blinking method of 2.45 and 5.27
for the fixation method. These means were significantly different from each other
(t(9) = 4.351; p < 0.001).

No significant differences existed between female and male participants. Within
both groups the blinking method produced significantly less errors than the fixa-
tion method. Within female group: (t(9) = 2.480; p < 0.038). Within male group:
(t(9) = 3.297; p < 0.001).
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Inspecting data during the course of the experiment, data seems to suggest prac-
tice and fatigue effects on ER (see Figure 2, centre). More specifically, we did notice
a reduction in error rates ER towards the middle of the experiment (improvement
through practice), followed by an increase in ER towards the end of the experi-
ment (possibly caused by fatigue), reaching similar ER levels as observed at the
beginning. However, in order to validate the persistence of these effects, further ex-
periments with more trials should be conducted.

These results indicated that participants produced fewer errors in gaze-typing
when they could use the blinking method instead of the fixation method. Using the
blinking method rather than the fixation method first, however, seemed to compen-
sate the disadvantage of the fixation method relative to the blinking method. Fur-
thermore, when the fixation method was used first, absolute values of ER increased
compared to ERs for the reversed order of methods. We can therefore speculate
that the higher error rates in the fixation method may negatively effect the blinking
method. Thus, if users indeed use (or learn) both gaze-typing methods, it appears
to be convenient to start with the blinking method so that the fixation method may
benefit from it. Taken into account questionnaire response data (“Which of the two
methods you felt was the less error-prone?”), the subjective assessment of partici-
pants confirmed that the blinking method must be preferred over the fixation method
(by 79% of all participants) with regard to achieving lower error rates.

The comparison of sentence completion times CT (time to gaze-type a sentence)
did not show statistically significant differences between the fixation and blinking
methods. Participants took, on average, 112 seconds to type a single sentence with
the fixation method and 123 seconds with the blinking method (see Figure 2, right).

Interestingly, separating the data by the order of methods led to a significant
difference between the fixation and blinking methods – however, only when the
blinking method was used first. In that case, the fixation method (93 s) was sig-
nificantly quicker (t(9) = 4.507; p < 0.001) than the blinking method (121 s). For
the reversed order of methods (fixation method before blinking method), no signif-
icant difference existed. In fact, in that case absolute CTs were rather long for both
methods: 132 s for the fixation method and 127 s for the blinking method.

Fig. 2 Left: Error rate ER as a function of selection method, averaged over gender group and
method order. Centre: Error rate ER as a function of stimulus sequence for fixation method
(left) and blinking method (right), averaged over gender group and method order. Right:
Sentence completion time CT as a function of selection method, averaged over gender group
and method order.
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Whereas within both female and male groups no significant differences could
be established between the fixation method (females: 110 s, males: 115 s) and the
blinking method (females: 143 s, males: 104 s), female participants (127 s), on av-
erage, took significantly longer (t(9) = 2.232; p < 0.031) to accomplish the gaze-
typing task than males (109 s). This may be explicable when we take into account
responses from the questionnaire. Here, we learnt that females rate their experience
with computers, with typing and the time spent at a computer per week (in partic-
ular for typing tasks) lower than males do. Longer CTs in women might thus be
attributed to a lack of experience with the specific keyboard-type input device.

Results from the analyses of sentence completion times were in line with the
findings from the error rates: When the blinking method was used before the fixa-
tion method, the fixation method seemed to benefit from the previous (blink) trials
by significantly reduced CTs, both compared to CTs for the blink method for that
order of methods and to CTs for the fixation method when the order of methods
was reversed. This could indicate that, after a certain practice period with gaze-
contingent input interfaces, the fixation method may be preferred over the blinking
method with regard to task completion speed, at least for gaze-typing. Practice with
eye guidance seems to be a prerequisite to efficiently apply the fixation method. The
“practice method” may indeed not have to be the fixation method itself. The pure
gaze-contingent nature of such a practice method (as it is the case with the blink-
ing method that apparently served as the practice method here) may be sufficient to
improve the performance of the fixation method. A possible reason for why more
practice is needed for the fixation method than for the blinking method may be that
humans are not so familiar with their own fixation behaviour. Most are probably not
even aware of that they fixate objects when they look at them. Thus, the concept of
holding a stable view for an extended period must first be understood – and prac-
ticed – before it can properly be applied. In contrast, most humans are aware of that
they blink and can easily control blinks and blink durations without practice.

Finally, the analysis of the questionnaire data revealed, for example, that only
35% of participants would consider using gaze-controlled interfaces instead of a
conventional computer mouse for human-computer interaction. This is probably
due to the fact that all participants were healthy individuals with no problems in
manual control. They could all accomplish the same typing task using a manual
input device such as a computer keyboard or mouse in a fraction of the time and
with a lower error rate than when using the fixation or blinking method. For partic-
ipants with motor-control deficits, however, the acceptance of the gaze-contingent
interface would most certainly have been much higher.

More participants (65%) rated the fixation method as being more intuitive and
easier to get used to (55%) than the blinking method - the latter rating, in fact, con-
tradicting the apparent need to practice the fixation method as discussed above. A
majority of participants also rated the fixation method as less tiring (70%). This,
again, is not reflected in the empirical data - at least when considering increasing
error rates towards the end of the fixation method block as an indicator for a fatigue
effect. On the other hand, participants found that the blinking method had advan-
tages over the fixation method in that it was more accurate in making character key
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selections (70%), less error-prone (65%) and that the blinking procedure in general
caused less problems (55%) than the fixation method. Finally, participants rated the
general “fluency” of the fixation method higher than that of the blinking method: 4.5
vs. 4.1 on a scale from 1 (“excellent”) to 6 (“poor”). As already discussed, the partic-
ipants’ judgments regarding the usability of the gaze-contingent interaction methods
overall well reflected the empirical data of the experiment and did not indicate any
major discrepancies between subjective impressions and quantitative measures.

4 General Discussion

The analysis of the empirical data collected in the experiment demonstrated that
both of the two gaze-contingent selection methods, the fixation and the blinking
method, have their advantages and inconveniences in human-computer interaction.
It would be difficult to prefer one over the other unless taking into account the
particular demands of a specific task.

We could identify the blinking method as the one that produces fewer errors and
allows for more accurate selections while, at the same time, requires less practice.
If, however, time to practice is available, the fixations method may not necessarily
be more error-prone. In fact, after practice, not only error rates of the fixation and
blinking methods no longer significantly differ. In addition, task completion times
for the fixation method also benefit from practice, they are then significantly shorter
than for the blinking method. Thus, after practice, the fixation method may be more
efficient than the blinking method. This, however, needs to be validated in further
experiments that increase the practice time allowed. Findings so far strongly hint
at the practice effect, but cannot provide unambiguous support. Undisputedly, how-
ever, the fixation method must be preferred to the blinking method. It is rated as less
tiring (although this is not in line with the error rate recordings during the experi-
ment) and more intuitive – important factors with regard to user-friendliness, user-
satisfaction and possible long-term effects of novel interaction methods on users.

In conclusion, findings from the present study indicate that both gaze-contingent
selection methods present feasible approaches to solve the Midas-touch problem.
The blinking method appears to be well suited for applications where only few se-
lections are needed, that does not rely on a “fluent” input stream and does not allow
much time for practice. This is the case, for example, for applications such as ticket
vending machines at train stations or when filling in forms that come in multiple-
choice style and require ticking boxes rather than long, continuous textual input. On
the other hand, the fixation method is better suited for continuous, long-lasting and
rapid interaction with an application. When users are appropriately trained in using
the fixation method, they may consider this interaction method an intuitive, user-
friendly means of communication with their environment. Virtual keyboards, for
example, in particular for users with motor control deficits, thus present a suitable
application for the fixation method.

Based on the current experimental setting and the promising results with respect
to the projected uses of the gaze-contingent interaction methods, we should now
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conduct further studies. These could, for example, review or investigate effects of
additional auditory feedback about gaze cursor location, proximity to possible tar-
gets or selection success on the performance and efficiency of the interface. Other
problems such as the distinction between single and double clicks – or how to imple-
ment them conveniently – must also be addressed. The present study has certainly
shown that the use of gaze-contingent user interfaces in human-computer interaction
is a promising method and may indeed be well suited to enhance the accessibility of
technology for healthy and handicapped individuals alike. It may help handicapped
people in particular to more easily communicate with their environment and thus
considerably improve their quality of life.
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Integrating Inhomogeneous Processing and
Proto-object Formation in a Computational
Model of Visual Attention

Marco Wischnewski, Jochen J. Steil, Lothar Kehrer, and Werner X. Schneider

Abstract. We implement a novel computational framework for attention that in-
cludes recent experimentally derived assumptions on attention which are not cov-
ered by standard computational models. To this end, we combine inhomogeneous
visual processing, proto-object formation, and parts of TVA (Theory of Visual At-
tention [2]), a well established computational theory in experimental psychology,
which explains a large range of human and monkey data on attention. The first steps
of processing employ inhomogeneous processing for the basic visual feature maps.
Next, we compute so-called proto-objects by means of blob detection based on these
inhomogeneous maps. Our model therefore displays the well known ”global-effect”
of eye movement control, that is, saccade target landing objects tend to fuse with
increasing eccentricity from the center of view. The proto-objects also allow for a
straightforward application of TVA and its mechanism to model task-driven selec-
tivity. The final stage of our model consists of an attentional priority map which
assigns priority to the proto-objects according to the computations of TVA. This
step allows to restrict sophisticated filter computation to the proto-object regions
and thereby renders our model computationally efficient by avoiding a complete
standard pixel-wise priority computation of bottom-up saliency models.
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1 Introduction

With the advent of increasingly cognitive robots using active vision, computational
models for guidance of their visual attention become a standard component in their
control architectures [1, 6, 12, 16]. Many of these models are driven by the ambition
to realize human-like perception and action and rely on bottom-up computation of
features. The most influential model has been proposed by Itti & Koch [10]. It com-
putes a pixel-wise saliency map that shifts attention to the location with the highest
saliency value. However, current computational models are not able to explain clas-
sical human data on covert visual attention (e.g., from ”visual search” or ”partial
report paradigms”) with the same degree of specification and predictive power as
psychological models [2, 4, 15, 18, 21]. In this paper, we argue that progress is
possible by relying on one of the most sophisticated theoretical frameworks of ex-
perimental psychology and cognitive neuroscience, the Theory of Visual Attention
(TVA, developed by Bundesen [2]). TVA explains essential empirical findings of hu-
man visual attention [3] and has a neurophysiological interpretation fitting findings
from all major single cell studies on attention [4]. TVA can serve as a pivotal ele-
ment in computational modeling of visual attention because it both allows for simple
weighting of low level feature channels and proposes mechanisms for object-based
task-driven control of processing resources.

TVA differs from most existing bottom-up saliency models in proposing that
saliency (priority) is not computed pixel-wise, but rather entity-wise based on per-
ceptual units. These units are competing elements of an attention priority map
(APM). While TVA itself does not specify how these units are formed, we will
assume that the perceptual units can be described as so-called proto-objects. Proto-
objects are formed within the APM and they refer to homogeneous regions in low-
level feature maps, which can be detected without sophisticated object recognition.
There are some other recent models which rely on proto-object formation [13, 17],
but not in connection with TVA. One extension of the classical Itti & Koch model
[19] forms proto-objects around the maxima of the saliency map. In contrast to our
model, it assumes that saliency has been already determined before forming the
proto-object postattentively.

Our model gains further biological and psychological plausibility by implement-
ing inhomogeneous low-level feature processing which is lacking in most recent
models (e.g. [19]). It is based on detailed findings about processing of retinal infor-
mation in early stages of the visual cortex [20]. In contrast, most standard bottom-
up attention-models operate pixel-wise in the visual field and it makes no difference
whether an object (or a feature) appears foveally or in the periphery. Therefore, they
cannot explain classical effects that demonstrate the inhomogeneous nature of visual
processing such as the well-known ”global effect” [7] of eye movement control. Sac-
cadic eye movements to two nearby objects tend to land within the center-of-gravity
of these objects given eye movements have to be made under time pressure. Given
spatial proximity of the two objects, our model computes in this case one common
proto-object. Importantly, this averaging effect increases spatially with increasing
retinal eccentricity. Due to the inhomogeneity of the feature maps, our model shows
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this effect because proto-object computation in the periphery allows fewer candidate
regions (proto-objects) to survive as individuated single objects.

Our model implements the whole path from visual input up to the APM (see
Fig. 1). Incipient with the input image, we compute the inhomogeneous feature
maps for color and luminance of one selected filter level for determining the proto-
objects. This selection is motivated by the finding in human experiments which
suggest that under time pressure only filters up to a certain resolution level enter
the computation [11]. At this stage, costly computation of all Gabor filters is still
delayed until information about the proto-objects regions is available. Further, only
for the proto-object regions all filters are computed and summed according to the
TVA equations, which allow for a task specific weighting of feature channels. Based
on these computations, the attentional priority map (APM) according to TVA is

Fig. 1 The figure illustrates the structure of the model. A TVA-driven attention priority map
(APM) results from top-down (pertinence) and bottom-up (proto-objects and feature maps)
processes. In this example, the peripherally located proto-objects show the global effect. Fur-
thermore, the proto-object on the left side disappears in the APM due to being task-irrelevant.
Finally, the attentional weight of the proto-object on the right side is downscaled according
to its high angle of eccentricity.
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formed. We assume that the APM serves as linkage between the ventral (”what”)
and the dorsal (”where”) pathway. Proto-object computation is performed by the
dorsal pathway while attentional priorities for proto-objects are computed within the
ventral pathway (e.g. [15]). The subsequent sections guide along the path illustrated
in Fig. 1, incipient with the input image up to the APM. Examples illustrate the
properties of our model in terms of the global-effect.

2 Inhomogeneous Retinal/V1 Processing

To comply with the inhomogeneous density of photoreceptors in the human retina
[14], the homogeneous pixel grid input image (e.g. from a robot’s camera) is trans-
formed into an inhomogeneous pixel grid which serves as input for all subsequent
filter operations (see Fig. 2, left). The grid positions (”receptors”) are computed in
the same way as the positions of the subsequent filters, but to cope with the Nyquist-
Theorem, the density is doubled in relation to the filter layer with the highest density.
The inhomogeneous feature maps are based on a biological driven mathematical de-
scription of V1 bar and edge Gabor filters developed by Watson [20]. The inhomo-
geneity of the filter structure is defined by the following relations: With increasing
angle of eccentricity (a) the filters’ size and (b) the distance between adjacent fil-
ters increases, whereas (c) the filters’ spatial frequency decreases. The scaling s is
linear with respect to a scaling parameter k (see. Eq. (1)), where e is the angle of
eccentricity in degree. In the human visual system, k is estimated around 0.4 [20].

s = 1 + k ∗ e (1)

According to Watson, all subsequent parameters are computed as follows: At the
center of the visual field, with e = 0, there is a central filter with s = 1. This filter

Fig. 2 Left: The figure shows an input image centric section of 4x4 pixel. The black dots
match the inhomogeneous pixel grid positions. Right: The first five rings surrounding the
central filter with fcenter = 1 and k = 0.4. The axes of abscissae and ordinate reflect the angle
of eccentricity. For illustration, the filter’s size was reduced.
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has a given central spatial frequency fcenter . The size of the filter is assigned by its
width at half height: wcenter = 1.324/ fcenter. With increasing eccentricity, concen-
trical rings of filters are generated recursively. The parameters of an inner ring (or
the central filter) determine the distance to the next outer ring as well as the distance
(and thereby the number) of the filters within this outer ring: d = 1/( f ∗ 1.33). The
frequency and width for each filter are adjusted as f = fcenter/s and w = wcenter ∗ s.
Consequently, there can be added as many rings as necessary to cover a desired area
of the visual field (see Fig. 2, right).

Each Gabor filter consists of a cosine function overlaid by a Gaussian function
where θ represents the angle and φ the phase (2).

f (x,y) = exp
4ln(2)(x2+y2)

w2 cos(2π f (xcosθ + ysinθ )+ φ) (2)

For each filter, the orientation is varied fivefold (0◦, 36◦, 72◦, 108◦ and 144◦) and the
phase twice (0◦ and 90◦). For each orientation, the filters’ outcome of both phases
(bar and edge filter) is combined to obtain the locally shift invariant output [9].

This results in five orientation feature maps (each represents one orientation) for
one filter structure given a central frequency. To cover the whole human frequency
space, it is necessary to layer these structures. Thus, the model consists of 8 layers
in which the first layer starts with a center frequency of 0.25 cyc/deg. From layer
n to layer n + 1, this center frequency is doubled, so that at the end layer eight has
a center frequency of 32 cyc/deg. We obtain 40 feature maps (8 layer each with 5
orientation feature maps). Note that, however, the full filter bank of Gabor filters
needs to be computed only for grid position comprising proto-objects, which are
determined based on the color and intensity filters for a certain selected resolution
alone.

For the color and intensity feature maps, the described filter structure is adopted,
but filters are restricted to the Gaussian part in (2). The color feature maps rely on
the physiological RG/BY space [19]. Again, 8 layers are computed, so there are 8
intensity and 16 color feature maps (8 RG and 8 BY). In sum, we obtain 64 feature
maps. Again note that they have to compute in full scale only for the proto-object
regions.

3 Proto-object Formation

For blob detection we use an algorithm developed by Forssén [8]. It makes use
of channel representations within the three-dimensional color/intensity space and
thereby allows for spatial overlapping of resultant blobs, which are spatial homo-
geneous regions approximated by ellipses. The intensity and color feature maps of
one layer serve as input. The choice of the layer simulates to what extend the system
is under time pressure, because high-resolution layers need more time for process-
ing. Thus, a high degree of time pressure yields a low-resolution layer as input and
thereby merging of objects into one proto-object is observable (global-effect). In
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order to utilize the blob algorithm, the inhomogeneous pixel grid of the feature maps
is transformed back into voronoi cells on a homogeneous pixel grid (see Fig. 3, c).
The size of the homogeneous pixel grid is, layer-independent and constant, as large
as being necessary to avoid an overlapping of back transformed pixel even if the
layer with highest center frequency was chosen.

Due to the peripherally increasing size of the voronoi cells, we included a filtering
mechanism. That is, every blob has to have at least a size of n ∗ v in both of its axes
where v is the size of the voronoi cell containing the blob’s centroid and n is a
scaling factor with n > 1. Thus, depending on factor n, a minimum number of n2

cohering voronoi cells are necessary to build a blob, which works uncoupled with
respect to the angle of eccentricity.

(a)

(b)

(c)

(d)

Fig. 3 The figure shows (a) the input image in which the white cross marks the foveal center,
(b) the inhomogeneous pixel grid, (c) the voronoi cells, and (d) the blobs. To demonstrate the
global effect, circles combined to groups of two and three are used. The blobs in (d) show the
change from the fovea to the periphery: Whereas foveally positioned blobs represent rather
accurate the circles of the input image, peripherally positioned blobs tend to represent more
circles and to be more inaccurately. The intensity of each blob reflects the average intensity
of the channel’s region.

4 TVA

In TVA, each proto-object x within the visual field has a weight which is the outcome
of the weight equation (3). A spatial structured representation of all these weights is
called the attentional priority map (APM). Each wx-value is computed as the sum
over all features which are element of R. The η(x, j)-value indicates the degree of
proto-object x having feature j weighted by top-down task-dependent controlled
pertinence π j (e.g. search for a red object). Thus the η(x, j)-value restricts feature
computation to proto-object regions, while π j implement a standard feature channel
weighting as also present in other saliency models.

wx = ∑
j∈R

η(x, j)π j (3)



Inhomogeneous Feature Processing, Proto-object Formation and Visual Attention 99

At this point, all needed bottom-up data are available to compute the η-values:
The region of each proto-object as found by the blob detection algorithm, and the
features computed within this region as determined in the inhomogeneous feature
maps.

If two proto-objects p1 and p2 are completely equal in the size of their re-
gions and the values of the feature maps within these regions and vary only in the
angle of eccentricity, then the more foveally located proto-object gets a higher at-
tentional weight. A computational expedient way to integrate this relation is the
implementation of an inhomogeneity parameter sx which represents the scaling of
proto-object x depending on its angle of eccentricity (4, right). The mathematical
embedding of sx leads to a modified weight equation (4, left). Thus, if it is the case
that s1 = 2s2, then p1’s region has to be double in size to get the same attentional
weight as p2.

wx =
1
sx

∑
j∈R

η(x, j)π j with sx = 1 + k ∗ ex (4)

5 Results

How does the global effect emerge from our computational architecture? Fig. 5
shows the result of the blob-algorithm to determine the proto-objects of layer 2 to
8 depending on the hyperparameter k. Layer one was skipped because it produces
no blobs. Layers with lower frequency, whose choice was motivated by time pres-
sure for saccadic eye movements, produce the global effect. This means, the visual
system cannot distinguish adjacent objects in consequence of the low spatial filter
resolution. Therefore, these objects fuse together to a ”surrounding” proto-object
and a saccadic eye movement lands in the center-of-gravity of these objects within
the visual field which roughly equals the center of this proto-object.

Fig. 4 The figure illustrates
the influence of the inho-
mogeneous parameter sx on
the attentional weight wx

for different k-values. The
axis of abscissae reflects the
angle of eccentricity and
the axis of ordinates the
attentional weight wx.
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k=0.3 k=0.4

input image

layer 2

layer 3

layer 4

layer 5

layer 6

layer 7

layer 8

Fig. 5 The figure shows the resulting blobs depending on feature layer and parameter k. On
the top, the input image is shown. The white cross marks the foveal center and the intensity
of each blob reflects the average intensity of the channel’s region.

Layers with lower frequency also produce, due to the lower spatial resolution,
larger blobs. The lower the frequency, the more objects within the periphery of the
visual field are not represented by a proto-object. They simply disappear. The k
parameter is a hyperparameter for scaling these effects within a layer, because de-
creasing the k-value leads, according to the scaling function (1), to a slower decrease
of the filter density from the foveal center to the periphery. We choose k motivated
by the finding in the human visual system [20].

Applied to images consisting of natural objects our model yields psychological
feasible results (see Fig. 6). Peripherally located objects tend to be represented by
only one proto-object or even disappear, whereas more foveally located objects tend
to produce proto-objects which represent parts of them.



Inhomogeneous Feature Processing, Proto-object Formation and Visual Attention 101

Fig. 6 Proto-objects formed on the basis of inhomogeneous processing in natural images
with fcenter = 4 and k = 0.4

Finally, Fig. 4 shows the influence of the inhomogeneous parameter sx on the
attentional weight wx. If we assume a proto-object with ∑η(x, j)∗π j = 1, the figure
illustrates the outcome of the modified TVA weight equation (4) which then only
depends on sx. This is shown for different k-values. The higher the k-value, the
stronger the angle of eccentricity affects the attentional weights.

6 Outlook

We attempted to show in this paper that the combination of inhomogeneous pro-
cessing, proto-object formation and TVA leads to new and interesting forms of con-
trolling overt and covert visual attention [5]. Moreover, proto-object computation
allows to include sophisticated task-driven control of visual attention according to
TVA. Furthermore, this approach provides the possibility to reduce computational
load. Only those features from the feature maps (orientation, intensity and color)
which are located in proto-object regions have to be computed for the η-values of
TVA. These bottom-up η-values are multiplicatively combined with top-down per-
tinence (task) values and result in proto-object based attentional weights. Future
computational research is needed in order to evaluate the potential of this TVA-
based task-driven form of attentional control for robotics, psychology and cognitive
neuroscience.
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Dimensionality Reduction in HRTF by Using
Multiway Array Analysis

Martin Rothbucher, Hao Shen, and Klaus Diepold

Abstract. In a human centered robotic system, it is important to provide the robotic
platform with multimodal human-like sensing, e.g. haptic, vision and audition, in
order to improve interactions between the human and the robot. Recently, Head
Related Transfer Functions (HRTFs) based techniques have become a promising
methodology for robotic binaural hearing, which is a most prominent concept in hu-
man robot communication. In complex and dynamical applications, due to its high
dimensionality, it is inefficient to utilize the originial HRTFs. To cope with this dif-
ficulty, Principle Component Analysis (PCA) has been successfully used to reduce
the dimensionality of HRTF datasets. However, it requires in general a vectorization
process of the original dataset, which is a three-way array, and consequently might
cause loss of structure information of the dataset. In this paper we apply two multi-
way array analysis methods, namely the Generalized Low Rank Approximations of
Matrices (GLRAM) and the Tensor Singular Value Decomposition (Tensor-SVD),
to dimensionality reductions in HRTF based applications. Our experimental results
indicate that an optimized GLRAM outperforms significantly the PCA and performs
nearly as well as Tensor-SVD with less computational complexity.

1 Introduction

Head Related Transfer Functions (HRTFs) describe spectral changes of sound waves
when they enter the ear carnal, due to the diffraction and reflection properties of the
human body, i.e. the head, shoulders, torso and ears. In far field applications, they
can be considered as complicated functions of frequency and two spatial variables
(elevation and azimuth) [2]. Thus HRTFs can be considered as direction dependent
filters. Since the geometric features of head, shoulders, torso and ears differ from
person to person, HRTFs are unique for each individual.
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The human cues of sound localization can be used in telepresence applications,
where humans control remote robots (e.g. for dangerous tasks). Thus the sound,
localized by the robot, is then synthesized at the human’s site in order to reconstruct
the auditory space around the robot. Robotic platforms would benefit from a human
based sound localization approach because of its noise-tolerance and the ability to
localize sounds in a three-dimensional environment with only two microphones, or
reproducing 3D sound with simple headphones. Consequently, it is of great use to
improve performance of sound localization and synthesis for telepresence systems.

Recently, researchers have invested great efforts in customization of HRTFs [4],
which leads to better quality of sound synthesis with respect to unique individuals
[12]. However, for the purpose of HRTF customization, a huge number of Head
Related Impulse Response (HRIR) datasets of various test subjects are usually re-
quired. Therefore in order to make a customization application more efficient, even
on a computational restricted system, e.g. telepresence systems or mobile phones,
dimensionality reduction methods can be used.

Since the pioneering paper [6], Principle Component Analysis (PCA) has be-
come a prominent tool for HRTF reduction [8] and customization [4]. In general,
applying PCA to HRTF datasets requires a vectorization process of the original 3D
dataset. As a consequence, some structure information of the HRTF dataset might
be lost. To avoid such limits, the so-called Tensor-SVD method, which was origi-
nally introduced in the community of multiway array analysis [7], has been recently
applied into HRTF analysis, in particular for customization [3]. Meanwhile, in the
community of image processing, the so-called Generalized Low Rank Approxima-
tions of Matrices (GLRAM) [13], a generalized form of 2DPCA, has been devel-
oped in competition with the standard PCA. It has been shown, that the GLRAM
method is essentially a simple form of Tensor-SVD [10]. In this paper, we study both
GLRAM and Tensor-SVD methods for the purpose of dimensionality reduction of
HRIR datasets and compare them with the standard PCA.

The paper is organized as follows. Section 2 provides a brief introduction to
three dimensionality reduction methods, namely, PCA, GLRAM and Tensor-SVD.
In section 3, performance of the three methods is investigated by several numerical
experiments. Finally, a conclusion is given in section 4.

2 HRIR Reduction Techniques

In this section, we briefly describe three techniques of dimensionality reduction for
HRIRs, namely, PCA, GLRAM and Tensor-SVD. In general, each HRIR dataset
can be represented as a three-way array H ∈ R

Na×Ne×Nt , where the dimensions Na

and Ne are the spatial resolutions of azimuth and elevation, respectively, and Nt the
time sample size. By a Matlab-like notation, in this work we denote H (i, j,k) ∈ R

the (i, j,k)-th entry of H , H (l,m, :) ∈ R
Nt the vector with a fixed pair of (l,m) of

H and H (l, :, :) ∈ R
Ne×Nt the l-th slide (matrix) of H along the azimuth direction.
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2.1 Principal Component Analysis

The dimensionality reduction of HRIRs by using PCA is described as follows. First
of all, we construct the matrix

H := [vec(H (:, :,1))
, . . . ,vec(H (:, :,Nt ))
] ∈ R
Nt×(Na·Ne), (1)

where the operator vec(·) puts a matrix into a vector form. Let H = [h1, . . . ,hNt ].
The mean value of columns of H is then computed by

μ = 1
Nt

Nt

∑
i=1

hi. (2)

After centering each row of H, i.e. computing Ĥ = [ĥ1, . . . , ĥNt ] ∈ R
Nt×(Na·Ne) where

ĥi = hi − μ for i = 1, . . . ,Nt , the covariance matrix of Ĥ is computed as follows

C := 1
Nt

ĤĤ
. (3)

Now we compute the eigenvalue decomposition of C and select q eigenvectors
{x1, . . . ,xq} corresponding to the q largest eigenvalues. Then by denoting X =
[x1, . . . ,xq] ∈ R

Nt×q, the HRIR dataset can be reduced by the following

H̃ = X
Ĥ ∈ R
q×(Na·Ne). (4)

Note, that the storage space for the reduced HRIR dataset depends on the value of
q. Finally to reconstruct the HRIR dataset one need to simply compute

Hr = XH̃ + μ ∈ R
Nt×(Na·Ne). (5)

We refer to [5] for further discussions on PCA.

2.2 Tensor-SVD of Three-Way Array

Unlike the PCA algorithm vectorizing the HRIR dataset, Tensor-SVD keep the
structure of the original 3D dataset intact. Given a HRIR dataset H ∈ R

Na×Ne×Nt ,
Tensor-SVD computes its best multilinear rank − (ra,re,rt ) approximation Ĥ ∈
R

Na×Ne×Nt , where Na > ra, Ne > re and Nt > rt , by solving the following minimiza-
tion problem

min
Ĥ ∈RNa×Ne×Nt

∥
∥
∥H − Ĥ

∥
∥
∥

F
, (6)

where ‖ ·‖F denotes the Frobenius norm of tensors. The rank − (ra,re,rt) tensor Ĥ
can be decomposed as a trilinear multiplication of a rank − (ra,re,rt) core tensor
C ∈ R

ra×re×rt with three full-rank matrices X ∈ R
Na×ra , Y ∈ R

Ne×re and Z ∈ R
Nt×rt ,

which is defined by



106 M. Rothbucher, H. Shen, and K. Diepold

Ĥ = (X ,Y,Z) ·C (7)

where the (i, j,k)-th entry of Ĥ is computed by

Ĥ (i, j,k) =
ra

∑
α=1

re

∑
β=1

rt

∑
γ=1

xiα y jβ zkγC (α,β ,γ). (8)

Thus without loss of generality, the minimization problem as defined in (6) is equi-
valent to the following

min
X ,Y,Z,C

‖H − (X ,Y,Z) ·C ‖F ,

s.t. X
X = Ira ,Y

Y = Ire and Z
Z = Irt .

(9)

We refer to [9] for Tensor-SVD algorithms and further discussions.

2.3 Generalized Low Rank Approximations of Matrices

Similar to Tensor-SVD, GLRAM methods does not require destruction of a 3D
tensor. Instead of compressing along all three directions as Tensor-SVD, GLRAM
methods work with two pre-selected directions of a 3D data array.

Given a HRIR dataset H ∈ R
Na×Ne×Nt , we assume to compress H in the

first two directions. Then the task of GLRAM is to approximate slides (matrices)
H (:, :, i), for i = 1, . . . ,Nt , of H along the third direction by a set of low rank ma-
trices {XMiY 
} ⊂ R

Na×Ne , for i = 1, . . . ,Nt , where the matrices X ∈ R
Na×ra and

Y ∈ R
Ne×re are of full rank, and the set of matrices {Mi} ⊂ R

ra×re with Na > ra and
Ne > re. This can be formulated as the following optimization problem

min
X ,Y,{Mi}Nt

i=1

Nt

∑
i=1

∥
∥
∥(H (:, :, i)− XMiY


)
∥
∥
∥

F
,

s.t. X
X = Ira and Y 
Y = Ire.

(10)

Here, by abuse of notations, ‖ · ‖F denotes the Frobenius norm of matrices. Let us
construct a 3D array M ∈ R

ra×re×Nt by assigning M (:, :, i) = Mi for i = 1, . . . ,Nt .
The minimization problem as defined in (10) can be reformulated in a Tensor-SVD
style, i.e.

min
X ,Y,M

‖H − (X ,Y, INt ) ·M ‖F ,

s.t. X
X = Ira and Y 
Y = Ire .
(11)

We refer to [13] for more details on GLRAM algorithms.
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Remark 0.1. GLRAM methods work on two pre-selected directions out of three.
There are then in total three different combinations of directions to implement
GLRAM on an HRIR dataset. Performance of GLRAM in different directions might
vary significantly. This issue will be investigated and discussed in section 3.2.1.

3 Numerical Simulations

In this section, we apply PCA, GLRAM and Tensor-SVD to a HRIR based sound
localization problem, in order to investigate performance of these three methods for
data reduction.

3.1 Experimental Settings

We use the CIPIC database [1] for our data reduction experiments. The database
contains 45 HRIR tensors of individual subjects for both left and right ears, with a
spatial resolution of 1250 points (Ne = 50 in elevation, Na = 25 in azimuth) and the
time sample size Nt = 200.

In our experiment, we use a convolution based algorithm [11] for sound localiza-
tion. Given two signals SL and SR, representing the received left and right ear signals
of a sound source at a particular location, the correct localization is expected to be
achieved by maximizing the cross correlation between the filtered signals of SL with
the right ear HRIRs and the filtered signal of SR with the left ear HRIRs.

3.2 Experimental Results

In each experiment, we reduce the left and right ear KEMAR HRIR dataset (subject
21 in the CIPIC database) with one of the introduced reduction methods. By ran-
domly selecting 35 locations in the 3D space, a test signal, which is white noise in
our experiments, is virtually synthesized using the corresponding original HRIRs.
The convolution based sound localization algorithm, which is fed with the restored
databases, is then used to localize the signals. Finally, the localization success rate
is computed.

3.2.1 GLRAM in HRIR Dimensionality Reduction

In this section, we investigate performance of the GLRAM method to HRIR dataset
reduction in three different combinations of directions. Firstly, we reduce HRIR
datasets in the first two directions, i.e. azimuth and elevation. For a fixed pair of
values (Nra ,Nre), each pre-described experiment gives a localization success rate of
the test signals. Then, for a given range of (Nra ,Nre), the contour plot of localization
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(a) GLRAM on (azimuth,elevation) (b) GLRAM on (azimuth,time)

(c) GLRAM on (elevation,time)

Fig. 1 Contour plots of localization success rate of using GLRAM in different settings

success rate with respect to various pairs of (Nra ,Nre) is drawn in Fig. 1(a). The
curves in Fig.1(a) correspond to a set of fixed reduction rates. Similar results with
respect to the pairs of (azimuth, time) and (elevation,time) are plotted in Fig. 1(b)
and Fig. 1(c), respectively.

According to Fig. 1(a), to reach a success rate of 90%, the maximal reduction
rate of 80% is achieved at ra = 23 and re = 13. We then summarize similar results
from Fig. 1(b) and Fig. 1(c) for different success rates in Table 1. It is obvious that

Table 1 Reduction rate achieved by using GLRAM at different localization success rates

Localization Success Rate 90% 80% 70%

GLRAM (Nra ,Nre) 80% 81% 82%
GLRAM (Nra ,Nrt ) 80% 83% 85%
GLRAM (Nre ,Nrt ) 93% 93% 94%

applying GLRAM on the pair of directions (elevation, time) outperforms the other
two combinations. A reduction on the azimuth direction, which has the smallest
dimension, leads to great loss of localization accuracy. It might indicate that dif-
ferences (Interaural Time Delays) presented in the HRIRs between neighboring az-
imuth angles have stronger influence on localization cues than differences between
neighboring elevation angles.
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Fig. 2 success rate by PCA Fig. 3 success rate by Tensor-SVD

3.2.2 PCA and Tensor-SVD Reduced HRIRs

In the previous section, it is shown that the application of GLRAM in the directions
of elevation and time performs the best, here we compare this optimal GLRAM with
the standard PCA and Tensor-SVD.

First of all, localization success rate of the test signals by using PCA reduction
with respect to the number of eigenvectors is shown in Fig. 2. It is known from Ta-
ble 1 that, to reach the success rate of 90% with the optimal GLRAM, it achieves the
maximal reduction rate of 93%, which is equivalent for PCA with 17 eigenvectors.
It is shown in Fig. 2, that with 17 eigenvectors, a localization success rate of 9% is
only reached. On the other hand, to reach the success rate of 90%, PCA requires 37
eigenvectors, which gives a reduction rate of 82%. It is thus clear that the optimal
GLRAM outperforms the PCA remarkably.

As we know, GLRAM is a simple form of Tensor-SVD with leaving one di-
rection out, in our last experiment, we investigate the effect of the third direction
in performance of data reduction. We fix the dimensions in elevation and time to
re = 15 and rt = 55, which are the dimensions for the optimal GLRAM in achieving
90% success rate, see Fig. 1(c). Fig. 3 shows the localization success rate of using
Tensor-SVD with a changing dimension in azimuth. The decrease of the dimen-
sion in azimuth leads to a consistently huge loss of localization accuracy. In other
words, with fixed reductions in directions (elevation, time), GLRAM outperforms
Tensor-SVD. Similar to the observations in previous subsection, localization accu-
racy seems to be more sensitive to the reduction in the azimuth direction than the
other two directions.

4 Conclusion and Future Work

In this paper, we address the problem of dimensionality reduction of HRIR dataset
using PCA, Tensor-SVD and GLRAM. Our experiments demonstrate that an op-
timized GLRAM can beat the standard PCA reduction with a significant benefit.
Meanwhile, GLRAM is also competitive to Tensor-SVD due to nearly equivalent
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performance and less computational complexity. Applying GLRAM on HRIR data,
two possible applications for future work are recommended. First, in order to ac-
celerate localization process on mobile robotic platforms, GLRAM methods can be
used to shorten the HRTF filters. Secondly, GLRAM methods could also be benefi-
cial in HRTF customization.
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(DFG) within the collaborative research center SFB453 ”High-Fidelity Telepresence and
Teleaction”.
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Multimodal Laughter Detection in Natural
Discourses

Stefan Scherer, Friedhelm Schwenker, Nick Campbell, and Günther Palm

Abstract. This work focuses on the detection of laughter in natural multiparty dis-
courses. For the given task features of two different modalities are used from unob-
trusive sources, namely a room microphone and a 360 degree camera. A relatively
novel approach using Echo State Networks (ESN) is utilized to achieve the task at
hand. Among others, a possible application is the online detection of laughter in hu-
man robot interaction in order to enable the robot to react appropriately in a timely
fashion towards human communication, since laughter is an important communica-
tion utility.

1 Introduction

Paralinguistic dialog elements, such as laughter, moans and back channeling, are im-
portant factors of human to human interaction besides direct communication using
speech. They are essential to convey information such as agreement or disagree-
ment in an efficient and natural way. Furthermore, laughter is an indication for the
positive perception of a discourse element by the laughing dialog partner, or an indi-
cation for uncertainty considering nervous or social laughters [1]. Overall laughter
is a very communicative element of discourses that is necessary for “healthy” com-
munication and it can be used to measure engagement in interaction [9, 16, 8, 10].
Lively discourses are not only important for face to face communication, but as
we believe essential for the acceptance of artificial agents, such as robots or ex-
pert systems providing information using speech synthesis and other mainly human
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communication modalities, e.g. gestures etc., to communicate with human dialog
partners [15]. Furthermore, laughter is acoustically highly variable and is expressed
in many forms, such as giggles, exhaled or inhaled laughs, or even snort like laugh-
ters exist. Therefore, it is suspected, that laughter is difficult to model and to detect
[1, 17].

However, modeling laughter and thereby detecting laughter in natural discourses
has been the topic of related research: in [8] one second large segments of speech
are considered. For each of these segments the decision, whether somebody of the
speakers laughed or not, is being made using Mel Frequency Cepstral Coefficients
(MFCC) and Support Vector Machines (SVM). The recognition accuracy of this
approach reached 87%. One of the obvious disadvantages of this approach is that
segments of one second in length are used and therefore no accurate on- and offsets
of the laughs can be detected.

Truong and Leeuwen [16, 17] first recognized laughter in previously segmented
speech data taken from a manually labeled meeting corpus containing data from
close head mounted microphones. They used Gaussian Mixture Models (GMM) and
pitch, modulation spectrum, perceptual linear prediction (PLP) and energy related
features. They achieved the best results of 13.4% equal error rate (EER) using PLP
features on pre-segmented audio samples of an average length of 2 seconds for
laughter and 2.2 seconds for speech. In their second approach [17] they extracted
PLP features from 32 ms windows every 16 ms using three GMMs for modeling
laughter, speech, and silence. Silence was included since it was a major part of the
meeting data. An EER on segmenting the whole meeting of 10.9% was achieved. In
future work they want to use HMMs to further improve their results. Their second
approach allows a very accurate detection of laughter on- and offsets every 16 ms.
However, it does not consider the, in [9] mentioned, average length of a laughter
segment of around 200 ms since only 32 ms of speech are considered for each
decision.

In [9] the same data set as in [16, 17] was used for laughter detection. In a final
approach after narrowing down the sample rate of their feature extractor to a fre-
quency of 100 Hz (a frame every 10 ms) a standard Multi Layer Perceptron (MLP)
with one hidden layer was used. The input to the MLP was updated every 10 ms,
however the input feature vector considered 750 ms including the 37 preceding and
following frames of the current frame for which the decision is computed by the
MLP. The extracted features include MFCCs and PLPs since they are perceptually
scaled and were chosen in previous work. Using this approach an EER of around
7.9% was achieved.

In the current work Echo State Networks (ESN) are used to recognize laughter
in a meeting corpus [2], comprising audio and video data for multimodal detection
experiments. The approach utilizing ESNs, is making use of the sequential char-
acteristics of the modulation spectrum features extracted from the audio data [7].
Furthermore, the features are extracted every 20 ms and comprise data of 200 ms
in order to be able to give accurate on- and offset positions of laughter, but also to
comprise around a whole “laughter syllable” in one frame [9]. In a second approach
the video data containing primary features such as head and body movement are
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incorporated into the ESN approach for a multimodal laughter detection method.
One of the main goals of this work is to provide a classification approach that is
only relying on unobtrusive recording gear, such as a centrally placed microphone
and a 360 degrees camera, since it is particularly important to provide a natural en-
vironment for unbiased communication. However, this constraint only allows the
extraction and analysis of basic features.

The remainder of this paper is organized as follows: Section 2 gives an intro-
duction on the used data and explains the recording situation in detail, Section 3
describes the utilized features and the extraction algorithm, Section 4 comprises de-
tailed descriptions of the approaches for classifying the data. Section 5 reports the
obtained results of the single and multimodal approaches. Finally, Section 6 con-
cludes the paper and summarizes the work.

2 Utilized Data

The data for this study consists of three 90 minutes multi-party conversations in
which the participants originating from four different countries each speaking a dif-
ferent native language. However, the conversation was held in English. The conver-
sations were not constrained by any plot or goal and the participants were allowed
to move freely, which renders this data set very natural and therefore it is believed
that the ecological validity of the data is very high. The meetings were recorded by
using centrally positioned, unobtrusive audio and video recording devices. The au-
dio stream was directly used as input for the feature extraction algorithm at a sample
rate of 16 kHz. A 360 degree video capturing device was used for video recording
and the standard Viola Jones algorithm was used to detect and track the faces of the
participants throughout the 90 minutes. The resulting data has a sample rate of 10 Hz
and comprises head and body activity [2]. In Figure 1 one of the 360 degree camera
frames including face detection margins is seen. It is clear that only the heads and
upper parts of the body are visible since the participants are seated around a table.
However, hand gestures, head and body movements are recorded without any ob-
struction. Separate analysis has revealed high correlations of activity between body
and head movement of active speakers, as well as it is expected that the coordinates
of the head positions should move on a horizontal axis while the speaker produces
a laughter burst, which could be a sequence learnt by the ESN.

The little constraints on the conversation provide very natural data including
laughters, and other essential paralinguistic contents. The data was annotated manu-
ally and non-speech sounds, such as laughters or coughs were labeled using symbols
indicating their type. Laughter including speech, such as a laughter at the end of an
utterance, was labeled accordingly, but was not used as training data for the classi-
fiers in order not to bias the models by the included speech. However, all the data
was used in testing. For training a set of around 300 laughters containing no speech
of an average length of 1.5 seconds and around 1000 speech samples of an average
length of 2 seconds are used. A tenth of this pool of data was excluded from training
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Fig. 1 A frame of the 360 degree camera positioned in the center of the conference table.
The image includes the boundaries of the detected faces using the Viola Jones approach.

in each fold of the 10-fold cross validations, except in the experiments in which all
the dialog data is presented, including all the laughs including speech in the labeled
segment. Overall, laughter is present in about 5-8% of the data. This variance is due
to the laughters including speech1.

3 Features

As mentioned before the available data for the experiments is comprised of two dif-
ferent modalities. The conversations are available as audio and video files. There-
fore, suitable features for the laughter detection task were extracted. In the following
two paragraphs the extraction procedures are explained in some detail, for further
information refer to the cited articles.

For the detection of laughter we extracted modulation spectrum features from the
audio source [5]. These features have been used in previous experiments and tasks
such as emotion recognition and laughter recognition [13, 16, 11]. The features are
extracted using standard methods like Mel filtering and Fast Fourier Transforma-
tions (FFT). In short they represent the rate of change of frequency, since they are
based on a two level Fourier transformation. Furthermore, they are biologically in-
spired since the data is split up into perceptually scaled bands. In our experiment we
used 8 bands in the Mel filtering regarding frequencies up to 8 kHz. Since the audio
is sampled at a rate of 16 kHz this satisfies the Nyquist theorem [5]. These slow tem-
poral modulations of speech emulate the perception ability of the human auditory
system. Earlier studies reported that the modulation frequency components from the
range between 2 and 16 Hz, with dominant component at around 4 Hz, contain im-
portant linguistic information [4, 3]. Dominant components represent strong rate of
change of the vocal tract shape.

1 The data, and annotations are freely available on the web, but access requires a password
and user name, which can be obtained from the authors on request, subject to conditions
of confidentiality.
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As mentioned before the video features were extracted from the 360 degree
recordings of a centrally placed camera. The sample rate of the face tracking using
the Viola Jones approach was 10 Hz and the provided data comprised coordinates
of the faces at each frame composed by the exact spot of the top left corner and the
bottom right corner of the surrounding box of the face as seen in Figure 1. However,
these coordinates are highly dependent on the distance of the person to the camera
and therefore relative movement data of the face and body were taken as input to
the classifiers. The coordinates were normalized to movement data of a mean value
of 0 and a standard deviation of 1. Therefore, the movement ranged from -1 to 1 for
each tracked face and body individually.

4 Echo State Network Approach

For the experiments a relatively novel kind of recurrent neural networks (RNN) is
used, the so called Echo state network (ESN) [7]. Among the advantages of an ESN
over common RNNs are the stability towards noisy inputs [14] and the efficient
method to adapt the weights of the network [6]. Using the direct pseudo inverse
adaptation method the ESN is trained in a very efficient way. With regard to these
advantages and considering the targeted application area of the network the ESN is
a fitting candidate. In contrast to for example SVMs used in [8] for the detection of
laughter the ESN incorporates previous features and states for the decision whether
or not a laughter is present, rendering it an ideal approach for online detection tasks.

Fig. 2 Scheme of an Echo
state network

In Figure 2 the scheme of an ESN is shown. The input layer K is fully connected
to the dynamic reservoir M, and M is fully connected to the output layer L. ESNs are
characterized by their dynamic memory that is realized by a sparsely interconnected
reservoir M that is initialized randomly. The connection matrix is normalized to a so
called spectral width parameter α guaranteeing that the activity within the dynamic
reservoir is kept at a certain level. In order to train an ESN it is only necessary to
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adapt the output weights W out using the direct pseudo inverse method computing the
optimal values for the weights from M to L by solving the linear equation system
W out = M+T . The method minimizes the distance between the predicted output of
the ESN and the target signal T . For the detailed algorithm refer to [6].

After training the ESN output is being post processed in order to avoid rapid shifts
between states. Stability is being achieved by several smoothing steps as follows:
First the output is smoothed using a fourth grade Butterworth filter with a cut off
frequency rate of 0.3. If the output exceeds a threshold θ = 0.4 it is counted as a
hit and the output is set to 1, values below are set to 0. After generating this binary
vector a Gaussian filter of a length of 25 is applied in order to get the outputs shown
in the figures in the following section.

5 Experiments and Results

The basis architecture used are the ESNs introduced in Section 4. The ESN consist
of a dynamic reservoir with 1500 neurons that are sparsely interconnected with each
other. The probability for a connection between neuron x and y is 2%. Recursive
connections are also set at the same probability. The last parameter of the ESN that
has to be set is the spectral width influencing the dynamics of the reservoir. The
spectral width α was set to 0.15.

Fig. 3 Fusion Echo state network output after post processing. The blue line corresponds to
the output, blue circles depict hits and red crosses correspond to human labels.
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In a first experiment a 10-fold cross validation was conducted on the speech data
and laughter comprising no speech. The ESN recognizes laughter on each frame
provided by the feature extraction. The knowledge of on- and offsets of utterances
or laughter provided by the labels is not utilized for the classification. An average
error rate of around 13% was achieved by the ESN.

Fig. 4 Close up look to the Echo state network output after post processing. The blue line
corresponds to the output, blue circles depict hits and red crosses correspond to human labels.

In a second series of a 10-fold cross validation the whole dialog is given as input
to the ESN. The classification accuracy was again around 90%. An average misclas-
sification rate of 10.5% was achieved over the 10 folds. The increase in accuracy
can be explained as a result of overlapping training and test data. However, these
percentages are biased as already mentioned before, since the ESN was only trained
on laughter containing no speech and the whole dialog contains laughters that are
labeled together with speech in some cases. Therefore, a more subjective view on
the results is necessary. In Figure 3, the first three parts out of ten of the conversation
are seen. Laughter labels are indicated by red crosses and the output of the ESN af-
ter post-processing as described in Section 4 is displayed in blue. The ESN clearly
peaks most of the time at the labeled laughters. Only a few laughters are omitted
and some are inserted. Furthermore, it is interesting that some labels are quite long,
but only at the end or beginning the ESN peaks as in Figure 4 at around 22000 on
the x axis. In this particular case the laughter in the conversation appears at the end
of the utterance labeled by the human labelers. Therefore, the system could be used
for post-processing of the manual labels and refine them.
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In a the final experiment we made use of the available video data in order to test
the networks performance to detect laughter in a multimodal approach. The avail-
able video data only comprises basic features such as head and body movement for
each speaker and x and y coordinate changes of the head frame by frame. As in-
put we made use of the body and head movement and normalized them for each
speaker towards an average of 0 and variance 1. Using this approach we receive
8 dimensional features at a sampling rate of 10 Hz due to the output of the Viola
Jones face recognition algorithm. In order to be able to use the same ESN archi-
tecture for the movement data we had to adapt the sampling rate of the data. This
is done by simply memorizing the movement ESN output for 5 frames instead of
only one. The final architecture incorporates the output of two separate ESNs in
the two modalities in a weighted sum before post processing steps are taken. After
training in the test phase the outputs are added using different weighting for each
ESN. Thorough testing and considering the coarseness of the video data and the
related bias, resulted in a weighting of 0.7 for the audio related ESN and a weight
of 0.3 for the movement ESN. This fusion is then post-processed as the audio ESN
output in the first two experiments. Using this fusion we obtain less false alarms
and less misses. Therefore, the overall performance got better. However, the result
might not be significantly better since the improvement only resulted in an error of
9%. Further, numerical studies need to be carried out to test statistical significance.
In Figure 5 a comparison of the three ESN modalities speech, movement, and fusion
is given. It is seen that the fusion output is less unstable and calmer in comparison
to the other two. The output for the movement data is the most unstable output and
resulted in around 18% error.

Fig. 5 Comparison between the three possible modalities: (a) fusion approach, (b) speech
only and (c) movement only
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6 Summary and Discussion

The work presented in this paper aims towards the online detection of laughter in
speech. Multi-party natural discourse data was used as data, consisting of three videos
of around 90 minutes in length. The conversations were not restricted by any con-
straints and were therefore as natural as possible, comprising all sorts of gestures,
laughters, and noise sources such as drinking a cup of coffee or people entering
the room. This naturalness of the conversation was supported further by unobtrusive
recording devices placed centrally on the table. The participants themselves were not
wired with any close up microphone nor intimidated by any camera facing them.

This multimodal data was then used in several recognition experiments. Results
comparable to related work were achieved using multimodal data and ESNs. On the
other hand the ESN takes the extracted features covering 200 ms of audio corre-
sponding to the average length of a laughter syllable [9] directly as input. In a series
of experiments in which the task was to detect laughter in a continuous stream of in-
put the ESN compensates the lack of information by memorizing previous decisions
and features and utilizing this information in order to predict upcoming events. The
ESN approach single- and multimodal can be used as a tool for the online recogni-
tion of laughter. The detected laughter may then be used to directly control robots in
human robot interaction scenarios. Since, a robot that may react appropriately in a
timely fashion to laughs or smiles seems more natural than a robot that is incapable
of reacting to such events in real time [12].

For future work we aim towards a method to measure “engagement” in discourse,
which can be applied to measure the quality of interaction between humans as well
as between a human and an artificial agent. Previously recorded data, such as in
[15], will be labeled accordingly and an automatic recognition approach using mul-
timodal data as input to ESN ensembles will be constructed. Since laughter is an
indicator for the positive perception of a discourse element, we consider the detec-
tion of laughter an essential part aiming for the goal of measuring the quality of
interaction, and the degree of interaction, as laughter is one of the main features to
detect participant involvement [10]. An agent that keeps you engaged in a conversa-
tion will be perceived more positive than one that bores you.

Acknowledgements. This research would not have been possible without the generous fund-
ing and the kind support of the German Academic Exchange Agency (DAAD). Furthermore,
the presented work was developed within the Transregional Collaborative Research Cen-
tre SFB/TRR 62 “Companion-Technology for Cognitive Technical Systems” funded by the
German Research Foundation (DFG).

References

1. Campbell, N., Kashioka, H., Ohara, R.: No laughing matter. In: Proceedings of Inter-
speech, ISCA, pp. 465–468 (2005)

2. Campbell, W.N.: Tools and resources for visualising conversational-speech interaction.
In: Proceedings of the Sixth International Language Resources and Evaluation (LREC
2008), ELRA, Marrakech, Morocco (2008)



120 S. Scherer et al.

3. Drullman, R., Festen, J., Plomp, R.: Effect of reducing slow temporal modulations on
speech reception. Journal of the Acousic Society 95, 2670–2680 (1994)

4. Hermansky, H.: Auditory modeling in automatic recognition of speech. In: Proceedings
of Keele Workshop (1996)

5. Hermansky, H.: The modulation spectrum in automatic recognition of speech. In: Pro-
ceedings of IEEE Workshop on Automatic Speech Recognition and Understanding,
pp. 140–147. IEEE, Los Alamitos (1997)

6. Jaeger, H.: Tutorial on training recurrent neural networks, covering bppt, rtrl, ekf and
the echo state network approach. Tech. Rep. 159, Fraunhofer-Gesellschaft, St. Augustin
Germany (2002)

7. Jaeger, H., Haas, H.: Harnessing nonlinearity: Predicting chaotic systems and saving
energy in wireless communication. Science 304, 78–80 (2004)

8. Kennedy, L., Ellis, D.: Laughter detection in meetings. In: Proceedings of NIST ICASSP,
Meeting Recognition Workshop (2004)

9. Knox, M., Mirghafori, N.: Automatic laughter detection using neural networks. In:
Proceedings of Interspeech 2007, ISCA, pp. 2973–2976 (2007)

10. Laskowski, K.: Modeling vocal interaction for text-independent detection of involvement
hotspots in multi-party meetings. In: Proceedings of the 2nd IEEE/ISCA/ACL Workshop
on Spoken Language Technology (SLT 2008), pp. 81–84 (2008)

11. Maganti, H.K., Scherer, S., Palm, G.: A novel feature for emotion recognition in voice
based applications. In: Paiva, A.C.R., Prada, R., Picard, R.W. (eds.) ACII 2007. LNCS,
vol. 4738, pp. 710–711. Springer, Heidelberg (2007)

12. Pugh, S.D.: Service with a smile: Emotional contagion in the service encounter.
Academy of Management Journal 44, 1018–1027 (2001)

13. Scherer, S., Hofmann, H., Lampmann, M., Pfeil, M., Rhinow, S., Schwenker, F.,
Palm, G.: Emotion recognition from speech: Stress experiment. In: Proceedings of the
Sixth International Language Resources and Evaluation (LREC 2008). European Lan-
guage Resources Association (ELRA), Marrakech, Morocco (2008)

14. Scherer, S., Oubbati, M., Schwenker, F., Palm, G.: Real-time emotion recognition from
speech using echo state networks. In: Prevost, L., Marinai, S., Schwenker, F. (eds.)
ANNPR 2008. LNCS (LNAI), vol. 5064, pp. 205–216. Springer, Heidelberg (2008)

15. Strauss, P.M., Hoffmann, H., Scherer, S.: Evaluation and user acceptance of a dialogue
system using wizard-of-oz recordings. In: 3rd IET International Conference on Intelli-
gent Environments, IET, pp. 521–524 (2007)

16. Truong, K.P., Van Leeuwen, D.A.: Automatic detection of laughter. In: Proceedings of
Interspeech, ISCA, pp. 485–488 (2005)

17. Truong, K.P., Van Leeuwen, D.A.: Evaluating laughter segmentation in meetings with
acoustic and acoustic-phonetic features. In: Workshop on the Phonetics of Laughter,
Saarbrücken, pp. 49–53 (2007)



Classifier Fusion Applied to Facial Expression
Recognition: An Experimental Comparison

Martin Schels, Christian Thiel, Friedhelm Schwenker, and Günther Palm

Abstract. In this paper classifier fusion approaches are investigated through numer-
ical evaluation. For this purpose a multi classifier architecture for the recognition of
human facial expressions in image sequences has been constructed on characteristic
facial regions and three different feature types (principal components, orientation
histograms of static images and temporal features based on optical flow). Classi-
fier fusion is applied to the individual channels established by feature principle and
facial region, which are addressed to by individual classifiers. The available combi-
nations of classifier outputs are examined and it is investigated how combining clas-
sifiers can lead to more appropriate results. The stability of fusion regarding varying
classifier combinations is studied and the fused classifier output is compared to the
human view on the data.

1 Introduction and Related Work

Combining classifiers via classifier fusion is a well established technique in pattern
recognition. But in spite of theoretical studies it is not yet known how to best con-
struct a combination of classifiers in general, thus there is still a need of empirical
evaluation for every particular application.

In [12] static and trainable classifier fusion approaches were evaluated regarding
to a multi-modal person verification application. For this, six individual classifiers
were constructed on video and audio data, and experiments were conducted in order
to investigate the impact on accuracy of a rising number of classifiers contributing
to a fused classifier and the effects of fusing classifiers with imbalanced perfor-
mances. It was affirmed that combining complementary classifiers is more effective
than weighting classifiers only by their individual performance. An improvement
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of the classification accuracy was achieved using fusion, but there was no relation
found between an increasing number of experts and a decrease of the error rate.
Furthermore, it was found that static fusion approaches do perform well when the
contributing classifiers perform approximately even, and trainable fusion was able
to incorporate bigger differences of performance. But this behavior is found to be
strongly tied to the quantity and quality of training data.

In [7] several so-called fixed fusion rules were evaluated, applied to a hand writ-
ten digit recognition task. Four different individual classifiers were trained, each
using a different classifier principle. In this study it is was also emphasized, that the
single classifiers’ outputs should produce independent errors to be suitable for clas-
sifier fusion. This could be achieved in this study by using different feature views on
the data or utilizing various classifier principles, which make different assumptions
about the underlying data. Thus the recognition performance could be improved
with respect to the best single classifier in several cases, especially for this applica-
tion the sum rule performed well, which was more deeply examined.

In [8] another experimental evaluation of classifier fusion can be found. The main
scope of this work was the evaluation of Decision Templates, but plenty other ap-
proaches were also addressed. The experiments were conducted on the Satimage
and the Phoneme data set, which are part of the ELENA collection, and six respec-
tively ten individual classifiers were constructed. There was only little improvement
of the combined classifier over the best single classifier and the authors propose that
increasing the independence of the different training sets could lead to a greater ben-
efit from the classifier fusion. But an interesting result of their study is that simple
static fusion rules do well, but not with every data. And even though they report
Decision Templates to be superior in their experiments, they state that there is no
fixed approach, which is to be superior at any application.

The detection and recognition of the user’s emotional state is an important aspect
for the design of more natural interfaces in human computer interaction applica-
tions. In face-to-face interaction of humans hand gestures and facial expressions
convey nonverbal communication cues and therefore the automatic recognition of
such expressions can also play an important role in human computer interaction. In
this paper we focus the recognition of facial expressions. There is a rich body of
literature available on the detection of emotions in human facial expressions, see [4]
for a survey.

The main objective of our study is to investigate and to design ensembles of
classifiers and to study the problem of classifier fusion in this application. Several
fusion approaches are numerically evaluated and the effects of combining different
classifiers with a varying performances are investigated.

2 Classifiers and Classifier Fusion

In the following we give a brief introduction to the SVM and RBF-network clas-
sifiers we use, followed by an explanation of the different approaches for classifier
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fusion. Basically, Support Vector Machines (SVM) are binary classifiers that can
be extended to multi-class SVMs (see [14] for an introduction on SVM). In our
study SVMs implementing the one-against-one decomposition, which is extended
to fuzzy-input fuzzy-output classification are utilized [17].

RBF-Networks are multilayer networks [3, 10], which have distance computing
neurons with a radial basis transfer function in the hidden layer. The parameters of
RBF networks were trained by gradient descent using the RPROP technique [11].

Combining multiple classifiers can produce a more accurate output than a single
one. As mentioned in the introduction an important constraint for an improvement
of the recognition rate is that the ensemble of classifiers should produce independent
errors. This can be achieved by using different feature views of a dataset or by using
different classifier architectures or by utilizing different subsamples of the training
data set.

Classifier fusion approaches, that implement a fixed rule without any training pro-
cedure are called static. In our experiments minimum, maximum, mean and product
rule fusion were evaluated. These fusion rules apply the minimum, maximum, mean
or product operator within the particular classes.

Decision Templates and pseudoinverse solution are examples for trainable fu-
sion approaches [15]. Both mappings are using the following form, implementing
different transformation matrices V i, which is incorporating the confusion matrix
YCT

i of the individual classifiers: z = ∑N
i=1 V iCi(x)T . Here z denotes the fused out-

put and Ci(x) is the output of the i-th classifier for data-vector x. The variable Y
denotes the desired classifier output. For Decision Templates [15] the matrix is
specified as V i = (YY T )−1(YCT

i ). The multiplication of (YY T )−1 with the confu-
sion matrix normalizes it with the number of samples of a class. This formulation
of Decision Templates is equivalent calculating to the means of the classifiers for
each class. Pseudoinverse [15] solution calculates a least-squares linear mapping
from the output of the classifiers to the desired output. The matrix Vi is calculated
as V i = Y lim

α→0+
CT

i (CiCT
i + αI)−1. The limit ensures that the covariance matrix is

always invertible.
We also evaluated a brute force fusion approach: Another SVM is constructed

as fusion layer, which employs inputs the concatenated outputs of the individual
classifiers as input. Do note, that this mapping is not restricted to a linear mapping
as the trainable fusion approaches described above.

3 Data Collection

The Cohn-Kanade dataset is a collection of image sequences with emotional content
[6], which is available for research purposes. It contains image sequences, which
were recorded in a resolution of 640×480 (sometimes 490) pixels with a temporal
resolution of 33 frames per second. Every sequence is played by an amateur actor
who is filmed from a frontal view. The sequences always start with a neutral facial
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Table 1 Confusion matrix of the human test persons against the majority of all 15 votes
(left). The right column shows the share of the facial expressions in the data set (hardened
class labels).

maj.\test pers. hap. ang. sur. disg. sad. fear no. samples

hap. 0.99 0 0 0 0 0.01 105
ang. 0 0.8 0 0.12 0.07 0.01 49
sur. 0.01 0 0.78 0 0.01 0.19 91
disg. 0.01 0.15 0.01 0.67 0.01 0.15 81
sad. 0 0.08 0.02 0.02 0.88 0.01 81
fear 0.01 0.01 0.14 0.27 0.01 0.56 25

expression and end with the full blown emotion which is one of the six categories
“fear”, “happiness”, “sadness”, “disgust”, “surprise” or “anger”.

To acquire a suitable label the sequences were presented to 15 human labelers
(13 male and two female). The sequences were presented as a video. After the play-
back of a video the last image remained on the screen and the test person was asked
to select a label. Thus, a fuzzy label for every sequence was created as the mean
of the 15 different opinions. The result of the labeling procedure is given in Tab. 1,
showing the confusion matrix of the test persons according to the majority of all
persons. It is revealed that the data collection is highly imbalanced only 25 samples
expression “fear” occur in the data set and in addition, this expression could not be
identified by the test persons.

In all automatic facial expression recognition systems first some relevant features
are extracted from the facial image and these feature vectors then utilized to train
some type of classifier to recognize the facial expression. One problem is here how
to categorize the emotions: one way is to model emotions through a finite set of
emotional classes such as anger, joy, sadness, etc, another way is to model emotions
by a continuous scales, such as valence (the pleasantness of the emotion) and arousal
(the level of activity) of an expression [9]. In this paper we use a discrete represen-
tation in six emotions. Finding the most relevant features the definitely the most
important step in designing a recognition systems. In our approach prominent facial
regions such as the eyes, including the eyebrows, the mouth and for comparison
the full facial region have been considered. For these four regions orientation his-
tograms, principal components, optical flow features have been computed. Principal
components (eigenfaces approach) are very well know in face recognition [18], and
orientation histograms were successfully applied for the recognition of hand ges-
tures [5] and faces [16], both on single images. In order to extract the facial motion
in these regions optical flow1 features from pairs of consecutive images have been
computed, as suggested in [13].

1 We were using a biologically inspired optical flow estimator, which was developed by the
Vision and Perception Science Lab of the Institute of Neural Processing at the University
of Ulm [2, 1] .
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4 Experiments and Results

The classification experiments are all executed in the following set-up: For every
distinct combination of feature and region a SVM or a RBF-network operating on
a single frame, i.e. feature of an image or pair of successive images is trained. The
classifiers are optimized using 8-fold cross validation and all the following results
are also 8-fold cross validated. A list of classifiers and the individual performances
for each of these channels can be found in Tab. 2, evidently our classifiers show
rather imbalanced recognition rates concerned to the emotional categories. The
frame-wise results are temporally integrated by taking the average over the deci-
sions 2. These results are then fused into a global result using one of the approaches
presented in Sect. 2.

We evaluate the whole combinatory space, which is given by the 14 available
classifiers, for every fusion approach to study its properties on different feature
combinations. The best results of the fusion steps are noted in Tab. 3, which shows

Table 2 Overview of the individual classifiers ordered by recognition rate. These 14 single
classifiers are the candidates for our classifier fusion experiments.

No. Feature Region Classifier Rec.-Rate (%)

1 Orientation histograms mouth SVM 74.0
2 Orientation histograms mouth RBF 70.3
3 Optical flow face RBF 67.1
4 Optical flow mouth RBF 67.1
5 PCA mouth RBF 65.9
6 PCA face RBF 62.7
7 Orientation histograms face SVM 54.3
8 Orientation histograms face RBF 52.3
9 Optical flow right eye RBF 51.1
10 Optical flow left eye RBF 45.8
11 Orientation histograms right eye RBF 42.3
12 Orientation histograms left eye RBF 41.4
13 PCA left eye RBF 37.9
14 PCA right eye RBF 35.1

also an entry called “oracle” [8]. This is the amount of samples, that is correctly
classified by any classifier. It is of course not one of the proposed approaches for
classifier fusion, but it should give a hint to the potential of the ensemble. With a
value of 98.3 % this measure is quite promising in our case. Comparing the fused
results with the best single classifier shows that nearly every fusion approach leads
to an improvement of the recognition rate. Only the usage of maximum fusion has a

2 It was also considered to to use Hidden Markov Models for this step, which did not turn
out to be feasible.
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Table 3 Fusion results of experiments with static and trainable fusion. Also listed are the
best single machine classifier (compare Tab. 2) and the average performance of the human
labelers against the mean of all labelers and the “oracle” [8].

Fusion approach Rec.-rate (%)

Product rule 83.1
Mean 81.7
Minimum 77.8
Maximum 73.8
Brute force (SVM) 83.6
Pseudoinverse 81.4
Decision-Templates 75.9
Best single classifier 74.0
Average human labeler 81.5
“Oracle” 98.3

negative effect. Applying brute force as fusion method results in a recognition rate
of 83.6 %, which is the highest rate in this study. This even slightly outperforms
the average human test person (81.5 %), as determined in the labeling experiments.
Many static fusion approaches, namely mean fusion and product rule, result in high
recognition rates. Only one of the classical trainable fusion approaches, which are
mainly linear mappings, does only result an acceptable recognition rate: pseudoin-
verse fusion is able to reach up to 81.4 % correctly classified samples, while decision
tables can only slightly improve over the best individual classifier.

To examine the performance on varying combinations, we are sorting the results
by the percentage of correctly classified samples and classifier combination within
the fusion approaches (see Fig. 1). It can be observed that the pseudoinverse ap-
proach outperforms the best individual classifier more often than probabilistic prod-
uct and brute force, which are fusion approaches with higher recognition rates in
Tab. 3. So the training of the pseudoinverse mapping does result in more robust re-
sults and it should be easier to pick a classifier combination for an application. This
observation sustains for this case the claim, that trainable fusion could incorporate
weaker classifiers better [12] because of the training procedure. On the other hand
the brute force fusion approach does result in the highest over-all recognition rate,
but proves to be even more unstable than the simple product rule.

In Tab. 4 (bottom) the confusion matrix of the champion architecture using the
product rule for the classifiers 2, 4, 6, 9 and 10 is displayed. The fused classifier re-
veals a quite similar recognition performance as the human test persons (see Tab. 1),
referring to the particular classes. All the classes except “surprise” and “fear” show
an almost identical performance on the diagonal line of the confusion matrices in
both cases. For the machine classifier the task seems to imply similar difficulties as
for the test persons. It is obvious that our classifier performs only weak for the class
“fear”, similarities can be observed: In both cases this class is confused with classes
“surprise” and “disgust” more often than others.
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Fig. 1 Sorted recognition rates of three selected fusion approaches. Pseudoinverse fusion
does not produce the highest recognition rates of the evaluated approaches, but this mapping
does outperform the best individual classifier more often.

Table 4 Top: Confusion matrix of two classifiers (left: classifier 4; right: classifier 6), which
are contributing to the best classifier architecture (bottom) using probabilistic product (built
out of classifiers 2, 4, 6, 9 and 10). The entries of the matrices are fractions.

true\classif. hap. ang. sur. disg. sad. fear

happiness 0.87 0.1 0.1 0.8 0.3 0.1
anger 0.2 0.59 0.2 0.4 0.29 0.0
surprise 0.1 0.0 0.89 0.4 0.2 0.3
disgust 0.25 0.20 0.7 0.32 0.10 0.6
sadness 0.7 0.20 0.1 0.5 0.67 0.0
fear 0.28 0.4 0.28 0.20 0.8 0.12

true\classif. hap. ang. sur. disg. sad. fear

happiness 0.79 0.2 0.4 0.8 0.4 0.4
anger 0.12 0.53 0.0 0.12 0.22 0.0
surprise 0.9 0.1 0.82 0.3 0.3 0.1
disgust 0.20 0.19 0.2 0.37 0.16 0.6
sadness 0.10 0.15 0.5 0.5 0.64 0.1
fear 0.12 0.0 0.20 0.28 0.16 0.24

true\classif. hap. ang. sur. disg. sad. fear

happiness 0.95 0.01 0 0.04 0 0
anger 0 0.80 0 0.10 0.10 0
surprise 0.01 0 0.97 0 0.01 0.01
disgust 0.17 0.12 0.01 0.63 0.01 0.05
sadness 0.01 0.05 0.04 0.01 0.89 0
fear 0.08 0 0.20 0.32 0.04 0.36
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Table 4 shows also two confusion matrices of classifiers 4 and 6, which are part of
the ensemble forming the third confusion matrix. Now we can exemplarily investi-
gate the possible impact of the fusion procedure: Classifier 4 is found to be superior
to classifier 6 in class “happiness” and “surprise”, but inferior in classes “disgust”
and especially “fear”. In the final fused classifier these results are merged and in all
cases there is a further improvement in all classes.

5 Summary and Conclusion

In this paper we studied various multiple classifier fusion approaches applied to the
classification of human facial expressions. To this end we trained individual classi-
fiers for characteristic facial segments (left and right eye, mouth and full face) and
three feature types. Trainable and static fusion approaches were examined concern-
ing the incorporation of classifiers with different performances. The linear transfor-
mation fusion with pseudoinverse shows at this application greater stability with
respect to the combination of individual classifiers and does also result in high
recognition rates. Brute force and the static fusion rules did provide less stability
even though some of these techniques do deliver a high top recognition rate.

To motivate classifier fusion, the behavior of two individual classifiers was exem-
plarily inspected by analyzing the confusion matrices. The classifiers supplemented
each other by producing different errors and thus the fused classifier is able to reach
a better performance. By comparing the confusion matrix of a fused ensemble to the
confusion matrix of the human test persons a remarkable analogies were observed.
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Impact of Video Source Coding on the
Performance of Stereo Matching

Waqar Zia, Michel Sarkis, and Klaus Diepold

Abstract. In several applications like Telepresence, multi-view video has to be
source coded and transmitted to a location where stereo matching is performed.
The effect of coding strategies on stereo matching techniques is, however, not thor-
oughly studied. In this paper, we present an analysis that demonstrates the impact of
video source coding on the quality of stereo matching. We use MPEG-4 advanced
simple profile to compress the transmitted video and examine the quantitative ef-
fect of lossy compression on several types of stereo algorithms. The results of the
study are able to show us the relation between video coding compression parameters
and the quality of the obtained disparity maps. These results can guide us to select
suitable operating regions for both stereo matching and video compression. Thus,
we are able to provide a better insight on how to trade between the compression
parameters and the quality of dense matching to obtain an optimal performance.

1 Introduction

Telepresence and teleaction (TPTA) is the experience of being present and active at
a location distant from one’s physical location. In this scenario, a teleoperator is a
mobile robot equipped with a stereo camera and is placed at a remote location, see
Figure 1.

The human operator, situated at a different location, interacts in the remote scene
of the teleoperator by means of a generated virtual 3D environment. Audio, video,
haptic, and control communications between the sites enable the virtual immersion
of the human operator in the teleoperator site. The bandwidth limitation of com-
munication channel makes source-coding of all transmitted data necessary. In addi-
tion, constructing the realistic 3D views depicted by the teleoperator involves stereo
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Fig. 1 A typical TPTA
scenario

matching of the multi-view images. Stereo matching requires a significant amount
of computational resources. In TPTA and other similar applications like autonomous
vehicles [4], the processing capacity is quite limited at the site of video capturing.
Therefore, it is necessary that stereo reconstruction is performed at the human oper-
ator site where more resources are available.

To perform stereo matching, it is necessary to first compute some costs among the
possible matches between the images. Then, an energy function is optimized based
on the computed costs. A good survey about this topic is found in [13] while various
published work are available on the Middlebury webpage in [1]. Algorithms based
on dynamic programming (DP) [5, 16] and belief propagation (BP) [7, 17, 10] are
among the most well-known techniques implemented since they can be formulated
for applications where real-time performance is needed [5, 16, 17].

Stereo matching methods usually assume that the quality of the input images is
high. This assumption is unfortunately not valid in a TPTA scenario since match-
ing has to be performed after coding/decoding of the transmitted video content.
Interestingly, video coding standards like MPEG-4 advanced simple profile (ASP)
or H.264/AVC are designed for lossy compression based on human psycho-visual
(HPV) model. The impact of such techniques on the performance of computer vi-
sion algorithms in general and specifically stereo matching is not yet thoroughly
studied.

Much of the work relevant to the transmission of multi-view images in conjunc-
tion with stereo-matching has been done in the area of 3D TV. The 3D TV applica-
tions have much different constraints than TPTA. In contrast to TPTA, the resources
at the transmission end are higher compared to the receiving end. Therefore, the re-
search focus in 3D TV deals with stereo-matching at the transmitting end, e.g. [6, 9].

In this work, we present a study on the performance of stereo matching tech-
niques when the video has been subjected to lossy compression. We model and sim-
ulate the end-to-end system of the combination of video source coding and stereo
matching in TPTA. We evaluate several stereo matching algorithms using diverse
source content under varying compression parameters. We analyze our results to
highlight the impact of source coding of video on stereo matching. The rest of this
paper is divided as follows. We discuss the system architecture in Section 2 with a
detailed description of its individual components. We present the simulation results
in Section 3 followed by some concluding remarks in Section 4.
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2 Evaluation Framework

To evaluate the performance of a stereo matching scheme in TPTA, we developed
the simulation setup shown in Figure 2. The individual components of this test bench
along with their interactions are explained in the sequel. We will conduct the study
on stereo videos since the results can be easily extended for more than two views.

2.1 Framework Components

Test sequences: One of the most suitable test content for stereo matching are the
Middlebury test images [13, 14]. Although these are still images, we can employ
intra-only coding for this content. Such coding is also suitable for minimal com-
plexity as no motion compensation and reconstruction is required at the teleoperator
site.

Fig. 2 Block diagram of the
simulation framework
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Many other sequences associated to multi-view H.264/AVC video coding [8] are
available. However, their content is usually not suited for stereo matching because
they have been captured in medium to dim indoor lighting conditions and have a
significant motion-blur. One commonly used video sequence that we will employ in
our tests is “Vassar” [15]. It has been captured in ambient day light and contain no
discernable motion blur on the boundaries of the moving objects. Another set we
will use is the “Hall” stereo sequence which we captured ourselves [2].

Video encoder: Raw video data needs a large bandwidth when transmitted over a
communication channel. The available video compression algorithms like MPEG-4
ASP or H.264/AVC uses the HPV model to compress the data and are not designed
for computer vision algorithms. Hence, the distortions introduced by this lossy com-
pression will certainly have an impact on stereo matching. This is why it is necessary
and important to visualize the relation between the compression rate of video coding
and the quality of stereo matching.
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In our tests, we select the MPEG-4 ASP since it holds a unique feature of out-of-
loop post-processing (deblocking) filter as opposed to the in-loop deblocking filter
in H.264/AVC. This feature reduces the processing overhead of the encoder signifi-
cantly [12]. We have used the open source codec implementation in our simulations,
available in Xvid [3].

Stereo matching: We use in our tests a variety of stereo-matching techniques. We
have used the method of [5] which is based on DP. Its simple matching costs that
make its application in real-time scenarios like TPTA possible. The second method
is the real-time DP algorithm of [16] that employs the high quality adaptive weight-
ing approach described in [18] to compute the matching costs. Both of these tech-
niques are scanline based. The third method we will test is derived in [7] and is
based on the belief propagation (BP) optimization principle. We choose to test BP
since a lot of research has been done lately to make it applicable in real-time scenar-
ios [17]. As a reference we have also including the Graph Cuts (GC) scheme [11].
Both BP and GC are global techniques.

Performance evaluation: Quantitative evaluation is required for both the received
video sequences and the estimated disparity maps. To measure the quality of the
received video with respect to the uncompressed version, we use the peak signal to
noise ratio (PSNR). To evaluate the quality of the estimated disparity maps from the
compressed images, we use the offline evaluation software of [1]. We measure the
quality using the percentage of bad pixels (PBP) of the reconstructed disparity map.
It is defined for a M × N image as

PBP =
∑M

x=1 ∑N
y=1 f (dx,y, d̂x,y)
M × N

%, f (dx,y, d̂x,y) = 1 if |dx,y − d̂x,y| > C, else 0 (1)

where d̂x,y is the disparity at a pixel location in the reconstructed disparity map from
the compressed images and dx,y is the corresponding disparity in the ground truth.
C is the pre-defined threshold. The PBP is evaluated for the non-occluded (NON
OCCL) regions in the image, to the discontinuity regions (D DISCNT) and to all
the regions (ALL). Note that for the other sequences we used, i.e. “Vassar” and
“Hall”, there are no ground truth disparity maps available. To compute the PBP in
this case, we use the disparity map estimated from the uncompressed video sequence
as a reference instead.

2.2 Simulation Environment

The block diagram of the simulation environment is shown in Figure 2. At the en-
coder, the stereo sequences are rectified using the camera parameters. The MPEG-4
ASP only accepts YUV 4:2:0 at input while the image size must be a multiple of
16 pixels both in height and width. Therefore, the color conversions are done before
coding and the dimensions are matched by padding the image with grey values to
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avoid generating redundant data. The resulting sequences are then fed to a pair of
video encoders. Each of the left and right stereo sequences is allowed half of the
video bandwidth.

At the receiver site, the compressed video streams are decoded to get the recon-
structed video that will be used in stereo matching. Following this, the performance
evaluation is done. The PSNR of the reconstructed video is measured. There can be
two options to evaluate the disparity-maps, determined by whether a known refer-
ence disparity-map (“ground truth”) is available or not. If yes, the ground truth is
used for performance evaluation. In this case, the performance metrics will consist
of the cumulative effect of the coding losses and the algorithm’s own performance
impairment. If ground truth is not available then the disparity-map generated by the
same algorithm is used as a reference, assuming ideal transmission (no video coding
losses). In this case the performance metrics will give the exclusive effect of video
coding losses. In order to make a fair comparison between the two cases, for the
first case, loss-less performance PBPr (quality of the disparity map generated by the
algorithm without any video compression distortion) will also be indicated along
the readings. This curve helps visualizing algorithm’s own performance impairment
in the overall performance impairment curve.

The Lagrangian-based rate-distortion minimization problem for video coding is
as follows. For all the blocks b in a given access unit (e.g. a frame in video se-
quence), the rate (r) distortion (d) minimization problem is defined as

∀b m∗
b = arg min

m∈O

(
db,m + λOrb,m

)
. (2)

The minimization is done for the usable option set O with a Lagrangian multiplier
λO . However, buffering is possible in most applications that allows variations in
rb,m for a given access unit. Hence, multiple solutions of λO exist that satisfy the
constrained minimization. The main target of this study is to understand the rela-
tion between the cost function of RD minimization (d) and that of stereo matching
algorithms. Since both minimizations have different targets and constraints, it is ev-
ident that the two are not linearly related. A single solution to RD minimization for
an access unit is not a sufficient measure to highlight the dependence between the
two cost functions. In order to achieve higher statistical significance, several solu-
tions are achieved by allowing a maximum buffering of 10 ms. The minimization
is started at different blocks within an access unit and is applied to all blocks in a
loop-around fashion. Each different start gives a unique solution. The readings are
then averaged for at least 128 such variants in order to have a high statistical signifi-
cance. In case of still images like the Middlebury data set, an image is continuously
repeated to yield a “video sequence”. The usable option set O in this case con-
sists only intra-coding options since the predictive coding will give no residual data
(nothing to transmit). Intra-only coding for this data set is still relevant for the tar-
get application: no motion estimation/compensation is performed at the transmitting
end and hence this configuration represents the lowest complexity at the teleoperator
site.
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3 Results and Discussion

The framework discussed in the previous section is used for detailed performance
evaluation. From a system design point of view, the error plot versus the bitrate used
to compress a video sequence is most meaningful since the bandwidth is the actual
concern. Since the available video sequences have different dimensions, it is more
meaningful to normalize the transmission bitrate with the pixel transmission rate.
We will designate in the results the algorithm of [5] by SM , the technique of [7] by
BP, the method of [16] by CDP and the scheme of [11] by GC. The parameter C for
calculating percentage of bad pixels was set to 0, since the calculated disparity maps
have integral values and a difference of even one level of disparity might translate
in a large and unacceptable variation of the calculated depth.

For each of the still image set (Middlebury), The percentage of bad pixels (PBP)
will be plotted against the increasing transmission rate. Moreover, PBPr is shown at
the right of each graph, marked as “loss-less”. It should be noted that the coding of
uncompressed video content requires 24 bits/pixel.

The results on “Venus” are shown in Figure 3. It can be seen that below a trans-
mission rate of 0.75 bit/pixel, all the algorithms have a very bad performance. Above
1 bit/pixel, the techniques converge to their best performance. For larger bitrate, GC
shows the best performance, followed by BP, CDP and SM respectively. However,
at low bitrates e.g. at 0.5 bits/pixel, SM is performing similar to BP. Also, unlike
CDP and BP, above 1.5 bits/pixel SM shows no further performance improvement.

Instead of bits/pixel, plotting can be done versus PSNR as shown in Figure 5(a).
This leads to a more direct relation between the performance of stereo matching
and video quality. An interesting observation in this figure is the non-linearity in
the vicinity of 0.5 bit/pixel or approximately 33 dB. This arises because of the non-
linearities in the matching costs used in SM which are based on the interpolation
of pixel discontinuities, see [5]. To emphasize more on that, Figure 5(b) shows
the percentage of false edge detections with increasing bitrate. Ironically, below
0.75 bit/pixel, this percentage starts decreasing. This is due to deblocking filter of
MPEG-4 ASP which kicks-in at low bitrates to smooth out blocking artifacts, and it
is in fact the blocking artifacts that trigger false discontinuities in the matching costs
of SM. This can be explained since the video codec focuses on the HPV model based
on subjective evaluation. At higher bitrates the filter can cause unpleasant blurring
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(a) Performance of SM. (b) Performance of BP. (c) CDP. (d) Performance of GC.

Fig. 3 Results for “Venus”, in the left part of each plot PBP is plotted versus the transmission
rate. The right (smaller) one is the PBPr.
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(a) Performance of SM. (b) Performance of BP. (c) CDP. (d) Performance of GC.

Fig. 4 Results for “Cones”, in the left part of each plot PBP is plotted versus the transmission
rate. The right (smaller) one is the PBPr.
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Fig. 5 (a): Performance of SM on “Venus”. (b): Behavior of internal edge detection parame-
ters of SM versus the video transmission rate.
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Fig. 6 Performance results on “Vassar” in the upper row and “Hall” in the lower row

effect. Keeping in view this HPV consideration, MPEG-4 ASP stops using it for
higher bitrates.

Figure 4 shows the performance of the stereo algorithms on “Cones”. One can
notice that the content of this image is much more challenging for stereo matching
algorithms as compared to “Venus”. The schemes continue to gain some perfor-
mance even above 2 bits/pixel. Still GC seems to perform the best, followed by
CDP, BP and SM respectively. It is interesting to observe that BP performs worse
than CDP even with its parameters set to the values applied in [7]. The results of
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Fig. 7 Rate-Distortion curves for the sequences used

(a) Teddy original. (b) CDP disparity-map (c) CDP disparity-map after
compression

(d) Cones original. (e) CDP disparity-map (f) CDP disparity-map after
compression

Fig. 8 Sample images and disparity maps using CDP

“Cones” were not presented in the aforementioned work. Below 0.5 bits/pixel, both
SM and BP behave in a similar fashion.

The results of the last two video sequences we will be using are shown in
Figure 6. It can be seen in “Vassar” (first row of the figure) that below 0.6 bits/pixel,
CDP shows much superior performance to BP. At the highest bitrate shown here,
the algorithms still seem to gain in performance. It is worth to note that even with
well-tuned parameters, GC performs worst in these sequences. The “Hall” shows
similar results, except that there seems no significant improvement in performance
above 1 bit/pixel. Here as well, GC performs relatively in a poor manner. By looking
at the RD curves in Figure 7, one can see that the curve of “Hall” is almost flattened
above this rate. The difference in the shape of RD curves of “Vassar” and “Hall”
is due to the difference in scene content as well as the RD-minimization algorithm



Impact of Video Source Coding on the Performance of Stereo Matching 139

of the video codec. Also, the content has higher noise compared to the Middlebury
images which are generated in a carefully controlled environment.

For a visual comparison, Figure 8 shows a reference image of “Cones” and
“Teddy” along with the disparity maps achieved by CDP in a lossless scenario. On
the very right is the disparity map obtained with CDP after compression at 33 dB.
This shows some visual artifacts especially in the non-textured regions and around
edges.

4 Conclusion and Outlook

In this study, we have modeled and simulated the video source coding and stereo
matching in a TPTA scenario. MPEG-4 ASP is used for stereo video compres-
sion. Several stereo matching algorithms are evaluated against a variety of video
sequences and coding conditions. A wide range of results were obtained that yield
a few important observations. It can be first concluded that a compression factor of
24 or less in general should be selected to avoid a large performance degradation.
Moreover, CDP shows extremely good performance across the entire transmission
rate spectrum due to the used matching costs. However, it requires far more compu-
tational effort when compared to SM. Detailed analysis also shows that the matching
costs in SM could benefit from the post-processing of MPEG-4 ASP. Unfortunately,
this cannot be done at higher bitrates because of the HPV model considerations.
Global techniques like BP and GC show extremely good performance for carefully
generated low noise content, but noise affects their performance in the most ad-
verse way. As a future work, we will assess the H.264/AVC multi-view codec as a
candidate source coder while addressing its complexity issues.
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9. Karlsson, L.S., Sjöström, M.: Region-of-interest 3d video coding based on depth images.
In: 3DTV-Conf. (2008)

10. Klaus, A., Sormann, M., Karner, K.: Segment-based stereo matching using belief propa-
gation and a self-adapting dissimilarity measure. In: Int. Conf. Pattern Recog. (2006)

11. Kolmogorov, V., Zabih, R., Gortler, S.: Multi-camera scene reconstruction via graph cuts.
In: Heyden, A., Sparr, G., Nielsen, M., Johansen, P. (eds.) ECCV 2002. LNCS, vol. 2352,
pp. 82–96. Springer, Heidelberg (2002)

12. Saponara, S., Blanch, C., Denolf, K., Bormans, J.: The jvt advanced video coding
standard: Complexity and performance analysis. In: Packet Video Workshop (2003)

13. Scharstein, D., Szeliski, R.: A taxonomy and evaluation of dense two-frame stereo
correspondence algorithms. Int. J. Computer Vision 47(1), 7–42 (2002)

14. Scharstein, D., Szeliski, R.: High-accuracy stereo depth maps using structured light. In:
IEEE Conf. Computer Vision and Pattern Recognition, pp. 195–202 (2003)

15. Vetro, A., McGuire, M., Matusik, W., Behrens, A., Lee, J., Pfister, H.: Multiview video
test sequences from merl. ISO/IEC JTC1/SC29/WG11 Document m12077 (2005)

16. Wang, L., Liao, M., Gong, M., Yang, R., Nistér, D.: High quality real-time stereo using
adaptive cost aggregation and dynamic programming. In: Int. Symp. 3D Data Processing,
Visualization and Transmission, pp. 798–805 (2006)

17. Yang, Q., Wang, L., Yang, R., Wang, S., Liao, M., Nistér, D.: Real-time global
stereo matching using hierarchical belief propagation. In: Br. Machine Vision Conf.,
pp. 989–998 (2006)

18. Yoon, K.J., Kweon, I.-S.: Adaptive support-weight approach for correspondence search.
IEEE Trans. Pattern Analysis and Machine Intelligence 28(4), 650–656 (2006)



3D Action Recognition in an Industrial
Environment

Markus Hahn, Lars Krüger, Christian Wöhler, and Franz Kummert

Abstract. In this study we introduce a method for 3D trajectory based recognition
of and discrimination between different working actions. The 3D pose of the human
hand-forearm limb is tracked over time with a two-hypothesis tracking framework
based on the Shape Flow algorithm. A sequence of working actions is recognised
with a particle filter based non-stationary Hidden Markov Model framework, relying
on the spatial context and a classification of the observed 3D trajectories using the
Levenshtein Distance on Trajectories as a measure for the similarity between the
observed trajectories and a set of reference trajectories. An experimental evaluation
is performed on 20 real-world test sequences acquired from different viewpoints
in an industrial working environment. The action-specific recognition rates of our
system correspond to more than 90%. The actions are recognised with a delay of
typically some tenths of a second. Our system is able to detect disturbances, i.e.
interruptions of the sequence of working actions, by entering a safety mode, and it
returns to the regular mode as soon as the working actions continue.

1 Introduction

Today, industrial production processes in car manufacturing worldwide are char-
acterised by either fully automated production sequences carried out solely by in-
dustrial robots or fully manual assembly steps where only humans work together
on the same task. Up to now, close collaboration between humans and machines,
especially industrial robots, is very limited and usually not possible due to safety

Markus Hahn · Lars Krüger · Christian Wöhler
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concerns. Industrial production processes can increase efficiency by establishing a
close collaboration of humans and machines exploiting their unique capabilities. A
safe interaction between humans and industrial robots requires vision methods for
3D pose estimation, tracking, and recognition of the motion of both human body
parts and robot parts.

Previous work in the field of human motion capture and recognition is extensive.
Moeslund et al. [12] give a detailed introduction and overview. Bobick and Davis [2]
provide another good introduction. They classify human motion using a temporal
template representation from a set of consecutive background-subtracted images. A
drawback of this approach is its dependence on the viewpoint.

Li et al. [11] use Hidden Markov Models (HMMs) to classify hand trajectories
of manipulative actions and take into account the object context. In [3] the motion
of head and hand features is used to recognise Tai Chi gestures by HMMs. Head
and hand are tracked with a real-time stereo blob tracking algorithm. HMMs are
used in many other gesture recognition systems due to their ability to probabilis-
tically represent the variations of the training data. Dynamic Bayesian Networks
(DBN) generalise HMMs and are able to consider several random variables [13].
In [14] two-person interactions are recognised with a DBN. The system has three
abstraction levels. On the first level, human body parts are detected using a Bayesian
network. On the second level, DBNs are used to model the actions of a single per-
son. On the highest level, the results from the second level are used to identify the
interactions between individuals.

A well known approach to gesture recognition is the method by Black and Jep-
son [1], who present an extension of the CONDENSATION algorithm and model
gestures as temporal trajectories of the velocity of the tracked hands. They perform
a fixed size linear template matching weighted by the observation densities. Fritsch
et al. [5] extend their work by incorporation of situational and spatial context. Both
approaches merely rely on 2D data. Hofemann [8] extends the work in [5] to 3D data
by using a 3D body tracking system. The features used for recognition are the radial
and vertical velocities of the hand with respect to the torso.

Croitoru et al. [4] present a non-iterative 3D trajectory matching framework
which is invariant to translation, rotation, and scale. They introduce a pose normal-
isation approach which is based on physical principles, incorporating spatial and
temporal aspects of trajectory data. They apply their system to 3D trajectories for
which the beginning and the end is known. This is a drawback for applications pro-
cessing a continuous data stream, since the beginning and end of an action are often
not known in advance.

This paper addresses the problem of tracking and recognising the motion of
human body parts in a working environment, which is a precondition for a close
collaboration between human workers and industrial robots. Our 3D tracking and
recognition system consists of three main components: the camera system, the
model-based 3D tracking system, and the trajectory-based recognition system. As
an imaging system we use a calibrated small-baseline trinocular camera sensor sim-
ilar to that of the SafetyEYE protection system (www.safetyeye.com) which is used
in our production processes to protect human workers.
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t t + Δtt - Δt

Fig. 1 Example of a spatio-temporal 3D pose estimation result

2 The 3D Tracking System

We rely on the spatio-temporal 3D pose estimation and tracking system introduced
in [7], which is based on the Shape Flow algorithm. A spatio-temporal 3D model
of the human hand-forearm limb is used as shown in Fig. 1 (right), made up by a
kinematic chain connecting the two rigid elements forearm and hand. The model
consists of five truncated cones and one complete cone. The Shape Flow algorithm
fits the parametric curve to multiple calibrated images by separating the grey value
statistics on both sides of the projected curve. Fig. 1 illustrates a correspondingly
obtained spatio-temporal 3D pose estimation result. At time step t the projected
contour of the estimated 3D pose is shown as a green curve, while the images at time
steps t ±Δt depict the projected contours inferred from the temporal pose derivative
as yellow curves. To start tracking, a coarse initialisation of the model parameters
at the first time step is required. In the tracking system we apply two instances
of the Shape Flow algorithm. A winner-takes-all component selects the best-fitting
spatio-temporal model at each time step using different criteria. A more detailed
description is given in [7].

3 Recognition System

The working action recognition system is based on a 3D trajectory classification
and matching approach. The tracking stage yields a continuous data stream of the
3D pose of the tracked hand-forearm limb. Our trajectories are given by the 3D mo-
tion of the wrist point. The cyclic sequence of working actions in an engine assem-
bly scenario is known to our system. However, it may be interrupted by “unknown”
motion patterns. The beginning and the end of a trajectory are not known a priori,
which is different from the setting regarded in [4]. To allow an online action recog-
nition in the continuous data stream, we apply a sliding window approach which
enables the system to perform a recognition of and discrimination between human
motion patterns.

Due to the fact that our system is designed for safe human–robot interaction, we
implemented a recognition stage with two levels (Fig. 2). At the first level, the deci-
sion is made whether the human worker performs a known working action (regular
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Fig. 2 The two-level architecture of the safety system
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Fig. 3 Classifiers and smoothed 3D input trajectory. The values in the current sliding window
are marked in red, all others in blue.

mode) or an unknown motion (safety mode) based on a set of trajectory classifiers
(cf. Section 3.1). In the safety mode (level 1), the system may prepare to slow down
or halt the industrial robot. The regular mode (level 2) defines the cyclic working
process performed by the human worker. It is implemented as a HMM in which the
state is continuously estimated by a particle filter, where the particle weights are com-
puted with the trajectory classifiers described in Section 3.1 and a trajectory matching
approach based on the Levenshtein Distance on Trajectories (LDT) measure [6].

3.1 Trajectory Classifiers

The state of system level 1 according to Fig. 2 is determined by a set of classifiers
based on features extracted from the trajectory data in the sliding window. In a pre-
processing step, noise and outliers in the trajectory data are reduced by applying a
Kalman Filter based smoothing procedure [4]. The kinematic model of the Kalman
Filter is a constant-velocity model. Fig. 3 (left) depicts the smoothed 3D trajectory
(blue) and the 3D points (red) in the current sliding window of size W = 8 time
steps. We apply two second-order polynomial classifiers and a Mahalanobis dis-
tance classifier [15] in a hierarchical manner (cf. Fig. 3). We found experimentally
that a polynomial classifier is favourable for classifying transfer motion patterns and
working actions based on small training sets (cf. Section 4), while distance-based
classifiers turned out to be too restrictive for these tasks when applied to our large
test set. The Mahalanobis distance classifier was used for post-processing the out-
puts of the polynomial classifiers. At time step t the current input trajectory Zt with
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Zt =
[
(X(t−W+1),Y(t−W+1),Z(t−W+1))

T , . . . ,(Xt ,Yt ,Zt )T ]
, (1)

consisting of the last W elements of the continuous data stream, is used to extract
features to which the set of classifiers is applied as described in the following.

Motion patterns occurring between two working actions (here denoted by “trans-
fer motion”) are recognised by a polynomial classifier using two features, (i) the
travelled distance along the trajectory and (ii) the maximum angle between two
consecutive motion direction vectors in the sliding window. The output discrimi-
nant vector dtrans of this classifier consists of the two classes “transfer motion” and
“no transfer motion”. Normalisation yields the transfer discriminant vector d̃trans of
unit length with components in the interval [0,1].

Since it is known where the worker has to tighten a screw or to fit a plug, the
second polynomial classifier is used for recognising working actions by incorporat-
ing spatial context for the actions “tighten screw 1”, “tighten screw 2”, “clean” and
“plug”. These 3D positions are constant across the sequence and are obtained based
on the known 3D pose of the engine. As features, the polynomial classifier for work-
ing actions uses the minimum distance in the sliding window to the 3D position of
(i) screw 1, (ii) screw 2, (iii) the area to be cleaned, and (iv) the position where to fit
the plug. Normalisation yields the working action discriminant vector d̃work.

The Mahalanobis distance classifier is applied to the result of the polynomial
classifier for working actions and decides whether the recognised working action
is a known one, since such motion patterns can only occur close to the 3D object
associated with that action. The classifier applies a winner-takes-all approach to the
discriminant vector d̃work and performs a comparison between the training data and
the measured distance to the 3D object associated with the winner class. The result
is the normalised discriminant vector d̃known.

Based on the normalised discriminant vectors of the three classifiers, which are
given by

d̃trans =
(

d̃trans

1 − d̃trans

)
, d̃known =

(
d̃known

1 − d̃known

)
, d̃work =

⎛

⎜⎜
⎝

d̃screw1

d̃screw2

d̃clean

d̃plug

⎞

⎟⎟
⎠ , (2)

an overall discriminant vector doutput for the six classes “unknown”, “transfer”,
“screw 1”, “screw 2”, “clean”, and “plug” is determined, which is given by

doutput =

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎝

dunknown

dtrans

dscrew1

dscrew2

dclean

dplug

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎝

1 − d̃known

d̃known · d̃trans

d̃known · (1 − d̃trans) · d̃screw1

d̃known · (1 − d̃trans) · d̃screw2

d̃known · (1 − d̃trans) · d̃clean

d̃known · (1 − d̃trans) · d̃plug

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

. (3)

Finally, normalisation of doutput to unit length yields the classification vector d̃output.
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3.2 Recognition of the Sequence of Working Actions

The decision whether the system is in safety mode or in regular mode is made based
on the first discriminant value d̃unknown of the normalised output discriminant vector
d̃output and the matching accuracy of the particle weights in system level 2, where the
observed trajectories are analysed with respect to the occurrence of known working
actions.

Similar to [11] we apply a particle filter based non-stationary HMM matching in
order to recognise the sequence of working actions. The HMM of system level 2
(Fig. 2) is derived from the known cyclic working task, defined by a parameter set
λ = (S,A,B,Π):

– S = {q1, . . . ,qn}, the set of hidden states;
– A =

{
ai j,t |ai j,t = P(qt = s j|qt−1 = si)

}
, non-stationary (time-dependent) transi-

tion probability from state si to s j;
– B =

{
bi,k|bi,k = P(ot = vk|qt = si)

}
, probability of observing the visible state vk

given the hidden state si;
– Π = {πi|πi = P(q1 = si)}, initial probability of state si.

We assigned a set of reference trajectories to each hidden state {q1, . . . ,qn} based
on the associated working action. Our system relies on a small number of reference
trajectories which are defined by manually labelled training sequences. To cope with
different working speeds, the defined reference trajectories are scaled in the tempo-
ral domain (from −20% to +20% of the total trajectory length).

Similar to [11] the CONDENSATION algorithm [9] is used to estimate the state
of the HMM based on temporal propagation of a set of N weighted particles:

{
(s(1)

t ,w(1)
t ), . . . ,(s(N)

t ,w(N)
t )

}
with s(i)

t =
{

q(i)
t ,φ (i)

t

}
. (4)

The particle s(i)
t contains the hidden state q(i)

t and the current phase φ (i)
t in this hid-

den state, where the phase indicates the fraction by which the working action has
been completed. The resampling step reallocates a certain fraction of the particles

with regard to the predefined initial distribution Π . The weight w(i)
t of a particle

is calculated according to w(i)
t = p(ot |s(i)

t )/∑N
j=1 p(ot |s(i)

t ), where p(ot |s(i)
t ) is the

observation probability ot given the hidden state q(i)
t and its phase φ (i)

t . The prop-
agation of the weighted particles over time consists of a prediction, selection, and
update step.

Select: Selection of N − M particles s(i)
t−1 according to their respective weight w(i)

t−1
and random distribution of M new particles over all other states in the HMM.

Predict: The current state of each particle s(i)
t is predicted based on the selected par-

ticles, the HMM structure (Fig. 2), and the current phase φ (i)
t . The transition proba-

bilities A are not stationary but depend on the current phase φ (i)
t of the particle. The

phase is always restricted to the interval [0,1]. A high phase value indicates that the
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reference trajectories are almost traversed and that there is an increased probability
to proceed to the next state.

Update: In the update step, the weights of the predicted particles are computed
based on the discriminant vector d̃output derived from the classifiers and a trajectory

matching based on the LDT measure [6]. To compute the weight w(i)
t of a parti-

cle s(i)
t , the 3D data Zt in the current sliding window are matched with the current

sub-trajectory of all reference trajectories of the hidden state q(i)
t . The current sub-

trajectory in a hypothesis trajectory is defined by its phase φ (i)
t and length W . The

weight is given by the LDT measure of the best matching reference trajectory mul-
tiplied by the discriminant value in d̃output associated with the corresponding action

class of the hidden state q(i)
t . It is possible that the same working action is performed

at different positions in 3D space, e.g. tightening a screw at different locations of the
engine. Hence, the trajectories are normalised w.r.t. translation, rotation, and scal-
ing. For this purpose we apply the quaternion-based approach introduced in [10].

The set of weighted particles yields a likelihood at each time step for being in the
specific working action states of the HMM (cf. Fig. 4 (bottom) for an example
sequence).

4 Experimental Evaluation

The system is evaluated by analysing 20 trinocular real-world test sequences ac-
quired from different viewpoints. The time interval between subsequent image
triples acquired with our small-baseline trinocular camera sensor amounts to Δt =
71 ms. These sequences contain working actions performed by eight different test
persons in front of a complex cluttered working environment. Each sequence con-
tains at least 300 image triples. The distance of the test persons to the camera system
amounts to 2.2–3.3 m. Each sequence contains the working actions listed in Table 1,
where all actions are performed with the right hand. All sequences were robustly
and accurately tracked at all time steps with the spatio-temporal 3D tracking system
described in Section 2.

Only two sequences, each comprising 400 image triples, in which the working
actions are performed by two different individuals, are used for training the system.
These two individuals (teachers) are well trained while all other test persons are
less well trained since they were shown the actions by the teachers only once in
advance. This teacher-based approach is motivated by our application scenario, in
which workers are generally trained by only a few experts.

We assigned ground truth labels manually to all images of the training and test
sequences. All results are obtained with a total number of N = 500 particles and
M = 100 uniformly distributed particles. The computation time of our Matlab im-
plementation of the recognition system is around 1 frame per second on a Core 2
Duo with 2.4GHz.
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Table 1 Recognition results on our set of 20 test sequences

tightening screw1 tightening screw2 cleaning plugging

Total [#] 26 23 28 32
Correct [#] 24 21 27 30
Duplicate [#] 1 2 9 0
Deletion [#] 2 2 1 2
Substitution [#] 0 0 0 0
Insertion [#] 0 2 1 1
Recognition rate [%] 92.3 91.3 96.4 93.8
Word error rate [%] 7.7 17.4 7.1 9.4
Delay begin, mean [ms] 216 777 1102 364
Delay begin, std [ms] 902 702 1753 666
Delay end, mean [ms] 442 246 −1180 239
Delay end, std [ms] 1076 588 1500 319

Table 1 shows that the system achieves average action recognition rates of more
than 90% on the test sequences. The relatively large number of duplicates for the
cleaning action is due to the erroneous recognition of short transfer phases during
these actions as a result of fast motion. The recognition errors can be ascribed to
tracking inaccuracies and to motion patterns that differ in space and time from the
trained motion patterns. Higher recognition rates may be achieved by using more
training sequences, since the scaling in the temporal domain of the reference tra-
jectories is not necessarily able to cope with the observed variations of the motion
patterns. The average word error rate, which is defined as the sum of insertions,
deletions, and substitutions, divided by the total number of test patterns, amounts to
about 10%. Our recognition rates are similar to those reported by Croitoru et al. [4]
and Fritsch et al. [5]. Segmented 3D trajectories are used in [4], which is different
from our approach, while the method described in [5] relies on 2D data and is not
independent of the viewpoint. A precise and stable 3D tracking is essential for our
approach since the 3D positions associated with the working actions are separated
from each other by only a few decimetres.

On the average, our system recognises the working actions with a delay of several
tenths of a second when compared to the manually labelled ground truth, except for
the cleaning action which is typically recognised by about one second earlier (neg-
ative mean delay). The standard deviations of the delays are typically comparable
to or larger than their mean values. One should keep in mind, however, that our
manually assigned labels are not necessarily perfectly accurate.

Beyond the recognition of working actions, our system is able to recognise distur-
bances, occurring e.g. when the worker interrupts the sequence of working actions
by blowing his nose. The system then enters the safety mode (indicated by high
values of d̃unknown in Fig. 4 (top)) and returns to the regular mode as soon as the
working actions are continued.
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Fig. 4 Recognition of working actions for an example sequence. Top: Normalised classifier
output d̃unknown. Middle: Last five components of the output d̃output (red: screw 1; black:
screw 2; green: clean; brown: plug; blue: transfer). Bottom: Final action recognition result
compared to ground truth (GT).

5 Summary and Conclusion

In this study we have introduced a method for 3D trajectory based recognition of and
discrimination between different working actions. The 3D pose of the human hand-
forearm limb has been tracked over time with a two-hypothesis tracking framework
based on the Shape Flow algorithm. Sequences of working actions have been recog-
nised with a particle filter based non-stationary HMM framework, relying on the
spatial context and a classification of the observed 3D trajectories using the LDT as
a measure for the similarity between the observed trajectories and a set of reference
trajectories. An experimental evaluation has been performed on 20 real-world test
sequences acquired from different viewpoints in an industrial working environment.
The action-specific recognition rates of our system correspond to more than 90%,
where the actions have been recognised with a delay of typically some tenths of a
second. Our system is able to detect disturbances, i.e. interruptions of the sequence
of working actions, by entering a safety mode, and it returns to the regular mode as
soon as the working actions continue.
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An extension of the recognition system to more actions is straightforward. The
HMM then needs to be extended by adding new working actions, the classifiers need
to be re-trained, and the number of particles should be increased, since the required
number of particles scales linearly with the number of actions. Future work may
involve online learning of reference trajectories and the definition of a more complex
interaction scenario with several human workers and industrial robots. In a such a
scenario the usage of more complex DBNs would be appropriate.
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Investigating Human-Human Approach and
Hand-Over

Patrizia Basili, Markus Huber, Thomas Brandt, Sandra Hirche, and Stefan Glasauer

Abstract. Humans interact safely, effortlessly, and intuitively with each other. An
efficient robot assistant should thus be able to interact in the same way. This re-
quires not only that the robot can react appropriately to human behaviour, but also
that robotic behaviour can be understood intuitively by the human partners. The
latter can be achieved by the robot mimicking certain aspects of human behaviour
so that the human partner can more easily infer the intentions of the robot. Here
we investigate a simple interaction scenario, approach and hand-over, to gain bet-
ter understanding of the behavioural patterns in human-human interactions. In our
experiment, one human subject, holding an object, approached another subject with
the goal to hand over the object. Head and object positions were measured with
a motion tracking device to analyse the behaviour of the approaching human. In-
teraction indicated by lifting the object in order to prepare for hand-over started
approximately 1.2 s before the actual hand-over. Interpersonal distance varied con-
siderably between subjects with an average of 1.16 m. To test whether the be-
havioural patterns observed depended on two humans being present, we replaced in
a second experiment the receiving subject with a table. We found that the behaviour
of the transferring subject was very similar in both scenarios. Thus, the presence
of the receiving subject plays a minor role in determining parameters such as start
of interaction or interaction distance. We aim to implement and test the parameters
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derived experimentally in a robotic assistant to improve and facilitate human-robot
interaction.

1 Introduction

According to the human-centered approach to robotics, efficient human-robot inter-
action can be achieved by the robot mimicking crucial aspects of human behaviour
[5]. This enables the human partners to intuitively infer the intentions of the robot
and thus to predict its further actions. An interaction between humans can be de-
scribed by a set of algorithms which allow a natural, effective and safe interaction.
For a robot, this set needs to be specified. The aim is therefore to define and to imple-
ment mathematical models derived from human-human experiments in autonomous
robots. Here we aim to quantitatively describe one aspect of human interaction
with the goal to implement the results in the robotic system presented in [2] (see
figure 1). Until now, several studies were done on human-robot interaction [1],[3],
[4], [9]-[15] but only few of them [3],[9],[10],[12] were based on the analysis of
human-human experiments. Our previous investigations on a simple hand-over sce-
nario [9] demonstrated that human-robot interaction can indeed be improved sig-
nificantly by implementing simple modifications to the robot behaviour such as
human-like motion profiles following a minimum-jerk trajectory. Here, we extend
our investigation to the approach phase preceding the hand-over. The case of a robot
approaching a person for interaction has been investigated previously by others
([4],[11],[13],[15]), but the main parameters for the interaction, such as interper-
sonal distance, were usually taken from results presented by the anthropologist T.E.
Hall [6] in the 1960’s. According to Hall, the distance between humans in an in-
teraction depends on their emotional relationship and cultural background. In order

Fig. 1 Human-robot interaction scenario
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to test these findings and to possibly define better human approach criteria, we in-
vestigated two experimental setups. In the first setup, one person, the transferring
subject, walked towards a standing person, the receiving subject, to hand over an
object. In the second setup, the receiving subject was replaced by a table.

2 Methods

2.1 Experimental Setup

We measured hand movements in human subjects during an approach and hand-over
task using a motion tracking system (IS-600 Mark 2, InterSense Inc., USA), which
tracks the position of wireless sensors using infrared and ultrasound signals. The
size of the tracking area was 3m x 6m in the middle of a room of 38m2. We tested
26 pairs of subjects (6 female, 20 male, all right-handed). Each pair of subjects
performed 4 consecutive trials. The item to be handed-over was a half full 0.5L
plastic bottle with a height of 17 cm and a diameter of 10 cm with a weight of 210
g. Each subject served once as a standing person (receiving subject, R), and once
as an approaching person (transporting subject, T). R and T were placed on pre-
defined positions with a distance of 4.2 metres between them. R was instructed to
stand on her position aware that T will give her an object. T was told to walk from
the specified starting position towards R in order to deliver the bottle. Neither the
speed nor the approaching path towards R was specified in order not to affect the
natural behavior of T. The head position and orientation of the approaching person
T was recorded by the tracking system by placing a 6-DOF sensor on a helmet
carried on T’s head. An additional tracking sensor, representing T’s hand position,
was placed on the item which was handed over (see figure 2). The head position of T
was sampled with 150 Hz, the hand/object position with 20-50 Hz due to technical
limitations of the tracking system. The recording of the data during each trial started
with T already holding the object in his hand and finished when both R’s and T’s
hands were on the object.

In a second setup the standing person R was replaced by a table. Here, 24 subjects
were tested (6 female and 18 male, all right-handed). All subjects also participated
in the first experiment. In this second scenario, T had to place the object on the
table, which had a height of 1.2-1.3m that was individually derived from the first
experiment in order to match the height of the hand-over in the first experiment.
The table was placed in the same position as R in the first experiment. T received
the instructions to go from the same starting position, as in the previous experiment,
towards the table and to put the item on a specified position on the table. A tabletop
of about 0.1x0.1m2 assured a well-defined position for placing the object (the same
bottle as in experiment 1).
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Start of Interaction Handover

TT R

Object

Object

d1

d2

d3

d4

Fig. 2 Approach and handover scenario. The red circles denote the location of the tracking
sensors. The depicted distances d1, · · · ,d4 are described in table 2 in section 3 for the human-
human interaction scenario (left column).

2.2 Data Analysis

The approach and hand-over interaction was analysed off-line by deriving several
parameters from the measured raw data using Matlab (The Mathworks, Natick,
MA). The time and interpersonal distance of the start of the interaction was defined
as the start of the hand movement in subject-coincident co-ordinates by employing
a rule-based approach. The start of the interaction was determined as follows: 1)
search backward, starting with the handover, for a maximum of T’s vertical hand
velocity, 2) from there, search backward for the first minimum in T’s vertical hand
position. This minimum was considered as start of interaction. Usually, it coincided
with the time when the distance between T’s head and T’s hand started to increase
rapidly (see figure 3).

Furthermore, the distance between T and his hand at the handover, the distance
between R and T’s hand at the handover, the interpersonal distance between T and R
at the handover, and T’s head and hand speed at the handover were determined. The
same parameters were derived for the second scenario in which R had been replaced
by a table. For statistical analysis, we used F-tests to compare variability, paired
t-tests to compare means, and unpaired t-tests to compare against zero. A signifi-
cance level of 0.05 was adopted in all tests.

3 Results

Figure 4 shows two representative examples of head and hand trajectories in top
view. Since both subjects were facing each other at the start of each trial, the tra-
jectories recorded for the approaching subject T are close to straight lines [7]. The
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sinusoidal deviations of the head are caused by the human locomotor pattern, which
leads to lateral head deviation with each step.
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Fig. 4 Two examples of T’s head (magenta) and hand (blue) trajectory for the approach
and hand-over. Movement direction is from left to right. Corresponding points in time are
connected by lines (cyan).

The results depicted in figures 5 and 6 show that the hand-over position is lo-
cated closely to the midpoint between T and R, as found previously for hand-
over between sitting subjects [8], although shifted slightly but significantly (t-test,
p<0.05) to the right side (all the probands were right-handed). When expressed in
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interaction-related coordinates (right sides of figures 5 and 6), a significant (F-test,
p<0.05) decrease of the variability of the X coordinate of the hand-over position
was observed (see also table 1).The interaction-related coordinates are computed by
re-expressing the handover position with respect to the mid-position between T and
R for each trial.
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Fig. 5 Left: side view (XZ) of handover positions; the blue circles represent the average
position of the head markers of the 26 transferring (T) subjects, the red circles those of the
receiving (R) subjects. The purple crosses indicate the mid points between T and R, and the
grey dots the handover positions. Right: handover positions redrawn relative to the midpoint
between R and T as new origin.
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Fig. 6 Top view (XY) of handover positions, same data and same presentation as in figure 5.
As seen in the right plot, the lateral position of the handover deviates slightly but significantly
to the right side of the receiving subject. Note different axis scaling.

Table 1 Average and standard deviation of the hand-over position in a global and in an
interaction-related coordinate system (N = 26 subjects))

Global coordinates [cm] Interaction-related coordinates [cm]

Mean X=179.38 Y=3.6 Z=140.78 X=3.88 Y=3.23 Z=-35.77
Standard Deviation X=13.14∗ Y=5.33 Z=5.37 X=8.09∗ Y=3.82 Z=6.22

∗ Variance significantly different (F-test).



Investigating Human-Human Approach and Hand-Over 157

Figure 7 shows examples of velocity profiles together with the corresponding
height over ground for head and hand. The sinusoidal motion reflects the human
locomotor pattern. Head velocity follows a bell-shaped curve: the experiment starts
when T is still standing, then the speed increases while T approaches R, and finally
the speed decreases until the handover. However, even at the actual handover (coin-
ciding with the stop of the measurement, see 2.1), T’s head and hand are still moving
with a moderate speed. That means, the approaching person stops walking after the
standing person has taken over the object. At the handover, T’s head and T’s hand
had an average speed of 30 cm/s and 12.5 cm/s, respectively.
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Fig. 7 Examples of velocity profiles and corresponding z-position (height) of head and hand.
Hand velocity is expressed with respect to the head.

The results of the second scenario, in which the receiving subject R was replaced
by a table, revealed very similar results. Table 2 compares the average values (±SD)
of the most relevant parameters for the human-human interaction scenario (left col-
umn and figure 2) and the table scenario (right column). For the comparison, data
were expressed relative to the handover position for experiment 1 and relative to the
table position in experiment 2. A significantly different result was only found for
the average peak hand velocity, which was faster in the interaction scenario.

Table 2 Average parameters (±SD) from the two experiments. Left: Interaction scenario;
Right: Table scenario. d1 and d3 do not occur in the table scenario but these are still relevant
for robotic applications. See figure 2 in section 2.1.

Parameter Interaction (N = 26) Table (N = 24)

d1: Distance of T-R at start of handover [cm] 216,768±41.95
d2: Distance between T at handover initiation and handover
position [cm]

160.6±22.45 157.13±25.97

d3: Interpersonal distance at handover [cm] 116.02±19.15
d4: Distance between T and object at handover [cm] 64.68±8.73 69.19±13.27
Time between initiation and handover [s] 1.24±0.28 1.27±0.28
Peak head velocity of T [cm/s] 128.91±8.96 133.71±13.55
Peak hand velocity of T (relative to head) [cm/s] 84.8±22.56 ∗ 114.71±35.95 ∗

∗ significantly different values for both scenarios (p<0.05).
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The similarity of both experiments became even more evident when considering
not only the average values, but comparing subject by subject. Figure 8 shows that
the distance between T and the object at handover correlates significantly with the
distance between T and the table at the moment of placing the object. Similarly, the
distance at which the action is initiated, that is, the lifting of the hand for handover
or placing starts, is correlated significantly in both scenarios.
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Fig. 8 Correlations between comparable parameters (see also table 2) in both scenarios. Dots
represent values from one subject. X-axes: data for handover interaction from T to R, y-axis:
data for placing of an object on a table by T.

We further analysed whether the final distance between both subject depended
on the height and/or armlength of T and/or R. However, no significant correlations
between the interpersonal distance at the handover and the height or armlength of
the subjects were found.

3.1 Discussion

The present results show that approach and handover are smooth and dynamic ac-
tions with the different parts blending into each other. For example, the handover
is initiated by lifting the object well in advance of the actual object transfer. The
transfer itself happens while the transferring person is still moving, and, therefore,
the approaching person T stops walking after the standing person R has grasped
the object. The object transfer occurs at the midpoint between both subjects, thus
confirming our earlier results for handover between two sitting subjects [8].

Our second experiment, in which the receiving person was replaced by a table,
showed that not only the approach phase for handover or placing the object were
very similar, but that even parameters such as distance between head and hand dur-
ing handover are correlated with the respective parameter while placing the object
on a table. That suggests that the large inter-individual differences for certain pa-
rameters did not depend on the second, receiving person being present, but were
inter-individual preferences, which only depend on the transferring person. While
previous work by other groups, e.g. [11], used results from the work of Hall [6]
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on social interaction to determine factors such as distance between subjects during
interaction, our results suggest that, at least in a socially homogeneous group of
subjects such as the one used here, additional social factors play a negligible role
and the inter-individual variability in hand-over distance represent individual prefer-
ences for action in general. The only parameter which turned out to be significantly
different between handover and placing an object was the peak hand velocity of the
transferring subject, which was smaller for handover (see Table 2). We assume that
during handover, a more accurate placement is required than when placing the ob-
ject on the stationary table. This is in accordance with Fitts’ law, which predicts a
slower peak velocity for the smaller target [16].

However, even though the motion of the transferring subject is astonishingly in-
dependent of a receiving subject being present, the smooth progress of the handover
from early lifting to actual transfer makes it easy for the receiving subject to infer
the intention of the transferring partner. Moreover, the final position of the han-
dover is determined by the end position of the transferring subject, and can, due to
the smooth velocity trajectory during deceleration, be well predicted by the receiver.
Even though we have so far only tested frontal approach, other work [7] has convinc-
ingly shown that goal-directed locomotor trajectories follow a maximal-smoothness
constraint. Thus, as in the handover itself, where smooth hand trajectories are of im-
portance for intention recognition [9], a smooth locomotor trajectory may be critical
for seamless approach and hand-over.

Finally, we would like to point out that several of the present results are directly
transferable to the robot. For instance, one can implement in the robot the distance
to the receiver when the interaction starts and in addition the handover position. Yet
the most important point is possibly that the approach, the start of the interaction by
lifting the object appropriately, and the final handover are all performed smoothly
and, in part, in parallel instead of being separate and successive motor programs.
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Modeling of Biomechanical Parameters Based
on LTM Structures

Christoph Schütz, Timo Klein-Soetebier, and Thomas Schack

Abstract. Previous studies concerned with the interaction of cognition and biome-
chanics demonstrated correlations between ‘global’ parameters of a movement (e. g.
duration) and the cognitive representation structure in long term memory. We asked
if more ‘local’ biomechanical parameters (i. e. postures) are integrated into such a
representation structure as well. To this end, the movement kinematics and repre-
sentation structures of table tennis experts were measured for the forehand backspin
serve and combined in a multilinear regression model. Results show that a few se-
lected parameters of the ball’s flight can be predicted with good accuracy, while
task-relevant posture parameters cannot. Thus, the measurement of cognitive rep-
resentation structures cannot be used for the joint angle modeling of movement
kinematics.

1 Introduction

Each interaction with a three-dimensional environment requires a series of transfor-
mations between sensory and motor coordinate systems. Several of these transfor-
mations involve one-to-many mappings, which, in theory, create an infinite number
of possible movement kinematics [7]. Experimental observations have demonstrated
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that, for a reasonably large class of movements, a number of kinematical parameters
tend to remain invariant [5][3]. To create such a reproducible behaviour, the central
nervous system has to reduce the redundant degrees of freedom that occur from the
neural signal to movement kinematics [1].

Optimisation theory [7] and motor control strategies [18] provide means to
impose constraints onto the movement selection system. Alternative approaches,
which focus on the output part of the motor system, are the coupling of multiple de-
grees of freedom into ’functional synergies’ [11][12] and the ’equilibrium point’ hy-
pothesis [10]. Latash states that only the terminal posture of a movement is imposed
onto the musculoskeletal system, which then converges towards this set ’equilibrium
point’ based on feedback [10]. From a cognitive point of view, the representation of
the terminal posture of a movement is much simpler than the representation and
control of the complete movement dynamics [6][17].

According to Schack [19], such movement representations are organised and
stored in long term memory (LTM) by way of their anticipated effects. Output pat-
terns of motor commands are triggered with regard to the cognitive reference struc-
ture. Bernstein [1] and Hoffmann [4] hypothesised that concepts are of particular
significance for the formation of such perceptual-cognitive motor representations.
With reference to this work, Schack [22][21] proposed that representation struc-
tures are organised as hierarchical frameworks of ’basic action concepts’ (BACs).
Each BAC integrates functional and sensory features of a movement event [25].
Its position in the multidimensional feature space is measured with the structural
dimensional analysis-motoric (SDA-M [9][20]). Based on the Euclidean distances
between the BACs in feature space, a hierarchical representation of the LTM struc-
ture can be created.

The representation structures serve as cognitive references for the creation of
motor patterns [19]. In order to realise anticipated movement effects, the motor sys-
tem has to possess an inverse model of the movement [8]. Therefore, some biome-
chanical parameters of the movement have to be embedded into the representation
structure [27]. Jeannerod [6] and Rosenbaum [17] state that at least the terminal
posture of a movement has to be represented. A previous study by Schack [19]
demonstrated correlations between biomechanical parameters of a movement and
the according LTM structures. One shortcoming of the study was the fact that only
’global’ movement parameters (e. g. duration) were investigated. We asked if more
’local’ biomechanical parameters (i. e. postures) are also integrated into the repre-
sentation structure of complex movements.

To address this question, we measured movement kinematics and representation
structures of expert table tennis players. Previous studies in table tennis demon-
strated performance and accuracy differences between experts and novices [16] and
analysed activity structures of expert table tennis players during a match [23]. To
the best of our knowledge, the LTM structures of table tennis players have not been
investigated. The forehand backspin serve, used in the present study, is well suited
for a lab environment. It is similar in complexity to the tennis serve, that has been
successfully analysed with the SDA-M before [21].
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2 Experimental Design

2.1 Participants

Nine expert table tennis players (male, average age 22.5 years, average expertise
9.1 years) participated in the experiment. Eight participants were right handed and
one was left handed (self-report). Participants characterised themselves as neuro-
logically healthy and were nave to the purpose of the study. Before the experiment,
each participant provided his informed consent and read a detailed set of instruc-
tions concerning the required task. In addition, the LTM structure of a high-level
expert (male, age 26 years, expertise 20 years, 2nd Bundesliga) was measured as a
reference structure.

2.2 Biomechanical Analysis

A. Experimental procedure

Twenty spherical retro reflective markers (diameter 14 mm) were attached to bony
landmarks on the arms and thorax of the participant (see Table 1). Three additional
markers were attached to the racket, defining the racket plane. The table tennis balls
(38 mm diameter) were coated with retro reflective material, resulting in a ball di-
ameter of 40 mm.

Movement data was recorded using an optical motion capture system (Vicon Mo-
tion Systems, Oxford, UK) consisting of 6 MX-3+ CCD cameras with 200 Hz tem-
poral and approximately 0.5 mm of spatial resolution. Cartesian coordinates of the
markers and the ball were calculated from the camera data via triangulation. Marker
trajectories were manually labeled in Vicon Nexus 1.1 and exported to a c3d-file for
post processing.

Two calibration movements for each arm were recorded, one in the horizontal
plane and one in the frontal plane. The participant was positioned in front of a cus-
tom table tennis table (2.74 m long, 1.525 m wide and 0.76 m high with a net height
of 15.25 cm). Each trial began from an initial T-pose, with both arms extended. The
racket was positioned on the table in front of the participant. On a signal from the
experimenter, the participant (1) reached for the racket with his dominant hand, (2)
received a ball from a research assistant, (3) performed a forehand backspin serve,
(4) placed the racket back onto the table and (5) returned to the T-pose. The qual-
ity of the serve was assessed by a neutral table tennis expert based on four criteria:
spin, velocity, height and placement of the ball. The sequence was repeated until a
total of 50 serves was reached. The entire experiment lasted approximately 60 min.
Participants were debriefed after the experiment.
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Table 1 Real marker positions (anatomical landmarks), virtual marker positions (calculated),
segment definitions and Euler angle definitions of the kinematical model

Real marker positions

anatomical landmark anatomical landmark
PX Processus xiphoideus ACR Acromion
IJ Incisura jugularis ELM medial epicondyle
C7 7th cervical vetrebra ELL lateral epicondyle
T8 8th thoracal vetrebra WRU ulnar styloid
AI Angulus inferior WRR radial styloid
AS Angulus superior MCP Os metacarpale tertiuma

Virtual marker positions

calculation calculation
SJC shoulder centre: sphere fitb THOU (C7+ IJ)/2
EJC (ELM +ELL)/2 THOL (T8+PX)/2
WJC (W RU +WRR)/2 THOF (IJ +PX)/2
HC hand centre: trigonometryb THOB (C7+T 8)/2

Segment definitions

x-axis y-axis z-axis r (support vector)
Thorax Y ×Z THOU −THOL r×Y THOF −THOB
Upper arm Y ×Z SJC −EJC r×Y W JC −EJC
Lower arm r×Y EJC −W JC X ×Y W RU −W RR
Hand r×Y W JC −HC X ×Y W RU −W RR

Euler angle definitions

’Parent’ ’Child’ Euler sequence (floating axes)
Shoulder Thorax Upper arm y− x− y
Elbow Upper arm Lower arm z− x− y
Wrist Lower arm Hand z− x− y

a dorsal side of the capitulum. b refer to section 2.2 B.

B. Kinematical calculations

Kinematical calculations were conducted in MATLAB (R2008a, The MathWorks,
Natick, MA). From the set of 50 forehand backspin serves performed by each par-
ticipant, the 5 highest rated serves were included in the final analysis.

Wrist joint centres (WJC) were calculated halfway between the radial and the
ulnar styloid marker, elbow joint centres (EJC) halfway between the lateral and
medial epicondyle marker of the respective arm (see Table 1). Based on the two cal-
ibration movements, shoulder joint centres (SJC) were calculated in a local scapula
coordinate system via sphere fitting, using least-squares optimisation [14][15].
The local positions were re-transformed to global positions of the shoulder joint
centres for each movement. Two direction vectors for the hand were calculated
(V1 = MCP −WJC, V2 = WRU − WRS). The hand centre (HC) was defined on
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a plane normal to V1 × (V2 ×V1), positioned palmar from MCP at a distance of
(handthickness+ markerdiameter)/2.

Segment definitions were based on the ISB recommendations on the definition
of joint coordinate systems for the upper body [26]. Joint angles were calculated
via Euler angles between adjoining segments (see Table 1). To standardise Euler
angles for the left and right arm, markers on the left side of the body were mirrored
along the thorax plane before calculation. Four joint angles were measured for the
dominant arm: (1) shoulder forward/backward rotation (2) elbow flexion/extension
(3) elbow pronation/supination and (4) wrist adduction/abduction. Joint angle values
were analysed at four discrete points in time, corresponding to (1) the initiation of
the ball toss (initial posture) (2) the maximum retraction of the arm, (3) the moment
of ball racket contact and (4) the moment of ball table contact (final posture). For the
analysis of intrasubject posture variability, participants’ variance of the joint angles
was calculated for five serves.

The time lag between (1) and (3) was used to define the duration of the move-
ment. Four ball parameters were calculated, (1) the initial velocity (2) the direction
(3) the spin and (4) the amount of side spin.

2.3 LTM Structure Analysis

The forehand backspin serve was subdivided into 13 BACs based on literature and
evaluation by coaches: (1) legs a little more than shoulder width apart, (2) toss ball
to head height, (3) shift centre of mass backward, (4) move racket backward, (5)
rotate hip and shoulder to the right (left), (6) lay the wrist back, (7) focus on the ball,
(8) lower body towards the point of ball contact, (9) rotate hip and shoulder into
the ball, (10) move racket downward and forward, (11) open racket, (12) chopping
motion of the wrist and (13) sweep racket through.

Measurement of the cognitive structure was based on the SDA-M [21]. The par-
ticipant was asked to perform a hierarchical split procedure on a laptop. A randomly
selected BAC was presented as an anchoring unit on top of a randomly ordered list of
the remaining BACs. The participant was asked to sort each of the remaining BACs
into a positive or a negative subset, depending on whether or not they were ’func-
tionally related’ to the anchoring unit. The subsets were submitted to the same split
procedure until no further subdivision was possible. As every BAC was used as an
anchoring unit, the procedure resulted in 13 decision trees per participant. For each
BAC within a decision tree, the sum of its nodes was calculated. The normalised
sum vector of each anchoring BAC defined its position in the multidimensional fea-
ture space. Based on the positions of the BACs, a Euclidean distance matrix was
calculated. Distances were submitted to a hierarchical cluster analysis (unweighted
average linkage) to create a represention of the LTM structure. A significance level
of p = .05 was chosen for all analyses.
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2.4 Combination of Biomechanical Parameters and LTM
Structures

Each of the 21 biomechanical parameters (cf. section 2.2B) was used as the response
variable of a multilinear regression model. A subset of plausible BACs for the pre-
diction of the parameter was selected. Within the subset, all possible combinations
of two distances d1 and d2 between the BACs in LTM (see Figure 1A) were tested
as dependent variables of the corresponding multilinear regression model. For ex-
ample, a single distance combination would be d1 = distance between the BACs (4)
move racket backward and (10) move racket downward and forward and d2 = dis-
tance between the BACs (10) and (12) chopping motion of the wrist. Non-significant
correlations were discarded, significant correlations (p < .05) were re-evaluated for
the interpretability of the selected distances with regards to content.

3 Results

Figure 1A represents the LTM structure of the high-level expert (2nd Bundesliga)
for the forehand backspin serve. The movement is separated into two distinct move-
ment phases. The pre-activation phase consists of the BACs (2) toss ball to head
height, (3) shift centre of mass backward, (4) move racket backward, (5) rotate hip
and shoulder to the right (left), (6) lay the wrist back and (11) open racket. The
strike phase includes the BACs (8) lower body towards the point of ball contact,
(9) rotate hip and shoulder into the ball, (10) move racket downward and forward,

Fig. 1 [A] Hierarchical LTM structure of the high-level expert (2nd Bundesliga). The dot-
ted line depicts the critical distance (p = .05). The movement is separated into two distinct
movement phases (grey boxes), a pre-activation and a strike phase. A plausible combination
of two distances (d1,d2) between BACs is depicted. [B] Mean LTM structure of the partici-
pant group. A similar separation into two movement phases is found.
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(12) chopping motion of the wrist and (13) sweep racket through. Two BACs have
not been assigned to a movement phase, namely (1) legs a little more than shoulder
width apart and (7) focus on the ball.

Figure 1B represents the mean LTM structure of the table tennis players in our
study. The hierarchical structure is similar to the expert structure, with a separation
into two principal movement phases. A smaller number of BACs is assigned to each
of the two phases (based on the significance level of p = .05). The pre-activation
phase includes the elements 2, 3, 4 and 5, while the strike phase consists of the
elements 8, 9, 10 and 12. The cluster solution differs significantly from the cluster
solution of the high-level expert (λ = 0.65, λkrit = 0.68).

The multilinear regression model reveals significant correlations for three ball
specific parameters, as well as for the movement duration. Ball parameters that can
be predicted based on the LTM structure are (1) the spin (d1 = 10−11, d2 = 11−12,
R2 = 0.88, p < .01), (2) the amount of side spin (d1 = 8−9, d2 = 10−11, R2 = 0.85,
p < .01) and (3) the direction of the ball (d1 = 4 − 10, d2 = 9 − 12, R2 = 0.96, p <
.001). Movement duration can be predicted with reasonable accuracy (d1 = 4 − 10,
d2 = 10 − 12, R2 = 0.95, p < .001). Examples for ball direction and movement
duration are shown in Figure 2A and 2B. No significant correlations between any of
the posture parameters and the LTM structure were found.

As the correlation analysis yielded no results for the posture parameters, we in-
vestigated intrasubject variance of the posture for three different points in time: (1)
the moment of maximum retraction of the arm (before ball contact) (2) the mo-
ment of ball racket contact and (3) the moment of first ball table contact (after
ball contact). The analysis shows similar joint angle variance before and during
contact, but significantly increased joint angle variance after the contact (elbow
flexion: t(8) = −3.83, p < .01; elbow rotation: t(8) = −2.34, p < .05; wrist ad-
duction/abduction: t(8) = −3.43, p < .01). Examples for elbow flexion and rotation
are shown in Figure 3A and 3B.

Fig. 2 Result of the multilinear regression model. [A] Prediction of ball direction based on
LTM structures (d1 = 4−10, d2 = 9−12, R2 = 0.96, p < .001) [B] Prediction of movement
duration based on LTM structures (d1 = 4−10, d2 = 10−12, R2 = 0.95, p < .001).
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4 Discussion

Previous studies concerned with the interaction of cognition and biomechanics
demonstrated correlations between ’global’ parameters of a movement and its repre-
sentation in LTM. We asked if more ’local’ biomechanical parameters (i. e. postures)
are integrated into the representation structure as well. To this end, we employed the
SDA-M [21] to measure the LTM structures of expert table tennis players.

The result of the hierarchical cluster analysis for the high-level expert reveals a
well-structured movement representation, which is separated into two distinct move-
ment phases, pre-activation and strike phase (see Figure 1A). The representation
structure matches the movement structure, as described by Schack [19]. The clus-
ter solution of the participant group (see Figure 1B) reveals a less defined phase
structure, which differs significantly (p < .05) from the high-level expert structure.
Schack and Mechsner [21] demonstrated that movement-related structures of expert
tennis players are better organized and adapted to biomechanical and functional de-
mands of the movement than those of novices. A more detailed study by Bläsing and
colleagues [2] has shown that, with increasing skill level, the representation gradu-
ally converges towards the expert structure. The similarity of the overall hierarchical
structure of both the high-level expert and the participant group thus indicates a rea-
sonably good level of expertise of the participants.

The multilinear regression model can predict selected parameters of the ball’s
flight and the movement duration with reasonable accuracy. The BACs used for the
predictor distances can be meaningfully interpreted. For example, movement du-
ration (time lag between movement initiation and ball racket contact) is predicted
based on the distances between (4) move racket backward and (10) move racket
downward and forward and between (10) and (12) chopping motion of the wrist.
One can assume that, from a temporal point of view, (4) is closely related to move-
ment initiation and (12) is closely related to the moment of ball racket contact. Thus,

Fig. 3 Intrasubject joint angle variance measured before, during and after the moment of
ball racket contact for [A] elbow flexion (t(8) = −3.83, p < .01) and [B] elbow rotation
(t(8) = −2.34, p < .05)
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the sequence of the BACs 4 − 10 − 12, as defined by the two predictor distances in
LTM, spans the full time range of the movement.

Similar results concerning the duration of the movement have already been de-
scribed by Schack [19]. The goal of the present study was to extend these previous
results, which were restricted to more ’global’ parameters of the movement like
duration, to the analysis of joint angles. Yet none of the investigated posture param-
eters showed a significant correlation with the movement representation in LTM.
According to Schack [19], actions are represented and stored in memory by way
of their anticipated effects. Jeannerod [6] and Rosenbaum [17], on the other hand,
state that at least the terminal posture of a movement has to be represented. Results
indicate that, for the forehand backspin serve, only the achieved effect of the action
on the ball is represented in the LTM structure, while the terminal posture is not.

One can assume that the terminal posture of the serve is irrelevant to the effect
of the action and thus, does not influence the representation structure. To address
this question, we calculated the intrasubject variance of the posture parameters be-
fore, during and after the moment of ball racket contact. Latash [11] claims that
inherent properties of the musculoskeletal system create a certain amount of vari-
ability. According to the uncontrolled-manifold-hypothesis [13], the motor control
system reduces the variability of task-relevant parameters of the movement [24] via
increased variability of the task-irrelevant parameters (’functional variability’). The
present results show that the variance of the posture parameters is equally low be-
fore and during the moment of ball racket contact, and increases significantly after
the contact (see Figure 3). These results indicate that, for the table tennis serve,
movement kinematics before and during the moment of ball racket contact are not
task irrelevant and thus, should influence the representation structure.

In conclusion, the present study demonstrates that the representation structures
measured via SDA-M can be used to predict and model selected parameters of a
movement, providing a valuable tool for the creation of more human-like robotic
systems. On the other hand, the method fails to reproduce any of the task-relevant
posture parameters and, thus, the data at hand cannot be used for the joint angle
modelling of movement kinematics.
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Abstract. Humanoid robot companions that are intended to engage in natural and
fluent human-robot interaction are supposed to combine speech with non-verbal
modalities for comprehensible and believable behavior. We present an approach to
enable the humanoid robot ASIMO to flexibly produce and synchronize speech and
co-verbal gestures at run-time, while not being limited to a predefined repertoire
of motor action. Since this research challenge has already been tackled in various
ways within the domain of virtual conversational agents, we build upon the ex-
perience gained from the development of a speech and gesture production model
used for our virtual human Max. Being one of the most sophisticated multi-modal
schedulers, the Articulated Communicator Engine (ACE) has replaced the use of
lexicons of canned behaviors with an on-the-spot production of flexibly planned be-
havior representations. As an underlying action generation architecture, we explain
how ACE draws upon a tight, bi-directional coupling of ASIMO’s perceptuo-motor
system with multi-modal scheduling via both efferent control signals and afferent
feedback.
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1 Introduction

Non-verbal expression via gesture is an important feature of social interaction, fre-
quently used by human speakers to emphasize or supplement what they express in
speech. For example, pointing to objects being referred to or giving spatial direc-
tions conveys information that can hardly be encoded solely by speech. Accord-
ingly, humanoid robot companions that are intended to engage in natural and fluent
human-robot interaction must be able to produce speech-accompanying non-verbal
behaviors from conceptual, to-be-communicated information. Forming an integral
part of human communication, hand and arm gestures are primary candidates for
extending the communicative capabilities of social robots.

According to McNeill [13], co-verbal gestures are mostly generated uncon-
sciously and are strongly connected to speech as part of an integrated utterance,
yielding semantic, pragmatic and temporal synchrony between both modalities. This
suggests that gestures are influenced by the communicative intent and by the accom-
panying verbal utterance in various ways. In contrast to task-oriented movements
like reaching or grasping, human gestures are derived to some extent from a kind of
internal representation of shape [8], especially when iconic or metaphoric gestures
are used. Such characteristic shape and dynamical properties exhibited by gestural
movement enable humans to distinguish them from subsidiary movements and to
perceive them as meaningful [17]. Consequently, the generation of co-verbal ges-
tures for artificial humanoid bodies, e.g., as provided for virtual agents or robots,
demands a high degree of control and flexibility concerning shape and time proper-
ties of the gesture, while ensuring a natural appearance of the movement.

In this paper, we first discuss related work, highlighting the fact that not much
research has so far focused on the generation of robot gesture (Section 2). In Section 3,
we describe our multi-modal behavior realizer, the Articulated Communicator Engine
(ACE), which implements the speech-gesture production model originally designed
for the virtual agent Max and is now used for the humanoid robot ASIMO. We then
present a concept for the generation of meaningful arm movements for the humanoid
robot ASIMO based on ACE in Section 4. Finally, we conclude and give an outlook
of future work in Section 5.

2 Related Work

At present, the generation together with the evaluation of the effects of robot
gesture is largely unexplored. In traditional robotics, recognition rather than syn-
thesis of gesture is mainly brought into focus. In existing cases of gesture synthesis,
however, models typically denote object manipulation serving little or no commu-
nicative function. Furthermore, gesture generation is often based on prior recog-
nition of perceived gestures, hence the aim is often to imitate these movements. In
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many cases in which robot gesture is actually generated with a communicative in-
tent, these arm movements are not produced at run-time, but are pre-recorded for
demonstration purposes and are not finely coordinated with speech. Generally, only
a few approaches share any similarities with ours, however, they are mostly realized
on less sophisticated platforms with less complex robot bodies (e.g., limited mobil-
ity, less degrees of freedom (DOF), etc.). One example is the personal robot Maggie
[6] whose aim is to interact with humans in a natural way, so that a peer-to-peer
relationship can be established. For this purpose, the robot is equipped with a set
of pre-defined gestures, but it can also learn some gestures from the user. Another
example of robot gesture is given by the penguin robot Mel [16] which is able to
engage with humans in a collaborative conversation, using speech and gesture to in-
dicate engagement behaviors. However, gestures used in this context are predefined
in a set of action descriptions called the “recipe library”. A further approach is that
of the communication robot Fritz [1], using speech, facial expression, eye-gaze and
gesture to appear livelier while interacting with people. Gestures produced during
interactional conversations are generated on-line and mainly consist of human-like
arm movements and pointing gestures performed with eyes, head, and arms.

As Minato et al. [14] state, not only the behavior but also the appearance of a
robot influences human-robot interaction. Therefore, the importance of the robot’s
design should not be underestimated if used as a research platform to study the ef-
fect of robot gesture on humans. In general, only few scientific studies regarding
the perception and acceptance of robot gesture have been carried out so far. Much
research on the human perception of robots depending on their appearance, as based
on different levels of embodiment, has been conducted by MacDorman and Ishiguro
[12], the latter widely known as the inventor of several android robots. In their test-
ing scenarios with androids, however, non-verbal expression via gesture and gaze
was generally hard-coded and hence pre-defined. Nevertheless, MacDorman and
Ishiguro consider androids a key testing ground for social, cognitive, and neuro-
scientific theories. They argue that they provide an experimental apparatus that can
be controlled more precisely than any human actor. This is in line with initial re-
sults, indicating that only robots strongly resembling humans can elicit the broad
spectrum of responses that people typically direct toward each other. These findings
highlight the importance of the robot’s design when used as a research platform for
the evaluation of human-robot interaction scenarios.

While being a fairly new area in robotics, within the domain of virtual humanoid
agents, the generation of speech-accompanying gesture has already been addressed
in various ways. Cassell et al. introduced the REA system [2] over a decade ago,
employing a conversational humanoid agent named Rea that plays the role of a real
estate salesperson. A further approach, the BEAT (Behavior Expression Animation
Toolkit) system [3], allows for appropriate and synchronized non-verbal behaviors
by predicting the timing of gesture animations from synthesized speech in which
the expressive phase coincides with the prominent syllable in speech. Gibet et al.
generate and animate sign-language from script-like specifications, resulting in a
simulation of fairly natural movement characteristics [4]. However, even in this do-
main most existing systems either neglect the meaning a gesture conveys, or they
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simplify matters by using lexicons of words and canned non-verbal behaviors in the
form of pre-produced gestures.

In contrast, the framework underlying the virtual agent Max [9] is geared towards
an integrated architecture in which the planning of both content and form across both
modalities is coupled [7], hence giving credit to the meaning conveyed in non-verbal
utterances. According to Reiter and Dale [15], computational approaches to gener-
ating multi-modal behavior can be modeled in terms of three consecutive tasks:
firstly, determining what to convey (i.e., content planning); secondly, determining
how to convey it (i.e., micro-planning); finally, realizing the planned behaviors (i.e.,
surface realization). Although the Articulated Communicator Engine (ACE) itself
operates on the surface realization layer of the generation pipeline, the overall sys-
tem used for Max also provides an integrated content planning and micro-planning
framework [7]. Within the scope of this paper, however, only ACE is considered and
described, since it marks the starting point required for the interface endowing the
robot ASIMO with similar multi-modal behavior.

3 An Incremental Model of Speech-Gesture Production

Our approach is based on straightforward descriptions of the designated outer
form of the to-be-communicated multi-modal utterances. For this purpose, we use
MURML [11], the XML-based Multi-modal Utterance Representation Markup Lan-
guage, to specify verbal utterances in combination with co-verbal gestures [9].
These, in turn, are explicitly described in terms of form features (i.e., the posture
aspired for the gesture stroke), specifying their affiliation to dedicated linguistic
elements based on matching time identifiers. Fig. 1 shows an example of a MURML

Fig. 1 Example of a MURML specification for multi-modal utterances
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specification which can be used as input for our production model. For more infor-
mation on MURML see [11].

The concept underlying the multi-modal production model is based on an empir-
ically suggested assumption referred to as segmentation hypothesis [13], according
to which the co-production of continuous speech and gesture is organized in succes-
sive segments. Each of these, in turn, represents a single idea unit which we refer
to as a chunk of speech-gesture production. A given chunk consists of an intona-
tion phrase and a co-expressive gesture phrase, concertedly conveying a prominent
concept [10]. Within a chunk, synchrony is mainly achieved by gesture adaptation
to structure and timing of speech, while absolute time information is obtained at
phoneme level and used to establish timing constraints for co-verbal gestural move-
ments. Given the MURML specification shown in Fig. 1, the correspondence be-
tween the verbal phrase and the accompanying gesture is established by the <time
id=“...”/> tag with unique identifier attributes. Accordingly, the beginning and end-
ing of the affiliate gesture is defined using the <affiliate onset=“...” end=“...”/> tag.
The incremental production of successive coherent chunks is realized by processing
each chunk on a separate ‘blackboard’ running through a sequence of states (Fig. 2).
These states augment the classical two-phase planning - execution procedure with
additional phases, in which the production process of subsequent chunks can inter-
act with one another.

Fig. 2 Blackboards run through a sequence of processing states for incremental production
of multi-modal chunks

This approach for gesture motor control is based on a hierarchical concept: Dur-
ing higher-level planning, the motor planner is provided with timed form features
as described in the MURML specification. This information is then transferred to
independent motor control modules. Such a functional-anatomical decomposition
of motor control aims at breaking down the complex control problem into solvable
sub-problems [18]. ACE [10] provides specific motor planning modules, amongst
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Fig. 3 Composition of motion control in Local Motor Programs (LMPs) for a hand-arm
gesture

others, for the arms, the wrists, and the hands, which instantiate local motor pro-
grams (LMPs). These are used to animate required sub-movements and operate
within a limited set of DOFs and over a designated period of time (Fig. 3). For
each limb’s motion, an abstract motor control program (MCP) coordinates and
synchronizes the concurrently running LMPs for an overall solution to the control
problem. The overall control framework, however, does not attend to how such sub-
movements are controlled. To allow for an effective interplay of the LMPs within a
MCP, the planning modules arrange them into a controller network which defines
their potential interdependencies for mutual (de-)activation. LMPs are able to trans-
fer activation between themselves and their predecessors or successors to ensure
context-dependent gesture transitions. Consequently, they can activate or deactivate
themselves at run-time based on feedback information on current movement condi-
tions. Once activated, LMPs are continuously applied to the kinematic skeleton in a
feedforward manner.

The on-the-fly timing of gestures is accomplished by the ACE engine as fol-
lows: The gesture stroke phase (the expressive ‘core’ phase) is set to accompany the
co-expressive phase in speech (the ‘affiliate’) as annotated in the MURML specifi-
cation. The ACE scheduler retrieves timing information about the synthetic speech
at the millisecond level and defines the gesture stroke to start and end accordingly.
These temporal constraints are automatically propagated down to each single ges-
ture component (e.g. how long the hand has to form a certain shape). The motor
planner then creates the LMPs that meet both the temporal constraints and the
form constraints. The second aspect of scheduling, namely, the decision to skip
preparation or retraction phases, emerges automatically from the interplay of motor
programs at run-time. Motor programs monitor the body’s current movements and
decide when to activate themselves and to take action in order to realize the planned
gesture stroke as scheduled. A retraction phase is skipped when the motor program
of the next gesture takes over the control of the effectors from the previous program.
This online scheduling creates fluent and continuous multi-modal behavior. It is
possible because of the interleaved production of successive chunks of multi-modal
behavior in ACE and has been employed successfully in several virtual humans.
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4 Control Architecture for Robot Gesture

By re-employing existing concepts from the domain of virtual conversational agents,
our goal is to similarly enable the robot to flexibly produce speech and co-verbal
gesture at run-time. This requires a robot control architecture that combines con-
ceptual representation and planning with motor control primitives for speech and
arm movements, thereby endowing ASIMO with ’conceptual motorics’.

Since gesture generation with ACE is based on external form features as given in
the MURML description, arm movement trajectories are specified directly in task
space. The calculated vector information is passed on to the robot motion control
module which instantiates the actual robot movement. For this purpose, externally
formulated local motor programs (for wrist position and preparation/stroke of wrist
flexion and swivel movement) are invoked first. Subsequently, inverse kinematics
(IK) of the arm is solved on the velocity level using the ASIMO whole body motion
(WBM) controller framework [5]. WBM aims to control all DOF of the humanoid
robot by given end-effector targets, providing a flexible method of controlling upper
body movement by specifying only relevant task dimensions selectively in real-time.
For this purpose, task-specific command elements can be assigned to the command
vector at any time, enabling the system to control one or multiple effectors while
generating a smooth and natural movement. Redundancies are optimized regarding
joint limit avoidance and self-collision avoidance. For more details on WBM control
for ASIMO see [5].

Once IK has been solved for the internal body model provided for WBM control,
the joint space description of the designated trajectory is applied to the real ASIMO
robot. Due to constraints imposed by the robot’s physical architecture and motor
control, however, the inner states represented within the WBM controller might de-
viate from the actual motor states of the real robot during run-time. For this reason,
a bi-directional interface for both efferent and afferent signaling is required. This is
realized by a feedback loop, updating the internal model of ASIMO in WBM as well
as the kinematic body model coupled to ACE at a sample rate r. Note, however, that
for successful integration, this process needs to synchronize the two competing sam-
ple rates of the ACE framework on the one hand, and the WBM software controlling
ASIMO on the other hand. Fig. 4 illustrates our proposed control architecture for
robot gesture.

A main advantage of this approach to robot control in combination with ACE is
the formulation of the trajectory in terms of effector targets in task space, which are
then used to derive a joint space description using the standard WBM controller for
ASIMO. An alternative method would aim at the extraction of joint angle values
from ACE and a subsequent mapping onto the robot body model. This, however,
might lead to joint states that are not feasible on the robot, since ACE was origi-
nally designed for a virtual agent application and does not entirely account for cer-
tain physical restrictions such as collision avoidance. As a result, solving IK using
ASIMO’s internally implemented WBM controller ensures safer postures for the
robot. However, due to deviations from original postures and respective joint an-
gles, the outer form of a gesture might be distorted such that its original meaning is
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Fig. 4 Control architecture for robot gesture

altered. Therefore, whether and how the form and meaning of gestures are affected
will be subject to further evaluation as work progresses.

5 Conclusion and Future Work

We presented a robot control architecture to enable the humanoid robot ASIMO to
flexibly produce and synchronize speech and co-verbal gestures at run-time. The
framework is based on a speech and gesture production model originally devel-
oped for a virtual human agent. Being one of the most sophisticated multi-modal
schedulers, the Articulated Communicator Engine (ACE) allows for an on-the-spot
production of flexibly planned behavior representations. By re-employing ACE as
an underlying action generation architecture, we draw upon a tight coupling of
ASIMO’s perceptuo-motor system with multi-modal scheduling. This has been re-
alized in a bi-directional robot control architecture which uses both efferent actuator
control signals and afferent sensory feedback. Our framework combines conceptual,
XML-based representation and planning with motor control primitives for speech
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and arm movements. This way, pre-defined canned behaviors can be replaced by
conceptual motorics generated at run-time.

The requirement to meet strict synchrony constraints to ensure temporal and
semantic coherence of communicative behavior presents a main challenge to our
framework. Clearly, the generation of finely synchronized multi-modal utterances
proves to be more demanding when realized on a robot with a physically constrained
body than for an animated virtual agent, especially when communicative signals
are to be produced at run-time. Currently, synchrony is mainly achieved by gesture
adaptation to structure and timing of speech, obtaining absolute time information at
phoneme level. To tackle this challenge the cross-modal adaptation mechanisms ap-
plied in ACE will be extended to allow for a finer mutual adaptation between robot
gesture and speech.
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Honda Research Institute Europe.
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Virtual Partner for a Haptic Interaction Task

Jens Hölldampf, Angelika Peer, and Martin Buss

Abstract. Interaction between humans and robots becomes more important in
everyday life. In this work, a system is presented that creates a natural haptic human-
robot interaction. A one degree of freedom dancing task is considered. The under-
lying model, which is based on a corresponding human-human interaction, replaces
the male partner. The trajectories of the dancing steps are synthesized using a non-
linear system dynamics. A virtual fixture recreates the behavior of the interaction
with a female partner. The implemented model is evaluated for different parameters
based on objective measures.

1 Introduction

Today, robots are not restricted any more to industrial settings only, but are sup-
posed to interact and assist humans in their everyday life. Achieving human-like
behavior of the robot is a very difficult and complex task since small variations are
immediately recognized as unnatural. This holds especially if physical contact with
a human is required, like in rehabilitation, training, simulation of sports or physical
guidance. Physical interaction requires a mutual information exchange of the two
interacting partners that is by far not understood yet [6].

This paper focuses on the physical (haptic) interaction of two humans: In con-
trast to other studies, we do not examine a discrete or pointing task, but we consider
dancing as a cyclic task that requires direct physical interaction. Dancing is charac-
terized by an unbalanced distribution between the partners as the male is dominating
the female, dancing steps are predefined and disturbances have to be balanced.
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The aim of this work is to create a virtual male dancing partner which imitates
the behavior of a real human partner. We consider a virtual male partner to be more
challenging than a female one. A virtual female partner requires the ability to un-
derstand the intentions of the partner in order to follow. For a virtual male partner,
these intentions additionally have to be synthesized in a proper way. In order to
achieve this, we first investigate human-human interaction. To simplify the analysis,
an abstracted dancing scenario with one degree of freedom is considered. Then, in
a second step, we propose a synthesis method for a virtual male partner. Finally, we
compare real human-human interaction with human-robot interaction by means of
pre-defined objective measures.

2 State-of-the-Art

Several studies concerning the analysis of human behavior while dancing are known
from literature. Brown et al. examined the sensorimotor coordination while dancers
were performing small-scale tango steps [1]. Gentry et al. investigated the haptic
coordination between dancers with PHANToMs [3]. Takeda et al. built a female
dancing robot which follows the male and tries to estimate the dance steps based
on Hidden Markov Models [8]. In a discrete task, Reed et al. looked at the physical
interaction between two humans [6] and showed that simply replaying the behavior
of one recorded human is not suitable for the imitation of a real human-human
interaction [5].

To our best knowledge, no synthesis of a haptic enabled male dancer and its im-
plementation as an interactive robot has been shown before. This is considered a
very challenging task because of the high variability of human motion and force
patterns. When e.g. capturing motion data, it is very unlikely that the same trajec-
tory will be recorded twice. Although there can be variations with respect to posi-
tion, amplitude and time, a human will still recognize the movement as normal and
natural as long as certain characteristics are maintained. Thus, the main challenge
addressed in this paper is to model typical dancing steps in real human dancing and
implementing them in an interactive robotic partner.

3 Haptic Interaction Task

In human-human interaction, the two humans perform the dancing task together.
The recorded data are used to synthesize the male partner. In order to standard-
ize human-human as well as human-robot interaction, the interaction is realized by
means of two virtually coupled haptic interfaces, one for the female and one for the
male. In human-robot interaction, which is the aim of the synthesis, the female uses
one haptic interface to interact with a virtually rendered male partner, see Fig. 1.
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Fig. 1 Block diagram of virtual male interaction with female

As a real dancing scenario is very complex and thus difficult to analyze we first
abstracted the task to a one degree of freedom dancing task. Three dancing steps,
left, right, and full, are performed as rhythmic movements corresponding to music
provided via headphones. The beat of the music serves as an external synchroniza-
tion between the partners.

Two direct drive linear axes, Thrusttube module of Copley Controls Corp., are
used as haptic interfaces. The linear axes are equipped with one DOF force sen-
sors to measure the individual forces applied by the humans. A standard Linux PC
using the Real Time Application Interface (RTAI) and the Real-Time Workshop of
MATLAB/Simulink controls the haptic interfaces via a multichannel analog and
digital I/O card (Sensoray 626).

To simulate a real dancing situation, instructions of the current dancing step were
given only to the male partner: A bar displayed on his screen indicated the next danc-
ing step, whereby the transitions between two steps were announced in advance. The
whole setup is shown in Fig. 2.

red bargreen barcursor

linear axis

force sensor
end−effector

x

Fig. 2 Setup for human-human interaction with two screens and haptic interfaces, female
grasping one end-effector. Screen shot with the green bar indicating the current dancing step
in the left half and the red bar announcing the next transition to the right half. Haptic interface
consisting of linear axis, force sensor, and end-effector.
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4 Analysis of Human-Human Interaction

To obtain data of the interaction between two humans and to synthesize the male
partner, couples of male and female were recorded while they performed the al-
ready described dancing task. Fig. 3 shows such a typical recording for the three
dancing steps in the x/ẋ plane. The trajectories are similar for each step, but a cer-
tain variation has to be considered when synthesizing a virtual male partner.

Dancing does not only consist of trajectories, it also requires haptic communica-
tion between the dancing partners. To analyze this communication, we consider the
interactive force applied during interaction. The interactive force fi is defined as the
force which does not contribute to the movement

fi =

⎧
⎪⎨

⎪⎩

0 sgn( fm) = sgn( f f )
fm sgn( fm) �= sgn( f f )∧| fm| ≤ ∣

∣ f f
∣
∣

− f f sgn( fm) �= sgn( f f )∧| fm| > ∣
∣ f f

∣
∣

(1)

where fm denotes the force applied by the male and f f the one applied by the fe-
male [2]. We define the sign of the interactive force to be oriented in the same
direction as the male force. The interactive force applied during dancing is shown
in Fig. 4. We consider the interactive force to be correlated with the amount of in-
formation to be exchanged between partners, whereby low values indicate that the
two partners can interpret the intentions of their partner and thus smoothly interact
with each other. The interaction with a natural virtual male partner should thus lead
to similar interactive forces as found in real human-human interaction.

−0.1 −0.05 0 0.05 0.1 0.15
−0.4

−0.2

0

0.2

0.4

Position [m]

V
el

oc
ity

 [m
/s

]

Fig. 3 Recorded trajectory with the three
circles corresponding to the dancing steps
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Fig. 4 Recorded interactive force for the
three dancing steps left, right, and full
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5 Synthesis of Virtual Partner

Dancing requires following a desired trajectory and correcting position deviations
by means of a trajectory controller, see Fig. 1. This can be compared to the concept
of virtual fixtures [7] which introduces geometric constraints in order to guide the
human through a task. Implementing a male robotic partner in form of a virtual
fixture requires i) defining (synthesizing) a desired trajectory and ii) modulating the
strength of the guidance depending on the actual task requirements. In this paper
we only address the first topic while assuming constant strength of the trajectory
controller.

5.1 Trajectory Synthesis

Dancing steps can be described as trajectories. They are represented as a state vector
x(t) ∈ R

N in continuous or x[k] ∈ R
N in time-discrete systems with N states. The

simplest, but not very efficient way of defining a desired trajectory is to record po-
sition trajectories in real human-human interaction and store all single data points.
We consider a more efficient way of storage by adopting the approach of Okada et
al. [4]. They proposed a method to generate a nonlinear system dynamics based on
a trajectory. We apply this principle to synthesize and store the recorded position
trajectories of an interaction between two humans. The stored trajectory represents
the mean characteristics of the recorded ones. In contrast to thousands of stored data
points for a typical dancing scenario we end up with a few hundred parameters to
be stored for all dancing steps, which results in a tremendous reduction of mem-
ory requirements. The principle of the applied method is outlined in the following
paragraphs.

We consider the desired trajectory C which consists of M samples c. These sam-
ples are measured positions over time.

C = [ c[1] c[2] · · · c[M] ] (2)

c[k] = [ c1[k] c2[k] · · · cN [k] ]T (3)

The dynamic system has the general form

x[k + 1] = x[k]+ f (x[k]) (4)

where f denotes the system dynamics. As the system in (4) is time-discrete, f gen-
erates an implicit time dependency. We assume a constant sampling time.

To obtain the system dynamics, a vector field is constructed around the curve.
Fig. 5 illustrates this principle. The vectors are pointing towards the curve to assure
that the system state is attracted by the desired trajectory.

Around each measured sample c[k] of the curve, several points η i can be defined
(Fig. 6). δ [k] and γ [k] are perpendicular to Δc[k].
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trajectory

vector field

Fig. 5 Trajectory with attracting vector field

c[k]

c[k +1]

Δc[k]

δ [k]

γ[k]

η i

f (η i)

Fig. 6 Curve with attracting vector field

In order to determine the system dynamics f (x[k]), the vector field f (η i) is
approximated by a polynomial expression

f (η i) = Φθ (x) (5)

θ (x) = [ xl
1 xl−1

1 x2 xl−2
1 x2

2 · · · 1 ]T (6)

The variable l denotes the degree of the polynomial and Φ is a constant parameter
matrix. It is determined by applying the least square method

Φ = FΘ # (7)

F = [ f (η1) f (η2) · · · f (ηn) ] (8)

Θ = [ θ (η1) θ(η2) · · · θ (ηn) ] (9)

Okada et al. also proposed an extension which incorporates an input signal into
the system [4]. The input signal allows to influence the overall system behavior
by switching between different dynamic subsystems. It is consequently possible to
segment the trajectory into different states, e.g. dancing steps, by adopting different
levels of the input signal and synthesize it again by applying the appropriate signal
levels. For this purpose, the overall trajectory has to be approximated with different
vector fields for each state, respectively input signal.

The dynamic system (4) is modified as follows:

x[k + 1] = x[k]+ g(u[k],x[k]) (10)

whereby the vector u[k] contains the input signal. It is appended to C in (2) and
approximated in the same way as f (x[k]). This principle provides a convenient way
to change between dancing steps as the steps can be faded into each other at the
switching points.
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5.2 Simulation

Fig. 7 shows the three dancing steps generated by the dynamic system at a sampling
rate of 100Hz. The vector field with its attracting behavior for the dancing step right
is shown in Fig. 8.
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Fig. 7 Synthesized steps left, right, and full
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Fig. 8 Step right with corresponding vector
field

6 Evaluation of Virtual Male Partner Model

This section aims at evaluating the synthesized male partner. For this purpose the
data acquired during human-human interaction is compared with the data acquired
during human-robot interaction. Different gains of the implemented trajectory con-
troller were tested. Figs. 9 and 10 show the data of the achieved interaction between
a female and a virtual male partner assuming a high-gain trajectory controller.
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Fig. 9 Trajectory with high-gain controller
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Fig. 10 Interactive force with high-gain
controller
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Compared to the real human-human interaction trials presented in section 4, the
variations of the trajectory in the x/ẋ plane are smaller and the amount of interactive
force is higher.

On the other hand, the trajectory and the interactive force of a female interacting
with low-gain trajectory controller are shown in Figs. 11 and 12.
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Fig. 11 Trajectory with low-gain controller
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Fig. 12 Interactive force with low-gain
controller

In this case, the trajectories in the x/ẋ plane are similar to the human-human
interaction trials but the interactive force is again higher. We interpret the bigger
amount of interactive forces in both cases as a lack in the understanding of the
model’s behavior as it does not respect the subtle haptic signals found in human-
human interaction.

7 Conclusions and Future Work

This paper presents an approach to create a natural human-robot interaction based
on the knowledge gained from the corresponding human-human interaction. A one
degree of freedom dancing task is considered. Based on the recording of two hu-
mans, a model is built to recreate the behavior. Different control parameters of the
implemented trajectory controller are tested to validate the model. The results show
that the synthesized trajectories can be similar to the human-human interaction.
However, the interactive forces are higher during the human-robot interaction. This
increase indicates a lack of communication between female and the virtual male
partner. Both partners seem to act against each other instead of coordinating their
common movement. Hence, we conclude that a constant virtual fixture is insuffi-
cient to create a natural human-robot interaction in the selected dancing scenario.
Thus, the virtual partner needs the ability to adapt his behavior to the behavior of the
female. In the next step, a trajectory controller with variable parameters will be in-
vestigated. Beside comparison on an objective level, a Turing test will be conducted
to further validate the human-robot interaction by means of subjective measures.
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Social Motorics – Towards an Embodied Basis of
Social Human-Robot Interaction

Amir Sadeghipour, Ramin Yaghoubzadeh, Andreas Rüter, and Stefan Kopp

Abstract. In this paper we present a biologically-inspired model for social behavior
recognition and generation. Based on an unified sensorimotor representation, it in-
tegrates hierarchical motor knowledge structures, probabilistic forward models for
predicting observations, and inverse models for motor learning. With a focus on
hand gestures, results of initial evaluations against real-world data are presented.

1 Introduction

For human-centered robots to be able to engage in social interactions with their
users, they need to master a number of daunting tasks. This includes, e.g.,
robust and fast recognition and understanding of interactive user behavior, human-
acceptable expressivity, joint attention, or incremental dialog with mutual adaptiv-
ity. In humans such capabilities are assumed to rest upon an embodied basis of social
interaction – direct interactions between perception and generation processes
(perception-behavior expressway [6]) that support mirroring or resonance mecha-
nisms [15] to process social behavior at different levels, from kinematic features to
motor commands to intentions or goals [8]. Research in social robotics has increas-
ingly started to adopt such principles in its work on architectures and interaction
models (e.g. [3, 5]). Against this background we present our work towards “social
motorics”, modeling a resonant sensorimotor basis for observing and using social
behavior in human-robot interaction. With a focus on hand-arm gestures, we de-
scribe a probabilistic model that exploits hierarchical motor structures with forward
and inverse models in order to allow resonance-based processing of social behavior.
We start in Section 2 with a review of related work on gesture learning and recog-
nition. In Section 3 we introduce our overall computational model and detail the
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employed forward and inverse models in Section 4 and 5, respectively. The proba-
bilistic modeling of interactions between perception and generation is described in
Section 6 and, afterwards, we present in Section 7 results of how the model performs
at simulating resonances during perception of gestural behavior. Finally, Section 8
gives a conclusion and summery of future works.

2 Related Works

The growing interest in developing social artificial agents requires abilities for
perception, recognition and generation of gestures as one of the non-verbal in-
teraction modalities. The recognition process is concerned with the analysis of
spatio-temporal features of the hand movements and is mainly treated as pattern
classification with subsequent attribution of meaning. Many studies apply prob-
abilistic approaches to classify hand gesture trajectories. Hidden Markov models
have been widely applied as an efficient probabilistic approach to work with se-
quence of data [1, 4, 7]. However, the focus of those approaches is on pattern recog-
nition separated from the attribution of meaning, and they rely on hidden variables
which do not directly correspond to the agent’s own action repertoire. For recog-
nizing transitive actions, in which the goal of an observed action is often visually
inferable, hierarchical models are used to analyze the perceived stimuli in a bottom-
up manner towards more abstract features and, consequently, goals of those actions
[2, 11, 17].

Furthermore, imitation mechanisms (overt or covert ones) are widely used for
learning and reproducing behaviors in artificial agents. For instance, the MOSAIC
model applies forward and inverse models to predict and control movements in a
modular manner [9]. Others [10, 17] have worked on hierarchical MOSAIC models
towards more abstract levels of actions. However, none of these models has adopted
imitation mechanisms to attain perception-action links using a shared motor repre-
sentation – a hallway of what we assume here to be the basis of social motorics.

3 Resonant Sensorimotor Basis

In our work we aim at modeling perceptuo-motor processes that enable a robot,
on the one hand, to concurrently perceive, recognize and understand motor acts of
hand-arm gestures and learn them by imitation (cf. [12, 14]). That is, the model is
to process the robot’s perceptions automatically, incrementally, and hierarchically
from hand and arm movement observation toward understanding and semantics of
a gesture. In result, the robot’s motor structures are to start to “resonante” to the
observation of corresponding actions of another structurally congruent agent (either
human or artificial). On the other hand, the model is designed to allow the robot to
generate gestures in social interaction from the same motor representation.

Overall, the model connects four different structures (Fig. 1): preprocessing, mo-
tor knowledge, forward models, and inverse models. We presume that some kind of
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perceptual processing has identified a human’s body parts as relevant for hand-arm
gesture. Now, the preprocessing module receives continuous stimuli about the user’s
hand postures (finger configurations) and wrist positions in the user’s effector space.
Since in our framework the received sensory data are already associated with corre-
sponding body parts (left/right arm and left/right hand) of the human demonstrator
(cf. Section 7), and since we assume the robot to be anthropomorphic, body corre-
spondence can be established straight-forward. A body mapping submodule maps
the perceived data from the human-centered coordinate system into the robot’s body
frame of reference. The sensory memory receives the transformed visual stimuli at
each time step and buffers them in chronological order in a working memory.

The motor knowledge structures encode the robot’s competence to perform cer-
tain gestural behaviors itself – more specifically, to perform the required movements
of the relevant body parts. This knowledge is organized hierarchically. The lowest
level contains motor commands (MC) required for the single movement segments
(cf. [13]). Data for each of the four relevant body parts is stored in directed graphs,
the nodes of which are intermediate states within a gestural movement; the edges
represent the motor commands that lead from one state to another. The next level,
also present for each body part, consists of motor programs (MP) that cluster sev-
eral sequential MCs together and represent paths in the motor command graph. Each
MP stands for a meaningful movement, i.e., a gestural performance executed with
the respective body part. Since gestures typically employ both the hand as well
as the more proximal joints (elbow, shoulder), often even in both arms, all con-
tributing body parts need to be controlled simultaneously. Furthermore, gestures are
generally not restricted to a specific performance but have some variable features
which, when varied, do not change the meaning of the gesture but merely the way
of performing it. Thus, a social robot must be able to cluster numerous instances
of a gestural movement into a so-called “schema”, which demarcates the stable,
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mandatory features from the variable features. For example, a waving gesture has a
number of determinant features (hand lifted, palm facing away from the body, re-
ciprocating motion in the frontal body plane), while bearing a number of variable
features that mark its context-dependency or manner of execution (e.g., number of
repetitions, speed, handedness, height). Therefore, we define motor schemas (MS)
as a generalized representation that groups different, familiar performances in rele-
vant body parts (MPs) of a gesture into a single cluster. Such a generalization pro-
cess can foster the understanding and imitation of behavior in several ways. First,
by combining different body parts into an MS, a gesture can be recognized more
robustly combining information about different body parts. Second, the concept of
motor schemas elevates the problem of interpreting a gesture from the complex mo-
tor level to a more abstract, yet less complex level, namely schema interpretation.
Third, a robot can retain its own personal form of performing a gesture while being
able to relate other performances of the same gesture to the same schema.

The third structure is formed by forward models. Such models are derived from
the robot’s motor knowledge at each level. While observing a behavior, they run
internal simulations in order to predict how the behavior would continue for each
possible explanation considered. By evaluating this prediction against the actual per-
cepts at each time step, this structure is able to determine how well individual motor
commands, programs or schemas correspond to the observed behavior. If there is
no sufficiently corresponding representation, the processing switches to the final
structure, the inverse models. These are responsible for learning, i.e. analyzing the
movements of a behavior and augmenting the robot’s motor knowledge at all three
levels correspondingly. To this end, a segmenter on the lowest level decomposes re-
ceived movements into (nearly) planar segments based on their kinematic features
(i.e. velocity profile and direction changes).

In the following, we will present a probabilistic approach to model these three
core structures (motor knowledge, forward models and inverse models) for intransi-
tive, gestural movements.

4 Forward Models

The classification of observed input into levels of increasing abstraction, as de-
scribed above, is achieved by matching it with simulations performed according
to the receiver’s own motor repertoire. This simulation and matching is performed
by the forward models in a probabilistic way. The aim is to find a set of hypothe-
ses from the repertoire that can explain the observed input. For each hypothesis
considered, a class of functors termed predictors constructs a probability density
function for the input likelihood for an arbitrary time in the future (the prediction),
under the condition that the motor component associated with that hypothesis were
to be the one producing the observations. The result of the ongoing evaluation of
these expectations against the actual evidence is assumed to reflect automatic “reso-
nances” in the robot’s motor hierarchy. As demanded for an embodied basis of social
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interaction, this method therefore consequently carries the assumption of a corre-
spondence between the motor repertoires of the human user and the social robot.

Based on the predictors, any observation is evaluated against the densities pre-
dicted for that time. This yields a measure of explainability of the data under the as-
sumptions implied by the hypothesis (diagnostic support). The resulting a-posterori
performances of the hypotheses are then compared using Bayes’ theorem, taking
into account the probability of certain motion primitives as provided in the form
of prior distributions, which can be influenced by higher levels. The explicit poste-
rior distributions are also used for a suitable pruning of the search space, allowing
both the retention of plausible hypotheses while at the same time discarding those
hypotheses deemed negligible. Full probabilistic forward models for the levels of
motor commands, motor programs and motor schemas for wrist trajectories in 3D
space have been implemented and tested (cf. Section 7). The forward model at the
motor command level makes use of distribution functions formed by the convolu-
tion of a configurable Gaussian kernel along parts of the possible trajectories as
spanned by consecutive motor commands. The covered 3D space is also a function
of time, which is addressed by another configurable distribution function relating the
individual tolerated speed variance to a path segment along the trajectory. This set
of variable-density “tubular clouds” (Fig. 2(d)) is utilized as hypothesis-dependent
likelihood functor P(ot |c). Formula 1 details the generation of posteriors with a
prior feedback approach (using the previous posterior as prior PT−1(c)).

PT (c|o) :=
1
T

T

∑
t=t1

P(c|ot) =
1
T

T

∑
t=t1

αcPT−1(c)P(ot |c) (1)

The forward models at higher levels work similarly in a Bayesian fashion and con-
sider the observation and hypotheses from the lower levels. The motor program
hypotheses (Formula 2) contain additionally the likelihood functor P(c|p), which is
modeled as a simple discrete Gaussian probability distribution along the according
motor commands at each time step.

PT (p|C,o) :=
1
T

T

∑
t=t1

αpPT−1(p) ∑
c∈C

P(ot |c)Pt(c|p) (2)

A motor schema clusters different performances of a gesture with certain variable
features. The corresponding forward model at this level contains a new likelihood
functor P(p|s) that equals one, only if the according motor program, p, is clustered
to the given motor schema, s. In addition, the forward model contains both likeli-
hood models of the lower levels. Hence, the parameters of those likelihood functors
(variances) can be set by each motor schema in order to take the variable perfor-
mance features into consideration, i.e. velocity and position of motor commands or
repetition of a movement segment. Furthermore, motor schemas determine which
body parts contribute to the performance by applying an AND- or OR-relation
(sum, product or a combination of both) to combine the prediction probabilities
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adequately. Formula 3 considers the case of performing a gesture using all four
body parts: right/left arm (rw/lw) and right/left hand (rh/lh).

PT (s|C,P,olw,orw,ol f ,or f ) :=

1
T

T

∑
t=t1

αsPT−1(s) ∏
i∈{rw,lw,rh,lh}

∑
p∈P

P(pi|s) ∑
c∈C

P(oi,t |ci)Pt(ci|pi)
(3)

In future work, biological constraints and proprioceptive information will be applied
during the simulation. This will allow a richer attribution to an observed movement
(e.g. as being effortful and hence emphasized). Furthermore, the forward models
will also be used to assess the feasibility of hypothetical motor commands for the
robot before enriching the repertoire or executing them for (true) imitation.

5 Inverse Models

Whenever a novel behavior is observed, i.e. the forward models have failed to yield
a sufficient explainability from the known repertoire, an inverse model takes over. It
is in charge of formulating motor structures that can reconstruct the novel observa-
tion at the respective level of representation, thereby allowing for extension of the
robot’s repertoire. In our approach, the learning of gestures at the MC level uses a
self-organizing feature map (SOM) to map observations over time onto a lower di-
mensional grid of neurons that represent prototypes, derived from gestures perceived
in the past. These prototypes are used for classification and the generation of mo-
tor commands that form the repertoire of the robot (Fig. 2(a-c)). The best-matching
neuron is determined via a “winner-takes-all” approach and its neighbourhood is
adjusted by the difference between the input and the best match. The emergent map
features smooth transitions between adjacent prototypes.

The inverse model for motor commands operates on movement segments. The
input data are present as a sequence of nearly planar 3D segments, which are first
projected into 2D using PCA, transformed into a common coordinate frame, and
sampled in equidistant intervals. This normalization, which is inverted during fi-
nal reconstruction, allows for the comparison of prototypes and input necessary for
classification and training of the SOM. We use a randomly initialized, dynamical
and online-learning SOM, which enables classification while in training. The dy-
namic learning process is controlled in order to prevent overfitting of the map, and
eventually suspended until new input is presented.

From the winner neurons for the single movement segments, correspondingly
parameterised MCs can be directly computed (cf. [13]) and imparted to the motor
command graph. This will also insert a new MP, if there is none which consists of
the sequence of the winner MCs. The motor schema level reaches into the context
of gesture use and needs to cluster instances of gesture performance. This decision
is subject of ongoing work, in which we consider how imitation with informative
feedback from a human interlocutor can scaffold the learning of invariant features of
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a gesture schema and fitting of the likelihood parameters of the corresponding for-
ward model at this level when new performances of familiar gestures are observed.

6 Resonance-Based Behavior Processing

The proposed model employs one and the same motor knowledge to guide the recog-
nition of familiar hand-arm gestures, and as repository of motor commands and pro-
grams in the self-generation of behavior. Such a direct link between perception and
action is assumed to underlie the evident cross-activation and influence of the two
processes. The resulting mirroring of actions made by another individual is assumed
to be fundamental to social understanding and embodied communication [15]. Such
resonances in sensorimotor structures can enable many mutualities abundant in so-
cial interaction [6], e.g. non-conscious mimicry when leaking through to execution,
or alignment when leaving traces that affect behavior production.

In our model, perception-induced resonances are the posterior probabilities of
valid hypotheses. It is also simulated how such resonances percolate upwards, from
single motor commands to higher-level structures, as well as how higher levels may
affect and guide the perception process at lower levels over the next time steps.
These processes are accounted for by computing the posteriors using Bayes’ law
and inserting prior probabilities for each motor component which depend on three
criteria: (1) the number of candidate hypotheses (assigning the default priors); (2)
the a-posteriori from upper levels (cf. Section 4); (3) the posterior probability in
the previous time step, since we apply the prior-feedback method to model time
dependency between sequential evidences. The combination of these priors affects
the activation of the corresponding motor component during perception.

Except for the first one, these criteria also carry on information about the last per-
ceived gesture. Therefore, these priors are not directly reset to their default values
after perception, but decline following a sigmoidal descent towards the default a-
priori. When the robot, as advocated here, uses the same motor knowledge and con-
sequently the same prior probabilities while selecting proper motor components for
producing its own behavior, the robot tends to favor those schemas, programs, and
motor commands that have been perceived last. The other way around, the model
also allows to simulate “perceptual resonance”: choosing a motor component for
generation increases its prior probability temporarily, biasing the robot’s perception
toward the self-generated behavior – another suggested mechanism of coordination
in social interaction [16].

7 Results

The proposed model for resonance-based gesture perception has been implemented
and tested with real-world gesture data in a setup with a 3D time-of-flight camera
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(SwissRangerTMSR40001), which can be easily mounted to any mobile robot, and
the marker-free tracking software iisu2.

Inverse model. The performance of the applied SOM at the MC level depends on
the training data and parameters. The result of a trained 4 × 4 SOM is shown in
Fig. 2(a-c), after segmenting the observed wrist trajectory of a figure “3” drawn in
the air.

Fig. 2 (a) The performed figure “3” trajectory and a randomly initialized SOM; (b) the SOM
and mapped trajectory after 10 training iterations and (c) after 150 iterations; (d) visualization
of a time-dependent likelihood function P(ot |h) used by the forward models

Fig. 3 Simulation results: top-left: motor command graph with observed trajectory overlaid
(dashed line); top-right/bottom-left/bottom-right: changing probabilities of the hypotheses
currently entertained on the three motor levels (commands/programs/schemas)

Forward models. In the following example, the motor knowledge (Fig. 3 top-left)
was built based on observation of several performances of four different gestures:
waving, drawing a circle, and two variants of pointing upwards. Fig. 3 shows how

1 http://www.mesa-imaging.ch
2 http://www.softkinetic.net
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the confidences of alternative hypotheses at all three motor levels are evolving dur-
ing the perception of another waving gesture.

At each time point in the observation, one hypothesis corresponds to the most
expected movement component. Depending on the number of hypotheses, the max-
imum expectation value changes over time and the winner threshold is adopted
respectively. As shown in Fig. 3 (bottom), the hypotheses first indicate that the ob-
servation is similar to a familiar pointing gesture (c7). Therefore the robot thinks that
the user is going to point upwards (p4). However, after one second the user starts to
turn his hand to the right. Thus, the expectation values of the motor commands c1

and c5 increase. Consequently, the gestures (p1 and p3) attain higher expectancies
but the robot still cannot be sure whether the user is going to draw a circle or wave.
After about two seconds the movement turns into swinging, which is significantly
similar to the waving gestures (p1) known to the robot. In result, the robot asso-
ciates the whole movement with the waving schema and can now, e.g., execute a
simultaneous imitation using his motor commands in the winning motor program.

8 Conclusion and Outlook

We presented our work towards the establishment of a sensorimotor foundation for
social human-robot interaction, guided by neurobiological evidence regarding mo-
tor resonance. The model combines hierarchical motor representations with proba-
bilistic forward models and unsupervisedly learned inverse models. Our evaluations
with camera data of human gesturing have hitherto produced promising results with
respect to a robust recognition and meaningful classification of presented gestures,
making use of a growing resonant motor repertoire shared between all sensorimotor
processes. The hierarchical nature of the model considers not only the mere spatio-
temporal features but also more abstract levels, from the form and trajectory towards
the meaning of a gesture. Using a unified motor representation for both perception
and action allows direct interactions between these bottom-up and top-down pro-
cesses and enables the robot to interact in more natural and socially adept ways.

Future work will further extend this line of research and tackle the symmet-
rical use of the resonant representations for both perceiving and generating ges-
tures, which paves the way toward social human-robot interaction with features like
mimicry and alignment. Moreover, since fingers contribute significantly in many
co-verbal hand-arm gestures, the introduced finger modules in the model will be re-
alized. Consequently, the setup needs to be extended in order to sense and perceive
finger configurations as well. In this context, further training with real gesture data
will be necessary to determine the learning capacity of the model.
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Spatio-Temporal Situated Interaction in
Ambient Assisted Living

Bernd Krieg-Brückner and Hui Shi

Abstract. This paper presents ongoing work on qualitative spatio-temporal rep-
resentation and reasoning to support situated interaction in AAL environments,
modelling navigation tasks, 2D/3D relations between objects, activity plans, and
integration of context sensitive information into the user’s intentions and the sys-
tem’s feedbacks.

1 Motivation

The major goal of Ambient Assisted Living (AAL) is to extend the independent
and self-consistent life of elderly people, thus enhancing their quality of life and
reducing their dependency on personal health care [18]. An AAL system should
meet several requirements (cf. [3, 11, 15, 23]), for example, to be personalized to the
user’s needs, adaptive to the user’s actions and environment, anticipating the user’s
desires. It is imperative that such systems enable users to interact with them in a
natural way, since these users have usually little or no formal training in information
technologies.

Current research on situated communication focusses on human-human (cf.
[13]), human-robot (cf. [25, 12]), or artificial agents (cf. [5]). In [5] Brenner and
Kruijff-Korbayová report on an approach to situated dialogue from the perspective
of multi-agent planning. In their work, the dialogue between several artificial agents
in a household domain is simulated. Since every agent has its capabilities and con-
straints, several agents need to collaborate to achieve individual goals. However,
there is no particular concern for time and space.
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Moreover, conceptual knowledge representations are used in some systems to
enable human-robot interaction. [26] presents an approach to create conceptual spa-
tial representations of indoor environments. Their model consists of several layers
of map abstraction supporting human-robot dialogue. Our conceptual model, de-
veloped in [22], on the other hand, is based on qualitative spatial representation
and reasoning. In addition, Route Graphs provide topological graph structures to
integrate route segments into a route, or routes into Route Graphs. An advantage
of using qualitative spatial calculi is that their algebraic properties and reasoning
mechanisms enable automatic generation of qualitative spatial relations from metric
data, cognitive representation of user’s spatial knowledge and detection of spatial
mismatches between users’ knowledge and the robot’s internal map by reasoning
about spatial relations.

The main focus of our current work is the interaction between users and an
AAL environment, specifically, spatial and temporal aspects. An AAL environment
usually consists of a range of smart devices (e.g., climate control, light, electric
doors, access control, household appliances, smart furniture), mobile assistants and
portable interaction devices (e.g., the iPhone). We take the Bremen Ambient As-
sisted Living Lab (BAALL) and mobile assistants such as the Rolland wheelchair
or the iWalker as an example [11]; these are equipped with laser range sensors,
various assistants compensate for diminishing physical and cognitive faculties: the
driving assistant avoids obstacles and helps passing through a door; the navigation
assistant autonomously guides along a selected route; a head joystick and spoken
natural language dialogue ease interaction. To communicate and execute an activity
issued by a user, such as “go to the bed”, “go to the bathroom” or “prepare a meal”,
interaction between the user, mobile assistants and smart devices are indispensable.

We begin in Section 2 with an introduction to an overall architecture of the in-
teraction management system. In Section 3 we discuss the application of qualitative
spatial modelling for the contextualization of users’ activities; and in Section 4 an
approach based on temporal representation and reasoning is presented for the col-
laboration between various activities in situated interaction between users and an
AAL environment. We conclude with future work in Section 5.

2 An Architecture for Situated Interaction in AAL

Fig. 1 shows an overall architecture for processing situated interaction in an AAL
environment. The three central components are Context Manager, Interaction Man-
ager and Coordination Manager. The context manager is responsible for the inte-
gration of the context information into users’ inputs or the system’s outputs, whereas
the Spatial Knowledge Manager represents the spatial environment, provides spa-
tial functionalities, and carries out spatial reasoning; the Activity Manager makes an
activity plan for the intention identified in the recent user input; and Home Concep-
tion contains the ontological definitions of the AAL environment used by several
components.
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Fig. 1 The overall architecture for interaction processing

After getting an activity plan from the Context Manager, the Interaction Man-
ager asks the Coordination Manager to check whether the plan can be carried out
in the current situation. If there is no conflict with other existing activities, then the
Interaction Manager sends the activity to the Home Automation or a Mobile As-
sistant such that it can be carried out. The Context Manager is also responsible for
providing spatial context to generate the system’s feedback.

Now we are going to show the interaction processing with an example in BAALL.
Suppose Marion is in the dressing room, and Alfred is in the bedroom and would
like iWalker to take him into the bathroom. Alfred’s intention is first sent to the Con-
text Manager. Using the Spatial Knowledge Manager and the Home Conception, the
Context Manager will get iWalker’s location. The Spatial Knowledge Manager plans
then the route(s) from the current location to the bathroom. The following two ac-
tivities are then constructed (we suppose there are two possible routes r1 and r2):
take(iWalker,r1), take(iWalker,r2).

Accordingly, two activity plans are made by the Activity Manager; each contains
the iWalker’s movement following the route and activities like opening and closing
doors on the route. By checking the practicability of these activities, the Collabora-
tion Manager detects that there is a locked door on either route, since Marion has
locked the doors on both sides of the dressing room for changing, thus also denying
access to the bathroom. Only after these doors are unlocked, iWalker can take Al-
fred to the bathroom. Thus, the following interaction, for example, is supported by
our system:

(1) Alfred: Take me to the bathroom.
(2) iWalker: Wait a while, since Marion is in the

dressing room.
......

(3) iWalker: Now I can take you to the bathroom, should I?
(4) Alfred: Yes, please.
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3 Spatial Knowledge in Context-Sensitive Interaction

To enable spatio-temporally aware interaction as the example in the last section
shows, environment and activity modelling is necessary. The focus of the current
work is twofold: contextualizing users’ intentions and the system’s feedbacks by
spatial modelling, which is going to be discussed in this section, and collaborative
interaction using temporal modelling, discussed in the next section. These provide
the foundations for robust and natural interaction with an AAL environment.

Using qualitative spatial knowledge in human-robot interaction on navigation
tasks have been investigated in [22], where qualitative spatial representation is used
to modelling navigation functions like localization and route planning. Furthermore,
qualitative spatial reasoning, based on the Double-Cross Calculus [7, 27], allows
detecting spatial knowledge mismatches and generating clarification dialogues. In
addition to spatial relations between locations and movements, which are essential
for navigation tasks, additional spatial relations are necessary in the AAL context.
Object localization, for example, needs the representation of spatial relations be-
tween objects. As empirical studies show (cf. [9]), relations in both, relative frames
of reference (“left of”) and global frames (“north of”), are used by people while
describing object locations. An intuitive answer to the user’s question “where is the
sugar?” is, for example, “the sugar is on the left of the flour”. A system feedback
giving the x-, y- (and possibly z-) coordinates of the location in a global metric
reference system would be unacceptable.

So far, we have been using the Double-Cross Calculus [7, 27], with the Route
Graph, for reasoning about navigation (with mobility assistants such as the
wheelchair Rolland) in the horizontal plane. When we now also consider interac-
tions in BAALL, say with objects in a cupboard of the kitchenette; in principle, we
are dealing with a 3D reference system – but not quite: the user is moving in the
horizontal 2D plane to navigate to the kitchenette (is perhaps taken there automati-
cally by Rolland); the cupboard moves down such that its lowest shelf is just below
eye-level; then the interaction with the contents of the cupboard proceeds starting
from the facing vertical 2D plane of the cupboard structured with its shelves; then
it also considers its contents reaching into the depth of a shelf in a 2D horizontal
plane. In such a structured situation, it is much more intuitive to break down the 3D
relation of the flour on the facing middle shelf to the sugar on the upper shelf in
the left corner way in the back (or, equivalently but worse: in the back on the left
of the upper shelf) into a sequence of 2D relations: “look at the spaghetti, left on
the upper shelf; you find the sugar 3 deep behind it”, or, in fact, a sequence of three
1D relations, describing eye movements: “on the upper shelf, left, 3 deep behind the
spaghetti”; just what is more natural will be a matter of further linguistic evaluation.

There are several qualitative models and calculi, such as the Cardinal Direction
Calculus [6] or the Star Calculus [20], which are suitable for the description of the
qualitative relations between object locations. Here we take the Star Calculus as an
example, which specifies qualitative direction relations (e.g. east, south, west and
north) between two points with respect to a given reference direction. Fig. 2 shows
the Star Calculus with 4 lines, where the directions from the central point p to any
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Fig. 2 The Star calculus with 4 lines

point on a half line is denoted by an even number, the sectors between two half
lines are denoted by odd numbers, skipped here. A well-known application of the
Star Calculus is the representation of spatial relations between geometric objects
(cf. [14]).

Consider the “sugar” example again. Suppose the flour is the most recently vis-
ited object, thus we take it as the current central point, denoted as p. The reference
direction is the view direction of the user, say the line 0 starting from p, denoted
as 0p. Now, the qualitative relations between the relevant objects, for example lo-
cated in a cupboard, can be computed from their metric location using the reasoning
mechanism of the calculus. s ∈ 12p represents that the sugar at location s is some-
where on the half line 12. Thus we know that the sugar is on the left of the flour
from the user’s perspective. However, if there is an object between the flour and
the sugar, say spaghetti, then it is probably clearer to say “The sugar is on the left
of the spaghetti, (which are) on the left of the flour”. This requires to discover the
existence of an object o that is in the direction 12p (i.e. o is on the left of p) and in
the direction 4s (i.e. it is on the right of s). Again, the spatial reasoning of the Star
Calculus helps us to solve the problem.

Our previous work [22] and the above example illustrate that qualitative spatial
representation and reasoning provide necessary theories for modeling spatial knowl-
edge of an AAL environment. In addition, a higher-level management of spatial re-
lations is needed, such that reasoning plans can be constructed for the generation of
spatially aware feedbacks.

4 Temporal Reasoning for Collaborative Interaction

In fact, in a typical AAL environment, in which parallel execution of activities
is allowed, we should consider modelling at different levels. Activity Theory has
been applied in various areas, such as system design (cf. [4]) or Human-Computer-
Interaction (cf. [17]). As defined by Activity Theory, an activity can be broken down
into actions, and actions into operations. In the AAL context, operations are direct
device controls, such as opening or closing a sliding door, or turning a light on or
off.
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dress(Marion r ) take(iWalker r )dress(Marion, r1)

take(Rolland, r1) unlock(dka)

take(iWalker, r2)

on(lbr)move(iWalker, r2)1

l k(d ) l k(d )

unlock(dwa)change(Marion) open(dwa)

( br)

open(dbr)

lock(dwa) lock(dka)

(a) Decomposition of dress (b) Decomposition of take

Fig. 3 Two sample activities

Consider the example in Section 2 again. Fig. 3 shows the decomposition of the
activity dress(Marion,r1) and take(iWalker,r2) respectively. In the figure, dwa and
dka are the sliding doors of the dressing room to the working area (in the bedroom)
and to the kitchen area, and dbr the sliding door of the bathroom (accessible only via
the dressing room); r1 is Rolland’s route to take Marion to the dressing room, and
r2 iWalker’s route to take Alfred to the bathroom. We suppose that dwa and dbr are
on the route r2; open, lock, unlock are operations on doors and on is an operation on
lights; “move” and “change” can be further divided into subactions or operations,
skipped here.

Table 1 Four temporal relations from Allen’s Interval Calculus

Relation Interpretation

A < B A takes place before B
A s B A starts B and B takes longer than A
A d B During the event B, A takes place
A = B A and B start and terminate simultaneously

If (Rolland with) Marion is in the dressing room and the doors dwa and dka are
locked, then the operation open(dwa) of the activity take(iWalker,r2) cannot be ex-
ecuted. Thus, the “take” activity cannot be carried out at the moment.

Now we are going to demonstrate the idea of temporal modelling and reason-
ing about relations between activities, actions and operations using Allen’s Interval
Calculus [2]. It defines possible relations between time intervals and provides a
composition table for reasoning about temporal descriptions of events (activities).
Table 1 presents four of its 13 base relations. The applications of Allen’s Interval
Calculus in planning and scheduling (cf. [1]) and in graphic processing (cf. [16]),
for example, have been reported in the literature.
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Now, the activity “take” can be represented by the set of relations S1. It specifies
that the duration of the activity “move” and “take” are the same, while operations
of opening doors and turning on the light should happen during the “move” ac-
tivity. Similarly, the set S2 of relations represents the activity “dress”, where the
“take” activity should take place before the “lock” operations, but they should take
place before the “change” activity; the “unlock” operations can only take place after
“change”, but during the main activity.

S1 = { move(iWakler,r2) = take(iWalker,r2), open(dwa) d move(iWakler,r2),
open(dbr) d move(iWakler,r2), on(lbr) d move(iWakler,r2) }

S2 = { take(Rolland,r1) s dress(Marion,r1),
take(Rolland,r1) < lock(dwa), take(Rolland,r1) < lock(dka),
lock(dwa) < change(Marion), lock(dka) < change(Marion),
change(Marion) < unlock(dwa), change(Marion) < unlock(dka),
unlock(dka) d dress(Marion,r1), unlock(dwa) d dress(Marion,r1)}

To do situated temporal reasoning, the Collaboration Manager should maintain a
set of temporal relations which are situation dependent. Therefore, we introduce
the class of situated temporal relations. A situated temporal relation is a temporal
relation with a condition and interpreted as: if the condition is true, then the temporal
relation should hold. For example:

isLocked(dwa) ⇒ unlock(dwa) < open(dwa)

means that if the sliding door of the working area is locked, the operation “un-
lock” should take place before “open”. Situated temporal relations are activity in-
dependent, and may introduce additional relations between activities according to
the environment situation. In our example, Marion is already in the dressing room,
changing, i.e. the following actions and operations have already been carried out:
take(Rolland,r1), lock(dwa) and lock(dka). Thus, the condition isLocked(dwa) is true
in the current situation and the operation open(dwa) of the take(iWakler,r2) can
only take place after the operation unlock(dwa). Since unlock(dwa) is an operation
of the activity dress(Marion,r1), the interaction manager concludes that the activity
take(iWakler,r2) should wait for dress(Marion,r1). As a result the Output Manager
generates the feedback “Please wait a while, since Marion is in the dressing room”.
After the execution of unlock(dwa), the condition isLocked(dwa) becomes false. The
operation open(dwa) can then take place, and the activity take(iWakler,r2) is allowed
to start. As a consequence, iWalker asks: “Now I can take you to the bathroom,
should I?”.

As stated in the previous and current section, to enable users to interact with an
AAL environment naturally, we introduced models of both spatial and temporal re-
lations. Consequently, the integration of these models should be considered as well.
There are several researches in this direction, for example, [8] presents a calculus
that combines RCC-8 with Allen’s Interval Calculus, while [19] introduces a model
that combines the Cardinal Direction Calculus with Allen’s Interval Calculus.
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5 Conclusion

In this paper we showed examples for the application of qualitative spatio-temporal
representation and reasoning in situated interaction in AAL. Specifically, spatial
representation and reasoning based on the Double-Cross calculus is used for human-
robot interaction on navigation tasks; the Star Calculus is applied to model relations
between objects for solving object localization problems; and we use Allen’s Inter-
val calculus to specify activity plans and relations between activities, actions and
operations. Spatio-temporal reasoning then allows the system to integrate context
sensitive information into the user’s intentions and the system’s feedbacks. Thus,
situated interaction is achieved.

Several components developed in our research center, for example, the spatio-
temporal reasoning toolbox SparQ [24], the formal method based framework for the
development of interaction controls SimSpace [10] and the generic dialogue system
DAISIE [21], provide foundations for the development of the interaction system de-
scribed in this paper. However, further development of various management compo-
nents (Fig. 1) is yet ongoing work. The integration of more spatio-temporal calculi
will be investigated in the future. Moreover, we will further evaluate the interaction
system with real users for its acceptance and reliability.
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