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Abstract. Temporal periodicity of patterns can be regarded as an im-
portant criterion for measuring the interestingness of frequent patterns
in several applications. A frequent pattern can be said periodic-frequent
if it appears at a regular interval. In this paper, we introduce the prob-
lem of mining the top-k periodic frequent patterns i.e. the periodic pat-
terns with the k highest support. An efficient single-pass algorithm using
a best-first search strategy without support threshold, called MTKPP
(Mining Top-K Periodic-frequent Patterns), is proposed. Our experi-
ments show that our proposal is efficient.

1 Introduction

First introduced in [1], frequent pattern mining (also called frequent itemset
mining) plays an essential role in many data mining tasks. There are a lot of
frequent patterns mining algorithms for a large category of patterns such as asso-
ciation rules [1], correlations [2], sequential patterns [3], dense periodic patterns
[4], frequent patterns with maximum length [5], frequent patterns with temporal
dependencies [6], etc. Many works have focused on the efficiency of frequent pat-
tern mining by using various techniques such as depth first/breath first search
[7], use of trees/other data structures [8], top down/bottom up traversals [9],
vertical/horizontal formats [10] and use of constraints [11][12]. Recent surveys
may be found in [13] and [14].

However, two main bottlenecks exist: (i) A huge number of patterns are gen-
erated and (ii) Most of them are redundant or uninteresting. To tackle these
problems, various approaches have been developed.

Frequent-closed pattern mining algorithms have been proposed to reduce re-
dundant patterns [15] and to mine a compact set of frequent patterns which
cover all frequent patterns [16]. A recent survey may be found in [17]. While
the previous approaches work at the algorithmic level, another strategy is to
rank patterns in a post-algorithmic phase with objective measures of interest
[18]. A large number of interestingness measures have been proposed. Interest-
ing surveys and comparisons may be found in [19][20] and [21]. At both levels,
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constraint-based patterns mining, pushing the constraints using objective mea-
sures deeply into the patterns mining process is a very interesting approach
[11][12]. This approach uses efficient pruning strategies to discover interesting
patterns such as optimal rule mining [22][23]. It is important to notice that most
of the previous mentioned works, except mainly [22] and [23], are always subject
to the dictatorship of support for the frequent pattern mining step. Avoiding
the use of the support has been recognized as a major challenge, such as min-
ing high confidence association without support pruning [24][25][26], and mining
rules without support threshold [27][28].

Top-k frequent patterns mining techniques that allow the user to control the
number of patterns to be discovered without any support threshold have been pro-
posed in [29]. Recently, [30] proposed a pattern mining approach with a periodic
constraint on patterns appearance and a minimum support constraint. As pointed
out by the authors, there are several domains to apply periodic-frequent patterns
mining: in a retail market, in web site design or web administration, in genetic data
analysis, in stock market, etc. Thus the occurrence periodicity plays an important
role in discovering interesting frequent patterns in such applications [4][31].

We here focus on these two bottlenecks and propose a new algorithm to dis-
cover the top-k periodic-frequent patterns without support threshold. The re-
mainder of this paper is organized as follows: in Section 2 and 3, the problem of
mining periodic-frequent patterns and the top-k periodic-frequent patterns are
introduced. An efficient single-pass algorithm, named MTKPP, is presented in
detail in Section 4. Section 5 reports the experimental study. Finally, we conclude
this paper in Section 6.

2 From Periodic Patterns to Top-K Periodic Patterns

Tanbeer et al. [30] define a periodic-frequent pattern as a frequent pattern that
appears in a database at a regular period (or interval). They define a new pe-
riodicity measure for a pattern using the maximum interval at which the same
pattern occurs in a database. In addition, they also consider the occurrence fre-
quency. Unfortunately, the traditional frequent patterns mining techniques fail to
discover such periodic-frequent patterns because they are only concerned with
the occurrence frequency. The authors further propose an efficient tree-based
structure, called PF-tree (Periodic-Frequent pattern tree) that enables a pat-
tern growth mining technique to generate the complete set of periodic-frequent
patterns in a database [30]. However the user is still in charge of defining the
periodicity and the support thresholds.

It is well-known that setting a minimum support threshold is a difficult task
for the user. If the threshold is set too small, a large number of patterns will be
found which not only consumes more time and space resources, but also burden the
users with analyzing the mining results. On the contrary, if the threshold is set too
large, there will be very few frequent patterns. This implies that some interesting
patterns are hidden because of improper determination of support threshold. That
is why many works try to avoid this task, as we mentioned in the introduction.
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We here extend the work of [30] and propose a new kind of pattern, namely
the top-k periodic-frequent patterns to be discovered in a transactional database.
Moreover, we propose an algorithm that discovers the top-k periodic patterns
with the highest values of frequency. Our approach has two major advantages.
Firstly, it does not need a minimum support threshold. Secondly, our algorithm
needs to read the database only once.

3 Problem Definition

We here give some definitions for top-k periodic-frequent pattern mining follow-
ing the definitions by [30]. We mainly introduce a precise definition of consecutive
transaction-ids. This allows us to define an unambiguous definition of the period
of a pattern.

Let I = {i1, i2, . . . , in} be a set of n ≥ 1 literals, called items. A set X =
{ij, . . . , ik} ⊆ I, 1 ≤ ij < ik ≤ n is called an itemset (a pattern).

A transaction t = (tid, Y ) is a tuple where tid represents a transaction-id and
Y ⊆ I is an itemset. A transactional database TDB over I is a set of transactions
T = {t1, . . . , tm}, where m = |TDB| is the total number of transactions in TDB.
If X ⊆ Y , it is said that t contains X or X occurs in t and such transaction-id is
denoted as tXj , j ∈ [1, m]. Therefore, T X = {tXj , . . . , tXk }, j, k ∈ [1, m] and j < k
is the set of all ordered transaction-ids (tids list) where X occurs in TDB.

Definition 1 (Consecutive tids of pattern X). Let tXj and tXk , be two tids
where X appears, 1 ≤ j < k ≤ m − 1 and such that there is no transaction ti
that contains X with j < i < k. Transactions tXj and tXk , are then defined as
consecutive tids of X.

Definition 2 (A period of pattern X). We define a period of the pattern X,
denoted as pX , as the number of transactions between two consecutive tids tXj
and tXk of X:

pX = tXk − tXj

For simplicity reason we will consider that the first transaction and the last
transaction (say, tf and tl) in TDB are respectively identified as ”null” (i.e.,
tf = 0) and tm (i.e., tl = tm) as in [30]. For instance, from Table 1 the set of
transactions where pattern ab appears is T ab = {1, 4, 6, 7, 8, 11, 12}. Therefore,
the periods for this pattern are 1(= 1− tf), 3(= 4−1), 2(= 6−4), 1(= 7−6), 1(=
8 − 7), 3(= 11 − 8), 1(= 12 − 11) and 0(= tl − 12), where tf = 0 and tl = 12.
These periods are then helpful when we consider the behavior of a pattern. In
particular, the largest occurrence period of a pattern provide the upper limit of
its periodic occurrence characteristic.

Definition 3 (Periodicity of pattern X). Let T X be the set of all tids where
X occurs and PX be the set of all periods of X(PX = {pX

1 , ..., pX
r }), where r is

the total number of periods in PX . Then, the periodicity of X can be denoted as
Per(X) = max(pX

1 , . . . , pX
r ).
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For example, in the TDB of Table 1, P ab = {1, 3, 2, 1, 1, 3, 1, 0} and Per(ab) = 3.

Definition 4 (Support of pattern X). The number of transactions in a TDB
that contains X(|T X |) is called the support of X and denoted Sup(X).

For example, the support of pattern ab of Table 1 is Sup(ab) = |T ab| = 7.

Definition 5 (Periodic-frequent pattern). A pattern X is called a periodic-
frequent pattern if it satisfies both of the following constraints: (i) its periodicity
is no greater than a user-given maximum periodicity: Per(X) ≤ σp × |TDB|
and (ii) its support is no less than a user-given minimum support: Sup(X) ≥
σs × |TDB| where σp and σs are expressed in percentage of |TDB|.
Therefore, the periodic-frequent pattern mining problem, given σp, σs and a
TDB, is to discover the complete set of periodic-frequent patterns in TDB
having periodicity no greater than σp × |TDB| and support no less than σs ×
|TDB|.

However, as pointed out before it is quite difficult for users to set a definite
support threshold if they have no special knowledge in advance. In addition, in
some cases, it is natural for user to specify a simple threshold on the amount of
periodic-frequent patterns, say the most 100 frequent patterns with periodicity
less than 1, 000 transactions. It is thus of interest to mine the most frequent
k periodic patterns over transactional databases without the minimum support
threshold requirement.

We thus propose the following definition of top-k periodic-frequent patterns.

Definition 6 (Top-k periodic-frequent patterns). Let us sort the periodic
patterns (i.e. patterns with periodicity no greater than σp×|TDB|) by descending
support values; let S be the support of the kth periodic pattern in the sorted
list. A pattern X is called a top-k periodic-frequent pattern if it satisfies the
following constraints: (i) its periodicity is no greater than a user-given maximum
periodicity : Per(X) ≤ σp×|TDB| and (ii) its support is no less than the support
of kth pattern in the sorted list: Sup(X) ≥ S where σp is expressed in percentage
of |TDB|.

4 MTKPP(Mining Top-K Periodic-Frequent Patterns)

In this section, we introduce an efficient single-pass algorithm, called MTKPP
(Mining Top-K Periodic-frequent Patterns), for mining the top-k periodic pat-
terns with the k highest supports from transactional databases.

Our algorithm adopts a best-first search strategy to quickly find periodic
patterns with the highest values of support. MTKPP consists of two phases:
Top-k list initialization phase and Top-k mining phase. Both of them are based
on the use of a top-k list as presented below.

Top-k list structure. Top-k list is a linked-list with a hash table which is used
to maintain k periodic-frequent patterns with highest supports. As shown in Fig.
1, each entry in a top-k list consists of 4 fields: item or itemset name (I), total
support (sI), periodicity (pI) and tids list where I occurs (T I).
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Fig. 1. Top-k list structure

Top-k list initialization phase. To create the top-k list, the database is
scanned to obtain all items. At the first occurrence of each item, our algorithm
creates a new entry in the top-k list and initializes the support, periodicity and
tids list. For the other occurrences, MTKPP finds the existing entry in the top-k
list, using a hash function for efficiency reasons. Then, the values in the entry
are updated. After this step, we do not need to scan the database anymore. All
items that have periodicity greater than σp are removed from the top-k list and
the top-k list is sorted in support descending order. Finally, all items that have
support less than the support of the kth item in top-k list (sk) are removed from
the top-k list.

Example. Let consider the TDB presented in Table 1. The maximum period-
icity threshold σp and the number of required results k are 4 and 5 respectively.
Figure 2 illustrates the creating of the top-k list from the TDB.

Table 1. Transactional database

tid items

1 a b d e
2 c d e
3 b c f g
4 a b d f g
5 c e g
6 a b c d g
7 a b c d
8 a b c e
9 b c d

10 a c e g
11 a b f
12 a b d g

With the scan of the first transaction t1 = {a, b, d, e}, the entries of the top-
k list for items a, b, d and e are initialized as shown in Fig. 2(a). The next
transaction (t2 = {c, d, e}) initializes a new top-k list entry for item c. It updates
the values of support and periodicity for items d and e to 2 : 1 and tids list to
{1, 2} (Fig. 2(b)). As shown in Fig. 2(c), after scanning the third transaction
(t3 = {b, c, f, g}), the periodicity pb of b changes from 1 to 2. The top-k list after
scanning all transactions is given in Fig. 2(d). Then, the item f which has the
periodicity pf = 7 greater than σp = 4 is removed from the top-k list. Finally,
the top-k list is sorted by support descending order and item e is removed from
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(a)

(b)

(c)

(d)

(e)

Fig. 2. Top-k list initialization

the top-k list, since the support of e(se = 5) is less than support of g(sg = 6)
which is the kth(5th) pattern in the top-k list. The top-k list after initialization
phase is shown in Fig.2(e).

Top-k mining phase. To mine all top-k period-frequent patterns from the
top-k list, a best-first search strategy is adopted to firstly generate the periodic
patterns with the highest support. To generate a new periodic pattern, MTKPP
starts from considering the most frequent patterns to the least frequent patterns
in the top-k list. It then combines two elements in the top-k list under the
following two constraints: (i) the size of the patterns of both elements must be
equal; (ii) both patterns must have the same prefix (i.e. each item from both
patterns is the same, except the last item). When both patterns satisfy the
constraints, MTKPP will intersect the tids lists of the two elements in order to
find the periodicity, the support and the tids list of the new generated periodic
pattern. If the periodicity of the new periodic patterns is no greater than σp and
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the support is greater than the support of the kth pattern in the top-k list, then
the newly generated periodic pattern is inserted into the top-k list and the kth

pattern will be removed from the top-k list. The details of the mining phase are
described in Algorithm 1.

Algorithm 1. (MTKPP top-k mining)
Input: top-k list, σp, k
Output: top-k periodic-frequent patterns

for each entry i in top-k list do
for each entry j in top-k list (i < j) do

if |Ii| = |Ij | and |Ii
1| = |Ij

1 , |Ii
2| = |Ij

2 |, ..., |Ii
|Ii|−1| = |Ij

|T j |−1
| then

pi∪j = 0, si∪j = 0, T i∪j = φ
for each tidx in T i and tidy in T j do

if tidx = tidy then
si∪j = si∪j + 1
T i∪j = T i∪j ∪ tidx

p = tidx− last tid in T i∪j

if p > pi∪j then
pi∪j = p
if pi∪j > σp then

stop considering Ii∪j{pattern i ∪ j has periodicity > σp}
if pi∪j ≤ σp and si∪j ≥ sk then

insert Ii∪j into top-k list
remove kth entry from top-k list

Example. MTKPP mine the top-k periodic-frequent patterns from the top-k
list of Fig. 2(e). Since item b is the first item in the top-k list and it does not
have items in the previous sequence, MTKPP starts by considering item a and
then looks for other items with the same size and same prefix (which are in the
previous sequence in the top-k list), item b. Then, b is combined with a and their
tids lists are intersected to find the support (sba = 7), the periodicity (pba = 3)
and the tids list (T ba = {1, 4, 6, 7, 8, 11, 12}) of pattern ba. Since the periodicity
of ba is less than σp = 4 and the support of ba is more than sk = 6, ba is inserted
in the top-k list and item g (the kth pattern) is removed from the top-k list
(Fig. 3). Next, the third element, item c, is considered. There are two elements
which are in the previous sequence and have the same prefix as c: b and a. Then,
c is combined with b and their tids lists are intersected. The tids list and the
periodicity of cb are {3, 6, 7, 8, 9} and 3 respectively. Because the support of cb
(scb = 5) is less than the support of sk = 7, the pattern cb is no longer consid-
ered. Next, c and a are combined and their tids lists are intersected. The tids
list of ca is then {6, 7, 8, 10}. Since the periodicity of ca(pca = 6) is greater than
4, ca cannot be a periodic pattern. Next, item d and itemset ba are considered
in the same manner. When all patterns in the top-k list have been considered,
we obtain the top-k periodic-frequent patterns. The final result is shown in
Fig 3.
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Fig. 3. Top-k frequent patterns

5 Performance Evaluation

In this section, we report our experimental studies to evaluate MTKPP. From
the best of our knowledge, there is no other existing approach to discover top-
k periodic-frequent patterns and we thus only investigate the performances of
MTKPP.

The MTKPP program was implemented in C. The simulations were performed
on a 1.6 GHz Intel Xeon with 4 GB main memory on a Linux platform.

5.1 Experimental Setup

We tested our algorithm on one synthetic dataset (T10I4D100K [1]) and two
real datasets (Retail and Mushroom [32]).

While T10I4D100K and Retail are large sparse datasets with 100, 000 and
88, 122 transactions and 1, 000 and 16, 469 distinct items respectively, Mushroom
is a dense dataset that contains 8, 124 transactions with 119 distinct items.

We conducted several experiments to evaluate the performance of our algo-
rithm. We focused on the time and space costs of our approach, where the time
cost refers to the time to initialize and mine the top-k periodic-frequent patterns
from the top-k list and the space cost refers to the memory requirement of the
top-k list.

We evaluate the performance of our algorithm with various values of k and
σp: from 100 to 2000 for k, and from 2% to 30% for σp.

5.2 Execution Time of MTKPP

Figures 4(a) and 4(b) give the processing time of MTKPP for T10I4D100K
and Retail datasets. One can observe that the computation time increases as
k or σp increases. When the value of k increases, MTKPP has to find more
results, therefore the computation time increases as well. When the value of
σp increases, it causes the increasing of the number of patterns that have peri-
odicity more than σp. Thus, the proposed algorithm MTKPP has to consider
larger patterns as it cannot prune a huge number of patterns only by using the
threshold σp.

Figure 4(c) shows the computation time of MTKPP on the Mushroom dataset.
One can see that the computational time increases as k increases but it does not
increase when the value of σp increases. Since Mushroom is dense, the patterns
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Fig. 4. Computational time of MTKPP

in the top-k list occur very frequently and have very low periodicity. Thus, the
number of considered patterns is quite stable when the value of σp increases.

Figures 4(d), 4(e) and 4(f) give comparisons of the execution time of the top-
k list initialization and mining phases. The time to initialize the top-k list is
quite unaffected when the values of k and σp increase. Indeed, the number of
considered transactions and the number of considered items are stable. On the
other hand, the time to mine the top-k periodic-frequent patterns increases as
k or σp increases (Figures 4(a), 4(b) and 4(c)).

5.3 Memory Consumption of MTKPP

The variation of memory usage of MTKPP with the number of periodic-frequent
patterns to be mined, k, is shown in Fig. 5.

From this figure, it is obvious that the memory usage increases as k increases.
In fact, the memory usage of MTKPP depends on the support of each pattern in
the top-k list because MTKPP has to keep the tids lists of all patterns in the top-k
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list in order to find the support and the periodicity. For Mushroom, the memory
usage increases linearly because the supports of patterns in the top-k list do not
differ much. For T10I4D100K and Retail, the memory usage increases slightly as
k increases because the supports of patterns in the top-k list are quite different.

6 Conclusion

In this paper, we introduced and studied the problem of mining the top-k
periodic-frequent patterns from transactional databases.

An efficient one-pass algorithm, called MTKPP (Mining Top-K Periodic-
frequent Patterns), is proposed. Since the minimum support to retrieve top-k
periodic-frequent patterns cannot be known in advance, a new best-first search
strategy is devised to efficiently retrieve the top-k periodic-frequent patterns.
It firstly considers the patterns with the highest support and then combines
candidates to build the top-k periodic-frequent patterns list.

Our empirical studies, on real and synthetic data, show that our algorithm is
efficient and scalable for top-k periodic-frequent pattern mining.
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