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Preface 

At the School of Information Technology, KMUTT, we believe that information tech-
nology is the most important driver of economy and social development. IT can en-
able better productivity, as well as helping us to save resources. IT is giving rise to a 
new round of industrial and business revolution. We now can have products and ser-
vices that once were believed to be beyond reach. Without IT, it is impossible for 
people to realize their full potential. 

Businesses worldwide are harnessing the power of broadband communication, 
which will have a profound and constructive impact on the economic, social develop-
ment, education, and almost all aspects of our life. This new era of unified communi-
cation presents us with new challenges. This is why we should work together more 
closely to enhance the exchange of knowledge related to effective application of 
broadband communication and IT. 

It is my sincere hope that all contributions to the Third International Conference on 
Advances in Information Technology (IAIT 2009) will increase our understanding of 
how we can have effectively apply this emerging technology for the benefit of all people 
all around the world. I hope IAIT 2009 will also lead to more research that can contrib-
ute to a better methodology for IT applications in the era of unified communication. 

I am very grateful to all our keynotes speakers for coming all the way to Thailand. 
I would also like to thank everyone who attended IAIT 2009, and helped to make it a 
success. 

 
 

September 2009 Borworn Papasratorn 
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Performance Analysis of BitTorrent and Its Impact on 
Real-Time Video Applications 

Amuda James Abu and Steven Gordon 

Sirindhorn International Institute of Technology, Thammasat University,  
Pathumthani 12000, Thailand 

james@ict.siit.tu.ac.th, steve@siit.tu.ac.th 

Abstract. BitTorrent and similar peer-to-peer file sharing applications can rep-
resent a large portion of network traffic. Despite the advantages for BitTorrent 
users, it can unfairly consume access link bandwidth from other user(s) and ap-
plications. It can also rapidly fill up buffers at access routers. We have used a 
detailed model of the BitTorrent protocol to analyze its performance and impact 
on real-time video traffic. We have shown that increasing the number of BitTor-
rent clients and/or upload connections can cause a decrease in download rate 
due to delayed TCP acknowledgements. We also show the effect of access 
router buffer size on performance: too small reduces BitTorrent’s upload rate, 
too large increases video jitter and delay. 

Keywords: BitTorrent, TCP, Peer-to-Peer File Sharing, Real-Time Video. 

1   Introduction 

BitTorrent [1] is a popular protocol for peer-to-peer (P2P) exchange of data, such as 
file sharing. The BitTorrent protocol allows a client to download portions of a file 
from different remote hosts, thereby avoiding dependence on a single server and po-
tentially decreasing the total download time. To ensure there are sufficient remote 
hosts to download from, BitTorrent requires a downloading client to also upload files.  

The popularity and efficiency of P2P file sharing have resulted in performance 
problems for end-users and Internet Service Providers (ISPs). Estimates of the portion 
of all traffic contributed by P2P file sharing range from 40% to 70% [2, 3]. This pre-
sents problems for end-users because of the way in which the protocols interact with 
other applications, such as increasing the delay experienced when web browsing. In 
addition, the large amount of data uploaded by end-users presents challenges for ISP 
networks, traditionally engineered for a high download/upload ratio.  

In this paper we analyze the performance of BitTorrent and investigate its impact 
on interactive video traffic in an ISP network. BitTorrent aims to maximize the 
download rate for the end-user. However BitTorrent implements a tit-for-tat strategy 
to ensure sufficient amount of data is uploaded so that there are enough remote hosts 
to download from. Therefore, maximizing the upload rate is also important for Bit-
Torrent. For interactive video traffic, delay and jitter should be minimized, while a 
small number of packet drops can be tolerated.  
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When there are many end-users in an ISP network, the access router that the users 
connect to, and in particular the uplink from the access router to the next router, may 
become the bottleneck in the network [4, 5]. BitTorrent, which uploads a large 
amount of data using multiple TCP connections, may utilize a large portion of that 
link (and access router buffers), resulting in unacceptable delays for other applications 
(and non-BitTorrent users). This is particularly detrimental to real-time voice and 
video applications. The IETF, through the Low Extra Delay Background Transport 
(LEDBAT) Working Group [6], have also identified these problems for end-users and 
ISPs, and have recently begun analyzing the issues involved. The results in this paper 
are a step towards understanding the performance of BitTorrent and its impact on 
video applications, especially when BitTorrent users are sharing the same access link 
in an ISP network with a real-time video user. We show the relationship between 
BitTorrent clients, upload connections, and access router buffer size on delay, up-
load/download rates and packet drops for BitTorrent and video applications. 

This paper is structured as follows: In Section 2, the BitTorrent performance issues 
are explained. Our assumed scenario is described in Section 3, and the analysis meth-
odology and results are presented in Section 4 Related work is discussed in Section 5, 
and finally conclusions and future work are given in Section 6. 

2   Performance Issues with BitTorrent and Other Applications 

BitTorrent is a protocol primarily used for P2P file sharing. In BitTorrent a file is 
referred to as a torrent. The set of peers downloading and/or uploading a torrent is 
called a swarm. A peer within a swarm that has fully downloaded the torrent and 
makes it available to others is a seed, while those yet to download the entire torrent 
are leeches. Consider a peer that wants to download a torrent. We will refer to it as the 
local peer and others as remote peers. Using a tracker server, the local peer discovers 
a list of remote peers in the swarm, selects N remote peers and establishes TCP con-
nections with each. Then the peers use the Peer Exchange Protocol to exchange 
pieces (i.e. upload and download the file). The strategy for selecting peers to ex-
change pieces with is important for maximizing the download rate, as well as upload-
ing content for other peers to access. Of the N remotes peers that the local peer is 
connected to, it will choose U unchoked peers to exchange pieces with. The local peer 
chooses these unchoked peers from those that it has the best download rates from, and 
the peers are interested in exchanging pieces with the local peer. Regular updates of 
choked/unchoked peers are performed, as well as occasional optimistic unchoking in 
the hope of maximizing the download rate. Further details can be found in the official 
[1] and unofficial [7] BitTorrent specifications. 

Although using multiple TCP connections can increase reliability and distribute 
traffic load to multiple peers, it can have impact on how link bandwidth is shared 
among applications and users. In ideal conditions TCP will share the bandwidth of a 
link equally among the connections. Application X with M TCP connections sharing a 
link with an application Y with one TCP connection will obtain M times the band-
width as application Y. Considering an end-user running multiple applications (e.g. 
BitTorrent, web browsing, file download), the user may experience unfairness in the 
link bandwidth allocation for each of the applications because of the different number 



 Performance Analysis of BitTorrent and Its Impact on Real-Time Video Applications 3 

of TCP connections established by each of the applications (e.g. BitTorrent resulting 
in excessive web response times). However, the end-user has control over this unfair-
ness – the user can manually choose the applications to run, or configure their host to 
give priority to desired applications. Now consider multiple end-users connecting to 
an ISP access router as shown in Fig. 1a. If the access router uplink (to the next 
router) is the bottleneck in the path, then unfairness may arise, this time outside the 
control of the end-user. Because the access link is a bottleneck, P2P client is capable 
of rapidly filling up the queue of the access router. Therefore, packets from the video 
source experience longer queue delay at the access router and they are possibly 
dropped when the queue is full, especially when the access router uses a drop-tail 
queue discipline. Large delay and high packet drops can be detrimental to real-time 
video applications. 

    (a)                                     (b) 

Fig. 1. Showing (a) the sharing of access link among end-users running different applications 
with different number of connections, and (b) the simulation network topology 

Although unfairness between any application with multiple TCP connections and 
application with single TCP connection may arise (e.g. web browsers use multiple 
connections), the issue is especially relevant for BitTorrent (and other P2P protocols) 
for the following reasons: 

1. BitTorrent uploads a large amount of data unlike other applications, with the 
exception of interactive voice/video applications which typically use UDP.  

2. BitTorrent local peer may change TCP connections to remote peers on a regular 
basis (depending on the choking algorithm and availability of peers). This results 
in changes in TCP parameters (e.g. window sizes) and performance when 
compared to an application that always uses the same multiple connections for 
the entire duration of the data transfer. 

3. The traffic profile of BitTorrent (data packet sizes, frequency and size of control 
packets being sent) differs from other applications. 

Therefore analysis of the performance of BitTorrent is needed in the access network 
of an ISP network from the end-user perspective, especially in the presence of other 
applications used by other end-users in the same access network. We consider the 
impact of the access router capabilities on BitTorrent under different loads, as well as 
the interactions with video traffic. 
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3   Scenario Description and Simulation Setup 

We assume an ISP network with L local hosts (i.e. customers) all with dedicated links 
to the ISP access router. The uplink from the access router to the next router is the 
bottleneck link in the path for end users. This scenario arises when there are a large 
number of local hosts, each with reasonable uplink speeds, but the uplink speed from 
access router is insufficient for all hosts uploading at the same time. Beyond the ISP 
network are R remote hosts. To ensure a very high percentage of peer-to-peer traffic 
in the access network of the ISP network, we assume L-1 local hosts are running Bit-
Torrent while one local host is running an interactive video application. 

The network simulator ns2 [8], with a BitTorrent patch [9], is used to analyze the 
performance of BitTorrent and its impact on interactive video application using the 
topology shown in Fig. 1b. The capacity of the access router uplink to the next router 
is set to 1.5Mb/s while the downlink is set to 100Mb/s. We use these values because 
we are interested in making the uplink a bottleneck. Other links are set to 100Mb/s in 
order to congest the access network especially from the local end-users perspective. 
The delays of all links randomly (uniformly distributed) range from 1-50ms. All 
routers use drop-tail queue discipline. The default parameter values for the network 
and applications are shown in Table 1.  Queue size of the access router is set high 
because we want to avoid early packet drop at the access router.  

Table 1.  Default parameter values 

Parameter Value Parameter Value 
Local BitTorrent clients 1 BitTorrent Application 
Remote peers per swarm 30 per local client File size 100 MB 
Access router queue size 300 pkts Unchoked connections 4 
Link MTU 1500 Bytes Unchoke interval 10 sec 

Video Application Piece size 256 KB 
Data rate 750 kb/s Block size 16 KB 
Packet size 500 B   

 
TCP New Reno is the transport protocol used by BitTorrent. One of the remote 

peers is the initial file seed, and each peer remains in the swarm until all other peers 
have finished the download. This topology (similar to [4]) is chosen to allow the local 
peer to select from sufficient remote peers and to generate significant traffic on the 
local link. The video traffic is constant bit rate using UDP. The data rate and packet 
size are chosen to reflect a good quality video conversation over the 1.5Mb/s uplink. 

Two different simulation configurations were carried out: Firstly, BitTorrent traffic 
with no video session and secondly,  BitTorrent traffic with 1 video session in the 
network. Numerous statistics were collected from the simulations. For brevity, we 
present the following in this paper: aggregate Uploading and Downloading rate of all 
local BitTorrent peers; Packet Delay and Packet Drops at access router queue; Inter-
arrival time for receiving video client (i.e. an indicator of video jitter). All statistics 
shown are the average of 10 simulations with different random seeds in each simula-
tion configuration. 
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4   Analysis and Results 

4.1   Number of Local BitTorrent Clients 

First we consider the impact of varying the number of local BitTorrent clients from 0 
up to 5. Results for selected performance metrics with and without the video session 
are shown in Fig. 2. Fig. 2a shows the aggregate upload rate – the sum of the upload 
rates for all local peers. With one local peer in the absence of video traffic in the net-
work, the rate is approximately 900kb/s, whereas with two local peers the rate per 
peer is approximately 575kb/s (a total of 1150kb/s). The aggregate upload rate 
reaches 1200kb/s. This is limited by the access link rate of 1.5Mb/s (and packet and 
TCP overheads). However, with a single BitTorrent client, the upload rate is not lim-
ited by the access link capacity, but rather by the demand for pieces from the remote 
peers. In the presence of video traffic, the aggregate BitTorrent upload rate is reduced 
as the TCP connections across the access router uplink must now compete with the 
UDP traffic from the video source. 

The increasing upload rate of local BitTorrent clients is responsible for an increas-
ing queue delay of packets at the access router. The results in Fig. 2b show that the 
video packet queue delay at the access router is 0ms with no BitTorrent traffic in the 
network, but rises sharply as BitTorrent traffic is introduced. Large delay  is undesir-
able for any interactive video application. Large queue delay of BitTorrent packets 
can affect BitTorrent download rate as TCP ACK packets are delayed. 

Arriving packets are frequently dropped when the queue of the access router is 
quickly filled to its limit (Fig. 2c). BitTorrent packets with 1 video session experience 
the highest drop rate due to the increasing queue delay and the unavailability of the 
entire bandwidth of the access router uplink. The reduced drop rate of BitTorrent 
packets with no video session is due to the availability of the full capacity of the ac-
cess router uplink. When we have only video traffic present in the network (i.e. 0 
BitTorrent clients), no packet is dropped. However, as we introduce BitTorrent traffic, 
video packets are dropped at the access router. High video packet drop rate is undesir-
able for the real-time video application. However, BitTorrent packets dropped are re-
transmitted by TCP, leading to higher load on the access router. 

Recall that the downlink rates are effectively unlimited compared to the upload 
link from access router. The aggregate download rate of local BitTorrent client(s), 
with and without video session in the network, increases with increasing number of 
local BitTorrent clients (Fig. 2d). With one local peer the download rate is approxi-
mately 2000kb/s, and with two 4000kb/s (2000kb/s per peer). As the local peers are 
part of independent swarms, it could be expected to see each peer maintaining 
2000kb/s download rate. However, this is not the case with 3 or more peers (e.g. with 
5 peers less than 8000kb/s). This can be explained by the delayed TCP acknowledge-
ment packets in the queue of the access router. The sending rate of a remote peer (and 
hence downloading rate of local peer) is limited by the rate at which the remote peer 
receives TCP ACKs from the local peer. 

The video source generates a packet every 5.33ms. Performance is degraded for the 
interactive video application when the video receiver inter-arrival time increases 
compared to 5.33ms as the number of local peers increases as shown in Fig. 2e. This 
is due to the variation of queue delay of video packets at the access router. 
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Fig. 2. Effects of varying the number of local BitTorrent clients on: (a) BitTorrent upload rate, 
(b) queue delay of BitTorrent and video packets, (c) percentage of BitTorrent and video packets 
drops,  (d) BitTorrent download rate; with and without video session in the network, and (e) 
Inter-arrival rate of video packets at the remote host (receiver) 

4.2   Number of Unchoked Remote Peers 

Now we consider the impact of varying the number of upload connections (unchoked 
remote peers) from 4 to 20 with a single local BitTorrent client. As shown in Fig. 3a 
the uploading rate of the local peer (with 1 and zero video session) increases as a 
result of an increase in the number of multiple TCP connections used by the local peer 
to upload data to remote peers. An increased number of upload connections of the 
local peer implies an increased number of remote peers to download from at the same 
time. As a result, large portion of the file will have been downloaded within a short 
period of time which can also be uploaded to other interested remote peers. 
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Fig. 3. Effects of varying the number of upload/unchoked connections of a single local BitTor-
rent client on: (a) BitTorrent upload rate, (b) queue delay of BitTorrent and video packets, (c) 
percentage of BitTorrent and video packets drops, and (d) BitTorrent download rate; with and 
without video session in the network 

The increasing upload rate is responsible for an increasing queue delay of packets 
at the access router (see Fig. 3b), with video packets experiencing longer delay which 
cannot be tolerated by real-time video applications, while coexisting with BitTorrent 
traffic in the network.  

As the queue of the access router grows, it will be eventually filled up to the size 
limit. Therefore, arriving packets are dropped (Fig. 3c). This is responsible for the 
increasing percentage of packet drops at the access router. BitTorrent packets dropped 
are retransmitted by TCP. However, as video packets dropped become large, notice-
able portion of the video packets become unavailable at the receiver. 

The decreasing download rate for the local BitTorrent client (note that this is for a 
single client, compared to Fig. 3d which shows the aggregate for all clients) is due to 
the delayed TCP ACKs in the queue of the access router. 400ms and 300ms queue 
delays of BitTorrent packets (ACKs) are responsible for the minimum download rates 
of 1400kb/s and 2000kb/s with and without video session respectively with 20 
unchoked connections. This is because the sending rates of remote peers depend on 
the rates at which they receive ACK packets from the local peer. 

4.3   Access Router Queue Size 

Finally we obtain results when we vary the queue size of the access router from 25 to 
200 packets with an increment of 25. Fig. 4 shows the effects of increasing the access 
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router’s queue size on the upload rate of a local peer as shown in Fig. 4a, and the 
percentage of BitTorrent and video packet drops as shown in Fig. 4b. 

With no video traffic and queue size of 25 packets, the upload rate of BitTorrent is 
poor as the number of packets dropped is large as shown in Fig. 4b, leading to TCP 
retransmissions with each TCP connection, initiated by BitTorrent, halving its con-
gestion window in response to packet loss, and low uploading rate. However, as 
queue size increases, the upload rate becomes better as less packets are dropped as 
shown in Fig. 4b and less retransmission. With video traffic, the Bittorrent upload rate 
becomes poorer as more packets are dropped. Large video packet drops can be un-
friendly for the interactive video application. Low latency tolerance applications such 
as real-time video perform undesirably with increasing queue size (delay) in the pres-
ence of BitTorrent traffic. 
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Fig. 4. Effects of access router queue size on: (a) BitTorrent upload rate and (b) percentage of 
BitTorrent and video packets drops; with and without video session in the network 

5   Related Work 

Researchers have studied the traffic characteristics of actual P2P file sharing systems, 
mostly via trace analysis and experimentation, observing factors such as load gener-
ated on networks, distribution of pieces among peers, and distribution and activity of 
peers (e.g. [10, 11, 12]). Such studies provide high-level statistics on BitTorrent traf-
fic across one or more swarms, but do not give insight into the impact of parameters 
on individual users and ISP networks. 

The issues of multiple connections (i.e. parallel downloads) have been studied in 
the context of P2P file sharing [13] and other applications (e.g. web browsing [14, 
15]). Although many issues are similar for non-P2P applications, our analysis is sig-
nificant because it uses a detailed model of BitTorrent, including aspects of switching 
between TCP connections, as well as BitTorrent traffic.  

An evaluation of the effects of P2P traffic on UDP, in particular voice, is given in 
[16]. The analysis focuses on wireless access networks, and presents a comparison of 
voice/P2P performance when QoS mechanisms are used. Although similar results 
with P2P affecting UDP are seen as in our paper, the effects of multiple connections 
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and access router properties are not considered. It should also be noted that QoS con-
trol is not always possible in ISP networks. 

ACCM [17] proposes a modified congestion control algorithm to improve fairness 
between P2P file sharing and other TCP applications. The results show considerable 
promise for ACCM, but focus only on TCP interactions. The authors are yet to con-
sider real-time voice or video (UDP) traffic. 

The IETF LEDBAT Working Group [6] has begun to review the impacts of P2P 
file sharing on ISPs and end-users. A qualitative analysis of the advantages and dis-
advantages of multiple TCP connections has been initiated, as well as discussion of 
transport protocols and congestion control mechanisms suitable for BitTorrent-like 
applications that improve fairness for other applications. Two promising techniques 
are Friendly P2P and Ledbat (from BitTorrent). Friendly P2P [4] is a proposed appli-
cation-level modification of P2P protocols to provide improved fairness between P2P, 
FTP, and voice applications. Simulation analysis has shown fairness can be improved 
in the presence of FTP and UDP applications when a single P2P client with multiple 
connections is operating. Factors such as multiple clients, different number of connec-
tions have not been analyzed.  

Ledbat [18] is a congestion control scheme used with some BitTorrent/uTorrent 
applications. The approach is for the local peer to measure delay, and reduce its send-
ing rate before the access router buffer is full, allowing other applications to obtain a 
fair share of the access router uplink. Although used in real BitTorrent networks, no 
results or analysis has been reported. 

6   Conclusions 

In this paper we have analyzed the performance of the BitTorrent protocol and its im-
pact on interactive video application. The analysis is significant as it is one of the first 
to model the detailed behavior of the BitTorrent protocol, and considers the effects of 
the access router capabilities, as well as the number of connecting clients in the access 
network of an ISP network. We have shown that the number of unchoked connections 
can contribute more to queuing delay than the number of BitTorrent clients. In addi-
tion, although upload rates can be increased, because of delayed TCP acknowledge-
ments, the overall download rate reduces. This leads to an important design tradeoff 
when selecting the number of connections. Finally, the access router queue size has 
significant impact on application performance: too small can greatly reduce BitTorrent 
upload rate due to packet drops which leads to halving the congestion window of each 
TCP connections, and subsequently retransmission; too large will increase delay and 
jitter for video applications which can jeopardize the performance of such a real-time 
interactive application. An ISP may not be able to control the number of unchoked 
connections used by an end-user running BitTorrent application but it can control the 
number of end-users that mostly use BitTorrent application. Furthermore, an ISP can 
control the queue delay of packets at the access router by using routers in the access 
network whose queue sizes are optimal (i.e. not too large because of large delay and 
not too small because of high percentage of packet drops). As future work we will 
compare different congestion control mechanisms, both transport and application level, 
that can deliver fair and efficient access to all applications and users. 
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TOF Depth Camera Based 3D Gesture Interaction 
System 
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Abstract. Active research is underway on virtual touch screens that comple-
ment the physical limitations of conventional touch screens. This paper dis-
cusses a virtual touch screen that uses a multi-layer perceptron to recognize and 
control three-dimensional (3D) depth information from a time of flight (TOF) 
camera. This system extracts an object’s area from the image input and com-
pares it with the trajectory of the object, which is learned in advance, to recog-
nize gestures. The system enables the maneuvering of content in virtual space 
by utilizing human actions.  

Keywords: Gesture Recognition, Natural Interaction, Depth Sensor, Virtual 
Touch Screen. 

1   Introduction 

Touch screens are being widely used at present owing to the ease of intuitive control. 
The touch screen, however, cannot be controlled if the production of a touch sensor is 
impossible (e.g. for large-sized screens), or if direct contact cannot be made in cases 
where the screen is located far away. To address these problems and facilitate control 
of touch screens, wide-ranging research has recently been carried out on virtual touch 
screens [1-2]. 

Without any physical contact surface in place, a virtual touch screen generates a 
virtual screen at a given distance from the camera and recognizes the virtual touch of 
a physical object on the screen. 

Kim Hyung-joon [1] and other researchers have proposed a dual camera-based vir-
tual touch screen, which derives the three-dimensional (3D) position of a hand from 
images inputted from two fixed cameras and recognizes the touch point. Martin Tosas 
and Bai Li [2] have implemented a virtual screen using a single webcam and a physi-
cal grid; when a hand is situated within the framework of the physical grid, as op-
posed to a virtual grid, a single webcam tracks the hand and recognizes a touch. 

Kim’s research, however, implements a touch screen based on mathematical calcu-
lation of positioning, and as such it is subject to changes in the screen’s position, as 
the screen is fixed. Tosas and Li fail to materialize a virtual screen, as 3D information 
is not included. Also, both studies implement limited touch features from among 
widely-varying human actions. 
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A time of flight (TOF) technology-based camera provides 3D depth image infor-
mation. The results can be expressed in black-and-white images; a virtual touch 
screen can be implemented in a simple and efficient manner by employing an image 
processing technique. 

A virtual touch screen, however, fails to take into account various human actions, 
as it simply realizes touch features based on touch points. Against this backdrop, this 
paper proposes a virtual screen that applies multi-layer perceptron technology to a 
virtual touch screen to recognize gestures. 

The structure of this paper is as follows: Chapter 2 explains a TOF camera-based 
virtual touch screen, and Chapter 3 discusses a virtual gesture screen based on the 
multi-layer perceptron. Test results are presented in Chapter 4; a conclusion and sug-
gested directions for future research are given in Chapter 5. 

2   TOF Camera-Based Virtual Touch Screen 

A virtual screen can be easily implemented by utilizing the 3D depth information of a 
TOF camera and an image processing technique. 

2.1   Depth Image 

A TOF camera emits a laser or LED light. Using a built-in sensor, the time taken for 
the light molecules to return to the camera after touching the object are then recog-
nized, and the distance from that object is calculated [4-5]. The outputs of this camera 
are 3D depth images, which represent approximate 3D information. 

 

 
Fig. 1. (a) Image input (b) Depth image 

In Fig. 1, (a) refers to the image input of the TOF camera and (b) the correspond-
ing depth map. In (b), the depth map becomes whiter when the object is closer to the 
camera and blacker when it is farther away. 

2.2   Setting of a Threshold Value 

A virtual screen can be created by setting a given threshold value for the depth map. 

(a)                                      (b) 
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Fig. 2. (a) Depth image (b) X-depth image (c) Object area tracking (d) Virtual screen image 

In Fig. 2, (a) is a 3D depth image and (b) an X-depth image, where the depth im-
age is projected onto the X-axis. This X-depth image represents a bird’s eye view on 
the camera. By setting a certain threshold value for the X-depth image, the area of a 
hand entering the virtual screen can be extracted, as shown in Fig. 2(d). Fig. 2(c) 
represents an image used in calculating the central moment of the hand area and 
tracking the hand area that reaches the virtual touch screen. This technique enables 
the implementation of a virtual screen. 

3   Virtual Gesture Screen 

A virtual gesture screen can be realized by incorporating an object trajectory database 
extraction system and a gesture recognition system into the implemented virtual touch 
screen. 

3.1   Object Trajectory Database Extraction System 

An object trajectory database extraction system consists of gesture input, gesture 
image correction, and feature extraction units. 

 

Gesture input. Using a virtual touch screen, touched points are saved to create a 
gesture database. Whenever a touch action is performed, calculation is done at each 
frame to determine if the respective frames are touched. If touches are performed on a 
continued basis, the touched points are saved in the memory, and the gesture is as-
sumed to have ended if an untouched frame is found. Then, as described in Fig. 3, the 
points are connected to create an image. 

 

      (a)                                     (b) 

   
 

   (c)                                     (d) 
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Fig. 3. Gesture input images 

Gesture image correction. When the gesture input is over, several phases should be 
carried out to correct the gesture image. 

On this image, even the same gestures may take place in different positions and in 
differing sizes, and thus individual gestures need to be generalized. In other words, 
gesture recognition data regardless of position and size are required. 

  

Fig. 4. Positioning of endpoints at the edge of a gesture 

For this purpose, the endpoints on the four sides of each gesture image are identi-
fied—as shown in Fig. 4—and the image of the area, as described in Fig. 5, is pro-
jected onto a 100×100 image. In other words, any image that is smaller than 100 pix-
els in width or length is enlarged, and one that has width or length greater than 100 
pixels is reduced in size. 

 

Fig. 5. Readjustment of gesture image size 

Feature extraction. After obtaining a gesture image with a size of 100×100 pixels, 
the features to be used as the input unit in the perceptron should be extracted from the 
image. This paper divides an image of certain size into 25 smaller images with a size 
of 20×20 pixels and, as illustrated in Fig. 6, the number of pixels in the gesture part of 
respective areas is taken as their features. Also, the target value of the perceptron is 
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added to the end of the database. If the total number of gestures is 3 and the inputted 
gesture is Gesture #1, the Fig.  “1 0 0” is entered; if the inputted gesture is Gesture #2, 
“0 1 0” is added instead. This is because a sigmoid function is used during the learn-
ing process as an active function. 

 

Fig. 6. Number of pixels in the gesture part 

3.2   Gesture Recognition System 

The gesture recognition system is implemented based on multi-layer perceptron tech-
nology. 

 

Multi-layer perceptron. Multi-layer perceptron (MLP) [6-7] is the representative 
algorithm for supervised learning. The algorithm brings the differences between out-
put values obtained from inputs and predetermined targets of supervised learning (i.e. 
deviation) back to the perceptron structure and redistributes them in order to gradually 
reduce deviation levels during the learning process. 

 

Structure of perceptron. The multi-layer perceptron and data from the database 
explained in Chapter 2 are utilized to train the perceptron. In this case, 25 feature 
values, specified in 3.1.3, are used as inputs, and the learning target is set at the target 
value for the database; the number of hidden layers, learning rate, momentum, and 
target error rate are also determined in advance. Fig. 7 illustrates the structure of the 
multi-layer perceptron. 

 

Fig. 7. Structure of multi-layer perceptron 
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Gesture distinction. After training the multi-layer perceptron, we worked on creating 
a gesture distinguisher. A real-time trajectory database program is run, and the data 
produced here are placed into the trained perceptron; its outputs are then used to dis-
tinguish gestures. The index of the node with the greatest nodal results for the output 
layer is used to distinguish a gesture from others. In other words, if the first node of 
the output layer is greater than the values of the other two nodes, the gesture may be 
concluded to be Gesture #1. 

4   Test Results 

To analyze the performance of this system, an experiment is performed to control a 
flash application with the three gestures described in Fig. 3. The number of hidden 
layers for the multi-layer perceptron is set at 10, the learning rate at 0.1, and the mo-
mentum at 0.8. The target error rate is set to be 0.05 before initiating the learning 
process; five databases per gesture are used for the experiment. 

The experiment shows that the three gestures are different from each other and 
share no common aspects, and consequently less than 100 iterations of repetitive 
learning is sufficient to successfully distinguish the gestures. 

The flash program provides a menu selection feature when the user makes the first 
gesture of drawing a circle. The menu is turned to the right when the user draws a 
right arrow and to the left when the user makes the gesture of drawing a left arrow. 
Fig. 8 demonstrates how the flash application is controlled using the virtual gesture 
screen. 

 

Fig. 8. Controlling of flash program on virtual gesture screen 

5   Conclusion 

This paper has applied an object trajectory database extraction system and a multi-
layer perceptron technology-based gesture recognizer to the conventional virtual 
screen system to enable gesture recognition as well as virtual touching. 

This makes it possible to express wide-ranging human actions, which can be ex-
pressed only in a limited manner through virtual touches in 3D space, and to develop 
a wide variety of content on this basis. 
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The proposed system can recognize gestures on the virtual screen, but it identifies 
a single object on a real-time image and is applied only to a single gesture made by 
that object. The applicability of the system will be further enhanced if a multi-gesture 
recognition program is developed in the future that enables the recognition of gestures 
from multiple objects. 
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Abstract. Temporal periodicity of patterns can be regarded as an im-
portant criterion for measuring the interestingness of frequent patterns
in several applications. A frequent pattern can be said periodic-frequent
if it appears at a regular interval. In this paper, we introduce the prob-
lem of mining the top-k periodic frequent patterns i.e. the periodic pat-
terns with the k highest support. An efficient single-pass algorithm using
a best-first search strategy without support threshold, called MTKPP
(Mining Top-K Periodic-frequent Patterns), is proposed. Our experi-
ments show that our proposal is efficient.

1 Introduction

First introduced in [1], frequent pattern mining (also called frequent itemset
mining) plays an essential role in many data mining tasks. There are a lot of
frequent patterns mining algorithms for a large category of patterns such as asso-
ciation rules [1], correlations [2], sequential patterns [3], dense periodic patterns
[4], frequent patterns with maximum length [5], frequent patterns with temporal
dependencies [6], etc. Many works have focused on the efficiency of frequent pat-
tern mining by using various techniques such as depth first/breath first search
[7], use of trees/other data structures [8], top down/bottom up traversals [9],
vertical/horizontal formats [10] and use of constraints [11][12]. Recent surveys
may be found in [13] and [14].

However, two main bottlenecks exist: (i) A huge number of patterns are gen-
erated and (ii) Most of them are redundant or uninteresting. To tackle these
problems, various approaches have been developed.

Frequent-closed pattern mining algorithms have been proposed to reduce re-
dundant patterns [15] and to mine a compact set of frequent patterns which
cover all frequent patterns [16]. A recent survey may be found in [17]. While
the previous approaches work at the algorithmic level, another strategy is to
rank patterns in a post-algorithmic phase with objective measures of interest
[18]. A large number of interestingness measures have been proposed. Interest-
ing surveys and comparisons may be found in [19][20] and [21]. At both levels,
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constraint-based patterns mining, pushing the constraints using objective mea-
sures deeply into the patterns mining process is a very interesting approach
[11][12]. This approach uses efficient pruning strategies to discover interesting
patterns such as optimal rule mining [22][23]. It is important to notice that most
of the previous mentioned works, except mainly [22] and [23], are always subject
to the dictatorship of support for the frequent pattern mining step. Avoiding
the use of the support has been recognized as a major challenge, such as min-
ing high confidence association without support pruning [24][25][26], and mining
rules without support threshold [27][28].

Top-k frequent patterns mining techniques that allow the user to control the
number of patterns to be discovered without any support threshold have been pro-
posed in [29]. Recently, [30] proposed a pattern mining approach with a periodic
constraint on patterns appearance and a minimum support constraint. As pointed
out by the authors, there are several domains to apply periodic-frequent patterns
mining: in a retail market, in web site design or web administration, in genetic data
analysis, in stock market, etc. Thus the occurrence periodicity plays an important
role in discovering interesting frequent patterns in such applications [4][31].

We here focus on these two bottlenecks and propose a new algorithm to dis-
cover the top-k periodic-frequent patterns without support threshold. The re-
mainder of this paper is organized as follows: in Section 2 and 3, the problem of
mining periodic-frequent patterns and the top-k periodic-frequent patterns are
introduced. An efficient single-pass algorithm, named MTKPP, is presented in
detail in Section 4. Section 5 reports the experimental study. Finally, we conclude
this paper in Section 6.

2 From Periodic Patterns to Top-K Periodic Patterns

Tanbeer et al. [30] define a periodic-frequent pattern as a frequent pattern that
appears in a database at a regular period (or interval). They define a new pe-
riodicity measure for a pattern using the maximum interval at which the same
pattern occurs in a database. In addition, they also consider the occurrence fre-
quency. Unfortunately, the traditional frequent patterns mining techniques fail to
discover such periodic-frequent patterns because they are only concerned with
the occurrence frequency. The authors further propose an efficient tree-based
structure, called PF-tree (Periodic-Frequent pattern tree) that enables a pat-
tern growth mining technique to generate the complete set of periodic-frequent
patterns in a database [30]. However the user is still in charge of defining the
periodicity and the support thresholds.

It is well-known that setting a minimum support threshold is a difficult task
for the user. If the threshold is set too small, a large number of patterns will be
found which not only consumes more time and space resources,but alsoburden the
users with analyzing the mining results. On the contrary, if the threshold is set too
large, there will be very few frequent patterns. This implies that some interesting
patterns are hidden because of improper determination of support threshold. That
is why many works try to avoid this task, as we mentioned in the introduction.
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We here extend the work of [30] and propose a new kind of pattern, namely
the top-k periodic-frequent patterns to be discovered in a transactional database.
Moreover, we propose an algorithm that discovers the top-k periodic patterns
with the highest values of frequency. Our approach has two major advantages.
Firstly, it does not need a minimum support threshold. Secondly, our algorithm
needs to read the database only once.

3 Problem Definition

We here give some definitions for top-k periodic-frequent pattern mining follow-
ing the definitions by [30]. We mainly introduce a precise definition of consecutive
transaction-ids. This allows us to define an unambiguous definition of the period
of a pattern.

Let I = {i1, i2, . . . , in} be a set of n ≥ 1 literals, called items. A set X =
{ij, . . . , ik} ⊆ I, 1 ≤ ij < ik ≤ n is called an itemset (a pattern).

A transaction t = (tid, Y ) is a tuple where tid represents a transaction-id and
Y ⊆ I is an itemset. A transactional database TDB over I is a set of transactions
T = {t1, . . . , tm}, where m = |TDB| is the total number of transactions in TDB.
If X ⊆ Y , it is said that t contains X or X occurs in t and such transaction-id is
denoted as tXj , j ∈ [1, m]. Therefore, T X = {tXj , . . . , tXk }, j, k ∈ [1, m] and j < k
is the set of all ordered transaction-ids (tids list) where X occurs in TDB.

Definition 1 (Consecutive tids of pattern X). Let tXj and tXk , be two tids
where X appears, 1 ≤ j < k ≤ m − 1 and such that there is no transaction ti
that contains X with j < i < k. Transactions tXj and tXk , are then defined as
consecutive tids of X.

Definition 2 (A period of pattern X). We define a period of the pattern X,
denoted as pX , as the number of transactions between two consecutive tids tXj
and tXk of X:

pX = tXk − tXj

For simplicity reason we will consider that the first transaction and the last
transaction (say, tf and tl) in TDB are respectively identified as ”null” (i.e.,
tf = 0) and tm (i.e., tl = tm) as in [30]. For instance, from Table 1 the set of
transactions where pattern ab appears is T ab = {1, 4, 6, 7, 8, 11, 12}. Therefore,
the periods for this pattern are 1(= 1− tf), 3(= 4−1), 2(= 6−4), 1(= 7−6), 1(=
8 − 7), 3(= 11 − 8), 1(= 12 − 11) and 0(= tl − 12), where tf = 0 and tl = 12.
These periods are then helpful when we consider the behavior of a pattern. In
particular, the largest occurrence period of a pattern provide the upper limit of
its periodic occurrence characteristic.

Definition 3 (Periodicity of pattern X). Let T X be the set of all tids where
X occurs and PX be the set of all periods of X(PX = {pX

1 , ..., pX
r }), where r is

the total number of periods in PX . Then, the periodicity of X can be denoted as
Per(X) = max(pX

1 , . . . , pX
r ).
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For example, in the TDB of Table 1, P ab = {1, 3, 2, 1, 1, 3, 1, 0} and Per(ab) = 3.

Definition 4 (Support of pattern X). The number of transactions in a TDB
that contains X(|T X |) is called the support of X and denoted Sup(X).

For example, the support of pattern ab of Table 1 is Sup(ab) = |T ab| = 7.

Definition 5 (Periodic-frequent pattern). A pattern X is called a periodic-
frequent pattern if it satisfies both of the following constraints: (i) its periodicity
is no greater than a user-given maximum periodicity: Per(X) ≤ σp × |TDB|
and (ii) its support is no less than a user-given minimum support: Sup(X) ≥
σs × |TDB| where σp and σs are expressed in percentage of |TDB|.
Therefore, the periodic-frequent pattern mining problem, given σp, σs and a
TDB, is to discover the complete set of periodic-frequent patterns in TDB
having periodicity no greater than σp × |TDB| and support no less than σs ×
|TDB|.

However, as pointed out before it is quite difficult for users to set a definite
support threshold if they have no special knowledge in advance. In addition, in
some cases, it is natural for user to specify a simple threshold on the amount of
periodic-frequent patterns, say the most 100 frequent patterns with periodicity
less than 1, 000 transactions. It is thus of interest to mine the most frequent
k periodic patterns over transactional databases without the minimum support
threshold requirement.

We thus propose the following definition of top-k periodic-frequent patterns.

Definition 6 (Top-k periodic-frequent patterns). Let us sort the periodic
patterns (i.e. patterns with periodicity no greater than σp×|TDB|) by descending
support values; let S be the support of the kth periodic pattern in the sorted
list. A pattern X is called a top-k periodic-frequent pattern if it satisfies the
following constraints: (i) its periodicity is no greater than a user-given maximum
periodicity : Per(X) ≤ σp×|TDB| and (ii) its support is no less than the support
of kth pattern in the sorted list: Sup(X) ≥ S where σp is expressed in percentage
of |TDB|.

4 MTKPP(Mining Top-K Periodic-Frequent Patterns)

In this section, we introduce an efficient single-pass algorithm, called MTKPP
(Mining Top-K Periodic-frequent Patterns), for mining the top-k periodic pat-
terns with the k highest supports from transactional databases.

Our algorithm adopts a best-first search strategy to quickly find periodic
patterns with the highest values of support. MTKPP consists of two phases:
Top-k list initialization phase and Top-k mining phase. Both of them are based
on the use of a top-k list as presented below.

Top-k list structure. Top-k list is a linked-list with a hash table which is used
to maintain k periodic-frequent patterns with highest supports. As shown in Fig.
1, each entry in a top-k list consists of 4 fields: item or itemset name (I), total
support (sI), periodicity (pI) and tids list where I occurs (T I).
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Fig. 1. Top-k list structure

Top-k list initialization phase. To create the top-k list, the database is
scanned to obtain all items. At the first occurrence of each item, our algorithm
creates a new entry in the top-k list and initializes the support, periodicity and
tids list. For the other occurrences, MTKPP finds the existing entry in the top-k
list, using a hash function for efficiency reasons. Then, the values in the entry
are updated. After this step, we do not need to scan the database anymore. All
items that have periodicity greater than σp are removed from the top-k list and
the top-k list is sorted in support descending order. Finally, all items that have
support less than the support of the kth item in top-k list (sk) are removed from
the top-k list.

Example. Let consider the TDB presented in Table 1. The maximum period-
icity threshold σp and the number of required results k are 4 and 5 respectively.
Figure 2 illustrates the creating of the top-k list from the TDB.

Table 1. Transactional database

tid items

1 a b d e
2 c d e
3 b c f g
4 a b d f g
5 c e g
6 a b c d g
7 a b c d
8 a b c e
9 b c d

10 a c e g
11 a b f
12 a b d g

With the scan of the first transaction t1 = {a, b, d, e}, the entries of the top-
k list for items a, b, d and e are initialized as shown in Fig. 2(a). The next
transaction (t2 = {c, d, e}) initializes a new top-k list entry for item c. It updates
the values of support and periodicity for items d and e to 2 : 1 and tids list to
{1, 2} (Fig. 2(b)). As shown in Fig. 2(c), after scanning the third transaction
(t3 = {b, c, f, g}), the periodicity pb of b changes from 1 to 2. The top-k list after
scanning all transactions is given in Fig. 2(d). Then, the item f which has the
periodicity pf = 7 greater than σp = 4 is removed from the top-k list. Finally,
the top-k list is sorted by support descending order and item e is removed from
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(a)

(b)

(c)

(d)

(e)

Fig. 2. Top-k list initialization

the top-k list, since the support of e(se = 5) is less than support of g(sg = 6)
which is the kth(5th) pattern in the top-k list. The top-k list after initialization
phase is shown in Fig.2(e).

Top-k mining phase. To mine all top-k period-frequent patterns from the
top-k list, a best-first search strategy is adopted to firstly generate the periodic
patterns with the highest support. To generate a new periodic pattern, MTKPP
starts from considering the most frequent patterns to the least frequent patterns
in the top-k list. It then combines two elements in the top-k list under the
following two constraints: (i) the size of the patterns of both elements must be
equal; (ii) both patterns must have the same prefix (i.e. each item from both
patterns is the same, except the last item). When both patterns satisfy the
constraints, MTKPP will intersect the tids lists of the two elements in order to
find the periodicity, the support and the tids list of the new generated periodic
pattern. If the periodicity of the new periodic patterns is no greater than σp and
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the support is greater than the support of the kth pattern in the top-k list, then
the newly generated periodic pattern is inserted into the top-k list and the kth

pattern will be removed from the top-k list. The details of the mining phase are
described in Algorithm 1.

Algorithm 1. (MTKPP top-k mining)
Input: top-k list, σp, k
Output: top-k periodic-frequent patterns

for each entry i in top-k list do
for each entry j in top-k list (i < j) do

if |Ii| = |Ij | and |Ii
1| = |Ij

1 , |Ii
2| = |Ij

2 |, ..., |Ii
|Ii|−1| = |Ij

|T j |−1
| then

pi∪j = 0, si∪j = 0, T i∪j = φ
for each tidx in T i and tidy in T j do

if tidx = tidy then
si∪j = si∪j + 1
T i∪j = T i∪j ∪ tidx

p = tidx− last tid in T i∪j

if p > pi∪j then
pi∪j = p
if pi∪j > σp then

stop considering Ii∪j{pattern i ∪ j has periodicity > σp}
if pi∪j ≤ σp and si∪j ≥ sk then

insert Ii∪j into top-k list
remove kth entry from top-k list

Example. MTKPP mine the top-k periodic-frequent patterns from the top-k
list of Fig. 2(e). Since item b is the first item in the top-k list and it does not
have items in the previous sequence, MTKPP starts by considering item a and
then looks for other items with the same size and same prefix (which are in the
previous sequence in the top-k list), item b. Then, b is combined with a and their
tids lists are intersected to find the support (sba = 7), the periodicity (pba = 3)
and the tids list (T ba = {1, 4, 6, 7, 8, 11, 12}) of pattern ba. Since the periodicity
of ba is less than σp = 4 and the support of ba is more than sk = 6, ba is inserted
in the top-k list and item g (the kth pattern) is removed from the top-k list
(Fig. 3). Next, the third element, item c, is considered. There are two elements
which are in the previous sequence and have the same prefix as c: b and a. Then,
c is combined with b and their tids lists are intersected. The tids list and the
periodicity of cb are {3, 6, 7, 8, 9} and 3 respectively. Because the support of cb
(scb = 5) is less than the support of sk = 7, the pattern cb is no longer consid-
ered. Next, c and a are combined and their tids lists are intersected. The tids
list of ca is then {6, 7, 8, 10}. Since the periodicity of ca(pca = 6) is greater than
4, ca cannot be a periodic pattern. Next, item d and itemset ba are considered
in the same manner. When all patterns in the top-k list have been considered,
we obtain the top-k periodic-frequent patterns. The final result is shown in
Fig 3.
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Fig. 3. Top-k frequent patterns

5 Performance Evaluation

In this section, we report our experimental studies to evaluate MTKPP. From
the best of our knowledge, there is no other existing approach to discover top-
k periodic-frequent patterns and we thus only investigate the performances of
MTKPP.

The MTKPP program was implemented in C. The simulations were performed
on a 1.6 GHz Intel Xeon with 4 GB main memory on a Linux platform.

5.1 Experimental Setup

We tested our algorithm on one synthetic dataset (T10I4D100K [1]) and two
real datasets (Retail and Mushroom [32]).

While T10I4D100K and Retail are large sparse datasets with 100, 000 and
88, 122 transactions and 1, 000 and 16, 469 distinct items respectively, Mushroom
is a dense dataset that contains 8, 124 transactions with 119 distinct items.

We conducted several experiments to evaluate the performance of our algo-
rithm. We focused on the time and space costs of our approach, where the time
cost refers to the time to initialize and mine the top-k periodic-frequent patterns
from the top-k list and the space cost refers to the memory requirement of the
top-k list.

We evaluate the performance of our algorithm with various values of k and
σp: from 100 to 2000 for k, and from 2% to 30% for σp.

5.2 Execution Time of MTKPP

Figures 4(a) and 4(b) give the processing time of MTKPP for T10I4D100K
and Retail datasets. One can observe that the computation time increases as
k or σp increases. When the value of k increases, MTKPP has to find more
results, therefore the computation time increases as well. When the value of
σp increases, it causes the increasing of the number of patterns that have peri-
odicity more than σp. Thus, the proposed algorithm MTKPP has to consider
larger patterns as it cannot prune a huge number of patterns only by using the
threshold σp.

Figure 4(c) shows the computation time of MTKPP on the Mushroom dataset.
One can see that the computational time increases as k increases but it does not
increase when the value of σp increases. Since Mushroom is dense, the patterns
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Fig. 4. Computational time of MTKPP

in the top-k list occur very frequently and have very low periodicity. Thus, the
number of considered patterns is quite stable when the value of σp increases.

Figures 4(d), 4(e) and 4(f) give comparisons of the execution time of the top-
k list initialization and mining phases. The time to initialize the top-k list is
quite unaffected when the values of k and σp increase. Indeed, the number of
considered transactions and the number of considered items are stable. On the
other hand, the time to mine the top-k periodic-frequent patterns increases as
k or σp increases (Figures 4(a), 4(b) and 4(c)).

5.3 Memory Consumption of MTKPP

The variation of memory usage of MTKPP with the number of periodic-frequent
patterns to be mined, k, is shown in Fig. 5.

From this figure, it is obvious that the memory usage increases as k increases.
In fact, the memory usage of MTKPP depends on the support of each pattern in
the top-k list because MTKPP has to keep the tids lists of all patterns in the top-k
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list in order to find the support and the periodicity. For Mushroom, the memory
usage increases linearly because the supports of patterns in the top-k list do not
differ much. For T10I4D100K and Retail, the memory usage increases slightly as
k increases because the supports of patterns in the top-k list are quite different.

6 Conclusion

In this paper, we introduced and studied the problem of mining the top-k
periodic-frequent patterns from transactional databases.

An efficient one-pass algorithm, called MTKPP (Mining Top-K Periodic-
frequent Patterns), is proposed. Since the minimum support to retrieve top-k
periodic-frequent patterns cannot be known in advance, a new best-first search
strategy is devised to efficiently retrieve the top-k periodic-frequent patterns.
It firstly considers the patterns with the highest support and then combines
candidates to build the top-k periodic-frequent patterns list.

Our empirical studies, on real and synthetic data, show that our algorithm is
efficient and scalable for top-k periodic-frequent pattern mining.
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Abstract. Traditionally, single cropping culture is widely used. The culture 
causes more economic risk to growers owing to the crop price is typically fluc-
tuated.  Intercropping is an approach of reducing the risk from an economic cri-
sis of crop prices.  This paper proposes intercropping planning models for an 
agricultural expert system.  Several models are designed to seek the best ap-
proach to the planning by applying a linear programming and many cultivating 
factors to calculate the maximum income under the concept of economic risk 
minimization.  The experimental results reveal that a model using only a linear 
programming provided the highest income; but it could not accomplish in the 
risk minimization.  On the other hand, the proposed model could minimize the 
risk where the related income to linear programming-based model is about 87% 
on the average. 

Keywords: Sustainable Agriculture, Intercropping Planning, Crop Price. 

1   Introduction 

In the past decades, the agriculture is practiced with the single cropping, i.e., only one 
of the most profitable crops will be planted at a time. This single cropping causes 
damages (or changes) to biological diversity and has greater drain on soil nutrients 
[1].  It also has a high economic risk to growers from surplus of crop. Therefore the 
challenge is not only emphasized on the biological diversity, but it also considers on 
the economic risk minimization [2]. Sustainable agriculture can facilitate the men-
tioned problem. The sustainable agriculture is a method of managing crop ecology in 
order to maintain the biological diversity, productions and reproductions while it will 
not harm other ecology systems [3]. One of the sustainable agriculture methodologies 
is an intercropping, i.e., multiple crops are planted in the same area that conduces to 
the biological diversity [4, 5]. Although the intercropping is well recognized today, 
each local area must be able to apply to this theory properly owing to different envi-
ronments of each area, such as climate, soil fertility and water quantity [6]. In the 
intercropping planning, many cultivating factors, such as pests, diseases, periods of 
planting, growing and harvesting, sale prices and cultivating areas, must be consid-
ered because those factors are affected to ecological succession and economic risk 
minimization.  Thus, growers have to face with the complication of many factors in 
order to obtain the optimal plan under the concept of sustainable agriculture. An  
agriculture expert system is one of information technologies which help to store and 
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manage the cultivation information and automatically generate the cropping plans 
(e.g., growveg.com [7]).  However, these existing expert systems are not considered 
on the economic risk minimization.  

This paper proposes intercropping planning models for an agricultural expert sys-
tem under the concept of economic risk minimization.  The models are designed for a 
crop group that has been selected according to the biological diversity criteria.  The 
framework of model development for the planning is proposed in section 2.  Section 3 
describes the model construction. Section 4 presents the model evaluation by compar-
ing between the proposed models and a linear programming-based model.  The model 
enhancement for intercropping planning is discussed in section 5 followed by conclu-
sions and future work in section 6. 

2   Model Development Framework 

The model development framework for intercropping planning is depicted in Fig. 1 
consisting of data, method and process.  The linear programming method is a main 
technique applied to plan the intercropping.  There are two types of data used in the 
model development called user preferences and crop database.  User preferences are 
data defined by users, e.g., total area that users plan to plant all crops.  Crop database 
stores specific details of each crop, e.g., sale prices per plant of each crop, periods of 
growing until harvesting of each crop and cultivating area per plant of each crop.  The 
data and method are passed through the process to construct, evaluate and enhance the 
proposed models.  In the development, there are 3 major steps of process as follows: 

1) Model Construction process is to design and create intercropping planning mod-
els by applying information as previously described.  Several models are generated 
and passed through the next step in order to test and evaluate. 

2) Model Evaluation is a process of testing models by comparing results with a lin-
ear programming-based model.  Then the best model in this evaluation process will be 
passed through the next step. 

3) Model Enhancement process uses to improve a performance of the best model.  
Finally, the model of this process is applied as the intercropping planning model of 
the agricultural expert system. 

 

Fig. 1. Model development framework 
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3   Model Construction 

The construction of intercropping planning model uses vegetables in lieu of the crops.  
The components used in the construction are comprised of three parts as previously 
described.  The first part is user preferences or input data from user, e.g., all cultivat-
ing areas that a user requires to plant all selected vegetables or the maximum cultivat-
ing area that the user can plant ( A ).  The second part is a database that stores specific 
details of each vegetable, e.g., sale price per plant of each vegetable (Baht), is , where 
1 ≤  i ≤  n and n is the number of all types of vegetables; periods of growing until 
harvesting (Day), id  and cultivating area per plant of each vegetable (Square meter), 

ia  [6].  The last part is a technique to solve a planning problem, called Linear Pro-

gramming (LP) method.  The LP, sometimes known as linear optimization, is a 
method for solving a problem of maximizing or minimizing a linear function [8, 9].  
In intercropping planning, the LP method would be applied to find cultivating area 
distribution that makes total income ( I ) of all the planted vegetables be maximized 
where total allocated area ( allocA ) of every vegetable is less than or equal to all culti-

vating areas ( A ).  The results of applying the LP method found that the generated 
plan was emphasized on maximizing the total income only; but it was not considered 
on the economic risk minimization (i.e., it still plans with single cropping - almost 
total areas was allocated to Kale, while allocated areas of Water Spinach and Tomato 
were near or equal to zero). 

The proposed models are constructed to facilitate this problem consisting of four 
steps as follows.   

The first step is to appropriately distribute all cultivating areas to every vegetable 
before using LP method to maximize the total income. Each vegetable is allocated a 
specific area as the minimum area that is bounded for individual vegetable. The 
minimum area of each vegetable ( )(iAmin ) is derived from a multiplication of all 

cultivating areas ( A ) and a weight of each vegetable ( iW ) as the equation 1. 

imin W*AiA =)( . (1)

The weight is generated under the concept of how all the cultivating areas are opti-
mally distributed to individual vegetable.  The proposed weight is derived from many 
cultivating factors which are extensively discussed in the next section. 

The second step is finding allocated area of each vegetable.  As previously dis-
cussed, each vegetable is allocated a specific area; therefore unallocated area after the 
allocation must be properly assigned to some vegetables.  A concept of unallocated 
area assignment is applying LP method to optimally distribute the areas such that total 
income is maximized.  When the unallocated area ( unallocA ) is passed through the LP 

method, the exactly allocated area of each vegetable ( )(iAalloc ) is provided where 

total allocated area of every vegetable is less than or equal to all cultivating areas ( A ) 
as shown in the equation 2, 3 and 4. 

∑ =−= n
1i min )(iAAAunalloc . (2)
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)()()( iAALPiA allocunallocmin =+ . (3)

∑ = ≤n
1i )( AiAalloc . (4)

The third step is finding number of cultivated plants of each vegetable ( iP ).  The 

number is derived from quotient of the allocated area of each vegetable and the culti-
vating area per plant of each vegetable ( ia ). It is defined by the equation 5. 

ialloci aiAP /)(= . (5)

The final step is to compute the total income ( I ).  The total income is derived from 
sum of production between the number of cultivated plants of each vegetable and sale 
price per plant of each vegetable ( is ) as defined by 

∑ == n
1i ii sPI . (6)

The overall process of model construction is depicted in Fig. 2.  The next section 
discusses about the weight derivation from three cultivating factors: sale prices per 
plant of each vegetable ( is ); periods of growing until harvesting ( id ); and cultivating 

areas per plant of each vegetable ( ia ). 
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Fig. 2. Model construction process 

3.1   Weight Derivation from Sale Prices Per Plant 

In this section, weight ( iW ) is derived from sale prices per plant of each vegetable 

( is ) under an idea that any crop gaining the highest sale price (per plant) should be 

cultivated in proportion of the most number of plants. However, the weight is used to 
allocate specific areas for each vegetable and each the vegetable uses cultivating area 
per plant ( ia ) is not equal. Thus an acquisition of proportion of specific area of each 

vegetable or Weight of each vegetable ( iW ) is defined by 
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∑ =

=
n
k kk

ii
i

Xa

Xa
W

1 )(

. 
(7)

Where iX  is a ratio of sale price per plant of each vegetable to sale price per plant of 

all vegetables.  Thus, the weight derivation is summarized as shown in equation 8. 

∑ =

=
n
k kk

ii
i

sa

sa
W

11 )(
. (8)

From the equation, the weights of each vegetable are derived and shown in Table 1.   

Table 1. Results of weight derivation from sale prices per plant of each vegetable 

Parameters 
Chinese 

kale 
Water 

spinach 
Tomato 

Sale prices of each vegetable, is  2.630 0.370 1.860 

Ratio of sale prices per plant of each vegetable, iX  0.541 0.076 0.383 

Proportion of a specific area of each vegetable (weight), iW  0.295 0.009 0.696 

3.2   Weight Derivation from Periods of Growing Until Harvesting  

In this section, weight ( iW ) is derived from periods of growing until harvesting of 

each vegetable ( id ) under an idea that any crop having the minimum periods should 

be cultivated in proportion of the most number of plants because the crop can be pro-
duced more number of times per year.  Thus the period is inversely proportional to the 
number of plants (i.e., ii dX /1α ). In addition, as previously discussed, the weight is 

used to allocate specific areas for each vegetable and each the vegetable uses cultivat-
ing area per plant ( ia ) is not equal.  Thus an acquisition of proportion of specific area 

of each vegetable or Weight of each vegetable ( iW ) is defined by 

∑ =

=
n
k kk

ii
i

da

da
W

1 )/(

/  (9)

3.3   Weight Derivation from Cultivating Areas Per Plant  

In this section, weight ( iW ) is derived from cultivating areas per plant of each vegeta-

ble ( ia ) under an idea that any crop using the minimum cultivating area per plant 

should be cultivated in proportion of the most number of plants because it could  
cultivate more number of plants in the same size of area.  Thus the area per plant is 
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inversely proportional to the number of plants (i.e., ii aX /1α ). An acquisition of pro-

portion of specific area of each vegetable or Weight ( iW ) is defined in equation 10. 

n/
a/a

a/a
W

n
k kk

ii
i 1

)(1

==
∑ =

. (10)

3.4   Weight Derivation from All the Factors 

In this section, weight ( iW ) is derived from three factors, i.e., sale price per plant of 

each vegetable ( is ); periods of growing until harvesting of each vegetable (di); and 

cultivating area per plant of each vegetable ( ia ), i.e., iiii adX /sα . Therefore a pro-

portion of specific area of each vegetable or Weight of each vegetable ( iW ) is defined 

by the equation 11. 
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4   Model Evaluation 

After the weights have been derived, each vegetable is allocated a specific area as the 
minimum area that is bounded for individual vegetable.  The minimum area of each 
vegetable ( )(min iA ) is derived as iWAiA *)(min = .   

Table 2. Results of allocated areas of each vegetable and total income 

minA  allocA  

Models 
Chinese 

Kale 
Water 

Spinach 
Tomato 

 
Chinese 

Kale 
Water 

Spinach 
Tomato 

Total 
Income 

(Baht) 

Based on only a LP 
method 

0 0 0  1,599.93 0.06 0 46,754.62 

Based on weights 
derived from prices 

472.16 14.76 1,113.08  472.16 14.76 1,113.08 43,672.66 

Based on weights 
derived from periods 

454.18 172.59 973.24  454.18 172.59 973.24 40,591.48 

Based on weights 
derived from areas 

533.33 533.33 533.33  533.33 533.33 533.33 37,517.85 

Based on weights 
derived from all 
factors 

943.83 227.06 429.11  943.83 227.06 429.11 34,440.85 
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From a total amount of specific areas of every vegetable, there will be a very small 
amount of area unallocated.  Thus allocated areas for every vegetable ( allocA ) is equal 

to the minimum areas as shown in Table 2.  The table is also depicted the total income 
generated from several models. 

The experimental results showed that a model using only a LP provided the most 
income (46,754.62 baht); but it could not achieve the risk minimization (i.e., almost 
all areas was allocated to Kale). The other models could minimize the risk; however, 
the income is dramatically lower than the LP-based model.  Therefore the model 
enhancement must be investigated. 

5   Model Enhancement 

According to the experimental results, although the model based on weights derived 
from all cultivating factors gains a high income (approximately 74% related to LP), 
the model can be improved while it still maintains with the concept of intercropping. 

The model enhancement was performed by reducing proportion ( prop ) of mini-

mum area that is bounded to individual vegetable.  The new minimum area is derived 
as the equation 12. 

)(_*)(_ minmin iAoriginalpropiAnew = . (12)

Suppose that the model based on weights derived from all the factors is used to plan 
intercropping.  Thus if prop  is 1, new minimum area is equal to the original mini-

mum area as shown in Table 3.  If prop  is 0.5, new minimum area is equal to one-

half of the original minimum area.  Then the unallocated area would be distributed to 
all vegetables optimally using LP method.  Finally, total income increases from 
34,440.85 to 40,591.48 baht. 

Whereas if prop  is 0, it means that the model will not specify any area boundary 

to every crop, i.e., the minimum area of every vegetable is zero.  All the cultivating 
areas are automatically distributed by LP method.  Thus the total income of the culti-
vating factor-based model is equal to that of the LP-based model (46,754.62 Baht) 
and also the factor-based model is not accomplished in the intercropping concept as 
the LP-based model. 

Table 3. Results of total incomes produced from using different proportions of minimum areas 

 minA   
prop  

Chinese Kale Water Spinach Tomato 

Total Incomes 

(Baht) 

0 0 0 0 46,754.62 

0.5 471.92 113.53 214.55 40,591.48 

1 943.83 227.06 429.11 34,440.85 
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Fig. 3. Comparing incomes of a LP-based model and a proposed model 

Fig. 3 shows a comparison of total incomes when derived from the proposed model 
with several prop  values (from 0 to 1) related with the LP-based model.  The ex-

perimental results showed that when prop  is 0, related income to LP is 100%.  While 

the prop  is 0.5, related income to LP is 87%.  Moreover the related income to LP is 

at least 74%. 

6   Conclusions and Future Work 

This paper proposes intercropping planning models for an agricultural expert system.  
Several models are designed to seek the best approach to the planning by applying a 
linear programming and many cultivating factors to maximize income while minimize 
the risk.  Several cultivating factors have been investigated and applied to construct 
the proposed models.  These models were evaluated by comparing with a model 
based on only a linear programming method. 

The experimental results reveal that the model using only a linear programming 
provided the highest income; but it could not accomplish in the risk minimization.  On 
the other hand, the proposed model could minimize the risk where the related income 
to linear programming-based model is about 87% on the average. 

There are several improvements that could be employed in near future such as 
crop selection.  The crop selection is an important and complicated issue to improve 
the intercropping plan.  This is due to the fact that if pests spread over an area, any 
crop affected by the pests will also be destroyed.  Hence the intercropping planning 
must be considered on common pests, i.e., crops planted in the same area should not 
have the common pests.  The intercropping planning system must have an ability to 
filter crops whether they cannot be cultivated together, before the system allocates a 
proper area for individual vegetable. 
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Abstract. Parallel computing is very important in providing the computing 
speed and scalability needed for large scale data mining applications. In order to 
achieve a good performance, a good scheduling of parallel tasks is very impor-
tant. This paper proposes and evaluates various scheduling strategies for paral-
lel FI-growth data mining. We show that the execution time of parallel data 
mining on multicore cluster systems depends on a task scheduling strategy 
used. Using simulation, we compare 9 strategies on 8 to 64 core multicore clus-
ter systems. The results show that selecting the right strategy can substantially 
reduce the execution time of parallel data mining on multicore cluster systems.  

Keywords: Scheduling strategy, Parallel data mining, FI-growth algorithm. 

1   Introduction 

The process of Knowledge Discovery & Data mining (KDD) extracts novel signifi-
cant or interesting knowledge that is implicit in large volumes of data. Association 
rule mining, an importance component of KDD, resulted from research largely moti-
vated by market basket data analysis. The results allow companies to better under-
stand the purchasing behavior of customers. Association rule mining has been applied 
to many different domains including inferring patterns from web page access logs, 
bioinformatics, and the analysis of medical, scientific, and commercial data -- all 
areas in which relationships between objects can provide useful knowledge. 

The process of finding association rules is composed of two phases. First, a set of 
frequent itemsets from the database should be constructed. Second, the set of frequent 
itemsets are used to generate “interesting rules”. Most researchers in mining associa-
tion rules focus on a procedure for finding frequent itemsets, which is the most time-
consuming process. When association rule mining algorithms, applications, and tools 
are implemented on high-performance parallel computers, it opens up the possibility 
of analyzing much larger databases. Faster processing speed means that users can now 
experiment with more models to understand more complex data. Therefore, associa-
tion rule mining applications can benefit from the use of parallel computing systems 
to improve performance. 

In this paper, we propose several scheduling strategies for parallel FI-growth data 
mining, and compare them using a scheduling simulator. The rest of the paper is  
organized as follows: Section 2 describes related research in this area. Section 3  
describes the parallel FI-growth algorithm and system model. Section 4 proposes the 
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designing the scheduling strategies. Section 5 presents our experimental evaluation. 
Finally, section 6 presents the conclusion and future work. 

2   Related Works 

One of a very early algorithm for association rules mining is Apriori [1], [2]. This 
algorithm base on the generation of candidate itemsets Ck in a pass k using only fre-
quent itemsets Lk-1 from the previous pass. The idea rests on the fact that any subset of 
a frequent itemset must be a frequent itemset as well. Hence, Ck can be generated by 
joining Lk-1 and deleting those that contain any subsets that are not frequent. Most of 
the previous studies [3] adopt an Apriori-like candidate set generation-and-test ap-
proach. The disadvantages of these algorithms are: (1) candidate itemsets generation 
requires a very long computation time, (2) the database must be scanned several 
times, depending on the value of k, so the I/O requirement is rather intensive.  

Han et al. [4] presented a new algorithm of mining association rules called the FP-
growth algorithm. This algorithm finds a complete set of frequent itemsets by avoid-
ing candidate itemsets generation using a Frequent Pattern tree (FP-tree) structure. 
FP-tree is a tree structure that contains all prefixes of items in transactions. The basic 
idea of the pattern growth approach is to grow a pattern from its prefix. Recently, 
Amphawan and Surarerks [5] presented the Frequent Item growth (FI-growth) algo-
rithm, for creating a new FP-tree called a Frequent Item tree (FI-tree). They have 
shown that the complete set of frequent itemsets can be generated using a single tree. 

Several parallel data mining algorithms have been designed for association rule 
mining [6] using generation-and-test approach [7], [8]. Those algorithms are based on 
Apriori [2]. Other research uses a pattern growth approach [9], [10] based on FP-tree. 
There are three broad strategies for parallelizing association rule mining algorithms 
[11]. Firstly, task parallelism (or control parallelism) is exploited by having each 
process executes different operations on the database. Secondly, SPMD parallelism 
can be employed by having a set of processes executes the same algorithm in parallel 
on difference partitions of the database [7], [8], [ 9]. Third, independent parallelism is 
exploited when processes are executed in parallel in an independent way; generally 
each process has access to the whole database [7]. Hardware platform issues are also 
addressed in the parallel implementation of association rule mining, such as shared 
memory [9] and distributed memory [8], [10]. In the next section, we will briefly 
describe the concept of parallel FI-growth algorithm and how to increase its perform-
ance using various scheduling strategies. 

3   Parallel FI-Growth Algorithm 

Parallel FI-growth [12] is an algorithm for parallel data mining that parallelizes the 
association rule mining process. This algorithm employs a data parallelism technique 
on a multicore cluster (see the workflow in Fig. 1). The workflow consists of 3 phases 
that is: preprocessing, FI-tree construction, and mining phase. In the preprocessing 
phase, we first partition the transaction database into several portions, and distribute 
them to different processors for computation. The FI-tree construction phase, each 
processor independently constructs its own local FI-tree structure and discovers  
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Fig. 1. The parallel FI-growth workflow 

corresponding frequent itemsets. However, all processors need to perform a one-time 
synchronization to exchange their sub-trees before the last two steps in the mining 
phase. 

3.1   Application Model  

To study the algorithm, parallel FI-growth program is modeled using a directed 
acyclic graph (DAG), which is used as input to the scheduling simulator. Given a set  
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Fig. 2. The parallel FI-growth task graph 
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of tasks T = {T0, T1, ... ,Tn} to be executed, a directed acyclic graph can be defined as 
G= (V, E), where V is a set of nodes {v1,v2, …,vn} and E is the set of directed edges 
{eij}. The edge eij in the DAG connecting nodes vi and vj represents the communica-
tion and precedence constraints among the nodes. The weight of an edge denoted by 
W(eij) is the communication cost of the edge. (See the task graph in Fig. 2). A node vi 
in the DAG corresponds to task Ti. Each node of the task graph has a weight W(vi) 
that represents the computing cost. 

3.2   System Model 

In this work, we use a multicore cluster system as the target architecture. A multicore 
cluster system is a set machine M = {m1, m2, …, m|M|} of |M| machines and each ma-
chine mi  include a set processor Pi = {p1, p2, …, p|pi|} of |Pi|  processor. Each proces-
sor pj of machine mi has multiple core Ci = {c1, c2, …, c|Cij|} of  |Cij| cores. The Total 
number of processors is ∑ =

= ||

1

M

i itotal pP  and the total number of cores is  

∑ ∑= =
= ||

1

||

1

M

i

p

j ijtotal
i CC .  

In Fig. 3,  multicore cluster system is a tree-structure with cores (c) as leaves, proces-
sors (p) as intermediate nodes being a parent for cores, machines (m) as intermediate 
nodes combining processors and the entire machine or system (S) as root node. Let S 
= (V, E, WV, WE), where V = {v1, v2, …, vn} is a set of nodes, and E is a set of undi-
rected edges. V represents the set of cores in the system, and an edge eij ∈ E represent 
communication link between core vi and vj. WV(vi) and WE(eij) is the computational 
cost of core vi and the communication cost between core vi and vj, respectively. 
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Fig. 3. Machine model 

In this paper, a multi-core cluster system will have a hierarchy of communication 
networks.  First, an inter-core communication using the shared-cache between cores 
on the same processor. Second, an inter-processor communication using shared-
memory between cores on the different processor. Finally, an inter-machine commu-
nication based on message passing between machines. In this work, we assume that 
the bandwidth between cores is 20 GBps, bandwidth between processors is 10 GBps, 
and bandwidth between machines is 1 GBps. 
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4   Designing the Scheduling Strategies 

In order to obtain a good speedup, we propose that the right scheduling should be 
employed. In order to design the scheduling strategy for parallel FI-growth applica-
tion, the execution is divided into two steps which is the ordering of the tasks and the 
mapping of the tasks onto processing units. For each step, the strategy can be formu-
lated as follow. 

4.1   Strategies for Ordering the Task  

From a directed acyclic graph is used as input to the simulator. We are to make a 
sequence of task for scheduling by assigning them priority. In this paper, we use 3 
ways to determine the priorities of nodes. 

Smallest-numbered available task first or Left-to-Right (L-R): Under this priority, 
a scheduling list from task graph in Figure 2 is T0, T1, T2, T3, T4, T5, T6, T7, T8, 
T9, T10, T11, T12, T13, T14, T15, T16, T17, T18, T19, T20, T21, T22, T23, T24, 
T25. 

Largest-numbered available vertex first or Right-to-Left (R-L): Under this 
priority, a scheduling list from task graph in Figure 2 is T0, T4, T3, T2, T1, T8, T7, 
T6, T5, T12, T11, T10, T9, T16, T15, T14, T13, T20, T19, T18, T17, T24, T23, T22, 
T21, T25. 

Top-to-bottom (T-B): Under this priority, a scheduling list from task graph in Figure 
2 is T0, T1, T5, T9, T2, T6, T10, T3, T7, T11, T4, T8, T12, T13, T17, T21, T14, T18, 
T22, T15, T19, T23, T16, T20, T24, T25. 

4.2   Strategies for Task Mapping 

We considered three criterions for mapping tasks to processing unit. 

Earliest start-time: Allocate the task to a processing unit (core) which allows the 
earliest start-time first.  

Largest size of data transfer: Tasks are allocated by considering the size of data 
transfer from its parent nodes. Allocate the task to a same processing unit of its parent 
node which has largest size of data transfer. 

Largest size of data transfer & earliest start-time: Tasks are allocated by 
considering the factors of both the start-time of processor unit and size of data transfer 
from its parent nodes. At first we consider size of data transfer from its parent nodes 
and then earliest start-time. 
 

By combining these variations of ordering and mapping strategies, we obtain 9 basic 
scheduling strategies as shown in Table 1. 
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Table 1.  Possible scheduling strategies  

No. Ordering Mapping 
1 L-R Earliest start-time 
2 L-R Largest size of data transfer 
3 L-R Largest size of data transfer & earliest start-time 
4 R-L Earliest start-time 
5 R-L Largest size of data transfer 
6 R-L Largest size of data transfer & earliest start-time 
7 T-B Earliest start-time 
8 T-B Largest size of data transfer 
9 T-B Largest size of data transfer & earliest start-time 

 
After formulating these strategies, the next step is to test which strategies will per-

form the best for our target system which is the large multicore cluster.  

5   Experimental Evaluation 

In order to generate the test task graph, we mined a 60 million transaction database 
using the parallel FI-growth program [12]. We utilized the standard “IBM synthetic 
data generator” [13] to synthesize a transaction database. We used 1000 unique items 
to create 60 million records; each has average transaction length of 10. After the test 
graph is generated, we can run a scheduling simulator on this task graph using differ-
ent scheduling strategies. To evaluate these scheduling strategies, we ran all of the 
considered strategies on variation architecture as shown in Table 2.  

All the scheduling strategies in our simulator have been written in Java programming 
language. All the experiments are conducted on PC with Core 2 Duo 1.66 GHZ CPU, 
2.00 GB memory and hard disk 140 GB. The operating system used is Windows Vista. 

Table 2.  Multi-core variation architecture 

Total number of cores # of machines # of per machines 
64 4 16 
 8 8 
 16 4 
 32 2 
32 2 16 
 4 8 
 8 4 
 16 2 
16 1 16 
 2 8 
 4 4 
 8 2 
8 1 8 
 2 4 
 4 2 
 8 1 
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Fig. 4a, 4b, 4c, and 4d illustrate the run times for nine scheduling strategies using 8, 
16, 32, and 64 cores, respectively. The results show that run time of Earliest start-time 
strategy (scheduling strategies no. 1 and 4) and Largest size of data transfer & Earliest 
start-time strategy (scheduling strategies no. 3, 6, and 9) is lower than Largest size of 
data transfer strategy (scheduling strategies no. 2,5, and 8). Except run time of Earliest 
start-time strategy that makes a sequence by assigning Top-to-bottom priority is more 
than other scheduling strategies when decrease the amount of cores. The result is shown 
in Fig. 4d. The execution time of best case is ten times less then worst case. 

For the ordering, the run time of L-R strategy (scheduling strategies no. 1, 2, and 3 
and R-L strategy (scheduling strategies no. 4, 5, and 6) is similar and less than T-B strat-
egy (scheduling strategies no. 7, 8, and 9) especially when decrease amount of core. 
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Fig. 4. Run time of parallel FI-growth of the scheduling variation strategies using (a) 8 cores, 
(b) 16 cores, (c) 32 cores, and (d) 64 cores on variation architectures 
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For multi-core cluster system, load balancing among cores becomes a critical issue 
for high performance. Fig. 5 shows processor workload on 32 core architecture that 
consists of 2 machines, 16 cores per machine. We can see that the scheduling strategy 
no. 1, 4, and 7 uses processor workload as the criterion of mapping tasks to cores. By 
contrast, the scheduling strategy no. 2, 5 and 8 tries to minimize the communication 
costs between cores. As a result, the schedules generated by scheduling strategy no. 1, 
4, and 7 are well load balanced. 

In conclusion, scheduling strategies no.1 take time less than the other scheduling 
strategies and are well load balanced on small, medium, and large cluster configura-
tions. For the architecture of cluster, that have total number of cores be equal but have 
different number of machines and number of core per machine, has a little affect 
when work with the same scheduling strategies. 
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Fig. 5. Workload of parallel FI-growth of the scheduling variation strategies on 32 cores 

6   Conclusions 

In this paper, we propose that the use of good scheduling strategy can helps speeding 
up the execution of parallel FI-growth data mining algorithm. We propose a simple 



 An Impact of Scheduling Strategy to Parallel FI-Growth Data Mining Algorithm 47 

 

step in generating the strategies and then building a tool to evaluate the merit of each 
strategy on a real task graph obtained from the application on a target multicore clus-
ter system. The results show that various strategies can result in different level of 
performance on as scalable multicore cluster systems that scale from 8-64 cores.   

For the future work, we are working on the improvement of scheduling algorithm. 
In addition, communication scheduling will be added in order to increase the total 
system performance. With the right guide-line for parallel data mining algorithm 
design, we hope to increase the speed and performance of data mining for future data 
intensive applications.  
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Abstract. Traditional search tools that employ keyword and phrase matching 
between the query and search index alone tend to offer high recall and low pre-
cision. The search users are faced with too many irrelevant results. In order to 
solve this problem, we propose a novel search technique that effectively 
searches the target documents by the search query whose definition is based on 
the document type, search terms and the semantic relationship between the 
search terms and the target documents. We present a technique that collects 
search terms and their semantic relationship from office documents and gener-
ates XML-based search indices. The search system implementation and query 
response time evaluation are also discussed. 

Keywords: Indices, Documents, Search, Semantic Relationship, XML. 

1   Introduction 

A major change over the last decade is that the value of unstructured, text-based in-
formation has increased substantially as enterprises try to enhance their competitive 
position through information and knowledge. This kind of information can take the 
form of text, HTML, meta-data, email, Word documents, spreadsheets etc. Informa-
tion of enterprises is a critical strategic asset because it is applied by persons of enter-
prises to complete a task and to manage their organizations. Therefore finding the 
document files that fit the people’s need from disparate data sources is a challenging 
task. Traditional search tools[2, 7, 18] based on conventional information retrieval 
techniques tend to offer high recall and low precision. One reason is that these tools 
do not provide a means that defines the semantic relationship between documents and 
their search terms. For sake of readability, we use “semantic relationship of a search 
term” to denote “semantic relationship between a search term and the document con-
taining it”. Consider the search request that finds the purchase orders taken by the 
salesperson whose name is Tanaka. This request cannot be fulfilled by these tools 
because they cannot identify (i) the documents which are purchase order, and (ii) the 
search term “Tanaka” which is regarded as “the name of the salesperson” of the 
documents. As the result, traditional search of these tools is both under- and over-
inclusive, insofar as the query result may miss many critical documents or captures 
many irrelevant documents.  
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In order to solve the above problem, we propose a novel search system that effec-
tively searches the target documents by the search queries whose definition is based 
on the document types (such as meeting minutes, sale reports, contracts, letters, etc), 
search terms and their semantic relationship. We present a technique that collects 
search terms and their semantic relationship from the documents of some office appli-
cations to generate the XML-based search indices that can effectively locate the office 
documents. The semantic relationship between a document and its search terms is 
defined by creating a search term schema for the document. The proposed technique 
can be applied to the documents edited by Word documents and Excel spreadsheets of 
Microsoft Office Suites[12] and PDF documents created by Adobe LiveCycle De-
signer[1]. In this paper, we use the term “office documents” to denote the documents 
edited by these software programs.  

The main contribution of this paper is summarized as follows. 

1. We propose a technique that extracts search terms and their semantic relation-
ship from office documents in order to provide an effective search for these of-
fice documents. 

2. We present schema models that define the basic logical structures of XML 
schemas for search terms and search indices. 

3. We present a method that transforms a given search query into a set of XPath 
queries on the search index. 

The rest of the paper is organized as follows. Section 2 presents the architecture of the 
proposed search system. Section 3 presents the schema model of our search term 
schemas and search indices. In section 4, we present the new search query and a tech-
nique computing the answer for a given search query. Section 5 describes the evalua-
tion of query response time. In section 6 we discuss related work. Finally, the last 
section concludes this paper. 

2   System Architecture 

Figure 1 shows the architecture of the proposed search system. The system consists of 
four processes: Template Design, Document Creation / Modification, Search Index 
Generation, and Document Search. 
 

Template Design 
For each document type, the system manager creates a template which users use to 
create a new office document of that type. The system manager defines a search term 
schema describing search terms of that document type. Due to space limitation, the 
paper presents a sample method that defines search terms of a purchase order which is 
edited by Excel. Excel has a Schema Library to which the system manager can add 
multiple XML schemas[15]. The system manager uses a visual interface of Excel to 
map elements of a schema which defines search terms of the purchase order to fields 
of the template. The system manager embeds the VBA macro[9] developed by us to 
the template. 
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Document Creation / Modification 
In this system, users create new office documents from the templates of the previous 
process. The VBA macro of the document automatically outputs its search terms of the 
document to an XML[17] file when the document is saved.  

 

Search Index Generation 
The search index generation program gathers the outputted XML files of the previous 
process to create and update search indices of the system. As the search indices are 
represented in XML format, they can be easily imported to other search engines.  

 

Document Search 
The search program requests query users to specify the document type that they want 
to search. The program looks up the definition of search terms of the specified docu-
ment type from the search index and automatically generates a query form for that 
document type. The query form allows users defining a search condition by selecting 
search terms, and adding operators such as equals, greater than, less than, in the list or 
between to further expand or restrict the search scope. 

3   The Schema Models for Search Term Schemas and Search 
Indices 

In order to provide a guideline for the users to define a schema of search terms 
(search term schema, for short) of a document type, we propose a schema model that 
defines the basic logical structure of search term schemas. Fig.2(a) shows a schema 
model of search term schema where t denotes the root node whose name specifies a 
document type. Node gi (1≤i≤n) denotes a schema element whose name specifies the 
group name of child nodes ei,1, ei,2, .. , ei,mn. The occurrence of node gi is one or 
greater than one. Node ei,j (1≤i≤n and 1≤j≤mn) denotes the schema element of a search 
term. The value of node ei,j specifies a search term while the name of node ei,j  

Fig. 1. System architecture 
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specifies the semantic relationship between the search term and the document type 
specified by node t. The occurrence of node ei,j is one.  

Based on the proposed schema model, we present an example of a search term 
schema (see Fig.2(b)) that defines the search terms of a purchase order. Figure 3(a) 
depicts a worksheet to which the schema of Fig.2(b) is bound. Schema node poNum-
ber shown in the XML source pane is mapped to the cell which presents a purchase 
order number. Schema node qty is mapped to a list of cells each of which presents the 
ordered quantity of a product item. We employ the VBA macro of Excel to output 
search terms of the worksheet into a Search Term Schema Instance File (STIF, for 
short). Figure 3(b) shows a sample of STIF outputted from the worksheet of Fig.3(a). 
Based on element poNumber, the text string “70825” is regarded as the purchase 
order number of PO (purchase order) file.  

3.1   Search Term Definition File 

The search index generation program creates Search Term Definition File (STDF, for 
short) and search indices. STDF provides definition of search terms of the document 
types gathered by the system. The query program refers STDF in order to generate a 
query form for the document type specified by a query user. Figure 4(a) depicts the 
schema tree of STDF. The search term definition of a document type is automatically 
inserted into STDF when the search index of that document type is first created. The 
value of attribute id of dType, gp and fd denotes a document type, group name and 
search term name, respectively. Figure 4(b) illustrates an instance of STDF. The val-
ues of element fd and its attribute are set with the element name of STIF. The system 
manager subsequently updates the values of elements fd in order to provide more 
explanation of the search terms. 

3.2   Search Indices 

The search index generation program constructs a search index for each document 
type so that query response time of a document type is not affected by the index sizes 
of other document types. Figure 4(c) shows the schema tree of search indices. Each 
search index consists of subtrees rooted by file. Each subtree contains the URL  
 

Fig. 2. (a) A model of search term schema and (b) A sample of search term schemas 

(b) 

t g1 e1,1

e1,m1

gn en,1
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1..∞

1..∞
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orderDate

table1 qty
1..∞
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shipTo
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(a) 
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(a) 

(b) 

<?xml version="1.0" encoding="UTF-8"?> 
<PO>
   <header> 
      <poNumber>70825</poNumber> 
      <orderDate>2009-06-20</orderDate> 
      <deliveryDate>2009-06-30</deliveryDate> 
      <salesPerson>Tanaka Kenji</salesPerson> 
      <shipTo>Baba Co., Ltd</shipTo> 
   </header> 
   <table1> 
      <qty>30</qty> 
      <pName>Mild Green Tea 300g</pName> 
   </table1> 
   <table1> 
      <qty>40</qty> 
      <pName>Herb Tea 250g</pName> 
   </table1> 
</PO>

XML Source Task Pane 

 

Fig. 3. (a) Binding the search term schema of Fig.2(b) to a spreadsheet. (b) An XML file pre-
senting search terms of the spreadsheet of (a). 

address of an office document and search terms of the documents. Figure 4(d) depicts 
an example of a search index for purchase order. <fd id='pName'>Mild Green Tea 
300g</fd> states that the semantic relationship between search term “Mild Green Tea 
300g” and PO0100.xls is pName (product name). Note that explanation of pName is 
defines by <fd id='pName'>Product Name</fd> of STDF of Fig.4(b). 

4   Search Query 

Search query of this system consists of search conditions whose definition are as 
follows. 
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Fig. 4. (a) Schema tree of a search term definition file, (b) A sample of search term definition 
files, (c) Schema tree of a search index and (d) a sample of search indices 

Definition 1 (Search Conditions): A search condition is defined to have the follow-
ing syntax.  

(dtype.gp.fd opr val), 
where  

• dtype denotes a document type; 
• gp denotes the group name of search terms; 
• fd denotes a search term which is organized under gp; 
• opr denotes a comparison operator =, >, <, >=, <=, !=, or ⊇; and  
• val denotes a text string.  

We use * to represent a wildcard form for gp and fd. The comparison operator ⊇ de-
notes “contains”.                                                                                                             □ 
 

Definition 2 (Search Queries): Based on propositional logic, a search query is repre-
sented by the following syntax. 

(b) 

(a) 

<?xml version="1.0" encoding="UTF-8"?> 

<definition> 

  <docType id='PO'> 

    <gp id='header'> 

<fd id='PO'>Purchase Order</fd> 

      <fd id='poNo'>Order Number</fd> 

      <fd id='salesPerson'>Sales Person</fd> 

      <fd id='orderDate'>Ordered Date</fd> 

      <fd id='deliveryDate'>Delivery Date</fd> 

      <fd id='shipTo'>Ship To</fd> 

    </gp> 

    <gp id='table1'> 

      <fd id='qty'>Ordered Quantity</fd> 

      <fd id='pName'>Product Name</fd> 

    </gp> 

  </docType> 

    <docType id='MeetingMemo'> 

        …. 

  </docType> 

</definition> 

dTypedefinition gp

id

1..∞ 1..∞

id

fd

id

1..∞

denotes an element.

denotes an attribute.

(c) 

(d) 

<?xml version="1.0" encoding="UTF-8"?> 

<docType id='PO'> 

  <file> 

<url>http://www.xyz.com/data/PO0100.xls</url> 

     <gp id='header'> 

       <fd id='poNo'>1020</fd> 

       <fd id='salesPerson'>Tanaka Kenji</fd> 

       <fd id='orderDate'>2009/02/20</fd> 

       <fd id='deliveryDate'>2009/03/10</fd> 

       <fd id='shipTo'>Baba Co., Ltd</fd> 

    </gp> 

    <gp id='table1'> 

       <fd id='qty'>20</fd> 

       <fd id='pName'>Mild Green Tea 300g</fd> 

    </gp> 

    <gp id='table1'> 

       <fd id='qty'>40</fd> 

       <fd id='pName'>Herb Tea 250g</fd> 

    </gp> 

   </file> 

</docType> 
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Fig. 5. A tree pattern representing XPath expression for search condition ci 

[¬]C1 op1 [¬]C2 op2 ... opn-1 [¬]Cn , 
where  

 Ci (1≤i≤n) is a search condition, 
 ¬ denotes the negation sign,  
 opi∈{∧, ∨} where (1≤i≤n-1) denotes a propositional operator.                            □ 

Note that an argument which appears in brackets [ ] is optional.  
 

Example 1: Refer to the search index of Fig.4(d), (PO.table1.pName ⊇ “Green Tea”) 
∧ (PO.table1.qty > "30") denotes a search query that finds PO (purchase order) files, 
whose pName (product name) of table1 group contains the text string “Green Tea” 
and qty (ordered quantity) of the same group is greater than 30.  

 

Since each search index is stored as an XML file, XPath[14] expression is employed 
to locate the URL addresses of the office document files satisfied by a search query. 
However, the definition of a search condition is different from that of XPath expres-
sion. Therefore, the search program needs to transform a search condition of a search 
query in an XPath expression for the search index. We present a method that trans-
lates a search condition into an XPath expression as follows. 

Let Ci∈q be a search condition of q. Let $dtypei, $gpi, $fdi, $opri, $vali be the 
document type, group, search term, operator, and value arguments, respectively of Ci 
(1≤i≤n). Figure 5 shows a tree pattern of search condition Ci. The node which is en-
closed with double line denotes the output node. Based on value of opri, the tree pat-
tern of search condition Ci is translated into the XPath expression shown in table 1. 

Table 1. Translation of search condition ci into an XPath expression 

 

5   System Implementation and Evaluation 

A common problem of traditional metadata-based search systems is that a search user 
has to know the metadata needed for searching the desired documents. This problem 
becomes more seriously in case organizations have many document types and  
metadata definition varies on the document type. In order to solve this problem, we 



 Bringing Precision to Office Document Search by Semantic Relationship Approach 55 

 

developed a search program that shows a list of document types which are recorded in 
the search term definition file. When a user selects a document type that she wants to 
search from the list, the program looks up metadata definition of the selected docu-
ment type from the search term definition file and automatically generates query 
forms of that documents type. 

In this system, we store the search indices and the search term definition file in MS 
Windows Server 2003. Internet Information Services (IIS) 6.0[11] is employed as a 
Web server which allows users to search documents of their organization via IE web 
browsers. Our search system is developed by ASP.NET technology[10] in order to 
efficiently handle dynamically-generated web pages. Figure 6(a) depicts search times of 
queries of 4 types on three search indexes. Q2, Q4, Q6 and Q8 denote the queries whose 
numbers of search conditions are two, four, six and eight respectively. The number of 
the output files satisfied by these queries is one hundred. The experiment is done at a 
server whose CPU is Pentium® 3.4GHz with main memory 1GB. As shown in Fig.6(b), 
the number of search conditions gives little impact on the search time of the same search 
index. However, Fig.6(c) illustrates that the query response time increases drastically 
with increased size of the search index. Since the search system generates a search index 
file for searching documents of the same type, size expansion of a search index of a 
document type has no impact on the search time of other document type. 

6   Related Work 

Recently there has been a surge of interest in topics of searching local files driven 
by Google Desktop Search [7] and others [2, 18]. These systems work by creating 

(a)

(b) (c)

Fig. 6. Query response time comparison
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an index of the files found on a computer (or network) and allowing users to per-
form keyword searches across the data. These systems, while powerful, do not give 
the users any input on how their files will be organized and presented. So even 
though users can find files that contain information on "Profit Report", for example, 
they do not have a way of describing how the word "Profit Report" is regarded as a 
data value of the field “Agenda Title” in these files while our work provides a way 
to describe it. 

The work by [8] proposes a technique for automatically generating qualified Dublin 
Core metadata [5] on a web server. The metadata is structured using the Resource 
Description Framework (RDF)[16] and expressed in XML. The description covers ten 
out of fifteen standard metadata. The metadata elements are title, creator, subject, 
description, publisher, date, format, identifier, relation, and rights. The metadata rela-
tion is used to represent a resource that is hyper-linked from the current resource. 
However, this work focuses on Web documents which are described by HTML. Then 
this work cannot be applied with unstructured documents. 

Semantically enhanced search was addressed from other perspectives, as in Stuff 
I’ve Seen[6], where contextual terms (e.g., access time, or author) are used to enrich 
search results, or as in Swoogle[3], in which information retrieval capabilities are 
offered for semantic documents residing on the Web. The work by [4] shows how 
search technology can be enhanced with implicit predicates, in order to take into ac-
count the structure and semantics defined by applications. The work of [13] proposes 
a model for knowledge representation of analyzed documents using linguistic con-
cepts and properties. In contrast, our search mechanism provides an effective method 
that defines index terms for unstructured documents. Therefore, the search index of 
this paper enables users to pose a search query that meets their intention better than 
those of conventional search tools. 

7   Conclusion and Future Work 

We have proposed a novel technique that collects search terms and their semantic 
relationship from office documents, and generates XML-based search indices. The 
search indices enable users to effectively find the target office documents thru search 
conditions defined by document types, search terms and their semantic relationship. 
We have presented a formal definition of the new search query. The search index 
generation program constructs a search index for each document type so that query 
response time of a document type is not affected by the index sizes of other document 
types. We have also proposed a method that transforms a given search query into a set 
of XPath queries on the search index. 

Our research leaves space for future work. Issues to be investigated include the fol-
lowing two issues. The first is to reduce search time by storing the search index into a 
native XML database which can provide a more efficient method of computing the 
output of XPath queries. The second is to develop a method that automatically binds 
the relevant search term schema to the office documents that have not yet been  
indexed. 
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Abstract. Satellites to car multimedia content delivery systems, such
as KU Mobile, are a promising area for research and development. With
vehicles becoming more computational and communicative, the demand
for bringing multimedia and information technology services into vehi-
cles is raising. However, these systems suffer from significant signal fading
and incomplete reception caused by obstacles along the road interrupting
the mandatory line of sight between satellite and car while these two are
communicating. Therefore, additional technologies need to be specifically
designed to complete partially received information in such scenarios. In
this paper we propose xChangeMobile, an inter-vehicular ad-hoc wire-
less network (VANET) content exchange system. It is composed by two
novel communication protocols, VanetDFCN and ChunkXChange, de-
signed specifically for this scenario. Finally, using multi-objective genetic
algorithms, we optimized the main parameters of proposed protocols to
achieve the best communication performances.

Keywords: Vehicular Ad Hoc Networks, Multi-Objective Optimization,
Cellular Genetic Algorithm.

1 Introduction

Vehicular ad hoc networks (VANETs) are self-organized communication net-
works spontaneously arising between communication capable vehicles without
any previously existing infrastructure. One of the main interests of this kind of
networks is the possibility of coupling them with other kinds of fixed networks
that can provide additional services and information that could help our driving
to be safer, more efficient, and more pleasant. This includes warning applica-
tions, e.g. cars able to send warning messages to other cars alerting them of a
danger ahead, weather or traffic conditions, etc.

There currently exist some initiatives for extending the functionality of
VANETs by using fixed networks. As an example, the CALM (Continuous Air-
interface for Long and Medium range telecommunications initiative) [1] set of
ISO standards aims to define a standardized set of air interface protocols and
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parameters for medium and long range communications. The main objective
is to provide continuous communications between a vehicle and roadside sta-
tions using several different communication media, such as cellular, microwave,
millimeter, or infrared. Another example is the car-to-car communication con-
sortium [2], which aims to standardize wireless communications interfaces and
protocols between vehicles and their environment in order to make vehicles of
different manufacturers interoperable and also enable them to communicate with
road-side units.

There also exist in the literature several approaches using satellites in order
to provide new services to VANETs. An example is the KU Mobile project [3,4],
a satellite-to-vehicle multimedia content delivery system, implemented in a com-
mon project by experts from satellite, vehicles, and telecommunication compa-
nies. The system developed in the KU Mobile project focuses primarily on the
streaming of multimedia files for near-real-time use: in the reception devices,
each packet of a service packet is stored until all packets corresponding to one
file are correctly received.

The main problem with the use of satellite communications for VANETs is
that no obstacles can be in the communication line going from the satellite
to the receivers, and this restriction is not always met in the case of VANETs,
since roads have usually many possible obstacles for the satellite communication,
such as bridges, tunnels, buildings, trees, etc. In the frame of the KU Mobile
project, the lost packages due to communication failures can be retrieved through
redundant packets, which are re-transmitted within short time delays. This way,
signal interruptions leading to packet losses do not immediately degrade the
service quality. However, introducing redundancy does not solve the problem in
all cases, unfortunately, since the number of repetitions of the same information
is limited and small in number, and in case of long shadowing (i.e. non-coverage)
periods, like in urban areas or large tunnels, certain parts of content could fail
to be received in all repetitions (and thus the multimedia file cannot be played
since there is some gap in cached packets), or at least it would delay too much
the reception of the file, lowering the QoS of the system.

In order to deal with this loss of packets due to obstacles, some proposals
exist in the literature. They usually rely on Complementary Ground Compo-
nents (CGCs), i.e., on the location of terrestrial receivers in order to broadcast
the satellite streaming in low coverage regions, such as cities [5]. However, this
approach could be valid in large non-covered and highly populated regions (like
cities), but it would be very difficult to cover any non-covered area with CGCs.
The contribution of this paper is to design a protocol for VANETs in order to
overcome the gaps in the multimedia recieved files without using any existing
infrastructure, which would be a much more realistic approach than the use of
CGCs. Our protocol was designed as an extension of the existing KU Mobile
system, although it can be generalized to any streaming protocol for satellites.
The proposed protocol is called xChangeMobile, and it is designed to allow con-
tent exchange based on wireless ad hoc communication in order to fill the gaps
in the devices cache memories.
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Fig. 1. xChangeMobile Communication Protocol Stack and messages types

The details of xChangeMobile as well as the related optimization problem will
be presented in the following section. Section 3 provides a detailed description
of the multiobjective metaheuristic used, i.e. MOCell. In section 4 the optimiza-
tion of the protocol’s behavior is presented and simulation results are discussed.
Finally, we end in Section 5 with our main conclusions and further research lines.

2 xChangeMobile

The xChangeMobile protocol was designed for the exchange of the missing parts
between devices in a VANET to which some source is streaming large multime-
dia files (e.g., TV, radio, etc.). These missing parts are due to some occasionally
coverage loss between devices and the source that could be produced by vehi-
cles mobility and/or the presence of obstacles blocking the communication. We
assume in this work that KU Mobile transmits multimedia files using TCP pack-
ets. These TCP packets are grouped in chunks by xChangeMobile, so a chunk is
just a container, in which TCP packets are stored. It is composed of two parts:
a ChunkID which is a unique identifier (ID) placed in the header of the Chunk
and a ChunkContent which is composed of one up to many TCP packets. The
size of chunks is a fixed value of our protocol, and it must be the same for all
devices (more details are provided in Section 2.2).

XChangeMobile is designed to work on three layers: PHYsical - communica-
tion technology (for example: IEEE 802.11, see Fig. 1), MAC (VanetDFCN) and
APPlication layer. Every layer abstracts a communication with matching layer
of the other communication party, and besides vertical communication interface,
it is not aware of any other detail of underlying/overlying layer. Every layer has
its own format of messages, which encapsulates the message of the above layer.
Finally, the highest layer of xChangeMobile, the ChunkXChange protocol, com-
municates with the lowest layer of the streaming protocol. In the case of the
KU Mobile system we consider in this paper, the lowest layers interacting with
XChange Mobile are RxCache and Transport Layer (RxCache/TL) —as it is
displayed in Fig. 1.
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Fig. 2. VanetDFCN takes into account vehicle’s location, speed, and direction (infor-
mation embedded in packets’ headers) to estimate for how long they will be in range

The idea of xChangeMobile is based on the assumption that two neighbor
stations have the same, or very similar, pattern of gaps (missing chunks of infor-
mation) in local caches, although usually with different time offset and scale size.
The effect is that the missing parts in one local cache would be available in some
of the neighboring devices in ideal case, and then they could communicate for
exchanging the missing content. However, if some of these parts are still missing
in the neighbor devices, these neighbor devices will be waiting for them from
other devices, and they will forward the information after receiving it in case it
is still needed.

We illustrate in Fig. 3 a typical situation that occurs when two vehicles
equipped with KU Mobile receivers drive one after the other. We can imag-
ine a vehicle travelling fast equipped by receiver S1, which is in a given time in
range with another vehicle (with S2 receiver) that travels at a lower speed (e.g.,
S1 is overtaking S2). In this case, the time offset and difference in scaling effects,
are clearly visible: gaps, denoted as A, B, C, D and E, exist in both receiver
cache memories, where S2 cache is affected probably by the same obstacles than
S1, but earlier in time, and for a longer time period, since S2 is driving ahead
and slower than S1.

The two following sections introduce two novel communication protocols,
namely VanetDFCN and ChunkXChange, that we defined for xChangeMobile.
As it can be seen in Fig. 1, the VanetDFCN protocol is in a lower level of ab-
straction than ChunkXChange. Thus, ChunkXchange is in charge of managing
the information, requesting and sending chunks, and updating the cache mem-
ory, while VanetDFCN is a communication protocol used for the information
exchange among cars.

DA B E

S1:

S2:

U
i

iS :

############.#. . .##########. . .########.#. . .########################
##. .##. . . . . .####################. . . . . .################. .##. . . . . .#####

C

A B EC D

###############################################################

Fig. 3. Example of the cache memory of two devices S1 and S2 moving at different
speeds. Symbols “#” and “.” stand for cached and missing messages, respectively.
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2.1 VanetDFCN

VanetDFCN is a broadcasting protocol designed for inter-vehicular communi-
cation in Vehicular Ad hoc Networks (VANETs). It is an extension of DFCN
(Delayed Flooding with Cumulative Neighborhood) [6], a broadcasting protocol
designed for metropolitan Mobile Ad hoc Networks (MANETs). DFCN is ex-
tended in VanetDFCN by adding new criteria for deciding whether it is worth
to forward a received message or not. The objective is to reach as many stations
as possible while optimizing the network use.

VanetDFCN introduces global geographical location awareness to communica-
tion. It assumes the presence of a global positioning system device (GPS) that is
used to obtain location (longitude, latitude) and movement related information
(velocity, direction). This information is added to the header of every message
that the station transmits using the VanetDFCN protocol.

The functioning of VanetDFCN is shown in Algorithm 1. We consider to have
two messages queues: in incomingMessageQueue we can find all the received
messages, while outgoingMessageQueue contains the list of messages to be sent
by the next lower layer protocol. At each iteration of VanetDFCN, the proto-
col chooses the messages to be processed among all the received ones (those in

Algorithm 1. Iteration of VanetDFCN at every node
1: Data: incomingMessageQueue, outgoingMessageQueue
2: for msg IN incomingMessageQueue do
3: if (msg.DTL <getDistanceHopped(msg)) AND isWorthyCommunicating() AND

firstTimeReceived(msg) then
4: remove(incomingMessageQueue,msg);
5: hostedMessages <− msg;
6: push up(msg); // Send it to ChunkXChange (higher level protocol)
7: else
8: drop(msg);
9: end if

10: end for
11: for msg IN hostedMessages do
12: outgoingMessageQueue <− DFCN. sendMessage(msg);
13: end for
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incomingMessageQueue); the rest of messages will be discarded. Each message
must meet the following three conditions to be further processed: first, the max-
imum distance to live (DTL), which is a parameter of the protocol indicating
the maximum distance the message can travel, cannot be exceeded; second, the
message must be received for the first time; and third, the protocol must decide
whether it is worth to communicate or not with the receiver of the message.
For taking this last decision, an estimation of the time the two devices (sender
and receiver) are in range is made in terms of their position (latitude and alti-
tude), movement speed and direction (see Fig. 2). Then this estimation is used
to compute the number of chunks they could exchange, and if this number of
chunks is higher than a given threshold value (fixed by the protocol), then the
communication is considered to be worthy. Once a message meets the previous
three conditions, it is removed from the incomingMessageQueue, it is added to
the hostedMessages list, and then it is sent to the ChunkXChange protocol. In
other case, if at least one of the three conditions is not met, then the message
is discarded. After processing all the messages in the incomingMessageQueue,
then the protocol will ask DFCN to forward all the messages in hostedMessages.

2.2 ChunkXChange

The ChunkXChange protocol is designed to deal with the chunks management.
Specifically, the three main functions of this protocol are (i) making requests
for chunks that are missing in the local cache memory, (ii) answering to possible
chunk requests received from other stations, and (iii) updating the cache memory
when an answer to a request is received. If the received chunk completes a given
file, then this file is ready to be played, so it is copied to the local memory and
removed from the cache. Thus, the objective of this protocol is to fill the gaps
of missing chunks by requesting the information to other devices.

The behavior of the ChunkXChange protocol is shown in Fig. 4. As it was
explained in Section 2, TCP messages received from KU Mobile are merged to-
gether into chunks, the size of chunks being specified by the protocol. Every
received chunk (both from KU Mobile and VanetDFCN) is stored in the cache
memory. Then, in every request for missing chunks (chunks with one or more
TCP packets lost), ChunkXchange includes the IDs of all the missing chunks in
the local cache memory at that moment (the request is sent through VanetD-
FCN). Then, when a given station receives a request of a given number of chunks,
it answers by sending the available requested chunks in its local memory through
VanetDFCN.

2.3 Optimization Problem

The xChangeMobile protocol is based on several parameters that markedly influ-
ence its behavior. Hence, in our simulation process we decided to indentify these
parameters and find their most suitable values in order to optimize the behavior
of the proposed protocol. These parameters are shown in Table 1. Among them,
only the broadcast message lifetime was not described in previous sections. It
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Table 1. Configurable parameters of the xChangeMobile protocol

Parameter Allowed Values Units Protocol

Broadcast Message Lifetime 2-100 Seconds VanetDFCN

DTL 0-1000 Meters ChunkXChange

ReRequest Period 5-60 Seconds ChunkXChange

ChunkMessage Size 1-100 Chunks ChunkXChange

Density Threshold 1-1000 Stations VanetDFCN (DFCN)

represents the time (expressed in seconds) for how long a message is valid for
further processing (storing in the cache, transmitting over the network, etc.).
Once the lifetime of a message expires, the message is immediately discarded.
This parameter is used to deal with the limited size of the local cache of every
device on the VanetDFCN level.

For measuring the quality of our protocol with the different parameteriza-
tions we set two different objectives to be minimized. They are the number of
remaining missing chunks in all the vehicles after the simulation process and
the bandwidth usage, measured as the total number of messages sent in the
network. Thus, we need to rely in multi-objective optimization [7,8] for solving
this problem with two conflicting objectives. We say they are in conflict because
optimizing one of them means decreasing the quality of the other one.

3 Multiobjective Cellular Genetic Algorithms

This section introduces the multiobjective metaheuristic used for solving the
introduced problem. Section 3.1 introduces the basics of the canonical cellular
genetic algorithm and section 3.2 provides a decription of MOCell, a multiob-
jective algorithm based on a cGA model.

3.1 Canonical cGA

Cellular GAs [9,10,11] are structured population algorithms with a high explo-
rative capacity. The individuals composing their population are arranged into
a (usually) two dimensional toroidal mesh, and only neighbor individuals (i.e.,
the closest ones measured in Manhattan distance) are allowed to interact during
the breeding loop (see Fig. 5). This way, we are introducing some kind of isola-
tion in the population that depends on the distance between individuals. Hence,
the genetic information of a given individual can be spread slowly through the
grid (since neighborhoods are overlapped), and it will need a high number of
generations to reach distant individuals (thus preventing the population from
premature convergence). Structuring the population this way, we achieve a good
exploration/exploitation tradeoff on the search space, thus improving the capac-
ity of the algorithm for solving complex problems [12].
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Fig. 5. In cellular GAs, individuals are only allowed to interact with their neighbors
during the breeding loop

A canonical cGA follows the pseudo-code included in Algorithm 2. In this basic
cGA, the population is usually structured in a regular grid of d dimensions (d =
1, 2, 3), and a neighborhood is defined on it. The algorithm iteratively applies
the variation operators to each individual in the grid (line 3). An individual
may only interact with individuals belonging to its neighborhood (line 4), so its
parents are chosen among its neighbors (line 5) with a given criterion. Crossover
and mutation operators are applied to the individuals in lines 6 and 7, with
probabilities Pc and Pm, respectively. Afterwards, the algorithm computes the
fitness value of the new offspring individual (or individuals) (line 8), and inserts
it (or one of them) into the place of the current individual in the population (line
9) following a given replacement policy. This loop is repeated until a termination
condition is met (line 2). The most usual termination conditions are to reach
the optimal value (if known), to perform a maximum number of fitness function
evaluations, or a combination of them.

We graphically show in Figure 5 the different steps performed during the
breeding loop in cGAs for every individual, already explained above. There are
two possible ways for updating the individuals in the population [13]. The one
shown in Figure 5 is called asynchronous, since the newly generated individ-
ual is inserted back into the population (following a given replacement policy)
immediately after its creation, and thus it can interact in the breeding loop
of its neighbors, even when they most probably belong to previous generations.

Algorithm 2. Pseudocode for a Canonical cGA
1: proc Steps Up(cga) //Algorithm parameters in ‘cga’
2: while not Termination Condition() do
3: for individual ← 1 to cga.popSize do
4: n list←Get Neighborhood(cga,position(individual));
5: parents←Selection(n list);
6: offspring←Recombination(cga.Pc,parents);
7: offspring←Mutation(cga.Pm,offspring);
8: Evaluate Fitness(offspring);
9: Insert(position(individual),offspring,cga);

10: end for
11: end while
12: end proc Steps Up;
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Algorithm 3. Pseudocode of MOCell
1: proc Steps Up(mocell) //Algorithm parameters in ‘mocell’
2: Pareto front = Create Front() //Creates an empty Pareto front
3: while !TerminationCondition() do
4: for individual ← 1 to mocell.popSize do
5: n list←Get Neighborhood(mocell,position (individual));
6: parents←Selection(n list);
7: offspring←Recombination(mocell.Pc,parents);
8: offspring←Mutation(mocell.Pm,offspring);
9: Evaluate Fitness(offspring);

10: Replace(position(individual),offspring,mocell, aux pop);
11: Insert Pareto Front(offspring, individual);
12: end for
13: mocell.pop←aux pop;
14: mocell.pop←Feedback(mocell,ParetoFront);
15: end while
16: end proc Steps Up;

However, there is also the possibility of updating the population in a synchronous
way, meaning that all the individuals in the population are updated at the same
time. For that, an auxiliary population with the newly generated individuals is
progressively built in every generation, and after applying the breeding loop to
all the individuals, the current population is replaced by the auxiliary one [9].

3.2 Multiobjective cGA

In this section we describe the MOCell metaheuristic, a multiobjective algorithm
based on a cGA model. As described in [14], it follows the canonical synchronous
cGA (see Algorithm 2). The pseudocode of the algorithm is given in Algorithm 3.
It can be observed that Algorithms 2 and 3 are very similar. One of the main
differences between the two algorithms is the existence of a Pareto front in the
multiobjective case.

Indeed, in multi-objective optimization we cannot generally speak about bet-
ter or worse solutions since we are dealing with several objectives at the same
time (one solution can be worse than another one for some objectives but better
for some other ones). Thus, the concept of dominating solutions is introduced:
one solution dominates another one if the former is better than the latter for all
the considered objectives. In other case we call them non-dominated solutions,
since we cannot state that one solution is better than the other. Therefore, the
result of a given multiobjective problem is not a single best solution but a set of
non-dominated ones, which is called the Pareto front.

In MOCell, the Pareto front is just an additional population (the external
archive) composed of a number of the non-dominated solutions found during the
search process. The archive has a maximum size, so a density estimator is need
to remove solutions when it becomes full; MOCell uses the crowding distance,
proposed for NSGA-II [15], for that purpose.
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MOCell starts by creating an empty Pareto front (line 2 in Algorithm 2). Indi-
viduals are arranged in a 2-dimensional toroidal grid, and the genetic operators
are successively applied to them (lines 7 and 8) until the termination condition
is met (line 3). Hence, for each individual, the algorithm consists of selecting two
parents from its neighborhood, recombining them in order to obtain an offspring,
mutating it, and evaluating the resulting individual; then the algorithm decides
whether the new offspring replaces the current one (line 10). The next step (line
11) is to insert the offspring into the external archive, if appropriate. Finally,
after each generation, the old population is replaced by the auxiliary one, and
a feedback procedure is invoked to replace a fixed number of randomly chosen
individuals of the population by solutions from the archive. As in the case of
a single-objective cGA, four asynchronous versions MOCell can be obtained by
changing the way the cells are updated.

In this algorithm, the resulting offspring replaces the individual at the current
position if the latter is better than the former, but, as it is usual in multiobjective
optimization, we need to define the concept of “best individual”. Our approach
is to replace the current individual if it is dominated by the offspring or both
are non-dominated and the current individual has the worst crowding distance
(as defined in NSGA-II) in a population composed of the neighborhood plus
the offspring. This criterion is also used to decide if the offspring solutions are
added to the external archive (line 11 in Algorithm 3). For inserting individuals
in the Pareto front, the solutions in the archive are also ordered according to
the crowding distance; then, when inserting a non-dominated solution, if the
Pareto front is already full, the solution with a worst crowding distance value is
removed.

MOCell has been implemented in Java using the jMetal framework [14]. It
can be obtained in the Web from: http://jmetal.sourceforge.net.

4 Simulation and Optimization of the Protocol

For evaluating the fitness value of individuals, we needed to rely on simulations.
Specifically, we used the Madhoc [16] simulator for measuring the quality of
the solutions. Additionally, we needed DFCN, which was already implemented
in Madhoc, which was indeed successfully optimized using Madhoc in previous
works [17,18,9]. This simulator had to be modified in order to include the KU
Mobile and the xChangeMobile protocols. For testing the behavior of our system,
we have defined a highway scenario in the Madhoc simulator. Specifically, we set
10 vehicles moving at speeds between 60 km/h and 150 km/h in one road of
2.5 km length, and 20% of the road surface is out of coverage from satellite. We
consider devices to have a range in the interval [450, 500] meters [19], and the
communication bandwidth is 5.5 mbps [19]. The simulation runs for 60 seconds.

As previously mentioned in section 3, for this optimization process we used the
MOCell algorithm, implemented in the jMetal framework [20,21], that has been
proven to outperform the current state-of-the-art algorithms such as NSGA-II
and SPEA2 [14,22,9]. Due to the hard computational requirements of the fitness
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Fig. 6. Pareto front with non-dominated solutions

function (we need to run Madhoc to simulate the network behavior), we set the
final condition of our algorithm to 5000 evaluations.

The results are shown in Fig. 6, where the plot represents the best non-
dominated solutions found, and the table summarizes a selection of the solutions
found. As expected, the two objectives we are optimizing are in conflict, and
choosing a solution with better band usage means decreasing the number of
still missing chunks. Hence, we propose here two different solutions (in grey
background in the table in Fig. 6) in terms of the importance we give to the two
objectives. The last row of the table should be chosen if we give more importance
to the percentage of still missing chunks, since less than 30% of chunks in all
the devices are lost. The second solution is proposed in the case we would like
to have a good compromise between the two objectives. This solution has some
parameter values similar to those in the first row (e.g., the broadcast message
lifetime, and the messages to transmit threshold), while the chunk message size
is similar to the solution in the last row, and the distance to live for messages has
an intermediate value between those of the extreme solutions. As it can be seen,
one interesting result is that for every solution the re-request period is always
around 60 seconds. This means that it is an appropriate value independently of
the importance we give to the objectives.

Analyzing the obtained solutions, we can see that around half of them have
more than 50% of still missing chunks in vehicles’ cache memories. We believe
that this undesirable result is a consequence of the short simulation time we were
forced to set in this preliminary approach (60 seconds is really too short time for
sending long multimedia files). The reason for this short simulation time we set is
the hard computational requirements of the problem, since it took more than 15
hours to solve it, and increasing the simulation time leads to a considerably in-
crement of the time to evaluate solutions. In further research works, we consider
that it is mandatory to increase the simulation time for obtaining better results.
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In order to get solutions in reasonable time we are working on parallelizing the
algorithm in large clusters of computers or even in grids.

5 Conclusions and Future Work

We proposed in this paper a new protocol for exchanging missing file chunks
between devices in vehicular ad hoc networks. The scenario considered is a satel-
lite streaming multimedia files to cars, and these cars exchange among them the
missing chunks to overcome possible coverage failures during the reception due
to tunnels, trees, buildings, etc. The protocol was implemented in Madhoc, an ad
hoc network simulator, and some key parameters of the protocol were identified.
The values assigned to these parameters could highly influence the behavior of
our protocol. Hence, a multi-objective algorithm was used to find the best as-
signments to these parameters in order to optimize the behavior of the protocol
in terms of the network usage and the number of still missing chunks in the
vehicles after the simulations. Three different parameter assignments were pro-
posed in this work depending on the importance we give to the two optimization
objectives.

As future works, we plan to deep more in this optimization process, evaluating
other different multi-objective algorithms, and increasing in the simulations the
number of devices and the surface. Furthermore, we are also considering the
design of new protocols for the same purpose, these protocols could be based on
clustering methods or on spanning trees, for instance.
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Abstract. In this paper, we present the architecture of traceability activity to as-
sist the analysis on the relationships between the software models, particularly 
the ones being generated during the analysis and design phases of software 
product family system development. We describe the software models being 
created during the analysis and design phases. We also present the components 
of traceability activity on those software models. Moreover, we discuss the ex-
tension of XQuery as the rule language for representing traceability rules based 
on our experiences in traceability activity. 

Keywords: Software Traceability, Requirements Traceability, XQuery. 

1   Introduction 

The current trend in software systems is product families rather than single products. 
Nowadays customers appeal to products that have a sense of uniqueness, products that 
are compatible but slightly different than those of their friends. The answer from 
industry is to set-up flexible product lines, which include a range of disciplines from 
product development to product manufacturing. The efficiency of these product lines 
for evolving systems is mainly determined by the amount and ease of reuse of exist-
ing artefacts.  

During the analysis and design phase of a product, it has always been significant 
and will increasingly be so. The reasons are (i) the growth of the complexity of sys-
tems, and (ii) the trend towards product families. However, the techniques and ap-
proaches to supporting the software specification are not well-defined or standardized. 
According to [3], our work concentrates on software models generated during the 
phases of analysis and design. Particularly, the approach includes two main essentials: 
(i). the types of documents represented software models created during the phase of 
domain analysis; and (ii) the types of documents represented software models created 
during the phase of domain design. We apply a feature-based approach which is  
important to support domain analysis and domain design, enhance communication 
between customers and developers in terms of product features, and assist with the 
development of software product line architecture. On the other hand, an object-
oriented approach is necessary to assist with the development of the various product 
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members. As the following section, we elaborate the idea of applying featured-based 
objected-oriented engineering approach.  

In this paper, we address the difficulty of analysis on the relationships between the 
software models. In order to be practically applicable in industry, it is required that 
such a framework suits the development organisation, builds on proven technology, 
and that its application is non-intrusive. We present the enabling of traceability activ-
ity to assist the analysis on the relationships between the software models. This leads 
the benefits such as (i) enhancing the functionality of a product or adapting it to a 
changed environment, (ii) checking a consistent set of development models, and (iii) 
providing a starting point for a more structured approach to reuse. Particularly, we 
present the framework of software models being generated during the design and 
analysis phase of product family systems. Moreover, we present an approach which is 
based on the practice of traceability activity to allow automatic generation of trace-
ability relations between the software models.  

Software traceability is the ability to relate software artefacts created during the 
life-cycle of software system development such as retrieval documents, requirements 
specifications, analysis and design models, source codes, and test cases [1, 2, 4, 5, 6]. 
However, traceability practice becomes more difficult and ambiguous in product 
family systems due to their rigidness and complexity.  

The remaining of this paper is structured as follows. In section 2, we present the soft-
ware model specification for product family systems.  In section 3 we describe the trace-
ability on software models presented in section 2 by presenting the classification and gen-
eration of traceability relations as well as discussing the extension of a rule language for 
traceability activity.  Finally, in section 4 we conclude and discuss the work. 

2   Software Model Specification for Product Family Systems 

Our work concentrates on the specification of artefacts generated during the phases of 
domain analysis and domain design. Particularly, the approach includes two main 
essentials: (i). the types of documents represented software models created during the 
phase of analysis; and (ii) the types of documents represented software models cre-
ated during the phase of design. Additionally, we believe that a feature-based object-
oriented engineering approach is required when developing product line systems. A 
feature-based approach is important to supporting domain analysis and design, en-
hances communication between customers and developers in terms of product fea-
tures, and assists with the development of software product line architecture. On the 
other hand, an object-oriented approach is necessary to assisting with the develop-
ment of the various product members. As the following section, we elaborate the idea 
of applying featured-based objected-oriented engineering approach. We describe each 
type of software models. We also give examples by referring the system domain of 
mobile phone systems. 

2.1   Requirements Artefacts   

The requirements artefacts created during the analysis phase is represented by feature 
model and use case. In the following, we described the details.  
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Use_Case   UseCaseID=”UC1” System=”MobilePhone” Product_Member=”PM1” 
Existential Commonality_Variability=”Alternative” 

Variant_Point v1 
 Variants v1 {keying-in a phone number of a receiver, selecting a phone number from a list of contacts} 
Title Sending a Message 
Description The phone is able to send a text message. The user can specify an address of a receiver by 
selecting from a list of contacts. 
Level User Goal 
Preconditions The user has already selected function of sending a text message from the main menu. 
Postconditions The phone has sent the message. 
Primary_actor The user 
Secondary_actors -
Flow_of_events
 Event 1 The system shows an editor for writing a message. 

Event 2 The user inputs a phone number by [v1]. 
Event 3 The system displays the phone number to which the message is being sent. 
Event 4 The user enters the message and confirms sending the message. 
Event 5 The system sends the message and displays an acknowledge on the screen. 

Exceptional_events -
Superordinate_use_case –
Subordinate_use_case –

 

Fig. 1. An example of a use case 

Use case. In our work, we express the requirements of product line systems by ex-
tending the use case definition given by Cockburn (Cockburn 2000). A use case is 
composed of: (1)  Use_Case – the element consists of three attributes, which are in-
formation of the use case: (a) Use_Case_ID, (b) System – this attribute specifies 
which domain of product line is, and (c) Product_Member – this attribute specifies for 
which product member the use case is specified; (2) Existential – this element is used 
to represent the existential of a use case. It consists of an attribute Commonal-
ity_Variability – this attribute can be mandatory, alternative, and optional. The attrib-
ute Commonality_Variability is specified as “alternative”, the element Existential can 
consist of sub-element Variant_Point which specifies a particular point of the use 
case’s variability. The element can consist of a sub-element either Variant or Pa-
rameter. The element Variant specifies a set of alternatives for the particular variant 
point, as the element Parameter specifies the domain of the Variant_Point; (3) Title – 
the element Title is the title of use case; (4) Description – the element Description is 
specified for a brief textual description; (5) Level – the element describes the level of 
functionality that it describes within a system; (6) Preconditions – the element de-
scribes the conditions that must be satisfied before its execution; (7) Postconditions – 
the elements describes the conditions that must be satisfied after its execution; (8) 
Primary_actors – the element specifies primary users of the use case; (9) Secon-
dary_actors – the element specifies secondary users of the use case; (10) 
Flow_of_events – the element specifies a list of the events that trigger the use case 
and the specification of the normal events that occur within it. The element 
Flow_of_events consists of the sub-element Event, which specifies a particular event 
being preceded in the use case; (11) Exceptional events – the element describes the 
events that do not always occur when the use case is executed; (12) Superordinate 
use case – the element specifies a use case for which the use case is elaborated; and 
(13) Subordinate use cases – the element specifies a use case to which the use case is 
specified.  
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Figure 1 illustrates an example of a use case Sending a Message from a mobile 
phone for product member PM1 of the mobile phone case study.   
 

Feature Model. We proposed to apply the feature model presented in FORM (Kang 
et al. 1998) which is based on the feature model proposed by (Kang et al. 1990). The 
authors enhanced the feature model with a textual specification for each feature. Our 
feature model describes the requirements artefacts of a product line system and illus-
trates the features available in the line.  

A feature is represented by a name and can be (i) mandatory, when it must exist in 
the applications in the domain; (ii) optional, when it is not necessary to be presented 
in the applications in the domain; or (iii) alternative, when it can be selected for an 
application from a set of features that are related to the same parent feature in the 
hierarchy.  

The features can be classified into four groups namely (i) application capabilities, 
signifying features that represent functional aspects of the applications; (ii) operating 
environments, signifying features that represent attributes of the environment in which 
product members are used and operated; (iii) domain technologies, signifying features 
that represent specific implementation and technological aspects of the applications in 
the domain; and (iv) implementation techniques, signifying features that represent 
more general implementation and technological aspects of the applications, but not 
necessary specific for the domain.  

Feature can also be related by different types of relationships. Examples of these 
relationships are (i) composed_of, (ii) generalisation/specialization, and (iii) imple-
mented_by relationship types. Figure 2 presents an example of a textual specification 
for feature Text Messages.   

Feature-name: Text Messages 

Description: The phone can edit, send, and receive a short text message 

Issues and decision: Text message over mobile phone is a way of communication 
Type: Application capability
Commonality: Mandatory 
Composed-of:   Sending Text Messages, Receiving Text Messages, Editing Text Messages 
Composition-rule: - 
Allocated-to-subsystem: Messaging 

 

Fig. 2. An example of a textual specification for feature Text Messages  

2.2   Design Artefacts  

In our approach, we adopt UML class diagram, statechart diagram, and sequence 
diagram to present the software product line architecture. In the following, we de-
scribed the details. 
 

Class Diagram. We extend the class diagram presented in (Clauss 2001) by adding 
some elements. The diagram consists of elements as described following: (1) Class 
Diagram – the element consists of three attributes, which are information of the class 
diagram: (a) Class_Diagram_ID, (b) System, and (c) Product_Member; (2) Existen-
tial – this element is used to represent the existential of a class diagram. It consists of 
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an attribute Commonality_Variability – this attribute can be (i) mandatory, (ii) alter-
native, and (iii) optional; (3) Class – the element Class specifies a system component 
that is composed of attributes, which describe properties of a particular class, and 
methods, which specify operations of the particular class. A class can be one of three 
types for expressing variability in product line: (i) variationPoint, which represents a 
variation point of product line, (ii) variant, which represents an alternative of a par-
ticular variation point, and (iii) optional, which represents an optional class; (4) Rela-
tionship – classes can be associated by applying one of two relationship types: (i) 
generalization/specialization, which associates between classes typed of variation-
Point and variant, and (ii) association with cardinality 0...1, which associates between 
any class and a class typed of optional.  
 

State Chart Diagram. The diagram consists of elements as described following: (1) 
State Chart Diagram – the element consists of three attributes, which are informa-
tion of the state chart diagram: (a) State_Chart_Diagram_ID, (b) System, and (c) 
Product_Member; (2) Existential – this element is used to represent the existential of 
a state chart diagram. It consists of an attribute Commonality_Variability – this attrib-
ute can be (i) mandatory, (ii) alternative, and (iii) optional; (3) State – the element 
State specifies the system’s particular status. We define three types of a state for ex-
pressing variability in a product line: (i) variationPoint, which represents a state that 
initiates a variation point of product line, (ii) variant, which represents an alternative 
states of a particular variation point, and (iii) optional, which represents an optional 
state; (4) Transition – the element Transition describes a driving method to transform 
a state to another state. To capture and represent variability of a product member, a 
transition can be specified as one of three transition types: (i) variantTransition, 
which describes one of possible driving methods to transform a state to another state, 
(ii) parameterTransition, which describes a transition requiring a parameter to drive 
the method, and (iii) optionalTransition, which describes a possible driving method to 
transform a state to another state. 
 

Sequence Diagram. The diagram consists of elements as described following: (1) 
Sequence Diagram – the element consists of three attributes, which are information 
of the class diagram: (a) Sequence_Diagram_ID, (b) System, and (c) Prod-
uct_Member; (2) Existential – this element consists of an attribute Commonal-
ity_Variability – this attribute can be (i) mandatory, (ii) alternative, and (iii) optional; 
(3) Sequence –three types of sequences for expressing variability in a sequence dia-
gram: (i) variationPoint, which represents a sequence that initiate a variation point of 
later sequences, (ii) variant, which represents an alternative sequence of a particular 
variation point, and (iii) optional, which represents an optional sequence; (4) Message 
– the element Message basically represent a called operation from an object interact-
ing to another object. A message can be representing the variability of a product 
member. Specifically, we propose three types of messages for expressing the variabil-
ity: (i) variantMessage, which is one of possible messages being sent from a varaint-
PointSequence to another sequence, (ii) parameterMessage, which is a message  
requiring a parameter to drive the method, and (iii) optionalMessage, which is an 
optional message that may or may not be sent on a sequence. 
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3   Traceability on Software Models 

We have identified nine different types of traceability relations between the various 
documents described in the previous section. One or many types of traceability rela-
tions can exist between two particular models.  A description of each relation is given 
the following section. 

3.1   Classification of Traceability Relations  

We describe below these traceability relations types and the types of software models 
to which the traceability relations exist.  
 

Satisfiability: In this type of relation an element e1 satisfies an element e2, if e1 
meets the expectation and needs of e2.  For example, a satisfiability relation may be 
hold between an operation or attribute of a class in a class diagram and the description 
of a use case or the description of a feature in a feature model. 
 

Dependency: In this type of relation an element e1 depends on an element e2, if the 
existence of e1 relies on the existence of e2, or if changes in e2 have to be reflected in 
e1. A dependency relation may be hold between the description of a use case and the 
description of a feature in a feature model.  
 

Overlap: In this type of relation an element e1 overlaps with an element e2, if e1 and 
e2 refer to common aspects of a system or its domain. This is a bi-directional relation. 
An overlap relation may exist between the description of a feature in a feature model 
and a class in a class diagram, a state in a statechart diagram, or an object or message 
in a sequence diagram.  
 

Evolution: In this type of relation an element e1 evolves to an element e2, if e1 has 
been replaced by e2 during the development, maintenance, or evolution of the system. 
An evolution relation occurs between document models of the same type for the prod-
uct member(s) in a family. This relation may hold between elements in use cases, 
class diagrams, statechart diagrams, and sequence diagrams. 
 

Implements: In this type of relation an element e1 implements an element e2, if e1 
executes or allows for the achievement of e2. An implements relation may be hold 
between a sequence of events in a sequence diagram and a feature in a feature model, 
flow of events in a use case, or the description of a use case. 

Refinement: This type of relation associates elements in different levels of abstrac-
tions. A refinement relation identifies how complex elements can be broken down 
into components and subsystems, and how elements can be specified in more details 
by other elements. Thus, an element e1 refines an element e2, when e1 specifies more 
details about e2. A refinement relation may be hold between a message in a sequence 
diagram and an operation of a class in a class diagram. 

Containment: In this type of relation an element e1 contains an element e2, when e1 
is a document, or an element in a document, that uses an element e2, or a set of ele-
ments from a different document. This relation may be hold between sequence or 
statechart diagrams and classes in a class diagram). 

Similar: This type of relation occurs between documents of the same type for differ-
ent product members. This relation assists with the identification of common aspects 
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between various product members. A similar relation is a bi-directional relation that 
may hold between elements in use cases, class diagrams, statechart diagrams, and 
sequence diagrams. A similar relation between elements e1 and e2 depends on the 
existence of a relation between e1 and another element e3 and a relation between e2 
and element e3. For example, a use case uc1 is similar to a use case uc2, if both uc1 
and uc2 hold a containment relation with a feature f1. Similar relations between two 
elements can be derived from other relations based on the following inference rules: 
Overlap relations; Containment relations; Satisfiability relations; Refinement rela-
tions; Dependency relations; and Implements relations.  

Different: This type of relation also occurs between documents of the same type for 
different product members. This relation assists with the identification of variable 
aspects between various product members. More specifically, a different traceability 
relation expresses the different specialization of a particular variation point between 
two product members. A different relation is a bi-directional relation that may hold 
between elements in use cases, class diagrams, statechart diagrams, and sequence 
diagrams. A different relation between an element e1 and e2 depends on the existence 
of a relation between e1 and another element e3, and a relation between e2 and an-
other element e4, where e3 and e4 are variants of the same variability point (e.g.  
subclasses of the same superclass, sibling features of the same parent feature). For 
example, a use case uc1 is different from a use case uc2, when there are two  
subclasses c1 and c2 of the same parent class c, where c1 implements uc1 and c2 
implements uc2. Different relations between two elements can be derived from other 
relations based on the following inference rules: Overlap relations; Containment 
relation; Satisfiability relations; and Implements relations. 

3.2   Generating Traceability Relations  

Our work proposed the architecture of traceability activity. The architecture is im-
plemented by using a tool which is composed of seven components: (a) to provide 
the user interfaces for a user to interact with the tool; (b) to identify a set of relevant 
documents to be traced based on the input from the interface component; (c) to 
identify a set of traceability rule templates that are related to the documents and 
relations to be traced based on inputs to the interface component; (d) to verify a 
traceability rule; (e) to create a set of instantiated traceability rules  by replacing the 
placeholders of the document types in the identified traceability rule templates 
which the names of the documents to be traced; (f) to generate traceability relations 
by executing the traceability rules; and (g) to record and present the traceability 
relations.  

Figure 3 shows an example of satisfiability   relations.  One is created since a syno-
nym of Sending and Message appear in the description of the feature at an appropriate 
distance. Similarly, another relation is created since a synonym of Transmitting and 
Message appear in the description of the feature at an appropriate distance. Thus, the 
results of rule R86 for use case UC1 and feature Text Messages, and use case UC2 
and feature Text Messages are captured and recorded in the relation document. 
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<Relation_Document> 
 <Relation RuleID=“R86” Type=”satisfiability” DocType1=”Use Case”  
                      DocType2=”Feature Model”> 
  <Element Document=”file:///c:/UseCase_UC1.xml”> <Title> Sending a Message</Title> </Element> 
  <Element Document=”file:///c:/Feature_MP.xml”> 

                  <Feature_name> Text  Messages  <Description>…</Description> </Feature_name> 
  </Element> 
 </Relation> 
    <Relation RuleID=“R86” Type=”satisfiability” DocType1=”Use Case” DocType2=”Feature Model”> 
   <Element Document=”file:///c:/UseCase_UC2.xml”> 
           <Title> Transmitting Messages </Title> </Element> 
   <Element Document=”file:///c:/Feature_MP.xml”> 

     <Feature_name> Text  Messages <Description> </Description> </Feature_name> </Element> 
 </Relation> … 
</Relation_Document> 

 

Fig. 3. XML-based traceability relations 

3.3   Extension of a Rule Language for Traceability Activity 

Our approach proposes the extension of XQuery [9] as a rule representation language 
for traceability rules. Apart from the embedded functions offered by XQuery, it is 
possible to add new functions and commands. More specifically, we have extended 
XQuery: (a) to support the representation of parts of the rules, i.e. the actions to be 
taken when the conditions are satisfied, and (b) to support extra functions to cover 
some of the traceability relations. These functions have been implemented in XQuery 
and Java, and are concerned with the identification of specific elements in the docu-
ments and words that are synonyms, or textual comparison. We found the conse-
quences of using XQuery for supporting traceability activity. We describe below the 
advantages and disadvantages of applying XQuery language. 
 

Pros 
Powerful to navigate XML documents: XQuery is basically designed to support navi-
gating two different XML documents in the same time. This allows us to determine 
relationships between two elements in two different documents. Moreover, XQuery is 
specifically designed for querying XML data which is ordered, nested, hierarchical. 
This allows us to traverse the hierarchy of XML documents. Those models represent 
different levels of requirements in the product family systems. The rule, thus, requires 
traversing XML data in various hierarchies of XML documents.  

Support generation of traceability relations in XML format: XQuery includes ex-
pressions to construct new XML data which appear as XML fragments. This enables 
our approach to automatically generate traceability relations and represent them in 
XML-format.  

Handle large size of XML documents and high volume of traceability relations: 
XQuery is designed to handle manipulation and iteration over sequences of XML data 
in large-sized XML documents and manage creation the high volume of XML data. 
An example from our experiments, a rule (e.g. R68) is used to identify satisfiability 
traceability relations between sequence diagram and use case. The rule created 132 
relations between sequence diagrams specified in an XMI document (1363 KB) and 8 
use cases.  
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Cons 
No support for full text search: XQuery language provides functions and operators for 
retrieving data in the level of XML elements. However, XQuery does not support full 
text search. According to our traceability approach, the generation of traceability 
relations requires comparing the texts of documents. Thus, it can be overloaded on 
coding in the tool.  

No support for synonym, grammatical role, and distance checking: The fact is that 
the multiplicity of stakeholders participating in the development of the system. This 
may lead to the use of different words to represent the same thing. Traceability is 
required to take consideration into the use of equivalent words to specify documents. 
Traceability is also required to take consideration into the grammatical roles of words 
in the textual parts of the documents and distance of words being compared in the 
text. However, XQuery built-in functions and operators do not support those require-
ments. Extra functions are created to achieve the requirements.  

Standardisation is subject to change: The specification of XQuery language is still 
subject to change and the implementation is incomplete. Currently, our traceability 
rules are based on XQuery 1.0. 

Difficult to create, read, and use: Creation and using of traceability rules in 
XQuery assume that users are familiar with the concepts of XML technologies (e.g. 
XML, XPath). XQuery statement that is not easy to understand for unfamiliar users to 
XML and XQuery. Moreover, composing a XQuery statement is not XML-based. It 
also requires users familiar with XPath and SQL techniques. 

No support for creation and maintenance XML documents: Although XQuery lan-
guage includes expression to construct XML data, it does not provide commands for 
creation and updating XML documents (e.g. insert, update, delete). According to our 
traceability approach, traceability relations are created when the condition part of a 
rule is satisfied. The traceability relations, thus, are restored into XML document by 
the tool.   

As shown in Table 1, we summarise the requirements of the rule representation lan-
guage for traceability activity and compare XQuery and other existing techniques for 
rule representation language i.e. RuleML[7] and XPath [8].  

Table 1. Requirements of rule language for traceability activity 

Requirements RuleML XPath XQuery 
Support input in XML format √ √ √
Support output in XML format √ √ √
Support retrieval of data in different documents √ √ √
Support joining data in different documents - √ √
Provide synonym checking - - - 
Create XML fragments √ - √
Provide aggregated functions to group data - - √
Support update and maintenance XML documents (e.g. 
insert, update, delete) 

- - - 

Support other XML-based technologies i.e. RDF, XML 
Schema, XPath, and XLink 

√ √ √

Response fast  √ √ √  
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4   Discussion and Conclusion  

In this paper, we presented the architecture of traceability activity that is proposed to 
perform an automatic generation of traceability relations. We described each type of 
software models generated during the analysis and design phases of software product 
system development. We also presented the classification and generation of traceabil-
ity relations.  We analysed using XQuery for traceability activity based on experi-
ences with case studies. 

As discussed in previous section, it is difficult to create a traceability rule in XQuery 
in a case that the semantic of the rule is complicated. The generation of traceability 
relations need to take consideration thoroughly into documents. More specifically, text 
in XML documents is parsed as single words in order to verify the conditions of trace-
ability rules. However, XQuery built-in functions and operations do not cover all re-
quirements of traceability activity. Our approach needed to tackle the problems by 
extending extra functions to satisfy the requirements. As XQuery is designed for re-
trieving XML data, the language itself is not XML-based. Users require the knowledge 
of other techniques such as XML, XPath, and SQL. Moreover, the standard of the 
language is not stable. This can be more difficult for unfamiliar users. 

However, regarding to our experience of using XQuery for traceability activity, we 
found that we can benefit from extending functions in XQuery and other programming 
language (e.g. Java) to satisfy complicated conditions of traceability rules. Particularly, 
missed functions and operations can be paid off by extended functions. XQuery sup-
ports traversing complicated structure of XML documents and processing a large-sized 
of documents. It handles creating a large volume of XML data and joining a number of 
XML data between different XML documents. These characteristics support the activ-
ity of traceability that involves a high volume and large size of documents. 
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Abstract. The complexity of modern systems engineering projects often results 
in long development cycles, yielding a vast array of artifacts. To maintain 
stakeholder communication and comply with standards, means to record and 
navigate links between these artifacts are required. The provision of such 
mechanisms is termed traceability. 

Traceability objectives include, support for: i) management of safety argu-
ments; ii) evolution of artifacts; and iii) impact analysis/change control.  Our 
approach comprises a set of information structures (represented as base axioms 
in an Object-Oriented and Deductive Database), together with procedures for 
their analysis. The approach is illustrated using a case study of an aircraft wheel 
braking system. 

Keywords: Traceability, Safety Analysis, Systems Engineering.  

1   Introduction 

A safety-critical system (SCS) is one whose failure may cause injury or loss of life. 
Computers are increasingly being used (rather than electromechanical or other com-
ponents) to control safety-critical applications due to their processing power, size, 
weight and flexibility - all of which can lead to cost project savings. In this paper we 
propose an approach for managing safety properties during development and assess-
ment of SCS. 

The scale and complexity of modern systems engineering projects, especially those 
involving SCS, often results in long development cycles. Civil aircraft are a prime 
example. On October 25 2007, an Airbus A380, the world’s first double-deck, wide-
body, airliner touched down in Sydney following its inaugural commercial flight. This 
landmark in aviation history came however more than a decade after the A380 pro-
ject’s inception.  

Such protracted lifecycles yield a vast array of artifacts, from wiring schematics to 
piping and instrumentation diagrams, FMECA tables and Fault Trees, reflecting the 
involvement of engineers from heterogeneous disciplines (e.g. electrical, mechanical 
and hydraulic, as well as software engineering). To maintain communication among 
stakeholders [1], manage change [2] and comply with international standards [3, 4], 
means are required to record and navigate links between these artifacts; such means 
are known as traceability. 
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Our previous output on traceability has centered around MAST (Meta-modelling 
Approach to System Traceability), a framework which supports the engineering of 
heterogeneous systems. Work on MAST has been ongoing for the past three to four 
years, yielding a number of international publications, mostly describing its constitu-
ent CASE tools [5, 6, 7]. This paper marks a shift in direction, focusing less on tools 
and more on the traceability process. In doing so we are especially concerned with 
tracing safety properties (attributes of a system which are intended to prevent failure 
conditions causing hazards). The highly integrated and complex nature of systems 
under discussion here affords greater opportunity for the introduction of developmen-
tal errors which in turn, can lead to undesirable or unintended behaviour which im-
pacts on safety. This scenario is evident in our featured example based on an aircraft 
braking system. 

A means of making the target system and its development/assessment process 
more visible would increase the detection and elimination of errors. For development, 
this would involve explicitly recording safety requirements imposed over the system 
and establishing links between these and the system elements that discharge them. For 
assessment, the rationale (arguments) supporting safety claims need to be recorded. 
Through traceability, this can be provided by structures to record development and 
assessment products, and their analysis procedures.  

We propose an Axiomatic approach to System Traceability and Analysis (ASTrA) 
which enables the recording of established categories of safety related information 
such as hazards and safety arguments, etc. The information is organised in a collec-
tion of structures (represented as base axioms in an Object-Oriented and Deductive 
Database, OODDB), with each structure relating to a particular view, including: 
system decomposition, safety analysis, decision rationale and the organisation of 
safety arguments. Analysis is via deductive axioms that verify the definition of 
populated structures and maintain consistency across projections of this informa-
tion, together with inference rules for navigation. To illustrate the approach, we 
demonstrate how results of a Fault Tree Analysis can be encoded and analysed in an 
information structure and related to structures from other development/assessment 
activities.  

The rest of this paper is therefore organised as follows: section 2 outlines the key 
traceability concerns for complex SCS; section 3 presents the theory underlying our 
approach, while section 4 contains a demonstration of its application to a Wheel Brak-
ing System; section 5 presents some concluding remarks. 

2   Key Traceability Concerns for Safety-Critical Systems 

The main component of any traceability approach is a set of structures defining 
basic information elements and relationships. Two main activities are involved in 
their manipulation (figure 1): i)  population - recording development and  assess-
ment information; ii) analysis - examining their integrity and extracting particular 
views.  
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Fig. 1. Top Level Trace Process 

The populated structures can support a range of traceability concerns (objectives). 
From the literature and through discussion with practitioners, we have identified sev-
eral such concerns for SCS stakeholders. These are as follows:- 

2.1   Management of Safety Properties 

System safety depends partly upon the regime in place to preserve its organisation [8]; 
i.e., the development and assessment process, the elicitation and documentation proc-
ess, together with mechanisms supporting traceability of both procedures and arti-
facts. ARP 4754 prescribes a safety assessment process for ‘Highly-Integrated or 
Complex Aircraft Systems’ which runs parallel to development. Its sub-processes and 
respective traceability concerns are as follows: Functional Hazard Assessment (FHA) 
is conducted at the outset to identify details on possible hazards (e.g., rate and sever-
ity) and accidents. The resulting hazard log must therefore support traceability  
between such entities. To ensure that the reproduction of your illustrations is of a 
reasonable quality, we advise against the use of shading. The contrast should be as 
pronounced as possible.  

A Preliminary System Safety Assessment (PSSA) subsequently defines safety con-
straints and safety strategies which must be traceable to the hazards they exclude. 
Finally, the System Safety Assessment (SSA) aims to provide evidence for a safety 
case. Thus, support is required for expressing safety arguments, for tracing them to 
their respective design components and enforcing consistency and completeness 
checks between various analysis techniques, e.g. Fault-Tree Analysis and Event-Tree 
Analysis. (N.B. A role for traceability within ARP 4754 is shown in figure 2.) 

A Preliminary System Safety Assessment (PSSA) subsequently defines safety con-
straints and safety strategies which must be traceable to the hazards they exclude. 
Finally, the System Safety Assessment (SSA) aims to provide evidence for a safety  
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Fig. 2. Safety Assessment Trace Process 

case. Thus, support is required for expressing safety arguments, for tracing them to 
their respective design components and enforcing consistency and completeness 
checks between various analysis techniques, e.g. Fault-Tree Analysis and Event-Tree 
Analysis. (N.B. A role for traceability within ARP 4754 is shown in figure 2.) 

It can be seen therefore that stakeholders involved in the development of SCS - at 
least according to the above process - require traceability for:- i) the capture and 
structuring of safety related information produced by the FHA, PSSA and SSA (e.g., 
hazards, failures, accidents, etc.); ii) analysis towards preparation of a safety case; and 
iii) enforcing consistency across this information. Once such mechanisms are in place, 
change control and evolutionary development can be supported. 

2.2   Change Control and Impact Analysis  

Handling change is a costly and difficult problem; e.g. the loss of Ariane V was partly 
blamed on ESA’s failure to propagate new requirements to all parts of the design [9].  
The main problem is the so-called ripple-effect where changes to one artifact can have 
an unforeseen impact elsewhere in the system (e.g., changes to fundamental aircraft-
level requirements can propagate to system-level requirements and potentially, re-
quirements at several subsidiary layers of hardware and software). To manage its 
effects and maintain confidence in a system, certain change related information must  
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Fig. 3. Change Control Process 

be established. Traceability can be an enabling mechanism in this respect and hence, a 
powerful ally in helping control change (its role in change control/impact analysis is 
shown in figure 3). 

2.3   Evolution of Artifacts 

Reuse of requirements and design components in new product developments is an 
acceptable means of reducing time-to-market without impairing dependability. Air-
bus, e.g., based an entire range of aircraft around two standard fuselage sections that 
can be stretched or shortened; their A319 is a variant of its fore-runner, the A320, 
with system changes confined to the adaptation of software to accommodate the dif-
ferent handling characteristics of a shorter fuselage (this serial form of evolutionary 
development is shown in figure 4).  

Evolutionary development can also occur in parallel as variants of the same prod-
uct; e.g., the A340-500 and A340-600 respectively, were jointly developed as higher 
capacity and extended range derivatives of the A340. 

Whilst the economic and technical benefits of reuse are clear, approaches have of-
ten been informal, opportunistic and based largely on engineers accumulated knowl-
edge of past projects. Besides the missed opportunities, this has raised questions over 
safety (reuse encourages the propagation of errors). Traceability is therefore funda-
mental to the practice of evolutionary development: i) it enables a more systematic 
approach to assessing reuse candidature of artifacts; and ii) following re-deployment, 
it facilitates the tracking of artifacts to 2nd, 3rd, 4th, etc. generation variants and con-
versely, enables the origin of these derivatives to be determined. 

In establishing a framework to support these activities, we address a number of 
questions [10]:- 

• The scope of information coverage? Determining the basic information required 
to support traceability (the ideal being minimal data and maximum utility). 
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Fig. 4. Serial Evolutionary Trace Process 

• How to structure this information? Defining traceability structures that group the 
information into coherent projections reflecting its common usage (i.e. reflecting 
stakeholder viewpoints).  

• How to represent this information? Means of representing links between trace-
ability artifacts. 

• How to analyse this information? Means of analysing the traceability structures, 
including verifying the definition and consistency of populated structures and ex-
amination/projection of this information.  

• How to implement effective tool support? Means for automating the framework 
(without it traceability is unsustainable). 

 

Issues raised by the first two questions are seen as technology independent, whereas 
the rest actually direct the selection of technology. 

3   ASTrA: Concepts and Means 

This section introduces the theoretical background to our approach. In doing so, we 
address each of the above questions. 

3.1   Traceability Dimensions 
 

To scope information coverage, we partition traceability along the following dimen-
sions:- 
• Horizontal Traceability: traceability between artifacts from the same stage.  
• Vertical Traceability: traceability between artifacts from different stages.  
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• Version Traceability: traceability between different versions of the same artifact. 
• Variant Traceability: traceability between artifacts across different projects. 

 

The first three provide dimensions for a cube recording links between project artifacts 
(figure 5), whilst the fourth relates projects within a product family (figure 6). Figure 
5 also illustrates the concepts of Pre- Requirements Specification (RS) Traceability 
(between any information source relating to the production of a requirement)  and 
Post-RS Traceability (between any information source relating to the development, 
validation and evolution of a requirement). However, their further discussion is be-
yond the scope of this paper. 
 

 

Fig. 5. Traceability of the Horizontal, Vertical & Version Dimensions 

These dimensions relate to the traceability concerns for developers of SCS as fol-
lows. The safety assessment trace process in figure 2 depicts interactions between the 
traceability activities (of population and analysis) and the three types of assessment 
activity identified in ARP 4754; FHA involves tracing between hazards, failures and 
safety constraints. It therefore demands horizontal traceability as the artifacts con-
cerned originate from the same stage (requirements). Conversely, the PSSA and SSA 
both involve tracing between safety constraints and their strategies for realisation. 
This demands vertical traceability between requirements and design. FHA is con-
ducted at the aircraft and system levels and PSSA at multiple stages of development, 
from the system level, to hardware and software design. Tracing between assessment 
results at different levels is therefore another facet of vertical traceability. 

Conducting impact analysis over assessment artifacts requires support for horizon-
tal and vertical traceability to determine the ripple effects across these dimensions. 
For change control, developers further require the ability to populate the version di-
mension with details of revised artifacts. Finally, evolutionary development requires 
the ability to relate safety properties between projects and to effect impact analy-
sis/change control over these artifacts; i.e., it requires variant traceability. 
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Fig. 6.  Traceability of the Variant Dimension 

3.2   Traceability Structures 

An effective means of recording development and assessment information to support 
different stakeholder needs is required. Most approaches employ a single structure to 
represent several (often) disjoint concepts [11]. Given the scope of information re-
quired for SCS, this is unsuitable. The alternative is to provide an integrated set of 
(self-contained) structures, each projecting a different view across the system engi-
neering process. This is approach is favoured by [12] and [13] whose early work on 
the Design Rationale Capture System (DRCS) underpins our approach.  

The DRCS comprises a set of traceability structures (capable of adaptation to spe-
cific domains) which focus on particular aspects of development information. Of the 
five component structures of DRCS, we are concerned with the artifact synthesis 
(records the basic structure of a system) and argumentation (records the reasons for or 
against an assertion). We extend the artifact synthesis here to model artifact failures 
based on Laprie’s notion of a fault pathology [14]. 

3.3   Axiomatic Representation of Traceability Structures 

To illustrate our approach, we define a semantics for a Fault Tree based on AND gate 
and OR gate connectives. Set theory and logic are used to specify its structure (repre-
sentation) and define inference rules and structural constraints for navigation (analy-
sis). Approaches to formalisation of Fault Trees have focused mainly on support for 
the assessment of particular formal models of a system [15], rather than providing a 
structure to record results of an assessment. 

3.3.1   Entity Sets and Relations (Base Axioms) 
The following define primitive entity sets for a Fault Tree comprising AND/OR  
connectives:- 
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F denotes a finite set of faults: {ft1, ..., ftn}  
   

GAND denotes a relation of ordered pairs ∈ F, P(F) connected via AND gates:  
 GAND ⊆ F × P(F) 

 
GOR denotes a relation of ordered pairs ∈ F connected by OR gates: GOR ⊆ F × F 

 
R denotes a set of fault connectives:  GAND ∪ GOR. 

 
FT  denotes a Fault Tree: (F, R).   

3.3.2   Deductive Axioms Defining Transitive Relationships 
Given the base axioms GAND and GOR, we can define rules for causality within a 
Fault Tree. A basic causal relationship (cause) between a fault (ft) and a set of faults 
(fs) can be expressed as follows:- 
 

(ft, fs) ∈ cause ⇔ (ft, fs) ∈ GAND ∨ ∀ ft’ ∈ fs: (ft, ft’) ∈ GOR                                (1) 
 

The transitive closure is defined as:- 
 

(ft, fs) ∈ trans_cause  ⇔ 
(ft, fs) ∈ cause ∨ ∃ fs’⊂ F: (ft, fs’) ∈ cause ∧ ∃ fs” ⊂ F, ∃ ft’ ∈ fs’: 
(ft’, fs”) ∈ trans_cause ∧ (fs’- {ft’}) ∪ fs” = fs                                                          (2) 

 
Trans_cause can be further refined by introducing ‘basic events’ (BE) of F (failures 
not further refined by GAND or GOR):- 

 

(ft, fs) ∈ cut_set  ⇔ (ft, fs) ∈ trans_cause ∧ fs ⊆ BE                                                 (3) 
 

When ft represents a top event, the relation cut_set defines the minimal cut sets. 

3.3.3   Deductive Axioms for Structural Consistency & Completeness Constraints 
It is also necessary to formally specify syntactic constraints governing the structure of 
a Fault Tree; e.g., a well defined Fault Tree must prevent cyclical relationships (and 
hence ensure termination). This can be expressed as:- 
 

no_cycles • ∀ fs ⊂ F, ft ∈ F: trans_cause (ft, fs ) ⇒ ft ∉ fs                                      (4) 
 

Similarly, the following constraint prevents a parent node from being linked to child 
nodes via both AND gate and OR gate connectives:-  

 

Dom(GAND) ∩ Dom(GOR) = ∅                                                                                (5) 
 

In addition, various ‘style rules’ can be defined to further constrain the structure of a 
Fault Tree; e.g., we can specify a constraint indicating that no single failure leads to 
some top event (i.e., where the Fault Tree cut set comprises just one event). This can 
be formally stated as follows:- 
 

ft ∈ no_single_failure • (ft, fs) ∈ cut_set ⇒ |fs| > 1                                                   (6) 
 

Finally, a constraint to detect occurrences of common-cause failures; i.e., events in-
fluencing more than one higher event:- 
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ft, ft’ ∈ no_common_cause •  
∀ fs, fs’ ⊂ F: trans_cause (ft, fs) ∧ trans_cause (ft’, fs’) ⇒ fs ∩ fs’ = ∅                 (7) 

 
 

This model could be extended to include quantitative aspects of FTA by, e.g., associ-
ating probabilities with each failure event and identifying inference rules to calculate 
top event probabilities. 

3.4   Tool Support 

An OODDB is used to encode the axiomatic representations of the traceability struc-
tures. OODDBs combine mathematical logic (where the database can be viewed as a 
set of base and deductive axioms), with facilities for representing complex structural 
and behavioural information. We begin by defining a Fault class. This is to be used in 
providing a full description of each Fault:- 

 
Class Fault with attribute label : String end  
 

Sets of faults are represented as follows:- 
 
Class FaultSet with attribute fault : Fault end 
 

GAND and GOR relationships are modelled as classes. For an OR gate, this can be 
defined using the Fault class as:- 

 
Class Gor with attribute output: Fault; input: Fault end 
 

A Gand relation is similar, although its input is specified in terms of a FaultSet:- 
 
Class Gand with attribute output: Fault; input: FaultSet end 
 

Constraints have been defined to maintain the structural integrity of a Fault Tree, 
such as uniqueoutput and multiinput for Gand:-   

 
Gand with constraint uniqueoutput : $(forall f1,f2/Fault ga/Gand (ga 
output f1) and (ga output f2) ==> IDENTICAL (f1,f2))$; 
multiinput : $(forall fs/FaultSet ga/Gand 
(ga input fs) ==> (exists f1,f2/Fault (fs fault f1) 

 and (fs fault f2) and not IDENTICAL (f1,f2)))$ end 
 

The uniqueoutput constraint safeguards consistency when specifying output for a 
Gand class, whilst multiinput ensures that input cannot be singular, and that they are 
different. Finaly, the previous constraint preventing a parent node from being linked 
to child nodes via both AND gate and OR gate connectives can be defined in our 
database as follows: 

 
Gand with constraint domain : $(forall f1,f2/Fault go/Gor ga/Gand (go 
output f1) and (ga output f2) ==> not IDENTICAL (f1,f2))$end  
 

Having encoded all of the featured structures, inference rules were defined to support 
analysis over them, e.g., impact analysis and the preparation of a safety case (omitted 
here for reasons of space). 

4   Application of Approach 

This section illustrates our approach using a case study of the Wheel Brake System 
(WBS) for a hypothetical aircraft (described in the ARP 4761). We demonstrate how the 
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results of a FTA are integrated with traceability structures from the other development 
and assessment activities. We also relate our approach to the traceability dimensions.  

4.1   Case Study: Aircraft Braking System 

The WBS is installed on the aircraft main landing gears. Its purpose is to decelerate 
the aircraft on the ground without skidding the tyres. It performs this function auto-
matically upon landing or manually upon pilot activation. We demonstrate our ap-
proach using a composite structure (figure 7) which features a subset of the structures 
and includes an aggregation hierarchy of a WBS. This is represented as an artifact 
synthesis structure (component ‘A’) and would typically be populated as part of the 
development process.  

Our approach to traceability is applied in the context of the safety assessment proc-
ess of ARP4754 (figure 2). A FHA has identified the failure behaviour ‘unable to 
decelerate wheels on the ground’ (during the phases of landing or rejected take off), a 
condition caused by total loss of the wheel braking function. A safety constraint has 
also been imposed which states that loss of all wheel braking (unannunciated or an-
nunciated) shall be less probable than 5E-7 per flight. This constraint is derived in 
part from knowledge and experience of WBS failure conditions and by conducting a 
preliminary FTA, from the top event ‘loss of aircraft’ provides, a set of (system level) 
failure conditions and associated requirements; tracing between the safety constraint 
and this top event constitutes pre-RS traceability (see figure 5).  

Details of hazards, accidents and failures, together with system constraints (plus ra-
tionale for claims a particular constraint excludes a hazard) established through FHA 
are used to partially populate the safety specification and artifact failure structures 
(components ‘B’ and ‘C’), and to populate an argumentation structure (component 
‘D1’). These in turn, provide inputs to the PSSA.  

A PSSA based on ARP standards typically employs several safety analysis tech-
niques, including Fault Trees which are developed for all critical failures. Figure 8 
depicts the (qualitative) results of such an analysis. The top event to the fault tree is 
‘unannunciated loss of all wheel braking’ which is caused by the ‘loss of annunciation 
capability’ and ‘loss of all wheel braking capability’. We focus on ‘loss of all wheel 
braking’, which is caused by ‘failure of the normal, alternate and emergency braking 
systems’. A cause of ‘normal brake system does not operate’ is ‘loss of the Brake 
System Control Unit (BSCU) ability to command braking’. The two BSCU computers 
monitor various signals denoting critical aircraft and system states to generate correct 
braking functions. Loss of this ability is caused by ‘loss of power to both BSCU sys-
tems’, or by a ‘BSCU fault’ resulting from simultaneous failure of BSCUs 1 and 2. 

Information emerging from a PSSA is recorded in the structures; i.e., results of a 
FTA are used to populate a fault tree structure (component ‘E’) and to complete the 
artifact failure structure. Further, a strategy for realising the constraint to exclude 
‘high speed overrun’ (using multi-mode braking and dual BSCUs), plus reasons sup-
porting this claim, contribute to completion of the safety specification structure and to 
population of an argumentation structure (composite component ‘D2’) respectively. 
Quantitative analysis of the Fault Tree would assign failure rates to basic events and 
show the top event has a probability of < 5E-7. The claim element of ‘D2’ would be 
‘loss of all wheel braking is less than 5E-7 per flight’, with the justification element 
instantiated as a reference to the Fault Tree (linked via the has-result relationship). 



92 P. Attasara-Mason 

 

 
 
 

F
ig

. 7
. C

om
po

si
te

 S
tr

uc
tu

re
 f

or
 T

ra
ci

ng
 S

af
et

y 
P

ro
pe

rt
ie

s 



 An Axiomatic and Object-Based Approach to Tracing Safety Properties 93 

 

 

Fig. 8. Wheel Braking System Fault Tree 

Following detailed design, a SSA would be developed to support certification. 
This adds to the analysis, information unavailable during PSSA, e.g., replacing budg-
eted Fault Tree probabilities with actual values. Relating to our example, this process 
would typically begin as a bottom up analysis at the item level, with an FMEA of the 
BSCU power supply. It would be followed by further assessment, including a Zonal 
Analysis of the main landing gear bay itself. Further traceability structures would be 
used to support this activity and record the information to emerge. 

The safety assessment trace process (figure 2) applied here is seen as cyclical in 
that changes arising from the SSA feed back into development activities. The com-
posite could be extended to include structures representing other safety analysis tech-
niques, as well as structures capturing, e.g.,   responsibilities and tasks involved in 
realising a strategy, exploration of design alternatives, etc. 

4.2   Relating ASTrA to the Dimensions for Traceability 

Support for horizontal traceability is illustrated by the relationship between accident 
(‘loss of aircraft’), hazard (‘high speed overrun’),  failure (‘unable to decelerate 
wheels on the ground’) and constraint (‘loss of all wheel braking shall be < 5E-7’) 
which originates from the requirements stage.  
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Support for vertical traceability is demonstrated by the relationship between the 
above constraint and its strategy for realisation (‘dual channel BSCU and multi-mode 
brake operations), a cross stage relationship between requirements and design. The 
relationship between system level failure and ‘BSCU failure’ likewise constitutes 
vertical traceability, since the Fault Tree top event relates to violation of a require-
ment and basic events to failures in the design components that discharge it.  

The approach outlined here can be further extended to support both version and 
variant traceability. Indeed, component D1 of figure 7 illustrates basic version trace-
ability in terms of the supersedes relationship for an argumentation structure; this 
would be useful where for example, a claim and its supporting arguments no longer 
hold and further rationalisation is necessary.  

5   Concluding Remarks 

This paper has presented an axiomatic approach to traceability for SCS in the context 
of the ARP 4754 standard. In doing so, it considered key issues in realising traceabil-
ity, i.e., scope of information coverage, its structure, representation and analysis, 
together with tool support. For scope, four dimensions (horizontal, vertical, version 
and variant) to guide stakeholders in determining which elements to trace were pro-
posed. Using case study material, this information was recorded in an integrated set 
of traceability structures, each relating to a particular view of the development and 
assessment process. The representation of a FTA as a traceability structure and its 
relation to structures from other development and assessment activities was also 
shown; e.g., in figure 7, assessment is applied over a development artifact via has-
failure, whilst the products of assessment support relationships between development 
artifacts; has-result being a case in point. Base and deductive axioms were then 
shown to provide appropriate means of representing and analysing the structures. 
Constraints were also defined over a Fault Tree. Finally, we demonstrated the poten-
tial for tool support by encoding these axioms in an OODDB. 

Most traceability approaches have no formal basis, exceptions being [16] and [17]. 
Inference and assertion have also been used to represent subjective forms of informa-
tion such as decision rationale and non-functional requirements [18, 19] Regarding 
safety analysis, Adelard’s Safety Case Editor [20] employs means for tracing safety 
properties, but is weak in non-safety related areas.  
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Abstract. This paper presents three distributed and decentralized strategies used
for token traversal in spanning forest over Mobile Ad Hoc Delay Tolerant Net-
works. Such networks are characterized by behaviors like disappearance of mo-
bile devices, connection disruptions, network partitioning, etc. Techniques based
on tree topologies are well known for increasing the efficiency of network proto-
cols and/or applications, such as Dynamicity Aware - Graph Relabeling System
(DA-GRS). One of the main features of these tree based topologies is the exis-
tence of a token traversing in every tree. The use of tokens enables the creation
and maintenance of spanning trees in dynamic environments. Subsequently, man-
aging tree-based backbones relies heavily on the token behavior. An efficient and
optimal token traversal can highly impact the design of the tree and its usage.
In this article, we present a comparison of three distributed and decentralized
techniques available for token management, which are Randomness, TABU and
Depth First Search.

Keywords: Token traversal, spanning tree, distributed system, delay tolerant net-
works, Depth First Search.

1 Introduction

Networks spontaneously and automatically created between neighboring mobile de-
vices are commonly called ad hoc networks. The main advantage of this kind of net-
works is that no infrastructure or administration system is required. The signal strength
can be weakened due to the appearance and disappearance of the devices, the mobil-
ity of nodes, and obstacles in the environment. These phenomenons lead to frequent
and long duration partitions of the network. An emerging subclass of ad hoc networks,
Mobile Ad Hoc Delay Tolerant networks (henceforth called mobile ad hoc DTNs for
brevity), is characterized by including these undesirable behaviors. This unpredictable
and highly fluctuating topology makes challenging many aspects like efficient commu-
nication, routing, etc.

B. Papasratorn et al. (Eds.): IAIT 2009, CCIS 55, pp. 96–109, 2009.
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Previous researchers demonstrated the validity of spanning trees in networking area
[1], [2], etc. Establishing a spanning tree in the network is a well known prerequi-
site strategy for providing efficient communication and routing algorithms in wired
networks. Furthermore, recently it is also a tendency to use them in mobile ad hoc
DTNs [3, 4, 5]. One common mechanism used in spanning tree algorithms is the uti-
lization of tokens. In [6], the authors state that techniques for traversing the token that
perform well in static networks are not necessarily well suited in networks with high
mobility. Thus, a new study of token traversal in high mobility network must be under-
taken. Also in [7], it is concluded that the token movement strategies impact on the tree
construction, and, therefore, on the topology management. This motivated us to study,
implement and compare different token traversal techniques in order to determine which
strategy performs better in different environments in mobile ad hoc DTNs.

Dynamicity Aware - Graph Relabeling System (DA-GRS) [8] is a model for creat-
ing and analyzing decentralized topologies and algorithms targeting dynamically dis-
tributed environments like mobile ad hoc DTNs. Up to now, the token traversal strate-
gies used in DA-GRS are based on the assumption that no memory is used in the mobile
nodes. These techniques are random and Tabu [7].

In this study, we applied Depth First Search (DFS) for the first time to DA-GRS.
We considered to include DFS in our comparison since it is a very well known strategy
for static tree traversal and the idea of DFS has been used for mobile ad hoc networks
in recent works [9]. However, due to the highly fluctuant topology, having an ordering
strategy might not be a good idea. Thus, a deep study and also a comparison between
DFS and other techniques are needed.

This study assumes that spanning trees provide a reliable path way for efficient com-
munications and services. Thus, having a spanning tree covering as many nodes as
possible in the shortest time is desired. In the context of this study, the spanning tree
must span the entire connected communication graph. Therefore, we implemented and
compared different strategies for traversing the token in the tree topology in terms of
the performance ratio and the convergence speed rate. The performance ratio is mea-
sured as the number of different partitions (or connected components) of the underlying
network divided by the number of existing trees. The convergence speed rate shows
how fast multiple trees belonging to the same partition merge into one tree. We com-
pare three different distributed strategies: Randomness, TABU, and Depth First Search
(DFS), described later in Section 4.

The contribution of this paper is thus three-fold: (1) the design and implementa-
tion of DFS for DA-GRS for the first time and the re-implementation of other two
token traversal techniques, (2) implementation of a framework which allows different
token movements strategies based on realistic mobility models (e.g. highway and shop-
ping mall scenarios), and (3) a comprehensive study and analysis of the three proposed
strategies which is currently missing in the literature.

The paper is organized as follows; Section 2 introduces the conceptual rules for
constructing and maintaining a spanning forest in mobile ad hoc DTNs in a purely
distributed and decentralized manner. Later, in Section 3, the realistic communication
models used for creating the tree topology over an existing mobile ad hoc DTNs are
explained. After that, in Section 4 all the compared strategies for circulating the token
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are presented. The experiments realized in this paper are explained in Section 5 and the
results obtained are shown in Section 6. Finally, Section 7 concludes the work.

2 The Spanning Forest Algorithm Using DA-GRS Model

Dynamicity Aware - Graph Relabeling System (DA-GRS) [8] is an extension of Graph
Relabeling System, GRS [10]. It is a high level abstraction model that can improve
the development of self-organized systems. All the mechanisms underlying it are for
managing mobile ad hoc DTNs efficiently. DA-GRS just models how to handle with
topology changes and interaction between devices, but it does not itself create services
or applications.

A tree is defined as a free cycle graph. A graph composed of several trees is called,
hereinafter, a forest. Assuming this, DA-GRS proposes some rules for constructing and
maintaining a spanning forest in mobile ad hoc DTNs represented in Figure 1 and de-
scribed after. In this figure, the circle represents a node. Letters on top of the nodes
mean: (1) ‘T’ if the node possesses the token, (2) ‘N’ if the node does not possess the
token, and (3) ‘Any’ when the node can possess or not the token. The labels ‘0’, ‘1’
and ‘2’ on the edge represent the route to the token. And finally, label ‘off’ describes a
broken link.

Dynamic networks are characterized by mobility and possible connection disrup-
tions, hence, devices need to handle with this changes when creating and maintaining
the spanning tree. DA-GRS proposed four rules (as shown in Figure 1) to handle with
four different situations. In the initial state every device has the token (what means it is
a tree itself), and these 4 rules are:

– rule 1: A tree link breaks, and the node belongs to the sub-tree which does not
possess the token. In this case the node must regenerate the token, otherwise there
will exist a tree without a token (which is an undesirable situation).

– rule 2: A tree link breaks, and the broken link occurs at a node which currently be-
longs to the sub-tree which possesses the token. In this case, the node does nothing
regarding the maintenance of the token.

– rule 3: When a node with token meets another device possessing a token; both nodes
will try to merge their trees in order to obtain a bigger tree from the two existing

Initial label:

rule1:

rule2:

rule3:

rule4:

T

N

T

T

off
1

off
2

Any

T

Any

T

T

N

N
0

1

0

2

1

2

2

1

T

N

Fig. 1. DA-GRS rules for creating and maintaining spanning forest topologies
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ones. The trees merging process starts. The result of this rule remains a bigger tree
and only one token (the merging process discards one token automatically in order
to remain one and only one token within a tree).

– rule 4: Token traversal in general case: the token visits the nodes of the tree follow-
ing a given strategy.

An important feature of this model is that in each tree one and only one token exists.
Furthermore, only two nodes possessing token (thus belonging to different trees) can
start the trees merging process. As we are dealing with trees, cycles are not allowed.
DA-GRS manages to avoid them since it is not possible to have two nodes belonging to
the same tree and possessing a token at the same time.

3 Utilizing and Applying DA-GRS for Creating the Spanning
Forest

For creating a spanning forest over a mobile ad hoc DTN using DA-GRS in a decentral-
ized way, nodes must exchange some messages between them in order to have knowl-
edge of who else is possessing a token in the neighborhood and also to merge trees.
Since no global knowledge is considered, a more detailed communication syntax needs
to be specified. Therefore, the proposed message sequence that devices must exchange
in a decentralized system is explained in the following:

3.1 Beaconing

In order to have knowledge of the one-hop neighborhood most decentralized systems
utilize beacons (also called ‘hello messages’) [11]. For that purpose, every node sends
periodically a message alerting about its presence. For considering a node as a neighbor,
one must receive a beacon of the node regularly. A node will not be a neighbor anymore
when its beacon is not received within a predefined time.

Using this beaconing both a broken communication link and the appearance of a new
one-hop neighbor are detected, and thus, ‘rule 1’ and ‘rule 2’ in Figure 1 can be applied.
Based on Beaconing Rate of IEEE802.11 [12], the time interval used for periodically
sending the beacon is 100 millisecond.

3.2 Trees Merging Process

‘rule 3’ in Figure 1 represents the spanning tree construction scenario (trees merging
process). DA-GRS uses rendez-vous assumption [13] as synchronization method at this
merging process. This rendez-vous assumption states that at one moment in time, only
two nodes possessing token can meet and be merged. We consider that this assump-
tion is too rigid in real world communications. Thus, this work proposes to relax this
assumption by allowing a node to choose one token among the tokens owned by its
neighbors.

In a distributed system a node has no ability to know if there exists any node with token
in its neighborhood. Thus, nodes holding a token will broadcast a packet, ‘findingTk’,
to verify whether any of its neighbors also possesses a token. If any neighbor of this
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Merging Trees Process
findingTk

ACK_finding

SYN/ACK_finding

number of packet = 1

number of packet =
number of one-hop 
neighbors of this node
which have token 

number of packet = 1

TimerWaitFor_Finding

TimerWaitFor_SynAckFinding

Fig. 2. Message sequence diagram for merging trees

broadcasting node possesses a token and receives ‘findingTk’ will reply using a ‘ACK
finding’ message. ‘ACK finding’ is an expression of agreement to merge their trees.

Moreover, this particular neighbor will set its status to wait for ‘SYN/ACK finding’ to
confirm the merging process within a predefined period, ‘TimerWaitFor SynAckFinding’.
As we are working with a discrete simulator, the time duration of the timers is one sim-
ulation step.

After broadcasting ‘findingTk’, the broadcasting node will wait within a predefined
duration, ‘TimerWaitFor Finding’. At the end of this waiting time, the broadcasting
node selects one of its neighbor and a ‘SYN/ACK finding’ message will be sent using
unicast to this selected neighbor. In case, there is no node with token in the neighbor-
hood, at the end of this timer the token is circulated. The message sequence of this
process is illustrated in Figure 2.

3.3 Token Traversal

‘rule 4’ in Figure 1 stands for token traversal in general case. When a node sends a
broadcast message for finding a neighbor possessing a token, it also establishes a timer
as addressed in previous section, ‘TimerWaitFor Finding’. If the timer finishes and there
is no answer from any neighbor, the token movement takes place. If there is no neighbor
belonging to a different tree, the node will directly move the token, see Figure 3.

Moving Token Process

moveTk

findingTk
Or

moveTk

number of packet = 1

Fig. 3. Message sequence diagram for traversing the token

4 Token Traversal Strategies in a Decentralized System

As explained in previous sections, in DA-GRS and usually when dealing with spanning
trees, the system need a token for creating and maintaining a tree. Every node, at some
moment, must possess the token, since it allows looking for neighbors with token to
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merge trees. The way this token moves along the tree impacts on the spanning tree
construction. In literature, tree traversal refers to the process of visiting each node in
a tree data structure in a particular manner [14]. In the context of this study, we want
the token to traverse less but has more chance to meet another token. In other words,
we want the fastest rate of the tree construction to cover a connected subgraph, which
means less number of trees or in the best case, remaining only one tree over a connected
subgraph. In previous work, the token traversal in DA-GRS has only been implemented
using random or Tabu techniques. This is the first time that DFS is applied to DA-GRS.

This section gives a detailed explanation of the three strategies used in this study. It
is worth noting that all strategies are working in distributed and decentralized manner
suiting to work in mobile ad hoc DTNs.

4.1 Randomness

The Randomness here follows the uniform distribution law. Randomness is the heuris-
tic used by DA-GRS by default. The process is done by selecting a node randomly
among the list of neighbors. The description of the ‘Randomness’ traversal technique is
described in Algorithm 1.

Algorithm 1. Using Randomness heuristic in Move Token (τi) process of a node
ν
1: α is the set of neighbors of node ν
2: node ρ is a node selected randomly from set α
3: move token τi from node ν to node ρ

4.2 TABU

TABU creates a list of forbidden movements in which the most recent nodes possessing
the token are stored. This list is called as tabu list. The algorithm consults the tabu
list before sending the token to a neighbor in order to avoid visiting the same node
repeatedly. Tabu list uses a fix size of memory, memory size, to set the number of stored
nodes in the list. This list is sent within the token, no node memory is used. In Algorithm
2 a detailed description of this strategy is given.

Applying this technique to DA-GRS was proposed in previous work [7]. The mem-
ory size of the list (its length) was also studied in [7], and it was demonstrated that a
tabu list longer than 1 entry of device did not provide much better results than using a
tabu list with size 1. Therefore, we use in our study TABU with size list equal to 1. For
brevity, henceforth we will use ‘TABU{1}’ to represent the usage of TABU at ‘mem-
ory size’ equals to one. This is equivalent to prohibiting sending the token to the node
from which the current one received it.

4.3 Depth First Search (DFS)

DFS is commonly used as token movement technique [5, 15, 16] when dealing with tree
based topologies. It imitates the traversal of the classical Depth First Search algorithm
and, thus, it is an ordering traversal strategy.
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Algorithm 2 . Using TABU heuristic in Move Token (τi) using a defined value
of memory size processing at a node ν

1: α is the set of neighbors of node ν
2: β is the TABU-like list which has size equal to memory size
3: Set availableNode = α - β
4: if availableNode �= ∅ then
5: node ρ is a node selected randomly from set availableNode
6: token τi move from node ν to node ρ
7: if the number of item of β reach the memory size then
8: remove the first item from list β
9: add ρ to the end of list β

10: else
11: add ρ to the end of list β
12: end if
13: else
14: node ρ is a node selected randomly from set α
15: remove item ρ from list β
16: token τi move from node ν to node ρ
17: add ρ to the end of list β
18: end if

In order to traverse systematically like the classical algorithm in distributed and dy-
namic systems, DFS utilizes the neighbor list information provided by the beaconing
process. Thus, the neighbor list is always up to date. Furthermore, in this implemen-
tation, it is necessary to keep information inside each node. To be more specific, these
information are: (a) about the node that sends the token to the current device for the first
time (henceforth, we refer to this first node as ‘upper neighbor’), and (b) information of
neighbors receiving the token from this current device. In this way, the node will def-
initely sends the token to all its neighbors using the neighbor list and the information
stored (a) and (b). It will not send the token back to the upper neighbor meanwhile all
the list of neighbors is not visited.

The mechanism is as follows: whenever the current node receives the token back
from its neighbors (and this is not the first time this node receives token), the cur-
rent node will send the token to the next neighbor in the neighbor list. Once the list is
finished, the token is sent back to the ‘upper neighbor’ if it has not gone from the neigh-
borhood. Otherwise, this current node will become its own ‘upper neighbor’ and will
send again the token to the first neighbor of the its neighbor list. This implementation
is described in Algorithm 3.

5 Experiment Methodology and Measurements

5.1 Experiment Methodology

The networks used in this work were generated using a discrete network simulator,
Madhoc [17]. An ad hoc networks simulator that provides mobility models allowing
realistic motion of citizens in variety of environments. Two real-world mobility models,
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Algorithm 3. Using DFS heuristic in Move Token (τi) process of a node ν

1: α is the set of neighborhood of node ν
2: β is the DFS list in node ν
3: 	 is ‘upper neighbor′

4: δ is the latest node that send τi to ν
5: if 	 is empty then
6: 	 = δ
7: end if
8: Set availableNode = α - β - 	
9: if availableNode �= ∅ then

10: node ρ is the first node from set availableNode
11: move token τi from node ν to node ρ
12: add ρ to the end of list β
13: else
14: clear list β
15: if 	 is in the set α then
16: move token τi from node ν to node 	
17: set 	 to empty
18: else
19: 	 = ν
20: Set availableNode = α - δ
21: node ρ is the first node from set availableNode
22: move token τi from node ν to node ρ
23: add ρ to the end of list β
24: end if
25: end if

‘shopping mall’ and ‘highway’, were selected in the simulations using the parameters
summarized in Table 1.

Mobile ad hoc DTNs can be represented as a dynamic communication graph (G),
where the mobile devices are the set of vertices (V ), and the links between them are the
edges of the graph, (E). The dynamism of the network is represented by the fact that

Table 1. Parameters used in the experiments

Shopping High
Mall way

Surface (km2) 0.32 2.24
Node density (per km2) 347.85 72.55

Number of nodes 110 160
Avg. Number of partitions 1.95 15.9

Number of connections 446 498
Average degrees 8.13 6.23

Velocity of nodes (m/s) 0.3-3 20-40
Radio transmission range 40-80 m

Network technology IEEE 802.11b
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both V and E can change at any time. Therefore, the graph at a given time t, G(t), is
composed of (V (G(t)), E(G(t))).

We derived communication graphs from Madhoc which performs simulation in
discrete-time. So the communication network corresponds to a series of static graphs:
G(t) for t ∈ {t1, t2, t3, ..., t400}. Between two consecutive times ti and ti+1 the com-
munication graph remains the same. However, using such a short timing-snapshot, 1/4
seconds between two consecutive times is considered sufficient to reflect the reality. We
made 100 runs for each experiment in order to have reliable results. That means we are
simulating the behavior of a mobile ad hoc DTN for 100 seconds over 100 different
topologies.

5.2 performanceRatio() Function

At a given moment t, G(t) may be partitioned into a set of m connected subgraphs.
Having Γ as the set of all spanning trees at moment t of G(t). The quality of the
algorithms can be assessed by the number of connected subgraphs (m) over number of
trees created (Γ ). This quality is determined by the following ratio.

performanceRatio(G(t)) =
(

m

| Γ |
)

(1)

The value of the performance ratio approaching to one means higher quality of the al-
gorithm (less number of trees in a connected subgraph). Having a spanning tree per
connected subgraph enables more efficient communication and topology management,
since at least, the information can be disseminated systematically via the created span-
ning tree. This means the algorithm is robust regarding the dynamism of the network
because it can construct a tree covering all the nodes conforming the connected sub-
graph.

Figures 4(a) and (b) illustrate the measurement of all cost functions proposed here.
In the figure 4(a), the communication graph I(t) has two connected subgraphs, and
each connected subgraph has one spanning tree. On the contrary, the communication
graph K(t) depicted in figure 4(b) has only one connected subgraph but four spanning
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trees (γ1, ..., γ4). Thus, the performanceRatio(I(t)) and (K(t)) equal to 1 and 0.25,
respectively.

5.3 convergenceSpeedRate() Function

The convergenceSpeedRate() is measured based on the number of iterations in sim-
ulation. Let Δ be the number of iterations the algorithm required trying to achieve
the least performanceRatio() and Δ∗ be the number of iterations required per G(t).
Having performanceRatio() equal to one within G(t) is an ideal situation. How-
ever, having limited merging process (explained in Section 3) causes no guarante that
performanceRatio() will be one, in other words, it is always possible to have mul-
tiple trees per connected component at any time t of graph G. In such case, the num-
ber of iterations used within that G(t) will be counted into Δ. The lower the value of
convergenceSpeedRate() is, the faster the algorithm converges a connected compo-
nent into a tree. The convergenceSpeedRate() can be written as below.

convergenceSpeedRate(G(t)) =
(

Δ(G(t))
Δ∗(G(t))

)
∗ 100 (2)

6 Results

In this section we present the comparison results obtained for the three different strate-
gies studied for circulating the token in a decentralized tree based algorithm. These three
strategies are: Randomness, TABU{1}, and DFS. The comparison was made in terms
of the speed of the convergence of the tree and the performance ratio explained both
in the previous section. The results shown are the average of simulating 100 topologies
for 100 seconds each topology.

Figure 5 and 6 show the simulation results for the shopping mall and highway en-
vironment, respectively. From both figures, DFS clearly gives the best behavior among
these three strategies for both environments. Furthermore, both figures show the impact
of the mobility model toward the resulting tree. Easily observing from Figure 5 (shop-
ping mall scenario), the difference between DFS and the other strategies is very large.
Contrary, the resulting gap from DFS to other strategies in the highway scenario, Fig-
ure 6, is not as big as what we can see in shopping mall environment. This is because of
the speed of the devices and hence, the highly fluctuant topology. Thus, we measure the
differences between DFS and the other two strategies (averaging results over the simu-
lation time). The results of this measurement are shown in Table 2 to demonstrate the
difference in terms of the percentile of the distance. Furthermore, as the result values do
not follow a normal distribution in any case, we apply the Kruskal-Wallis test in order
to obtain statistical significance with 95% probability in our comparisons. The results
show that DFS are significantly better than TABU{1} and Randomness.

According to Table 2, the differences are up to 60-70% when compare the result of
DFS and the other strategies in shopping mall model. On the other hand, for highway
model, the differences of results between all the strategies are distinguishable and also
statistically significant, but not so huge different (12-35% of differences) as found in
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Fig. 5. Comparison of convergenceSpeedRate() measuring among all studied algorithms in
‘Shopping Mall’ mobility model

Table 2. The percentile of the distance from DFS to the other strategies

TABU{1} Randomness

Highway
performanceRatio 23.71% 34.71%
convergenceSpeed 12.38% 12.40%

Mall
performanceRatio 63.70% 69.19%
convergenceSpeed 66.42% 66.42%

shopping mall model. This comes from the fact that the highway model has a high
fluctuating mobility. Thus, the topology is more likely to change than in the shopping
mall.

The overall results show that the Randomness strategy is the worst one in both en-
vironments. This behavior was expected, since when using the random technique many
nodes in the tree can hardly possess the token, so the merging trees in those areas rarely
happened. TABU{1} ensures that one neighbor will not possess the token twice con-
secutively. Thus, TABU{1} achieves better distribution of the token than Randomness.

As stated at the beginning of this paper, our intuition suggest that a strict ordering
strategy may not be a promising technique for a high changeable topology. The reason
to this intuition is that the topology is changing a lot in a short time while the token
is moving mostly in the same area during such small period of time. However, the
experimentation results deny our intuition. Our results show that DFS behaves better
than Randomness and TABU{1}. Thus, it can be confirmed that an ordering strategy
like DFS can work well under highly changing topology.

In Table 3 we resume the behavior of each technique since we can consider this is
a multi-objective multi-constraint problem, and depending on the necessities of each
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Fig. 6. Comparison of convergenceSpeedRate() measuring among all studied algorithms in ‘high-
way’ mobility models

Table 3. Multi-objective multi-constraint study

DFS TABU Randomness
No memory No No Yes

Token memory No Yes No
Node Memory Yes No No

situation a technique or another can be used. As it can be seen in Table 3 the only strat-
egy that uses no memory at all is Randomness. For those using memory it is possible
to distinguish between using the memory in the node like DFS, or using memory in the
token as TABU.

7 Conclusions and Future Work

Providing efficient communication and topology management in delay tolerant mobile
ad hoc networks is a difficult task which presents a real challenge. We found out that
token traversal techniques generally used in tree-based algorithms has a significant im-
pact to the resulting tree. In this work, three different strategies for token movement
through the tree topology: Randomness, TABU{1}, and Depth First Search (DFS) were
systematically studied and compared in terms of the performance ratio and the speed of
convergence. The former measures the number of spanning trees per connected com-
ponent at a given moment, the closer to one the better performance. The latter gives an
idea of how fast different trees belonging to the same connected component merge and
form a solely tree composed of all the nodes within the partition.
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To the best of our knowledge, it is the first time DFS is applied to DA-GRS, a mobile
ad hoc DTN system, and also it is the first time a comparison between token traversal
techniques is done in the literature.

For doing the comparison, two different scenarios were selected: (1) a shopping mall
where the movement of the device is slow, and (2) a highway where the nodes move
at high speeds. We found out that ordering strategies for token traversal helps to merge
trees faster. This can be confirmed since DFS outperform the no ordering techniques
like Randomness and less ordering such as TABU{1}.

As future work, we plan to study the impact of these techniques to any high level
application when using the tree, i.e., when disseminating a message through the whole
network using this tree based topology, routing, etc. Since the token movement affects
the creation of the tree, therefore we also want to study how these strategies impact on
the robustness of application using tree-based topology.
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Abstract. This paper presents the interview findings of the current situation in 
software development process management for Executive Information Systems 
(EIS) in the Thai telecommunications industry and identifies requisite require-
ments for a successful Knowledge Transfer (KT) framework that consists of 
two proposed components, which are frameworks themselves: the proposed 
Software Development Life Cycle (SDLC) maintenance framework and the 
proposed KT framework. The resulting frameworks are aimed at providing an 
improved way of software development process management to better achieve 
the high performance goals of successful software development. 

Keywords: SDLC Maintenance Framework, Knowledge Transfer Framework, 
Executive Information Systems, Telecommunications Industry. 

1   Introduction 

The use of EIS has significantly increased since the success of EIS in many developed 
countries stimulates a number of executives to adapt this Information Technology (IT) 
into their organizations in order to compete in an increasingly competitive environ-
ment. EIS can be defined as computer-based Information System (IS) that supports 
communications, coordination, planning and control functions of managers and ex-
ecutives in an organization. The data provided by EIS are taken from many different 
internal and external sources. Executives make most, if not all, decisions based on a 
mainly qualitative thought process. Consequently, soft information is critical in ex-
ecutive decision making [1]. 
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The characteristics of EIS include an easy to use and maintainable graphical user 
interface; integrated capability for data access, security, and control; on request “drill 
down” capability to lower levels of details; depiction of organizational health indica-
tors; functionality for decision support, ad hoc queries, and what-if analysis; data 
analysis features; advanced report generation; statistical analysis tools for summariz-
ing and structuring data; and access to a variety of external data sources [2]. 

EIS are different from Transaction Processing Systems (TPS), Management Infor-
mation Systems (MIS), and Decision Support Systems (DSS) in terms of problems 
addressed, users, and data used. TPS serve operational management by performing 
and recording the daily routine transactions necessary to conduct the business and 
solve structured problems. Both MIS and DSS provide middle management. How-
ever, there are different characteristics for the way in which an MIS deals with sum-
marized and compressed data from the TPS and sometimes does an analysis of that 
summarized data in order to solve structured problems, while DSS use data from TPS, 
MIS, and external sources to solve semi-structured problems. An EIS provides infor-
mation for top management to solve unstructured problems so that they can identify 
problems and opportunities by combining information from both, internal and exter-
nal sources [3, 4]. 

Regarding the development of new software systems, an SDLC model and a pro-
ject management concept are necessary. SDLC is a tight combination of software 
development phases and process model. The best known approach still is the waterfall 
approach, which in fact is the oldest fully developed SDLC. It is a systematic and 
sequential pattern. It typically begins with an initial feasibility study through to main-
tenance of the IS. Although most of organizations use it for managing EIS develop-
ment projects, there are several limitations. For example, Jirachiefpattana [4]  
describes that these limitations consist of well-defined requirements, lack of flexibil-
ity to improve initial imperfections in one phase, time-consuming, too much docu-
mentation and high cost. It thus is important to use an appropriate SDLC framework 
for dealing with such disadvantages. Besides, the project management concept is 
employed for planning, organizing and managing resources to bring about the suc-
cessful development. Albeit a number of IS development methodologies are pro-
posed, these methodologies are mostly tested within western countries and considered 
as universal rules [5]. Hence for effective software development in particular types of 
projects and particular areas, the models intended for use need to be geared towards 
meting the specific requirements and have to be tested accordingly to suit the current 
situation in the software development. 

At present, most business environments are quickly changing and increasingly 
competitive. Competitive markets can increase the industry’s economic efficiency, 
provide more choices for consumers, encourage innovation and the use of the most 
effective methods of production, and boost growth [6, 7]. Telecommunications still is 
one of the most rapidly evolving competitive markets and one of the fastest-growing 
areas of technology in the world. As this paper focuses on the Thai telecommunica-
tions industry, Thailand’s telecommunications sector it is worth mentioning that it has 
continued to grow, in the last five years. One sector of the market that has been par-
ticularly popular is broadband internet. Thailand was one of five Asian countries 
ranked among the world’s top ten fastest-growing consumer broadband markets in 
2007 [8]. Unfortunately, software developers are still under tremendous pressure to 
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deliver quality results in order to effectively respond to these highly competitive envi-
ronments. In the context of the Thai telecommunications industry, very typical prob-
lems of an EIS development process management, such as a lack of effective ways to 
manage the EIS development and to transfer knowledge and experience within the 
EIS development teams, are faced by a majority of software developers. This cause 
influentially leads EIS development to sometimes ineffective and unsatisfactory re-
sults. As this paper aims at software development with better performance, it is in-
tended to lead to significant software development achievements and business 
achievements; it therefore should be of great interest for both software developers and 
telecommunication companies. 

Consequently, the answers of the questions of “how to construct an SDLC mainte-
nance framework for EIS and how to organize KT during EIS development” should 
help EIS development teams by acting as guidance to increase EIS development ef-
fectiveness and efficiency. 

2   The Current Situation in the Software Development Process 
Management for EIS in the Thai Telecommunications Industry 

For getting an idea of the current situation in the EIS development process manage-
ment in the Thai telecommunications (by focusing on Internet services), we use find-
ings of interviews with software development teams working for two companies: True 
Corporation Public Company Limited and TOT Public Company Limited. They are 
the two biggest broadband Internet Service Providers (ISP) in the Bangkok region and 
have their own optical fiber cable networks in Bangkok and in the vicinity. Even 
though there are many ISP in Thailand, most of them still lease bandwidth from one 
of these two companies. With 85% True Corporate also has the largest market share 
[9, 10]. In the Thai organizational context of EIS implementation, the results reveal 
that the executives could sometimes not provide adequate participation in the projects. 
Subordinates did not have full authorities when it came to making decisions. Commu-
nication processes in organizations also were quite complicated. These limitations 
resulted in development teams sometimes not being able to effectively identify the 
information requirements from executives, often having to wait for Steering Commit-
tee decisions, and resulted in an extensive organizational process. Finally, as was to 
be expected, the projects were delayed. 

Given the underlying EIS development strategies, the EIS development project 
with a small team in True Corporation had a short duration. True Corporation used a 
prototyping model. The development process involved requirements analysis, pre-
liminary design, prototype design, construction and testing, implementation and main-
tenance. In the other case, the EIS development project with a big team in TOT had 
an initial period of two years. Outsourcing usually covers a wide range of contractual 
arrangements ranging from contract programmers to third party facilities management 
[11]. The EIS development in TOT was to some extent outsourced. The formal reason 
for employing the consultant was that the internal staff lacked knowledge and experi-
ence in EIS development. A development methodology supplied by the consultant 
was used for the EIS development. Although the methodology used terms like proto-
typing and module delivery, it can best be characterized as a variant of the waterfall 
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approach. The development process involved a large execution of requirements analy-
sis, system development, user acceptance, system installation, use and maintenance. 

During EIS development, the teams face similar problems. For example, users be-
tween business units do neither have good cooperation nor do they participate well; 
users provide inadequate requirements specifications and quite frequently change 
their requirements; users have only limited IT/IS skills; and so on. This situation is 
quite typical, and not limited to the Thai telecommunications sector. KT processes are 
also practised in a very similar way, such as by discussing and sharing ideas in regular 
meetings; transferring theoretical knowledge by self-learning that is based on the 
existing internal documents; providing practical training case by case during EIS 
development; and finally supporting theoretical training prior to project for special-
ists. Consequently, this contributes to a rather small amount of theoretical knowledge 
transfer. Based on the four categories of failure factors of Chow and Cao [12], the 
problems/failures of these findings can be summarized in Table 1. However, this is an 
assumption that we have not yet been able to empirically verify with real data. 

Table 1. The failure factors in EIS development 

Dimension Factor 
Organization Lack of management commitment, organizational culture too political, 

lack of agile logistical arrangement 
People Lack of necessary skill-set, lack of project management competence, lack 

of good user participation and cooperation between business units, lack 
of team work 

Process Ill-defined project scope, requirements, and planning, user team having 
no full authority 

Technique Lack of provision and support of appropriate training to team, inappro-
priateness of methods and tools 

3   The Current Focus in Europe 

The main purpose of this study is to improve performance of software development 
process management for EIS. Since European countries such as the UK, France, Nor-
dic and Germanic countries are recognized for success in EIS and software develop-
ment, this study focuses on two main parts in Europe. For the first focus on software 
development management with success factors, especially agile methods are most 
commonly adopted and have generated lots of interest in the software development 
industry. Comparing between SDLC models, Schwaber [13] concludes that Scrum 
has more advantages than others in facets of responsiveness to environment, team 
flexibility and creativity, knowledge transfer during project, and high probability of 
success. Furthermore, for covering all aspects of project management in the tradi-
tional sense, Fitsilis [14] suggests that connecting Scrum with PMBOK can benefit 
the software project management since processes in Scrum and PMBOK, are ad-
dressed in a compatible way. In addition, defined success factors should be oriented 
towards completing software development effectively. Based on prior studies on the 
factors that impact on agile software projects, these identified important factors can be 
summarized in Table 2. 
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Table 2. A summary of the identified success factors of agile software projects 

Source Factor 
[15] Individual competence, management support, communication, compatibility of 

agile methods, teamwork, project type, team size 
[16] Individual competence, compatibility between skills and tasks, good  

communication skills, experience in software development 
[17] Resistance due to past experience, micromanagement (leadership), career  

consequences, developers' ability 
[18] External support, teamwork, compatibility of methods, negotiation skills 
[19] Teamwork, individual ability, motivation 
[20] Organizational culture, management style, organizational form, management of 

software development knowledge, reward systems, teamwork, competence, user 
relationships, existing technology and tools, training 

 
For the second focus on the KT process during software development with success 

factors, in context of software development, where it has multiple stakeholders with 
varying backgrounds and knowledge, KT is vital to effective software development 
success. Communication plays a crucial role in KT process. Joshi et al. [21] define 
that the KT process is collectively determined by five components: source context, 
recipient context, knowledge context, relational context, and situational context. The 
source and recipient context refer to the attributes of the knowledge source and recipi-
ents which can facilitate or impede the process of knowledge transfer. The relational 
context refers to the attributes that characterize the relationship between a knowledge 
source and a recipient. The knowledge context refers to the nature and characteriza-
tion of the type of knowledge that is being transferred. The situational context refers 
to the environmental characteristics surrounding the knowledge transfer process. 
Additionally, based on prior literature concerning the influential factors that affect KT 
effectiveness, these identified factors can be summarized in Table 3. 

Table 3. A summary of the identified success factors of KT process 

Source Factor 
[21] Great motivation, source’s capability, source’s credibility, knowledge type, 

good relationship, extensive communication 
[22] Great motivation, source’s capability, source’s credibility, receipt’s absorptive 

capacity and retentive capacity, knowledge type, good relationship, extensive 
communication 

[23] Source’s capability, source’s credibility, extensive communication, and  
culture, knowledge type, good relationship 

[24] Transmission of source’s knowledge to potential recipient and absorption of 
the knowledge by that recipient 

 
In conclusion, there is an amount of IS research that focuses on the improvement 

of software development success in aspects of speed, effectiveness, efficacy, and low 
cost, to only name the most important ones. It is commonly accepted that no single 
method can serve for all types of software development projects and all types  
of project objectives. Therefore, this study considers agile project management, a  
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process-based KT model, and key requirements for a successful KT framework for 
EIS development in the Thai telecommunications sector. The setting of this focus was 
also determined by the scholarship supporting this work. 

4   Theoretical Foundations Concerning the Two Proposed 
Frameworks 

The following two sets of principles and three models are used as the basis for pro-
posing a KT framework. First of all, to answer the question of “how to construct an 
SDLC maintenance framework”, the two sets of principles are derived from the core 
of the PMBOK and the core of the eTOM, which the authors then try to merge into 
the Scrum model. Next, to answer the question of “how to organize KT during EIS 
development”, our solution is based on Szulanski’s KT process model. The two fac-
tors of TAM are used as additional key requirements for both of the proposed frame-
works. 

4.1   Principles of the Project Management Body of Knowledge Guide (PMBOK) 

PMBOK developed by the Project Management Institute (PMI) is process-based, 
meaning that it describes work as being accomplished by processes. The processes are 
described in terms of inputs, tools and techniques, and outputs. The guide recognizes 
42 processes that fall into five basic process groups and nine knowledge areas that are 
typical of almost all projects. PMBOK is a general guide used by professional project 
managers to achieve long-term goals and is applied in many software development 
projects. It also viewed as quasi standard by several leading software development 
companies [25]. Therefore, PMBOK can be used as input for developing the proposed 
SDLC maintenance framework. 

4.2   Principles of the Enhanced Telecom Operations Map (eTOM) 

The Business Process Framework, known as eTOM, is a widely deployed and ac-
cepted standard for business processes in the telecommunications industry. The 
eTOM represents the whole of a Service Provider/Operator's enterprise environment 
in a hierarchy of process elements that capture process detail at various levels. The 
framework can be used as a tool for analyzing an organization’s existing processes 
and for developing new processes. Moreover, eTOM provides a basis for understand-
ing and managing portfolios of IT applications in terms of business process require-
ments and enables the creation of consistent and high-quality end-to-end process 
flows, with opportunities for cost and performance improvement, and for the reuse of 
existing processes and systems [26]. Thus, these advantages help to fulfill the re-
quirements for the proposed SDLC maintenance framework without addressing the 
type of projects in PMBOK. 

4.3   The Scrum Model 

Scrum, originally developed by Ken Schwaber is an iterative incremental process of 
software development commonly used in the context of agile software development. 
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Scrum focuses on project management in situations where it is difficult to plan ahead, 
with mechanisms for ‘‘empirical process control” and where feedback loops constitute 
the core element. Software is developed by a self-organizing team in increments 
(called ‘‘sprints”), starting with planning and ending with a review. Features to be 
implemented in the system are registered in a backlog. Then, the product owner de-
cides which backlog items should be developed in the following sprint. Team members 
coordinate their work in a daily stand-up meeting. One team member, the scrum mas-
ter, is in charge of solving problems that stop the team from working effectively [27]. 

4.4   Technology Acceptance Model (TAM) 

The Technology Acceptance Model (TAM) is an influential extension of Ajzen and 
Fishbein’s theory of reasoned action (TRA). It was introduced and developed by Fred 
D. Davis in 1986. TAM is a model derived from a theory that addresses the issue of 
how users come to accept and use a technology. There are two specific variables, 
perceived usefulness (PU) and perceived ease of use (PEOU), which are hypothesized 
to be fundamental determinants of user acceptance of any technology [28, 29]. Use-
fulness was also considered to significantly influence usage more than ease of use. PU 
is a strong correlate of user acceptance and should not be ignored by IT/IS develop-
ment teams attempting to design or implement successful systems [28]. The goal of 
TAM is to predict IS acceptance and diagnose design problems before users have 
experience with a system [30]. Additionally, TAM has been applied in numerous 
studies testing user acceptance of IT/IS, such as, word processors, spreadsheet appli-
cations, e-mail, web browser, telemedicine, and websites [31]. 

4.5   Szulanski’s Knowledge Transfer Process Model 

Szulanski’s (1996) theory of a KT process model, as a communication model, de-
scribes an intra-firm knowledge transfer. The knowledge transfer process is viewed as 
a message transmission from a source to a recipient in a given context [32]. In addi-
tion, the process follows four stages: Initiation, where the knowledge source distin-
guishes the knowledge which can meet the destination’s demand; Implementation 
where both sides construct an appropriate channel for the coming transfer and at the 
same time the source adjusts the knowledge to adapt to the destination’s demand; 
Ramp-up where the destination adjusts the received knowledge to make it fit the new 
setting; and Integration where the destination turns the knowledge into a system of 
itself and be one part of its own knowledge package [33]. 

4.6   Towards a Knowledge Transfer Framework 

Because the proposed KT framework aims to provide management direction to 
achieve better performance of telecommunication software development process 
management, the PMBOK guide, the eTOM framework, the Scrum model, TAM and 
Szulanski’s KT process model all have strong benefits for the proposed KT frame-
work. In order to specifically answer the first question of “how to construct an SDLC 
maintenance framework”, the Scrum processes and PMBOK project processes are 
mapped into five iterative process groups: initiating, planning, executing, controlling, 
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and closing. eTOM is also mapped together by focusing on the top-down principle in 
order to help decompose processes into component processes to expose more detail, 
define flows to link processes together, and combine decompositions and flows to 
fully describe the behavior of each process area. Besides, this study deems critical 
success factors suitable for the current EIS development situation in the Thai tele-
communications industry. Based on the PU and PEOU factors of TAM and identified 
success factors of the previous studies on agile methodologies, these factors can be 
categorized into five dimensions: organizational, people, process, technical, and pro-
ject dimensions. 

In order to specifically answer the second question of “how to organize KT during 
EIS development”, Szulanski’s KT process model is used with consideration of im-
portant factors that contribute to KT effectiveness. These key factors are based on the 
PU and PEOU factors of TAM and the factor findings of prior literature listed in  
Table 3 which can then be categorized into five basic components: source context, 
recipient context, knowledge context, relational context, and situational context. Ap-
propriate guidance of both SDLC maintenance and KT organization during EIS de-
velopment is vital to achievement of EIS development success with effectiveness and 
efficiency. Hence to build such appropriate guidance, the requirements for a success-
ful KT framework which are specific to the EIS development in the Thai telecommu-
nications sector need to be identified. 

5   Requirements for a Successful Knowledge Transfer Framework 

Stating requirements is very important for the design of all mechanisms. Require-
ments for the successful implementation of the proposed SDLC maintenance  
framework are summarized into Table 4. This is based on Chow and Cao’s [12] di-
mensions, the PU and PEOU factors of TAM, and the consolidation of a number of 
failure/success factors listed in Tables 1 and 2 which share similar characteristics. 

Table 4. Requirements for the successful proposed SDLC maintenance framework 

Dimension Factor 
Organization Management commitment, organizational environment, team  

environment 
People Team capability, user involvement, personal characteristics 
Process Project management process 
Technique Agile software technique, perceived usefulness and ease of use,  

provision and support of training 
Project Project type, team size 

 
Furthermore, Table 5 presents the summary of the requirements for the success of 

the proposed KT framework. This is also based on the five KT components of Joshi et 
al. [21], the PU and PEOU factors of TAM, and the consolidation of the problems of 
the KT process in the current situation in EIS development process management and 
the defined success factors of prior literature. 
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Table 5. Requirements for the successful proposed KT framework 

Dimension Requirement Description 
Ease of use and  
usefulness 

This requirement relates to the understanding of 
KT process and benefit which gain when  
transferring KT. 

Great motivation This requirement relates to motivation to  
transfer knowledge. 

Capability This requirement relates to source's greater 
reservoir of knowledge that has a potential to 
transfer knowledge. 

Source  
context 

Creditability This requirement relates to source's trust and 
reputation. 

Ease of use and  
usefulness 

This requirement relates to the understanding of 
KT process and benefit which gain when  
transferring KT. 

Great motivation This requirement relates to motivation to absorb 
knowledge. 

Recipient 
context 

Absorptive capacity This requirement relates to ability to exploit 
sources of knowledge. 

Knowledge 
context 

Appropriate technical 
knowledge and  
project management 
knowledge 

This requirement relates to appropriate  
knowledge that should transfer to the recipient. 

Relational 
context 

Good relationship 
between team  
members 

This requirement relates to relationship between 
the source and the recipient since it influentially 
affect to effective KT. 

Situational 
context 

Extensive  
communication 

This requirement relates to extensive  
communication between the source and the 
recipient. 

6   What a Framework Based on These Requirements Could Look 
Like 

In general, according to [34] each software development project is run through a plat-
form deployment lifecycle of four stages: ideas, feasibility, software development, and 
rollout. First, the ideas stage starts with a collection of ideas for end user solutions that 
can be enable through the new software platform. Second, the feasibility study stage is 
to compile the information needed for the responsible management to make a decision 
whether to start a pilot development project. Next, the software development stage is 
where the approved pilot development project is run based on the feasibility study 
results. Last, the rollout stage runs when developed software is ready to be employed. 
For this platform deployment lifecycle, most development theories have similar meth-
ods for the stages of ideas, feasibility, and rollout. Except for the utilization of software 
development methodologies, it is dependent on the type, nature, and characteristics of 
each project. To be clear, the main focus of this study is on the software development 
stage as presented in Fig. 1. Additionally, Fig. 2 presents the conceptual proposed 
SDLC maintenance framework based on the identified success factors and the two 
principles of PMBOK and eTOM, which are then merged into the Scrum model. 
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Fig. 1. The primary focus of this study 

 

Fig. 2. The proposed conceptual SDLC maintenance framework (Modified from [13]) 

Fig. 3 presents the conceptual proposed KT framework based on the identified suc-
cess factors and Szulanski’s KT process model. 

 

Fig. 3. The proposed conceptual KT maintenance framework 
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The key requirements identified for the proposed KT framework serve as basis for 
designing an abstract level model of the two proposed conceptual frameworks. The 
next step will be a more detailed process mapping between PMBOK, eTOM, and 
Scrum for the proposed SDLC maintenance framework. The relationship between 
crucial factors and KT processes will also be described for the proposed KT frame-
work. 

7   Conclusion 

The components that play a central role in effective software development success are 
an SDLC model and a KT concept. In this contribution, the first step to construct the 
successful SDLC maintenance and KT frameworks is to identify the specific require-
ments for EIS development in the Thai telecommunications industry. The interview 
findings show that software developers do not perceive formal routines as an efficient 
way to manage software development processes and activities, and sometimes to 
transfer IT/IS knowledge and experience. To deal with this problem, two principle 
sets of the PMBOK and the eTOM and three models of the Scrum, TAM and Szulan-
ski’s KT process all serve as inspirational principles and models for the proposed 
SDLC maintenance framework and the proposed KT framework. PMBOK provides 
general guidance covering all facets of project management in traditional sense. 
eTOM fulfills specific requirements in the area of telecommunications industry. 
Scrum is commonly used in the agile project management context which suits to the 
EIS characteristics and nature. The PU and PEOU of TAM are significant factors to 
the technology acceptance of both proposed frameworks. As communication is at 
heart of KT, Szulanski’s KT process model helps organize KT during software devel-
opment. The next steps of this work are (1) the detailed process mapping between 
PMBOK, eTOM, and Scrum for the proposed SDLC maintenance framework and (2) 
the relationship description between crucial factors and KT processes for the proposed 
KT framework. Consequently, the proposed framework is aimed at providing an im-
proved way of software development process management with better performance in 
the field of Thai telecommunications sector. 
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Abstract. Lifelong learning is a term that is widely used in a variety of context. 
The term recognizes that learning is not confined to classroom, but takes place 
throughout life and in a range of situations. A problem in lifelong learning is the 
dissemination of relevant learning and informal material. Ideally, all the em-
ployees should receive all the relevant material while not burden with irrelevant 
material. Neither the searching of the material should not cause extra efforts. In 
trying to achieve these goals we have developed an Information entity ontology, 
which captures learning material and the tasks of employees’ daily duties as 
well as their relationships. This ontology allows (i) the integration of learning 
material with daily duties, and (ii) the delivery of the material to relevant per-
sonnel. This kind of dissemination, however, requires that the material is aug-
mented by extra semantic information, which is used in positioning the material 
into the Information entity ontology. Further in order to avoid the efforts  
required for searching learning material, a workflow engine is required for co-
ordinating daily duties and attaching learning material to daily duties. In this 
paper, we consider the deployment of such solutions in healthcare sector.   

Keywords: Learning object ontologies, Lifelong learning, Dissemination of in-
formation, Knowledge management, Semantic web, Health information  
systems. 

1   Introduction 

In healthcare sector the fast development of drug treatment and the introduction of 
new technologies require specialized skills and knowledge that need to be renewed 
frequently. This in turn entails a huge amount of educational and informal learning 
material that has to be disseminated for the healthcare organizations and further to 
their employees [1].  

Most healthcare organizations receive educational and informal material from a va-
riety of sources [2], e.g., from medical authority, medicinal wholesalers, and pharma-
ceutical companies.  These information entities arrive in variety formats, e.g., by 
paper mail, e-mail, and fax. Also the nature of the information entities may vary, e.g., 
an information entity may be a learning object, a regulation, a guide or a bulletin.    
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A problem here is how the dissemination of information entities should be organ-
ized. In an ideal case each employee would receive all the relevant information enti-
ties and no irrelevant information entities. In addition, the dissemination should be 
done in a way that the searching of the information entities would not require extra 
efforts. 

Nowadays, the common practice in information dissemination is that the incoming 
information entities are stored in a variety of systems such as in Document Manage-
ment systems, Learning Content Management Systems, Content Management Sys-
tems, Databases Systems and Customer Relationship Management Systems [3].  
However, the problem here is that same information may be stored in separate sys-
tems, and each system is hardcoded to only work with its own data. Such hardcoded 
systems are problematic from the point of our goals. 

To illustrate this, assume that the regulation titled “New warnings of using pain 
drugs with children” is received in a pharmacy from a medicinal authority. In the 
pharmacy, it is stored in document management system under the folder Regulation. 
From time to time each pharmacist check, or at least should check, the folder to see 
whether there are any new regulations. Assume now that a pharmacist opens the 
document management system and finds the regulation. After reading this warning, 
the pharmacist wants to know the medicinal products that the warning concerns, i.e., 
which medicinal products are under the classification “pain drugs for children”.    To 
find such information the pharmacist has to open a medicinal information system and 
make specific searches to find such information.  However, there is no guarantee that 
the pharmacist will succeed in finding the relevant medicinal products.  

An alternative way is to store all the information entities in one data store, such 
that all the systems can use the same data store, and thus avoid the use of many appli-
cations within a user task. The data store may also capture information about the use 
of the information entities in daily routines, and so enable the automatic integration of 
information entities to daily routines. This is our chosen way that we will report in 
this paper.     

First, in Section 2, we consider the nature and expression power of learning object 
metadata standards. We show that the expression power of the metadata standards is 
not enough for integrating learning objects with daily duties but rather the introduc-
tion of an appropriate ontology is needed.  Then, in Section 3, we present our devel-
oped Information entity ontology, and in Section 4, we consider the sharing of the 
ontology among organization’s applications. In Section 5, we present how the ontol-
ogy can be exploited by a workflow engine, which attaches information entities to the 
relevant tasks of the daily routines. Finally, Section 6 concludes the paper by discuss-
ing the advantages and disadvantages of our approach.  

2   Metadata and Ontologies 

2.1   Learning Object Metadata 

During the past years the term learning object is widely used in the discussion con-
cerning educational information systems. Institute of Electrical and Electronics Engi-
neers (IEEE) defines a learning object as "any entity, digital or non-digital, that may 
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be used for learning, education or training" [4]. Generally the term is understood to be 
a digital entity deliverable over Internet such that any number of learners can use 
them simultaneously [5]. 

There are four commonly accepted functional requirements set on learning objects 
[6]. First, learning objects should be usable in different instructional contexts, i.e., 
learning objects should be reusable. Second, learning objects should be independent 
of the delivery media and learning management system, i.e., learning objects should 
enable the interoperability of learning management systems. Third, learning object 
should be designed in the way which allows the combination of learning objects. 
Fourth, learning objects should provide appropriate metadata in order to allow easy 
searching facilities.  

In order to satisfy the fourth requirement, learning objects standards like LOM [4] 
associate with learning material metadata such as educational and pedagogical proper-
ties, access rights and condition of use as well as the relationship to other educational 
resources [7].  

Although these metadata [8] items are useful they do not have enough expression 
power to associate educational resources to other non-educational resources such as 
daily work patterns,  processes, workflows, roles or other information entities [9]. 
Hence, in order to capture such concepts we have to deploy an ontology specification 
language, and specify an ontology that captures the appropriate concepts and the rela-
tionships between these concepts. Such things we have captured in our developed 
Information entity ontology.  

2.2   Information Entity Ontology 

The term ontology originates from philosophy where it is used as the name of the 
study of the nature of existence [10]. In the context of computer science, the com-
monly used definition is “An ontology is an explicit and formal specification of a 
conceptualization” [11].  So it is a general vocabulary of a certain domain. It also tries 
to characterize that meaning in terms of concepts and their relationships.  

Essentially the used ontology must be shared and consensual terminology as it is 
used for information sharing and exchange. On the other hand, ontology tries to cap-
ture the meaning of a particular subject domain that corresponds to what a human 
being knows about that domain. It is typically represented as classes, properties at-
tributes and values. So it consists of a finite set of concepts and the relationship be-
tween the concepts.  

Figure 1 represents a simplified version of the Information entity ontology in a 
graphical form, where ellipses represent classes and boxes represent properties.  

In this ontology the class Information entity has four subclasses:  learning object, 
recommendation, announcement and regulation. The common denominator for these 
subclasses is that an employee should be familiarized with their content; from em-
ployee’s point of view the type of an information entity is inessential.  

Since the intention of the ontology is to enable the automatic dissemination of in-
formation entities, we have captured two aspects of their assumed use in the ontology: 
(i) who needs the information entity, and (ii) where (in which tasks) the information 
entity is used.  The former aspect is presented by the property delivery, and the latter 
aspect by the property relatesTo. As we will illustrate in Section 4, the workflow  
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Fig. 1. Information entity ontology 

engine exploits the relatesTo property in attaching information entities to the tasks of 
the daily routines.  

The idea behind the delivery property is that it is possible attach the roles that 
should be aware of the information entity in question.  For example assume that the 
delivery property has value nurse, and Lisa Fords is a nurse, then the information 
entity will be delivered to her.  

Note that the Information entity ontology allows two ways for delivering the actual 
content of the entity: by giving the url of the location of the information entity, and by 
storing the information entity for the property entityContent.  

Which way to use should be solved on a case-by-case basis, and depends on the 
publisher of the information entity. On the other hand, we assume that in many cases 
it is reasonable to use both ways. For example, the information entity may be stored in 
sender’s own site (e.g., in medicinal wholesaler’s site) in HTML whereas property 
entityContent may have it in printable MS Word format.   

2.3   Representing Information Entities   

In health care organizations the volume of incoming information entities is increasing 
all the time. A problem here is how we can automatically update the Information 
entity ontology.  
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We have solved this problem by representing information entities by RDF-
descriptions. An RDF-description [12] specifies how the information entity relates to 
the Information entity ontology, which in turn is presented in OWL. That is, OWL is 
an ontology language that provides the vocabulary for the RDF-descriptions [13]. 

The RDF model is called a triple because it has three parts: subject, predicate and 
object. Each triple is an RDF-statement. The statements concerning the same resource 
is captured in an RDF-description.  In order that RDF-statements can be represented 
and transmitted RDF needs syntax. The syntax has been given in XML.  So an RDF-
description can be represented as an XML-document.  

In order to illustrate the presentation formats of RDF-descriptions, let us consider 
the XML-document of Figure 2. It is comprised of one RDF-description, which in-
cludes six RDF-statements. 

 
Fig. 2. An instance of an information entity presented by an RDF-description 

The xml namespace mo refers to the Information Entity Ontology, which is stored 
at //www.lut.ontologies/InformationEntityOntology#. The type of the delivered in-
formation entity is announcement (a subclass of information entity). The id of the 
announcement is announcementA154. The content of the announcement is “The price 
of the product Diovan has changed”. This content is also stored at 
//www.drug.house.com/AnnouncementA154. The announcement is published by 
Drug Company. It treats medicinal product Diovan, and it relates to the task “Check 
the prices”. 

Note that according to the Information entity ontology of Figure 1 we could also 
specify (by the property delivery) the occupational groups (nurse, physician, pharma-
cist) to whom the information entity should be delivered. That is, it is not necessary to 
give values for all the properties presented in the ontology. It is also allowed to aug-
ment the descriptions later on.  For example, the RDF-description of Figure 3 states 
that the announcementA154 should be delivered to the occupational group called 
pharmacist. That is, we augmented the description concerning announcementA154, 
which was presented in Figure 2.  
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Fig. 3. Augmenting an RDF-description 

3   Sharing the Information Entity Ontology 

The idea behind knowledge centric organization is to revolve all applications around 
the shared ontologies [14]. It provides the means for the retrieval of knowledge for 
various applications such as CRM (Customer Relationship Management) system, 
SCM (Supply Chain Management) system and ERP (Enterprise Resource Planning) 
system [14] (Figure 1).  

We also follow this knowledge centric strategy, which means the Information en-
tity ontology can be accessed by a variety of applications such as Content Manage-
ment systems (CMSs), Learning content management system (LCMS) and workflow 
engine.   

A CMS is a computer application used to create, edit, manage, search and publish 
various kinds of digital media such as news articles, operators' manuals, technical 
manuals, sales guides, and marketing brochures. From our point of view they are all 
information entities that employees use in daily routines, and thereby should be stored 
in the Information entity ontology.  

LCMS is a software application, or set of applications, that manages the creation, 
storage, use, and reuse of learning content [15]. They often store content in granular 
forms such as learning objects, and so they are also stored in the Information entity 
ontology.  
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Fig. 4. Sharing the Information Entity Ontology 
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The sharing of the Information entity ontology is illustrated in Figure 4. In the fig-
ure, the information entities (small circles) inside circle A are accessed by the Work-
flow engine, the information entities inside circle B are accessed by the CMS, and the 
information entities inside circle C are accessed by the LCMS, i.e., circle C represents 
a learning object ontology. The edges between the information entities illustrate the 
associations between them, e.g., as illustrated in Figure 1, there is an association re-
latesTo between information entity and task. Conceptually the Information entity 
ontology represents the union of the circles A, B and C, i.e., those entities that are 
accessed by CMS, workflow engine or LCMS. 

4   Integrating Information Entities into Daily Work Patterns  

4.1   Workflow Engine  

The concept of workflow was introduced to facilitate business process automation. A 
workflow specification describes business tasks and their execution dependencies. 
Based on a workflow specification a workflow engine is able to run workflows, i.e., 
to coordinate the execution of the tasks of the workflow [16].  

A task may be automated, partially automated or manual. Automated tasks are 
fully executed by the computer, e.g., the executing a program that compute the price 
of the product. Partially automated tasks are executed by humans by using a computer 
while manually tasks are wholly processed by humans.  

Our idea is to extend the functionality of the workflow engine by providing appro-
priate guidance for the execution of partially automated and manual tasks.  That is, if 
in the Information entity ontology there is a regulation, announcement, recommenda-
tion or learning object associated to the task, then the workflow engine informs (by 
providing a link to the entity) the human being about that information entity. 

4.2   Modeling Workflows by BPMN  

Though the ultimate goal of using Business Process Modeling Notation (BPMN) [17] 
is the automation of the coordination of business processes, we use BPMN to model 
medicinal processes and for attaching medicinal instructions to day-to-day work pat-
terns, which are presented in BPMN. 

The BPMN defines a Business Process Diagram (BPD), which is based on a flow-
charting technique tailored for creating graphical models of business process opera-
tions [18]. These elements enable the easy development of simple diagrams that will 
look familiar to most analysts. In addition BPMN allows an easy way to connect 
documents and other artifacts to flow objects, and so narrows the gap between process 
models and conceptual models.  Also, a notable gain of BPMN specification is that it 
can be used for generating executable workflow specification, which is presented by 
BPEL (Business Process Execution Language) [19] code. That is, the workflow en-
gine coordinates the execution of the tasks according to the BPEL code.  From tech-
nology point of view BPEL code is an XML-based workflow specification language. 

In BPD there are three Flow Objects: Event, Activity and Gateway. An Event is 
represented by a circle and it represents something that happens during the business 
process, and usually has a cause or impact. An Activity is represented by a rounded 
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corner rectangle and it is a generic term for a task that is performed in companies. The 
types of tasks are Task and Sub-Process. So, activities can be presented as hierarchi-
cal structures. A Gateway is represented by a diamond shape, and it is used for con-
trolling the divergence and convergence of sequence flow.  

In BPD there are also three kind of connecting objects: Sequence Flow, Message 
Flow and Association. A Sequence Flow is represented by a solid line with a solid 
arrowhead. A Message Flow is represented by a dashed line with an open arrowhead 
and it is used to show the flow of messages between two separate process participants. 
An Association is represented by a dotted line with a line arrowhead, and it used to 
associate data and text with flow objects. 

4.3   A BPD Example 

In Figure 5, we have presented how the process of producing electronic prescription 
can be represented by a BPD, and how we can attach information entities to the tasks 
of the diagram. 

As illustrated in the figure, we use Association to attach information entities (i.e., 
regulations, announcements, recommendations, and learning objects) to Activities and 
Gateways. For example, RecommendationA7 and LearningobjectR5 are associated to 
activity “Produce prescription”, and AnnouncementK7 is associated to gateway 
“Check negative effects”. However, it should be emphasized that the associations are 
not determined by the business process designer but the workflow engine, which 
coordinate the execution of the process.  
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Fig. 5. Representing a medicinal process by a BPD 
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In attaching information entities to a task the workflow engine first has to query the 
information entity ontology which information entities are associated to the task. 
Then, after it has received the reply, it makes the association. For example, in coordi-
nating the task “Check the dose” the workflow engine submits a query “Give the 
URLs of the information entities that are related to task “Check the dose”. Then ac-
cording to the reply the workflow engine provides the links to the user. The user may 
open the entities by clicking the URLs. Hence the actual location of an information 
entity may be in any organization. Further, the entity may be in a human readable 
form such as in HTML [14] or in machine readable form such as in XML [14], which 
is then transformed by a style sheet engine into HTML. 

5   Conclusions 

Lifelong learning is a term that is widely used in a variety of context.  The term rec-
ognizes that learning is not confined to classroom, but takes place throughout life and 
in a range of situations.  

We have analyzed lifelong learning in the context of workers daily duties in 
healthcare sector, where the fast development of drug treatment requires special 
knowledge. Our ultimate goal has been the integration of learning processes and daily 
duties in a way that searching educational material does not require extra efforts.  

The advantage of attaching learning objects as well as other relevant information 
into daily routines is that we can ensure that the workers will not loss relevant infor-
mation as a result of huge amount of incoming information.  

From technology point of view our approach is based a knowledge base and a work-
flow engine, which coordinates the execution of the daily duties.   The introduction of 
these technologies also changes the daily duties of the many employees of the health-
care organization. Therefore the only challenging aspect is not the technology but also 
changing the mind-set of the employees and the training of the new technology.  
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Abstract. The waterfall life cycle model suffers from a number of problems but 
in spite of this, it continues to be the most widely used life cycle model. A dif-
ferent life cycle approach is proposed that emphasizes the product life cycle 
rather than the project life cycle, quality management priorities rather than pro-
ject management priorities and views of quality rather than views of the project 
schedule. A quality management tool based on different views of quality is used 
to identify the “gaps” that inevitably exist between a user’s needs, the require-
ments specification and the product that is delivered.  This is followed by a 
brief discussion of how these “gaps” can be closed. 

Keywords: Life Cycle, Model, Quality, Software, Waterfall. 

1   The Waterfall Life Cycle Model 

The waterfall life cycle model is the best known and most widely used life cycle 
model. A recent survey found that more than a third of organisations still base their 
software development projects on this life cycle model [1]. 

The introduction of the waterfall life cycle model is frequently attributed to 
Winston Royce [2].  Interestingly, the phrase “waterfall life cycle model” is not men-
tioned in Royce’s article. In fact, the article appears to argue for a more iterative ap-
proach to software development! 

If Royce is not the source of the waterfall life cycle model, it is possible that the 
phrase was first used as a metaphor for the sequential phases of a project. 

PMBOK – the definitive guide to project management best practice [3] – describes 
a project life cycle model that groups project activities into a number of sequential 
phases. According to PMBOK, the project life cycle “defines the phases that connect 
the beginning of a project to its end”, a project phase is characterized by “the comple-
tion and approval of one or more deliverables” and “phases are generally sequential 
and are usually defined by some form of technical information transfer or technical 
component handoff”. 

In software projects, the “sequential” organization of project phases is usually in-
terpreted as the need to group project activities based on the deliverable they create.  
This leads to the familiar project phases of requirements, design, coding and testing. 

PMBOK phases include an initial phase, a number of intermediate phases and a fi-
nal phase. Again, according to PMBOK, the final phase “includes the processes used 
to formally terminate all activities of a project” and “hand off the completed product 
to others” 
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For many projects, a life cycle that comes to a conclusive end makes sense. It is 
true; that once a building project is finished there is little more to do other than move 
the new tenants into the building.  If the project has remained on schedule and within 
the budget, the project manager will most likely receive well-deserved praise. The 
project team will either be disbanded or move on to the next project. 

In contrast, many software products play a crucial role in sustaining a business ei-
ther as products in their own right or by supporting business processes.  This means 
that the “final phase” of a software project is only reached when a product is eventu-
ally retired. 

2   The Triangular Life Cycle Model 

Over the years, many refinements to the waterfall model have been suggested and 
alternative life cycle models proposed. 

While there is always a lot of interest in improving on the waterfall model, many 
organisations are found lacking when it comes to actually implementing improve-
ments [1].  One of the reasons behind the resistance to change could be that many of 
the alternative approaches are based on elaborate concepts and sometimes accompa-
nied by all-embracing ideologies [4].  This can make them difficult for more prag-
matic, outcomes-focused project managers to accept. 

With this in mind, the Triangular Life Cycle Model (TLCM) is based on the simple 
concept of a triangle combined with three fundamental principles that emphasize: 

− the product life cycle rather than the project life cycle; 
− quality management priorities rather than project management priorities; and 
− views of quality rather than views of the project schedule. 

2.1   Product Life Cycle 

The product life cycle commences with the needs, wants and expectations of its users.  
These are captured as the product requirements on which the development of the 
product is based. 

Once it is put into operation, the users will most likely identify opportunities for 
the product’s enhancement and refinement.  These opportunities lead to a revised set 
of user needs, wants and expectations.  These in turn lead to a new set of requirements 
and ultimately a new version of the product. 

For some software products, this cycle of on-going change and refinement may go 
on for many years. In some cases the same core team is responsible for development 
of the product over this time. 

Frustrated by the inconsistencies between the project and product life cycles, some 
software developers have turned to the Japanese concept of “wabi-sabi” in search of a 
better model for software development.  Wabi-sabi is an aesthetic principle that based on 
the acceptance of transience – “nothing lasts, nothing is finished, nothing is perfect” [5]. 

Another important area of difference between the product and project life cycles is 
the measure of success.  For the product life cycle, success is measured by how well 
the final product meets it user’s needs, in other words by quality and scope.  In con-
trast, success for the project life cycle usually emphasizes time and cost. 
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Fig. 1. The product life cycle 

2.2   Quality Management Priorities 

PMBOK identifies nine areas of knowledge required by a project manager. The 
knowledge areas include topics such as the management of human resources, com-
munication and risk.  However, for most project managers the four most important 
areas and their order of priority are time, cost, scope and quality. 

One of the effects of emphasizing quality management rather than project man-
agement is to invert the order of priorities to quality, scope, cost, time. 

The reason for quality’s place at the top of the list is self-evident. Scope is the sec-
ond item because a product's ability to satisfy its user's needs is a fundamental meas-
ure of quality and also the product life cycle measure of success. Cost appears before 
time because the cost of quality is a well-defined concept [6] that measures both the 
cost of poor quality and the cost of achieving good quality. 

However the placement of time at the bottom of the list does not mean that it is un-
important but rather that from a quality perspective, it is less important than the other 
priorities. 

2.3   Views of Quality 

It is not surprising that Gantt charts are the universal tool for planning and monitoring 
projects.  Gantt chats use horizontal bars to represent time, which are usually a project 
manager’s top priority.  To emphasize the position of quality as the first priority in the 
TLCM, a similar tool is required.  David Garvin’s views of quality [7] provide a good 
starting point for developing such a tool.  Garvin identifies five views of quality: 

− Transcendental – this view of quality associates quality with “innate excellence” 
that is “absolute and universally recognizable”. This view is useful for market-
ing products or establishing brands but because of its subjective nature, not so 
useful for quality improvement. 

− User – this view of quality focuses on the ability of a product to satisfy the 
needs of its users. 

− Manufacturer – this view associates quality with “conformance to (engineering 
and manufacturing) requirements”.  It focuses on how well a product conforms 
to its specification. 
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− Product – this view of quality associates quality with product characteristics that 
can be measured using “a precise and measurable variable”.  It focuses on 
measurable attributes of a product. 

− Value – this view of quality measures quality “in terms of costs and prices”.  A 
quality product is one that provides performance at an acceptable price or con-
formance at an acceptable cost. 

Three of these views have been selected as the basis for the quality tool: 
− the user’s view which is represented by the user’s needs; 
− the manufacturer’s (software developer) view which is represented by the re-

quirements specification; and 
− the product view. 

The value view of quality is implied by the user’s needs, which include the price they 
are prepared to pay for the product and the manufacturers view, which includes the 
cost of developing the product.  The transcendental view of quality is probably best 
left to those who market and develop product brands. 

Except in the case of an imaginary “perfect” product, it is unlikely that the user’s 
needs, the specification and the final product will all be in perfect alignment. This will 
lead to discrepancies or “gaps” between the user, manufacturer and product views of 
quality. 

The gaps between the three views of quality can be represented by a triangle with 
one of the views placed at each corner of the triangle. 

− The need-specification gap represents how well the specification describes the 
user's needs. 

− The specification-product gap represents how well the product conforms to its 
specification. 

− The product-need gap represents how well the final product satisfies the user's 
needs. 

The length of the sides represents the magnitude of the gap between the views.  Since 
the length of any side of a triangle always depends on the length of the other two 
sides, the magnitude of the product-need gap experienced by the users of the product, 
will always depend on the magnitude of the need-specification and specification-
product gaps. 

In other words, there are two different scenarios that can result in a product ulti-
mately not meeting the needs of its user: 

− a poor understanding of the user’s needs which results in a need-specification 
gap; or 

− not following the specification, which results in a specification-product gap. 
Six Sigma is a business improvement strategy that identifies the same two scenarios 
as sources of dissatisfied users referring to them as “the voice of the customer” and 
the “voice of the process” [8]. 

Users of software products often have difficulty articulating their needs and pro-
viding feedback on requirements specifications describing the developer’s under-
standing of their needs. This often leads to numerous changes to the software product 
completed when they see it for the first time they realize that it is not what they re-
quire. 

Barry Boehm has described this as the, “I’ll Know It When I See It” (IKIWISI) 
phenomenon [9]. 
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Fig. 2. The Triangular Life Cycle Model 

Although time appears as the last priority in the TLCM, it is obviously still an im-
portant aspect of software projects.  Time is added to the quality triangle by superim-
posing a number of sequential life cycle stages onto the triangle.  To align properly 
with the views of quality and the gaps between them, the life cycle stages are ar-
ranged into a circle – this also reflects the cyclic nature of the product life cycle. 

The requirements stage of the life cycle contribute to the need-specification gap, 
while design and construction stages contribute to the specification-product gap.  The 
magnitude of the product-need gap is determined during the deployment stage and is 
experienced by the users during the operation stage. 

2.4   The Role of Verification and Validation 

Project teams are often confused about the different objectives of “verification” and 
“validation”. The TLCM provides an opportunity for some clarification. Validation is  
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represented on the triangle in two places: between the user’s need and the specifica-
tion; and between the product and the user’s need. 

In both cases, validation answers the question, “are we building/have we built the 
correct product”? 

Verification is shown on the remaining side of the triangle between the specifica-
tion and the product.  It answers the question, “are we building the product correctly” 

3   Closing the Gaps 

Verification and validation (V&V) are the classic techniques used to close the gaps 
between the different views of quality.  In addition to V&V there a number of other 
techniques that can be used – configuration management, defect prevention, rework, 
iteration and process improvement. 

3.1   Closing the Gaps with Verification 

Verification is a technique for closing the specification-product gap during the design 
and construction stages of the life cycle.  It achieves this by identifying discrepancies 
between the product and the specification.  The discrepancies can then be corrected 
before construction of the product is completed. 

As well as the final product, there are many interim work products that need to be 
developed during the life cycle.  Many of these work products are documents such as 
architectural designs, detailed designs or test plans.  Interim work products such as 
these can be verified against the work products from which they are derived.  For 
example, a test plan could be verified against a detailed design document, an architec-
tural design document as well as the requirements specification. 

Testing is one the techniques that is most frequently used for verification.  Testing 
is defined as “the process of exercising software to verify that it satisfies specified 
requirements; and to detect errors” [10]. 

Traditionally there are three different ways of testing a software product during 
construction phase of the life cycle – component testing, integration testing and sys-
tem testing. 

However, there are numerous work products that cannot be tested because they 
cannot be “exercised” (executed).  For example, it is not possible to exercise docu-
ments, models or source code. 

Reviews are a means of verifying work products that cannot be exercised.  The 
IEEE standard for software reviews [11] describes four types of review that can be 
used for verification – technical reviews, inspections, walk-throughs and audits. 

3.2   Closing the Gaps with Validation 

Validation appears twice in the TLCM.  Requirements validation takes place during 
the requirements stage of the life cycle and is a technique for closing the need-
specification gap.  It achieves this by ensuring that the specification accurately de-
scribes the user’s needs, wants and expectations. 

Product validation takes place during the deployment and operation stages of the 
life cycle but it can only be used to measure the magnitude of the product-need gap.  
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At these late stages of the life cycle, backtracking and rework will be required to 
actually close the gap.  Product validation determines how well the completed product 
satisfies the user’s needs. 

3.2.1   Requirements Validation 
There are many different techniques that can be used for requirements validation.  
Four of the most popular techniques are – workshops, modelling, prototypes and user 
requirement reviews. 

Workshops are good technique for ensuring user participation and resolving con-
flicting requirements. Workshops must have clear objectives and will require an ex-
perienced workshop facilitator who is responsible for ensuring that the workshop 
achieves its objectives. 

Natural language is inherently ambiguous.  This makes it a poor choice for the pre-
cise description of requirements.  In contrast, diagrams and models have the ability to 
describe requirements with less ambiguity.  Diagrams and models are often more 
compact, easier to change and better at enforcing consistency than natural language.  
Modelling standards such as the UML [12] have further enhanced the clarity of dia-
grams and models. 

Prototypes are a way to address the IKIWIS phenomenon by allowing users to 
“see” the product early in its life cycle. A prototype is a working model of the final 
product that can be demonstrated to (or possibly used by) users. User feedback on the 
prototype can be incorporated into the final specification. 

User requirements reviews are a type of technical review that includes participation 
by the users.  They provide an opportunity for the users to provide feedback on the 
specification and ultimately confirm that it will serve as a reasonable basis for the 
development of the product. 

3.2.2   Product Validation 
Testing is the most common technique used for product validation.  While there can 
be many types of validation testing, acceptance testing is the type most commonly 
encountered. 

Because acceptance testing can only measure the magnitude of the product-need 
gap, it is better viewed as an important life cycle milestone rather than as a technique 
for closing the gaps of the quality triangle. 

It is a widely held belief that reviews are inherently a verification technique.  How-
ever, this is not the case.  For example, a user walk-through is often used as a tech-
nique for validating a simple enhancement to a product. 

Another use of reviews as a validation technique is to conduct a post implementa-
tion review after a product has been in operation for some time.  A post implementa-
tion review validates the product in its operational environment and ensures that the 
product continues to meet the user’s needs. 

3.3   Testing as a V&V Technique 

Arranging the different types of testing around the quality triangle provides some 
insight into the somewhat limited role of testing as a V&V technique.  As can be seen, 
the “testing region” encompasses only a relatively small area of the triangle and thus 
has a limited role in closing the gaps. 
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3.4   Closing the Gaps with Configuration Management 

Configuration management is concerned with the correct assembly of a product from 
its component parts.  It is a management practice designed to ensure that the correct 
version of a component is used for each “build” of the product and that changes to the 
product and its components can be controlled, traced and tracked over time. [13]. 

Configuration management can be used as a technique to close the specification-
product gap during the design and construction phases of the life cycle.  It achieves 
this by formally identifying different versions of a product and its components and by 
controlling changes to the product, its specification, its components and other interim 
work products. 

A product may be assembled incorrectly as a result of selecting the wrong compo-
nents or the wrong version of a component.  Different versions of a product and its 
components will exist at different points in time.  In addition, variants of a product 
may be created to meet the needs of different users and operational environments. 

A product that is assembled from the incorrect components is unlikely to conform 
to its specification.  This effectively leads to an increase in the magnitude of the 
specification-product gap.  Positive identification of components coupled with version 
control helps to ensure the correct assembly of a product and will close the gap be-
tween the specification and the product. 

Change can have a subtle effect on the magnitude of the specification-product gap.  
Changing user needs after development has commenced will increase the magnitude 
of the specification-product gap but the increase will not be reflected in the specifica-
tion.  This means that the developers are often not aware of the increased gap. 

The increased gap is often not discovered until acceptance testing performed dur-
ing the deployment stage.  The solution to this problem is to ensure that the under-
standing of user needs continues to be updated during the design and construction 
stages of the life cycle. 

3.5   Closing the Gaps with Defect Prevention 

Activities performed during the requirements, design and construction stages of the 
life cycle “inject” defects into a product, its specification, its components and other 
interim work products.  The role of V&V is to identify these defects so that they can 
be removed. 

In addition to removing individual defects, it is possible to identify entire classes of 
defects by performing error analysis – this involves collecting and analysing data for a 
large number of individual defects [14].  Bug taxonomies provide a good example of 
some generic classes of defect [15]. 
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Defect classes can be used to predict the types of defect that will most likely be in-
jected in the future and to take some form of corrective action to prevent this from 
occurring.  Determining the underlying or “root” cause of a class of defects often 
helps to identify the most appropriate corrective action.  Classes of defect can also be 
used to improve V&V activities by providing guidance on the most likely types of 
defect that will be found during testing and reviews. 

Defect prevention can be used as a technique to close the specification-product gap 
during the requirements, design and construction phases of the life cycle.  It achieves 
this by preventing the magnitude of the gap from growing as a result of defects. 

3.6   Closing the Gaps with Rework 

Removing defects from a product, its specification, its components and other interim 
work products will normally require working backwards through life cycle to correct 
earlier errors and mistakes.  Many activities that have already been performed will 
need to be performed again and many components and work products that have previ-
ously been completed will need to be modified. 

The need to backtrack and revisit earlier life cycle activities is often referred to as 
“rework”.  Rework leads to additional development costs because activities are per-
formed more than once.  However, rework adds no value to the product as it simply 
corrects earlier errors. 

Rework is an error prone activity that often injects many new defects into a prod-
uct.  These new defects will lead to more rework in order to remove them.  The result 
is that rework can become a vicious circle that leads to large schedule and budget 
overruns. 

Rework is probably the technique most widely used to close the need-specification 
gap during the requirements phase of the life cycle and the specification-product gap 
during the design and construction phases of the life cycle.  This is in spite of the fact 
that it is the least effective technique. 

3.7   Closing the Gaps with Iteration 

Iteration involves performing life cycle activities more than once.  Although this may 
sound similar to rework, iteration is quite different.  Rework consists of unplanned 
activities required to remove defects. 
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Iteration on the other hand, involves the successive refinement of a product, its 
specification, its components or other interim work products by repeating the stages 
of the life cycle. 

It is important that each iteration is a planned with clear objectives, outcomes and 
deliverables in mind [16].  Many iterative life cycles are based on the following ob-
jectives [9]: 

− Definition of the  “Life Cycle Objectives” (LCO) in the form of the most impor-
tant requirements together with their priority. 

− Definition of the “Life Cycle Architecture” (LCA) in the form of an executable 
architecture that will support the most important requirements. 

− Delivery of an “Initial Operational Capability” (IOC) that will allow the users to 
perform the first acceptance test. 

A software project planned around these objectives might define 
− LCO during iteration 1 by delivering a prototype product.   
− LCA during iteration 2 by delivering a proof of concept architecture 
− IOC during iteration 3 allowing the users to acceptance test the product. 

Iteration provides an opportunity for additional validation in the form of an iteration 
review.  The findings of the iteration review serve as a major input to the planning of 
the next iteration. 

Iteration 
review 

Iteration plan 
Need Spec

Product

Refinement Refinement 

1. Prototype (LCO) 
2. Architecture 
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3. Acceptance 
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Fig. 6. Closing the gaps with iteration 

Iteration can be used as a technique to close all three gaps.  It achieves this by re-
peating the life cycle stages thus providing multiple opportunities to close the gaps. 

3.8   Closing the Gaps with Process Improvement 

Process improvement seeks to improve the quality of life cycle activities and their 
outputs.  Although improving quality is normally the major focus of process im-
provement, it can also be applied to other aspects such as improving productivity or 
reducing costs.   
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However, improvements such as these are often only achieved as a result of im-
proving quality.  The reason for this is the manner in which quality contributes to the 
overall cost of a product. Quality related costs have two components: 

− the cost of poor quality primarily resulting from rework but may also including 
the cost of product support, product updates, complaint handling, concessions to 
customers and loss of sales; and 

− the cost of performing activities intended to close the gaps such as verification, 
validation, configuration management, defect prevention and additional activi-
ties associated with iteration. 

The cost of poor quality is represented on the triangle by the product-need gap while 
the cost of closing the gaps is represented by the need-specification and specification-
product gaps. 

Spending money on closing the need-specification and specification-product gaps 
will result in a reduction in the magnitude of the product-need gap and a correspond-
ing improvement in quality.  If the increased spending on activities designed to close 
the gaps leads to an equal reduction in the cost of poor quality, then the improvement 
in quality has been achieved at no additional cost [17].   

Need Spec

Product

Need Spec

Product

Cost of 
poor quality

Cost of 
poor quality

Cost of
closing
the gaps

Cost of
closing
the gaps

total quality budget = 
cost of poor quality + 
cost of closing the gaps

 

Fig. 7. Quality related costs 

Because the improvement of software development processes normally starts from 
quite a poor level of quality, it is not difficult to achieve a reduction in the cost of 
poor quality that is greater than the amount that has been invested in closing the gaps. 

Process improvement can be used as a technique to close the need-specification 
gap during the requirements phase of the life cycle and the specification-product gap 
during the design and construction phases of the life cycle. 

However, there will always be a time delay between spending more on closing the 
gaps and a corresponding reduction in the cost of poor quality.  This means that proc-
ess improvement should be viewed as an investment proposition that will provide a 
return on the investment (ROI) at some point in the future. 
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Fig. 8. Investing in process improvement 

4   “Triangular” Maturity Models 

The relative length of its sides determines the shape of a triangle.  It is interesting to 
compare the shapes of triangles that reflect different project scenarios. The ideal tri-
angle has a small need-specification gap and a small specification-product gap. The 
result is a product that meets most of the user's needs as represented by the small 
product-need gap. 

The communicate triangle represents a situation in which the need-specification 
gap is large but is corrected by the developers during the design and construction 
stages of the life cycle. This is usually achieved by communicating frequently with 
the users - hence the name of the triangle. This triangle can deliver products that meet 
the user's needs but will normally involve more rework than the ideal triangle. 
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Fig. 9. Triangular maturity models 

The outsource triangle has a large needs-specification gap but a small specifica-
tion-product gap. The result is a product that fails to meet many of the user’s needs.  
This triangle often occurs when the design and construction stages of the life cycle are 
outsourced to a third party who delivers a product that conforms closely to its specifi-
cation but the specification does not reflect the true user's needs. 



 The Triangular Life Cycle Model 145 

 

The misunderstand triangle has a small needs-specification gap but a large specifi-
cation-product gap. The result is a product that fails to meet a many of the user's 
needs.  This triangle can occur for two reasons: 
− the specification is very complex and difficult for the developers to understand; or 
− the developers do not follow the specification. 

The hopeless triangle is, well simply hopeless!  Large need-specification and speci-
fication-product gaps result in a product that manages to satisfy very few of the user’s 
needs. 

5   Conclusion 

Project management best practice such as those described by PMBOK are intended to 
have relevance to a wide variety of projects undertaken in many different industries.  
By aiming for universal relevance these practices often miss some of the unique sub-
tleties of software development. 

The TLCM is intended to fill this gap.  It is not intended as an alternative to project 
management practices but rather a way to supplement and enhance them with a soft-
ware engineering perspective.  The practices described in PMBOK can and should be 
applied to projects based on TLCM.  However, it is hoped that the TLCM’s priorities 
of quality, scope, cost and time can provide a useful counterweight to the more domi-
nant time, cost, scope and quality priorities of project management. 
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Abstract. This research proposes a hybrid technique for computer virus
detection and recovery. We made use of the well-established BWT to pin-
point where the infection was located. To insure perfect detection, the
CRC technique was supplemented. In the mean time, the original un-
infected code was analyzed to obtain necessary unique identifications,
whereby recovery process can be carried out directly with reference to
these unique identifications. The proposed technique was gauged against
a couple of commercial anti-virus software and found to perform its task
to perfection.

Keywords: computer viruses, virus detection and disinfection, BWT
compression, data integrity check, information security.

1 Introduction

Anti-virus software today is fairly sophisticated, but virus writers are often a
step ahead of the software. New computer viruses are constantly being released
which the current anti-virus software cannot recognize. Most anti-virus systems
are still based on scanning detection using virus signature because of their very
low false alarm [1, 2]. To get a new virus signature, the anti-virus researcher
has to analyze the infected code of a host file in order to extract the specific
pattern of a particular virus before releasing a new updated signature file. This
process may take quite a long time for complicated coding viruses for instance,
armored virus, polymorphic or metamorphic virus. This is a main drawback of
using signature based virus detector. We are interested in not only the problem of
detecting virus but also the problems of disinfecting and cleaning virus from the
target program. There are many kinds of virus which destroy or replace target
files. Existing commercial anti-virus systems cannot recover back the healthy
program from these kinds of infection. The only possible solution is to delete the
infected file and reinstall from the previously back up file. From the previously
stated drawbacks, we have proposed a framework to create a file archive together
with message digest for virus, change detection, file recovery, and virus cleaning.

B. Papasratorn et al. (Eds.): IAIT 2009, CCIS 55, pp. 147–159, 2009.
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Details of the proposed technique will be described in subsequent sections. This
paper is organized as follows. Section 2 describes background in computer virus.
Some fundamental techniques are described in related work of Section 3. The
proposed technique is elucidated in Section 4, along with experimental results
in Section 5. Some final thoughts are given in Section 6.

2 Background

In this research, we focus on real computer viruses which infect or change the
contents of files. These viruses can be classified by the way they operate on the
host file.

2.1 Classification of Virus Infection Techniques

Computer viruses can be classified according to different aspects such as target
format, behavior of each virus, payload type, etc. A popular technique is based
on infection techniques [1, 2, 3] as follows:

Overwriting viruses. This infection technique simply overlays part of the
existing target code with the virus own copy. The size of the infected files may
increase or decrease if it is completely replaced by the virus code. The infected
file may have the same size as the original one if it is partly replaced with viral
code. Overwriting viruses cannot be disinfected from a system by the existing
anti-virus program. Infected files must be deleted from the disk and restored
from backups.

Adding viral code: appenders and prependers. The technique gets its
name from the location of the virus body, which is added at the beginning or
the end of the target program. This method will inevitably increase the size of
the infected file unless a stealth technique is applied.

Code interlacing infection or hole cavity infection. This infection tech-
nique typically does not increase the size of the infected target. The cavity virus
overwrites a portion of the file to safely store the virus code. It typically over-
writes areas of files that contain zeros in binary files or code areas that have
been allocated by the compiler but only very partially used by the code itself.

Companion viruses. This infection technique is quite different from all pre-
viously mentioned techniques. The target code is not modified, thus preserving
the code integrity. The companion virus operate as follows. The viral code iden-
tifies a target program to attack and create an additional file, which is somehow
linked to the target code to be executed in place of the target file.

2.2 Anti-virus Techniques

The most efficient modern anti-virus applications have combined several different
techniques [1, 2, 3] which are briefly described below.
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Searching for virus signature. This technique searches for any known se-
quence of bits which distinguishes a particular infected program from other
programs. This technique is still used by most commercial anti-virus programs
because it can detect known viruses efficiently. However, this technique fails to
handle unknown or armored viruses such as polymorphic viruses or metamor-
phic virus. A major drawback of this technique is that it must keep the virus
signature database up-to-date and secured during distribution and use.

Spectral analysis. This technique statistically analyzes instructions of a given
program to find subsets of unusual instructions or contain feature specific to
viruses. Thus, this technique may cause many false alerts. Fortunately, the ad-
vantage of this technique is that some unknown viruses may be detected by
incorporating into other known techniques.

Heuristic analysis. This technique uses rules and strategies to study how a
program behaves. The purpose is to detect potential virus activities or behavior.
The advantage and drawback of this technique are similar to spectral analysis
which can detect unknown viruses but produce more false alerts.

Activity monitoring. This technique monitors various activities of viral pro-
grams by being memory-resident to detect and stop any potential suspicious
activities. This technique may sometimes succeed in both detecting unknown
viruses and avoiding infections. The drawbacks are producing more false alert,
requiring frequent update of virus behavior database, and degrading system per-
formance as it operates in real-time mode.

Code emulation. This technique utilizes a virtual machine to mimic code ex-
ecution under CPU and memory management systems. Thus, infected code is
simulated in the virtual machine of the scanner having no actual virus code exe-
cuted by the real processor. This technique can detect encrypted, polymorphic,
and metamorphic viruses at the expense of computer resources and time.

File integrity check or change detection. This technique aims at monitoring
and detecting any modification of sensitive files such as executables, documents,
etc. Traditionally for each file, the file digest is computed with the help of either
hash function such as MD5 or SHA-1, or cyclic redundancy codes (CRC) [4].
Our proposed technique is in this category. There is a known issue of using CRC
for the purpose of virus detection or file integrity check is vulnerability to be
exploited by the virus writer [4, 5]. This is not the case for our proposed technique
because CRC is used as the supplementary check in the message digests.

2.3 BWT Compression

Our proposed technique is primarily based on Burrows-Wheeler Transformation
(BWT) [6]. BWT is the heart of a compression algorithm. The BWT itself is not a
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compression technique but permutates the original data to be more compressible
for further processing.

The first step of BWT compression is to take a string S of N symbols S[0],
S[1], ..., S[N-1] and construct the N rotation strings such that:

S[0], S[1], ..., S[N-2], S[N-1]
S[1], S[2], ..., S[N-1], S[0]
...
S[N-1], S[N-2], ...,S[1], S[0]

A table of N rows is formed and sorted lexicographically. The output of transfor-
mation is the last column and the index which is called r index in this research.
The attribute of r index is the reverse BWT.An example of the transformation
over the string, ’ubuntu’ is shown in Figure 1.

Fig. 1. An example of performing BWT over string S = ’ubuntu’

The transformed block is further processed by Move-to-Front (MTF) and Run
Length Encoding (RLE) function before it is compressed by the Compression
Module using entropy encoding techniques such as Huffman encoding or Arith-
metic encoding. Details on how it works can be found in [6, 7, 8].

3 Related Work

Because of the limitation in detecting unknown computer viruses, many re-
searchers have proposed virus detection techniques based on biologically inspired
techniques [9, 10, 11, 12, 13]. Most of them refer to the great ability of human
immune system in protecting human body from unknown pathogen like biolog-
ical viruses and propose an artificial immune system to protect the computer
from computer viruses. For example, Lee, et al. [9] work on artificial immune
based virus detection system that can detect unknown viruses. Their work is
based on self and nonself strings defined previously in Forrest’s research [13].
Other researchers [14, 15] proposed computer viral detection techniques based
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on artificial neural networks. Their techniques do not required signature for de-
tecting unknown viruses. Some recently researches emphasize on detecting hard
to detect metamorphic computer viruses [16, 17], introducing the term ”virus
localization” [18]. The underlying principle of this research is a multiple cryp-
tography hashing technique to locate areas within the infected file.

None of previously stated researches have suggested any approach to heal the
infected code, which differ from our proposed approach.

4 Proposed Technique

From the preliminary experiment, we found that whenever the content of the
message changed, the r index would change as well. Even though the result of
using indices from BWT process was quite good, these indices alone could not
be used as a hash function for the integrity checking. Therefore, CRC-32 [19]
are applied to supplement these indices, serving as the basis for our proposed
technique.

The proposed technique consists of three processes namely, archival construc-
tion process, error detection process, and recovery process, which are described
below.

4.1 Archival Construction Process

This is the first process that is responsible for rearranging, compressing, and
computing necessary information for message archival purpose. As shown in
Figure 2 , a message (or a file) is passed to this process where a compressed
message along with the message encoder of the original message is returned.
The process can be described in pseudo code as shown in Figure 3. A file and
specified block size (block size) are passed to the Transformation Module. The
entire message is implicitly chopped down to N blocks. Each block is transformed
by the BWT algorithm and the corresponding CRC checksum is computed. The

Fig. 2. Archival construction diagram
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Notation

OF Original file
MF Message digest file
CF Compressed file
t() Transformation function
(TMi,r indexi) Output of transformation function, the first tuple is a transformed

message block the second tuple is the association index at index i
crc() CRC checksum computation function
CRCi CRC checksum at index i
compress() Compression function
Mi Message block at index i
CMi Compressed Message block at index i
block size block size
N number of blocks
Di digest block at index i
A|B | is defined as a concatenation operator

Archival Construction Process

Input : OF, block size

1: N := sizeof(OF)/block size
2: OF = M0M1...MN−1

3: open(MF) for write
4: open(CF) for write
5: for i := 0 to N - 1 do
6: (TMi, r indexi) := t(Mi)
7: CRCi := crc(TMi)
8: Di := r indexi | CRCi

9: write(MF,Di)
10: CMi := compress(TMi)
11: write(CF,CMi)
12: end for

Output : CF, MF

Fig. 3. Pseudocode for archival construction precess

output of this stage is a blockwise message digest( D, digest block), which is
the combination of r index and CRC checksum. The transformed message block
is further processed by the Compression Module in Figure 2 which associates
to compression function in the pseudocode. The compression function can be
implemented using MTF and RLE function before it is encoded in the final
state by entropy encoding techniques such as Huffman encoding or Arithmetic
encoding. In each iteration, the blockwise message encoder and compressed block
separately form the message digest file and compressed file, respectively.
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The message block size can be arbitrary selected to discourage any guess
work of the virus writers in decoding attempts. In addition, both message digest
file and compressed file can be physically separated from the working file for
subsequent error detection and recovery processes, making malicious decoding
virtually impossible.

4.2 Error Detection Process

The main purpose of this process is to detect and locate error blocks in the
message (or the file). The outputs of this process are the number of error blocks,
the information to be used in decompression, and reverse transformation of the
specified message block, all of which will be used in subsequent processing.

Notation

MF Message digest file of the suspected file
Di Digest block of suspected file at index i
Ns Number of blocks of suspected file
ErrB Used for keep error block number and associated digest block
ErrLoc Error locating file

Error Detection Process

Input : MF, MF

1: MF = D0D1...DN−1

2: MF = D0D1...DNs−1

3: open(ErrLoc)for write
4: if (N > Ns)
5: for i := 0 to Ns -1 do
6: if (Di != D1)
7: ErrB := i | Di

8: write(ErrLoc,ErrB)
9: end for
10: for j := i to N -1 do
11: ErrB := j | Dj

12: write(ErrLoc,ErrB)
13: end for
14: else
15: for i:= 0 to N -1 do
16: if (Di != Di)
17: ErrB := i | Di

18: write(ErrLoc,ErrB)
19: end for Output : ErrLoc

Fig. 4. Pseudocode for Error Detection Process
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The procedures of this process are described in Figure 4. The input of this pro-
cess are the message digest file of the original file and the message digest file of the
suspected file. The message digest of the suspected file can be computed by us-
ing the same procedure as in archival construction process excepts that the com-
pressed form of the suspected message is not required. The digest block of the orig-
inal and suspected files will be compared one by one. If they are not equal, the
block number and digest block, which is a pair of r index and CRC checksum, will
be recorded into ErrLoc file. Three possibilities to be considered of the number of
digested blocks of the original file and the suspected file are greater, less, or equal.

4.3 Recovery Process

This process will recover the original message from file archive using information
from the previous process. The procedure of this process is given in Figure 5. The
inputs for this process are infected file, CF, and ErrLoc. The number of error
blocks is retrieved from the ErrLoc file. For each iteration, reverse transformation
of the uncompressed block will replace the specified error block without having
to go though the entire file. Finally, the original file or message is restored. Figure
6 shows an simple example of the process.

Notation

IF Infected File
Nerr Number of error blocks
Pos Used for keep error block number
uncompress() Uncompressing function
reverse t() Reverse transformation function
replace() Replacement function
spilt() Spilt function which return a pair of variable (a,b)

Recovery Process

Input : IF, CF, ErrLoc

1: open(ErrLoc) for read
2: for i := 1 to Nerr do
3: ErrB := read(ErrLoc)
4: (Pos,D) := spilt(ErrB)
5: (r index,CRC) := spilt(D)
6: TM := uncompress(CMPos)
7: M := reverse t(TM, r index)
8: replace(IF, M, Pos)
9: end for

Output : Disinfected file

Fig. 5. Pseudocode for Recovery Process
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Fig. 6. An example of error detecting and recovering

5 Experimental Results

The experiments were conducted in two phases, namely, the preliminary exper-
iment and the proposed method experiment.

5.1 Preliminary Experiment

In preliminary experiment phase, the indices which derived from forward BWT
were investigated to locate any discrepancies caused by content modification.
We wanted to explore the pattern of change indicated by these indices as the
contents were altered. The Calgary corpus [20] and four other files were selected
to furnish an extensive file type coverage in the test set. Four additional files
are added, consisting two Microsoft bitmap images and two unix program files,
namely, bmp1.bmp, bmp2.bmp, sendmail.sendmail, and tcpdump, respectively.
Numerous test sets were generated by arbitrarily selecting a pseudo random
location to seed contiguous change of various sizes from 1 bit to 16 bytes in
different blocking volumes. The results of the experiments are shown in Table
1. It was observed that, in most cases, as the size of seeded contiguous change
increased, the indices that indicated content change also increased. Nevertheless,
certain singularities remained undetected, such as similar bit patterns or coinci-
dental computed values, etc. Such caveats were compensated by additional CRC
supplement that yielded 100% correct detection.

5.2 Proposed Method Experiment

The same testing sets were tested in the error detection process that every error
block can be detected. For a set of selected block sizes, the size of compressed
file of file archive is shown in Table 2.

Note from Table 2 that compressibility of the original file (or message) depends
primarily on file type as observed from the resulting compression ratio. Addi-
tional major benefits from the proposed approach are (1) content verification of
suspicious files (or messages) can be carried out in compressed from without any
decompression overhead; (2) off-line vital archives preserve the integrity of the
original information, thereby easing the recovery process considerably.



156 P. Satitsuksanoh, P. Sophatsathit, and C. Lursinsap

Table 1. Results of using r index as a change detection

File name
Change Detection Rate (%)

1 Byte 2 Bytes 4 Bytes 8 Bytes 16 Bytes
bib 45.67 49.83 71.33 89.83 97.83

bmp1.bmp 35.75 41.5 36 48.5 52.5
bmp2.bmp 58.83 59.17 62.67 66.33 67.67

book1 46.17 66.67 72.5 89.83 93.83
book2 42.17 59 73.67 89 95.83

geo 26 41.67 51.67 55.83 65.17
news 46 59 76.67 84.17 89.17
obj1 26 35 39.67 65.33 80.33
obj2 26.33 30.17 52.33 69.67 78.67

paper1 68.8 86.8 93 96.6 98.6
paper2 68.67 84.67 94.33 96.67 98.17
paper3 76.75 85 95.5 99.5 99.75
paper4 29 45.67 66.33 93.67 100
paper5 69 89.33 85.33 91.33 92.67
paper6 30.25 53.75 79 93 99.25

pic 57.67 58.33 54.17 60.17 61.17
progc 40 43.5 73 88 98.75
progl 33 58.2 73.6 86 92.4
progp 64.5 76.75 85.75 83.5 91.25

sendmail 41.83 64.5 74 79.5 89.67
tcpdump 30.17 48.83 63.67 78.33 85.5

trans 74.5 84 84.67 86.83 90.33

Table 2. Size of tested files after being compressed by BWT technique

File name
File size (Bytes)

Compression RatioOriginal File Compressed File
Bib 111,261 29,567 3.76

bmp1.bmp 67,854 17,431 3.89
bmp2.bmp 1,497,206 18,944 79.03

book1 768,771 275,831 2.79
book2 610,856 186,592 3.27

Geo 102,400 62,120 1.65
News 377,109 134,174 2.81
obj1 21,504 10,857 1.98
obj2 246,814 81,948 3.01

Paper1 53,161 17,724 3
Paper2 82,199 26,956 3.05
Paper3 46,526 16,995 2.74
Paper4 13,286 5,529 2.4
Paper5 11,954 5,136 2.33
Paper6 38,105 13,159 2.9

Pic 513,216 50,829 10.1
Progc 39,611 13,312 2.98
Progl 71,646 16,688 4.29
Progp 49,379 11,404 4.33

Sendmail 3,859,419 1,375,653 2.81
Tcpdump 448,056 207,949 2.15

Trans 93,695 19,301 4.85
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Table 3. List of infected files from the empirical experiment

Infected File Name Original
file size
(bytes)

File size
after in-
fected
(bytes)

Virus name Virus type

setup.exe 116880 120464 Win32/Basket.A Appending
WAVTOASF.EXE 111632 115216 Win32/Basket.A Appending
DotNetInstaller.exe 5632 125440 Win32/BCB.A Companion
notepad.exe 69120 8192 Win32/Belod.A Companion
DTAC Edge.doc 24064 28672 W97M/Deij.A Macro(Overwriting)
smiley.doc 41472 11264 Wm/Over.A Macro(Overwriting)
ChCfg.exe 49152 53328 Win32/Cabanas.3014.A Appending
MRT.exe 23635392 23638545 Win32/Cabanas.3014.A Appending
Foxit Reader.exe 5713920 6053916 Win32/HLLP.Shodi.I Prepending
UpdatPnP.exe 128512 169984 Win32/Neshta.A Appending
MOM.exe 49152 666,624 Win32/Muce.A Adding Viral Code
PING.EXE 24576 24576 Win95/CIH-2563.B Hole Cavity virus

Table 4. The summarization of virus disinfection by using proposed technique

Infected File Name Proposed Dis-
infection (%
of recovery)

% of file re-
placement

Commercial
Anti-virus Soft-
ware suggestion

setup.exe 100% 16% delete or quaran-
tine

WAVTOASF.EXE 100% 17% delete or quaran-
tine

DotNetInstaller.exe 100% 100% delete or quaran-
tine

notepad.exe 100% 100% delete or quaran-
tine

DTAC Edge.doc 100% 100% delete or quaran-
tine

smiley.doc 100% 100% delete or quaran-
tine

ChCfg.exe 100% 30% delete or quaran-
tine

MRT.exe 100% 0.06% delete or quaran-
tine

Foxit Reader.exe 100% 100% delete or quaran-
tine

UpdatPnP.exe 100% 38% delete or quaran-
tine

MOM.exe 100% 100% delete or quaran-
tine

PING.EXE 100% 60% delete or quaran-
tine

5.3 An Experiment over Real Computer Viruses

A collection of computer viruses were cultured in a controlled environment. Var-
ious virus types infected on target files were analyzed, namely, overwriting virus,
appending virus, prepending virus, and companion virus. Two well-known com-
mercial anti-virus software were deployed along with the proposed technique.
They are Avira Antivir Personal and ESET NOD32 Antivirus. Table 3 and
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Table 4 summarize the results from real computer virus infection. Six major
types of viruses were deployed, namely, appending, prepending, adding, hole
cavity, overwriting, and companion viruses. Four categories of viruses that were
shown to be detrimental are hole cavity, adding, prepending, and overwriting
viruses. All of which required 100% replacement owing to total infection. The
rest were relatively typical of virus infection with one exception, i.e., MRT.exe
having 0.06% replacement. This was resulted from infection only in small num-
ber of blocks in a large file. Note that only hole cavity virus (PING.EXE) that
yielded the same file size after infection. At any rate, the proposed technique
successfully recovered the infected files to their original status. No commercial
software could match the performance by any measures.

6 Conclusion

This research proposes a practical, yet efficient method for virus detection and
virus disinfection in a message or a file. The proposed method not only is able
to pinpoint the location of error, but also perform a perfect error recovery. The
approach utilizes the fast BWT algorithm complemented by the CRC technique
to arrive at a 100% damage repair. Moreover, the proposed method offers a
number of security-tight features such as 1) off-line compressed archives of vi-
tal information 2) parameterized block size and index to preclude any illegal
modifications, despite known algorithms, and 3) low computation overheads as
related parameters can be made available during verification and required to be
updated occasionally. We shall extend the proposed method to cover randomized
error seeding and gauge the performance of our proposed method. We envision
that the proposed method can be incorporated in other research and develop-
ment areas, in particular, commercialization as the method is straightforward to
implement on available technology.
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Abstract. This paper explores methods for the procedural placement of shore-
line vegetation based on observations from generic tropical beach shoreline 
vegetation which can potentially be useful in the process of the level-design of 
computer games systems based on such environment.  As the level design proc-
ess is usually the most time-consuming process of the development of computer 
games, this approach can potentially save the level-designer’s time by automat-
ing the process of the placement of the vegetation which could later be refined 
by the level-designer or used directly.  

Keywords: Procedural Placement, Level Design Tools, Tropical Beach Shore-
Line Vegetation, Computer Game. 

1   Introduction 

In the computer game development process, one of the most important but time-
consuming task is the process of level-design.  Though the level design process itself 
includes mundane and repetitive tasks such as placement of game-objects, triggers, 
game elements, basic scripting, and other details; the end process of the level consti-
tutes to the majority player’s impression to the product [3].  The reason why the level 
design is important because it will determine what the game player will see, hear, feel, 
and interact with the game and leave a huge impression on the game player.  As 
games are increasing in complexity, the player demands for better games are increas-
ing, which in turn puts a larger requirement and demand on the level design process. 

To deal with the increasing complexity and demands a number of approaches have 
been utilized.  One of the simple and most effective approaches is to employ an in-
creased number of dedicated level-designers to the project to accomplish the task.  
This approach can potentially give good results as more designers work on the level 
design process, but is quite expensive, and requires the lead designer to make sure the 
level designer produce consistent levels throughout the game.   

To deal with the rising cost of level design, it is advantageous to utilize tools, algo-
rithms, and programs that could potentially improve the throughput of level designers.  
In this paper, we will explore how to generate a tropical beach scene and propose 
modified tools and algorithms that will help the level designer work on those types of 
levels with increased efficiency and effectiveness. 
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2   Existing Work 

To help level designers, many approaches have been proposed over the years.  Each 
of these approaches aims to solve subsets of the tasks that the level designer has to do 
in their work. 

One approach that has been used regularly in certain games is to utilize algorithms 
to do procedural generation of levels [4].  The procedural generation of levels can 
generate some or all of the level – conserving time on the level-designer.  Most of the 
procedural generation algorithms are geared towards Dungeon-Crawl types of games 
to limit the possibilities and the relationship between objects in the scene.  The result 
could later be fine-tuned to correct mistakes from the level generation process or 
make refinements to the level.   Results of the procedural generation of levels have 
been mixed, in which some games do well, whereas others have been criticized for its 
monotonous levels [10] – which the player correctly have guessed it was generated by 
the computer.   

Procedural Synthesis [4] is an approach that is explored in the research and com-
puter graphic domain that could potentially be beneficial in the creation and design of 
levels.  Procedural Synthesis could be used to generate models and textures to change 
the look and feel of the level.  This is highly interesting approach due to its benefits 
over traditional static generation of assets.  However this approach is very expensive 
to use extensively in any game and VR systems due to the requirement of proce-
durally defining all the assets in the game being very high. However this is a very 
useful approach used in conjunction to with other methods. 

The most popular approach in solving the dilemma is to implement and improve 
existing level design tools.  Level design tools are programs that the level designer 
would utilize to produce the level.  Level design tools generally are tied into a certain 
game engine technology and are usually limited to producing levels for that technol-
ogy.  Each tool comes with its sets of features that are different from each other 
[2][3][6][9].   

With additional refinements and features, a level designer could produce more with 
less time.  As the level design tools could be shared in the team, any improvement and 
feature could be shared by the team.  Though improving the level design tools do not 
offer a significant improvement in the quality or savings in time required by the level 
design team, certain macros or tools could be used to save significant time on the 
level design process by automating the placement of decorative objects on level.  
Decorative objects in the level are usually not significant regarding with the game-
play.  However without putting consideration to these decorative objects, the level 
may potentially look barren.  A potential area of improvement is the utilization of 
procedural placement of game objects to help improve the visuals of the stage [12] by 
requiring little input from the level designer.  Most level design tools from different 
game engines [1][6][10] come with tools that allow automated object placements in 
the scene.  Most of these tools are rudimentary, and usually offer random placement 
over a dictated area such as a box/cube, circle/sphere.  These placement tools can 
potentially improve the quality of the stage with procedurally placement of decora-
tions, and speed up the time required to make such a level. However the typical ap-
proach of these tools are too generic, and do not generate objects in with much rela-
tional sense, and are ill-suited to generate large parts of the scene.   
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Fig. 1. Level Design Tool From Torque Game 
Engine Advanced [6] 

Fig. 2. Level Design Tool From Unity3D [10] 

 

This paper would explore the procedural placement approach that is popular among 
game engines and extend typical placement algorithms with a more specialized ver-
sion.  In this paper, the generation process of generic 3D tropical beach shoreline 
vegetation in a level is explored.  

3   Tropical Beach Shoreline Vegetation Patterns 

Tropical beaches usually have quite distinct shore-line vegetation patterns.  From 
images and illustrations of many tropical beach destinations and computer games, the 
common theme that reemerges is the abundance of coconut trees or related trees from 
the palm family.  These coconut and palm trees are usually growing in abundance on 
patterns that cross the shoreline along the beach coastlines.  In between the coconut 
trees usually contain other native vegetation, foliage, grass, and other smaller plants. 
The smaller vegetation usually grows in abundance around and around the coconut 
trees.  The combination of the two major factors in a semi-regular pattern provides the 
imagery and the vegetation patterns that are associated to tropical beach shore-lines.  
These observations are usually based on human domain experts who later model ob-
jects and arrange them into the scene accordingly [7]. 

 

  

Fig. 3. Real Photograph of Coconut Trees 
that line the Tropical Beach Shore-Line 

Fig. 4. PaddlePop Pyrata from CyberPlanet 
Interactive – an example of a game that has a 
level based on Tropical Beaches [9] 
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In the creation of such scene, the process of placement of the art assets in this 
tropical scene in the matter summarized earlier is usually a time consuming process 
due to the number of object placements that have to be done. Due to that reason, the 
paper explores ways to improve the placement of objects to simulate the pattern in the 
Tropical Beaches. 

4   Proposed System 

The goal of the proposed system is to product a system that procedurally places the 
vegetation into the scene that follows the previous discussions to generate a believ-
able tropical shoreline beach.   Based on that, the procedural placement of objects 
should follow the following patterns: 

 

• The main vegetation would consist of Palm Tree family, such as Coconut 
Trees 

• The palm/coconut trees would be placed in close proximity to the shore-line 
or water in a semi-clustered and semi-random function 

• Though palm/coconut trees are generated in semi-clusters, it is not necessary 
to fill up the whole shore-line or beach with the objects 

• Additional vegetations such as foliage, grass, shrubs, and other secondary 
vegetation could interleave or decorate areas in close proximity to the main 
vegetation 

 

In our discussion we will ignore the first step of the preparation of resources for the 
Level Design tool and the procedural placement system.  This is a trivial step and 
would not be discussed. 

4.1   Positional Suggestion Process 

The next step is to create a list of suggestion of positions where the palm/coconut 
trees can be positioned at.  There are numerous approaches in which this could be 
accomplished.   

One approach is to utilize contour tracing through a pre-defined paths 1.  A varia-
tion of that would be to trace the beach’s shorelines as a path.  The contour would be 
defined along the boundary of the water object to the shore.  With the contour, the 
normal and distance allowed at key control points could be used to define areas where 
the trees should be procedurally placed.  This approach checks for shoreline bounda-
ries directly which is good, but it is difficult to cater to unsymmetrical vegetation 
patterns and somewhat random patterns as the suggested positions are highly rigid.  

Another approach that could be used is to allow placement to the shoreline would 
be the utilization of lattices.  This approach can provide detailed configuration options 
and control to the level designer, but may be overkill as the size of the lattices and 
will affect the quality and the amount of the lattices to fill would take significant time. 

However in our system, we would use a simpler and cleaner approach of randomly 
suggesting positions between a control point and a radius that forms an area of possi-
ble positional points.  This allows a huge range of positional values.  These values 
would be checked later with the Positional Validation Test and the Water Prox-
imity Test to check for validity. 
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This approach allows greater control and allows easier fine-tuning of the proce-
dural placement by moving the control point and its parameter to easily modify the 
resultant scene and look more natural as it is based on a semi-random fashion. The 
overlap of different procedural points can allow hybrid vegetation to be easily gener-
ated and influenced by the level designer.  The drawback is that this approach though 
is that it is time-consuming as the approach lacks information of the scene, and may 
require excessive retries in certain scenarios. 

4.2   Positional Validation Test 

The next step is to create a suggestion of positions where the palm/coconut trees can 
be positioned at.  These positions would then have to be tested with the Positional 
Validation Test.  This is a simple step as the constraints to tree positions are limited 
by a few major factors such as the following: 

• Must be positioned on the terrain and not on the water 
• The terrain should not have extreme angles as palm/coconut trees do not 

grow on extreme angles such as on the corner of cliffs 
• Must not be positions on an existing tree 

If the check fails, then the position is discarded, and the process is repeated until the 
amount of objects are filled or the retry limit is over. 

 

  

Fig. 5. Picking a Control Point and its 
Possible Positions Generation Area  

Fig. 6. A Potential Position is Selected, 
and Passes the Positional Validation Test  

4.3   Water Proximity Test 

If the suggested position is validated from the Positional Validation Test, then the 
next step is to perform the Water Proximity Test.  Each placement would be checked 
to see if a water source is in the proximity of the distance allowance.  This is done by 
doing a ray cast with a radius around the suggested position to find if there is an inter-
section with any water source.  If the ray cast triggers a collision with a water source, 
then the check is validated, and the position would be added to the Valid Vegetation 
Placement List.  If the check fails, then the position is discarded, and the process is 
repeated until the amount of objects are filled or the retry limit is over.  

 



 Procedurally Placement of Tropical Beach Vegetation in Level Design Tools 165 

 

 

Fig. 7. The Water Proximity Test is successful due to the proximity with water, and the 
suggested Position is saved in The Valid Vegetation Placement List 

4.4   Valid Vegetation Placement List 

After the run, a list of Valid Vegetation Placement list is created based on values that 
follow the constraints.  The primary vegetation such as the coconut/palm tree could be 
generated in these positions to create the base Tropical Beach vegetation.  The pri-
mary vegetations are placed into the scene with varying size and alignment based on 
parameters that are pre-defined.  These parameters are used later in randomizing the 
alignment of vegetation making it look more natural.  In a typical case, rotation along 
yaw axis is usually allowed, whereas rotation along the roll and pitch axis is usually 
limited to a small angle. 

In addition to the generation of the primary vegetation, the Valid Vegetation 
Placement List could be used to find positions for placing secondary vegetation such 
as shrubs, grass, and other additional vegetation in areas that are close proximity with 
the coconut/palm that are the primary vegetation by using a small displacement calcu-
lation to add with the position to generate the new position that would be used as a 
marker for the vegetation.  The combination of the primary and sub-primary vegeta-
tion creates a visually appealing result that follows the constraints and observations 
that have been presented earlier. 

4.5   Denseness of Vegetation 

The denseness of vegetation generated is related with the object count of primary 
vegetation allowed in the position generation and the size of the radius of the circle 
where the possible positions are generated.  The higher amount of objects allowed, the 
denser the vegetation, whereas the inverse is true.  If the size of the radius that defines 
the possible position is decreased whereas the objects remain constant, then the vege-
tation would be denser, whereas the inverse is true.  Factors such as adding secondary 
vegetation and selection of models for vegetations also changes how dense the scene 
would appear.  The level designer can easily affect the density of the scene by modi-
fying parameters of the system. 
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4.6   Overview of Proposed System 

Based on discussions on the previous sub-sections, the overview of the proposed 
system is outlined as in the following pseudo code: 

 

1. Prepare Model and Resources for the Level Design Tool 
2. Select a position as the center point for where the procedural generation would 
generate the object and its limit radius 
3. Fill in other related generation details such as ratio resizing limit, model used, 
amount of objects to generate, and etc. 
4. Start the Placement in Proximity of Shoreline/Beach process 
4.1. Pick a random point inside the circle defined by the control point and its ra-

dius limit as long as the retry count is below the maximum allowed 
4.2. Do a Positional Validation Test to check if the selected position is not in the 

water.  If the point is invalid, then the process is reset to step 4.1 and the re-
try count is increased. 

 4.3.   After a Positive Positional Validation test, the Water Proximity Test is done, 
in which the process of creating Ray Cast around the selected position is 
done to determine if there is water in close proximity to the object.  If no wa-
ter is detected in the test, the point is discarded and the process is reset to 
step 4.1 and the retry count is increased 

4.4. After the Water Proximity Test is passed, the position is saved in Valid 
Vegetation Placement List. 

4.5.  The counter of successful placement is incremented 
5. The Coconut/Palm trees are generated in the position that is saved in the Valid 
Vegetation Placement List with random size and alignment based on the 
parameters that are pre-defined. 
6. Additional vegetation could be procedurally placed by using different placement 
strategies with a small displacement from the positions saved in list of Valid 
Vegetation Placement List by clustering the objects together 

5   Results and Discussions 

The Prototype system has been developed on a modified Torque Game Engine 1.5.2 
that was modified so that it includes the features that was proposed in the previous 
section.  As the primary author was the technical lead on the PaddlePop Pyrata pro-
ject, the author reused resources from the project so that the results of the proposed 
procedural placement of Tropical Beach Vegetation system in the test system com-
pared to the same level portion that was developed by a human level designer.  The 
results from the proposed system would then be compared with a similar section of 
the level portion that was released in the commercial product. 

A portion of the island in the level was cleared.  In this section, the procedural 
placement of coconut tree was attempted without the modifications of the system and 
is illustrated in Fig. 10.   The placement of the coconut trees were randomly placed 
over the arc.  However with the placement, a number of coconut trees are placed in 
mountains and in positions far from the beach shorelines, which is undesirable. 
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Fig. 8. Procedural Placement of Coconut Trees 
without Constraint Causing Anormality of 
Coconut Trees to Far Removed from the Shore 
Lines 

Fig. 9. Constraining Placement of Coconut 
Trees to Shorelines 

 

By changing the placement strategy into the proposed strategy, where all place-
ments where checked to its proximity to water, or if they are close to the shoreline, 
the coconut tree placement becomes more organized.  Abnormality regarding place-
ment of coconut trees in areas undesirable such as mountains are easily fixed by 
changing parameters of the influence of the distance to the beach requirements.  An 
illustration of how the changes improve the placement is shown in Fig. 11. 

To improve the system, the values from the Valid Vegetation Placement List are 
retrieved as markers.   With these markers, a separate procedural placement strategy 
was used to automatically place secondary vegetation and foliage in close proximity 
of the primary vegetation.   The placement strategy is a simple displacement vector 
from the marker position that checks for the object constraint to the terrain.  The re-
sults of the system are displayed below along with a comparative human designed 
scene. 

 

  

Fig. 10. Results from Proposed System  Fig. 11. Results from Proposed System  
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Fig. 12. Scene created by a human level 
designer from the Lost Jungle stage of the 
PaddlePop Pyrata game [9] 

Fig. 13. Scene created by a human level 
designer from the Lost Jungle stage of the 
PaddlePop Pyrata game [9] 

 
The proposed procedural placement produces comparable results but only requires 

the level designer to fill up only a few parameters cutting the placement time from 
hours into a few minutes.   

In addition to that, a major advantage of the proposed system is in a scenario where 
there must be significant changes to the level.  In this case, if the level was done en-
tirely by a human level designer, then they would have to reinvest significant time to 
design the new level.  However the proposed system could easily deal with this situa-
tion by moving the control point to the new position and changing various parameters 
to get the desired scene. 

6   Conclusions and Future Work 

The prototype system has managed to procedurally position vegetation for a virtual 
tropical beach that is comparable with a human level designer.  The vegetation does 
not vary significantly between the original human designed levels on specific shore-
lines and could be done faster with the proposed system.  However the proposed sys-
tem is intended only for decoration of less-traveled or off-areas in the level, and 
would not be an entire replacement for a human level designer – but serve as an addi-
tional tool to utilize. 

One of the drawbacks of the algorithm is that though the algorithm suggests place-
ments of vegetation along the shoreline, due to the parameters chosen, small vegetation 
size, and the random nature of placement, vegetation near the shoreline may not appear 
dense as it should.  To counter such issues, future exploration on modifying the algo-
rithm such as implementing spline-fitting along the shoreline could be explored to find 
methods in generating more natural vegetation for the tropical beach. 
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Abstract. Grid scheduling is a vital component of a Grid infrastructure. Reli-
ability, efficiency (in terms of time consumption), effectiveness in resource 
utilization, and robustness are the desired characteristics of Grid scheduling sys-
tems. Many algorithms have been developed for Grid scheduling. In this paper, 
we propose two new scheduling algorithms (the Multilevel Hybrid Scheduling 
Algorithm and the Multilevel Dual Queue Scheduling Algorithm) for optimum 
utilization of CPUs in a master/slave environment.  The main idea of the pro-
posed algorithms is to allocate jobs to cluster processors in a circular fashion 
and execute jobs optimally, i.e. with minimum average waiting, turnaround and 
response times. To facilitate the research, a software tool has been developed 
which produces a comprehensive simulation of a number of CPU scheduling 
algorithms for a clustered system.  The tool’s output is in the form of schedul-
ing performance metrics. 

Keywords: Distributed systems, Grid computing, Grid scheduling, load balanc-
ing, task synchronization, parallel processing. 

1   Introduction 

Let us begin by describing some terms. ‘Scheduling’ is described by the Grid Sched-
uling Dictionary Project as follows: “The process of ordering tasks on compute re-
sources and ordering communication between tasks. Also, known as the allocation of 
computation and communication over time” [1].   

Grid scheduling presents several challenges that make the implementation of prac-
tical systems a very difficult problem. Our research aims to develop a Grid scheduler 
that makes efficient utilization of resources and possesses a high degree of abstraction 
in inter-task synchronization.   

The structure of the paper will now be described.  Section 2 is a literature review of 
Grid scheduling methodologies. Section 3 describes new scheduling algorithms and 
section 4 shows the homogenous implementation of new algorithms. In section 5, the 
scheduling simulator’s design and development are discussed. Section 6 shows the 
experimental setup and section 7 gives results and a discussion. Section 8 concludes 
the paper. 
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2   Related Research 

A number of factors should be considered for effective Grid scheduling, e.g. resource 
utilization, job allocation, load balancing, response time, inter-task dependencies, 
heterogeneity and scalability.  

In [2] the authors proposed a middleware framework for Grids. This framework is 
based on an advanced reservation mechanism. It satisfies the user by providing QoS 
assurance for Grid applications. This is a cost effective solution for the efficient utili-
zation of resources. The framework is also a robust one because it handles uncertain 
runtimes of applications intelligently. However, there are shortcomings with this 
framework.  Firstly, it has not been integrated into the Grid toolkit and so no real-time 
performance tests have been undertaken. Secondly, it works on pre scheduling 
mechanism. Integration with Grid toolkit will facilitate for the development and de-
ployment of QoS enabled Grid systems. 

In Grid scheduling, some means of estimating a task’s execution time must be 
used.  Furthermore, information about each node’s capability and availability must be 
gathered.  The matching of tasks to nodes and the monitoring of the tasks needs to 
take place.  The software to perform these management functions could be located on 
a central computer, i.e. centralized, or could be located on several computers, i.e. 
decentralized [3, 4].   

Each node of a Grid has its own local scheduling policy. When some nodes apply 
their priority policies in favor of local jobs, then global jobs making use of these nodes 
will suffer from much longer response times. As a result, the overall performance of 
the Grid will be degraded. In [5] the authors propose an adaptive site selection algo-
rithm for a Grid scheduler based on the priority policies of local schedulers. The ex-
perimental results show that the proposed algorithm can lower the difference in aver-
age waiting times among the sites with different priority based scheduling policies. The 
proposed algorithm maintains a Remote Queue and a Local Queue at each node of the 
Grid.  The drawback with this algorithm is that too much processing time is involved 
in accessing the large number of queues at the distributed nodes. 

In [6] the authors propose a dynamic task scheduling technique based on the “di-
vide and conquer” principle. The proposed technique is dynamic, mixed, non-
preemptive, adaptive and fully distributed. The contribution of this technique is its 
approach to transfer and placement decisions. There is a deficiency, however, in that 
no work has been done regarding task dependencies.  

In [7] the authors propose a Grid scheduling system for the processing of complex 
tasks in a Grid. This scheduling system makes use of user data entry. The user inputs 
descriptions of the tasks’ computational and data-related requirements. This approach 
works efficiently for the execution of dependent tasks. Access and management of 
resources should be done via a dedicated API. The authors mentioned that currently 
no such API is available and therefore its development is an open challenge for re-
searchers.  

[8] proposes a compensation based scheduling approach to Grid scheduling. This 
approach provides predictable execution times by monitoring Grid application  
performance. This approach compares the monitored application performance with 
the desired application performance. This approach also performs corrections by  
dynamically allocating additional resources. This approach has been implemented and 
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evaluated using the ALiCE Grid system. Its scalability has been studied using a simu-
lation. Experimental results show that compensation based scheduling is effective in 
reducing execution time estimation misses and the total execution times of Grid ap-
plications. The authors also highlighted future work, which includes multi-resource 
compensation, resource partitioning and allocation, the improvement in the execution 
time estimator, and the use of heuristics and dynamic methods to determining the 
value of a sensitivity factor in the application execution rate formula. The weakness 
of this scheduling approach is that task dependencies have not been considered. 

In [9] the authors investigated the performance effects of delays in propagating in-
formation about computing node failure. Generally, Grid scheduling is performed by 
global or external schedulers, i.e. remotely from computing nodes. However, if a node 
fails then it has no mechanism to communicate this information to the Grid scheduler. 
A Grid scheduling system should be robust enough to deal with uncertainty.  The 
authors pointed out that none of the current studies adequately deal with the conse-
quence of failure at the resource level. Only a few scheduling systems have been 
developed with a fault tolerant perspective. In [9] the authors studied several schedul-
ers having a range of delays in transmitting node failure information.  However, no 
new idea was proposed.  

In [10] the author proposed an adaptive scheduling system by using a Max-min al-
gorithm. The experimental results show that the proposed model can schedule tasks 
efficiently. The proposed system is particularly good at detecting and using idle proc-
essors. This system dynamically selects the proper scheduling strategy according to 
the accuracy of the predictor. This system also considers the dynamic characteristics 
of Grid applications and also makes the scheduling adaptive to the Grid environment.  
[ 

An ‘Ant algorithm’ has been proposed for efficient resource management and task 
scheduling in Grids [11]. An Ant algorithm is a type of heuristic algorithm. Such 
algorithms have existed for several decades.  (A related algorithm, the Ant Colony 
Optimisation algorithm, is currently receiving much attention.)  In our context, the 
algorithm includes a resource state prediction mechanism for proper dynamic task 
scheduling. It also has the inherent parallelism and scalability features which make it 
very suitable for dynamic task scheduling.  A simulator was designed and developed 
to validate the scalability of the Ant algorithm. Simulation results showed that the 
algorithm performs well as regards response time, resource average utilization and 
task parallel proportion. A shortcoming with this algorithm is that it has not been 
tested on a real time Grid environment.  

In [12] the authors proposed a resource management and scheduling model based 
on a hybrid approach containing both a genetic algorithm and an ant algorithm. They 
simulated the algorithm by using the SimGrid toolkit.  They compared the results with 
several typical Grid scheduling strategies. The concluded results showed that the 
model affords good expandability and load balancing. 

3   New Scheduling Algorithms 

In [13] we proposed two scheduling algorithms – the Hybrid scheduling algorithm 
and the Dual Queue scheduling algorithm.  For completeness, each of these will now 
be described.  



 Development and Performance Analysis of Grid Scheduling Algorithms 173 

 

3.1   Hybrid Scheduling Algorithm (H) 

For the H algorithm the ready queue is maintained in order of CPU burst length, with 
the shortest burst length at the head of the queue.  Two numbers are maintained.  
The first number, tlarge , represents the burst length of the largest PCB in the queue 
while the second one, texec , represents a running total of the execution time of all 
processes (since a reset was made). A PCB of a process submitted to the system is 
linked to the queue in accordance with its CPU burst length.  

 

Fig. 1. Process State Diagram of H 

H dispatches processes from the head of the ready queue for execution by the 
CPU. Processes being executed are preempted on expiry of a time quantum, which is a 
system-defined variable. Following preemption, texec is updated as follows:  

texec =  texec + quantum 
The numbers are then compared.  

If  elexec tt arg<  then the preempted process’s PCB is linked to the tail of the 

ready queue.  The next process is then dispatched from the head of the ready queue. 

If elexec tt arg≥
 then the PCB with the largest CPU burst length is given a 

turn for execution.  Upon preemption, the ready queue is sorted on the basis of SJF.  
The value of tlarge is reset to the burst length of the largest PCB, which is lying at 

the tail of the queue, and texec is reset to 0.  The next process is then dispatched from 
the head of the ready queue. 

When a process has completed its task it terminates and is deleted from the system. 
texec is updated as follows: 

texec = texec +  time to complete 
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The numbers are then compared and the actions taken are the same as those for a 
preempted process. 

3.2   Dual Queue Scheduling Algorithm (DQ) 

For the DQ algorithm the ready queue comprises two queues – the waiting queue and 
the execution queue.  The waiting queue is maintained as a FIFO queue.  A PCB of a 
process submitted to the system is linked to the tail of the waiting queue.  Whenever 
the execution queue is empty, all PCBs in the waiting queue are moved to the execu-
tion queue, leaving the waiting queue empty.  The execution queue is maintained in 
order of CPU burst length, with the shortest burst length at the head of the queue.  
Two numbers are maintained.  The first number, tlarge , represents the burst length of 
the largest PCB in the ready queue (waiting queue and execution queue combined) 
while the second one, texec , represents a running total of the execution time of all 
processes (since a reset was made).  The algorithm dispatches processes from the 
head of the execution queue for execution by the CPU.  Processes being executed 
are preempted on expiry of a time quantum, which is a system-defined variable. Follow-
ing preemption, texec is updated as follows: 

texec = texec +  quantum 
The numbers are then compared.  

If elexec tt arg< then the preempted process’s PCB is linked to the tail of the  

execution queue.  The next process is then dispatched from the head of the execution 
queue. 

If elexec tt arg≥
 
then the PCB with the largest CPU burst length is given a turn  

for execution.  Upon preemption, all PCBs in the waiting queue are moved to the  
 

 

Fig. 2. Process State Diagram of DQ 
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execution queue, leaving the waiting queue empty. The execution queue is then sorted 
on the basis of SJF. The value of tlarge is reset to the burst length of the largest PCB 
and texec is reset to 0.  The next process is then dispatched from the head of the execu-
tion queue. 

When a process has completed its task it terminates and is deleted from the system. 
texec is updated as follows: 

texec = texec +  time to complete 
The numbers are then compared and the actions taken are the same as those for a 

preempted process. 

4   Homogeneous Implementation of New Algorithms 

In [13] we proposed two scheduling algorithms – the Hybrid scheduling algorithm 
and the Dual Queue scheduling algorithm.  For completeness, each of these will now 
be described.  

Let us consider the implementation of one of these new algorithms throughout the 
nodes of a cluster.  One type of cluster architecture is the master/slave architecture as 
shown in Fig.3. The cluster takes process sets as input and distributes processes on 
cluster processors using round-robin scheduling (i.e. 1, 2, 3…. n, 1) for parallel com-
putation by the slaves. 

The same algorithm, either H or DQ, is used on each slave processor. Once a com-
putation is complete, the results are sent to the master processor. 

 
 

  
 
 
 
 
 
 
 
 

 
Fig. 3. Block diagram of master/slave architecture 

5   Scheduling Simulator Design and Development 

In order to evaluate the effectiveness of our approach, a scheduling simulator was de-
veloped.  This involves the use of an actual cluster.  The simulation software comprises 
two parts.  One part runs on the Master node (SimM).  A copy of the other part runs on 
each slave (SimS).  The user of SimM inputs metadata about hypothetical jobs.  The 
metadata for each job includes its ID, its size, its priority and the number of slaves that 
the job is to be divided between.  The user of SimM also inputs a scheduling policy that 
is to be used by the slaves.  SimM distributes the metadata to the slaves.  SimM receives 
notification from each slave for each job (or part of a job) that has finished.  Let us now 
turn our attention to the slaves.  Each slave runs SimS.  SimS is notified by SimM of the 
scheduling policy to be used by all slaves.  It should be noted that there are no jobs, as 

 
Master 

 
 

Slave 1 

 
 

Slave 2 

 
 

Slave 3 
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such, only hypothetical jobs.  Only job metadata is passed to SimS.  SimS processes the 
metadata for the list of processes that have been assigned to it.  Upon completion of a 
process, SimM is informed.  No ‘useful’ work is done by a slave other than that associ-
ated with scheduling.  SimS keeps a detailed record of the processes being run on the 
slave - process ID; CPU burst length; arrival time; time quantum; priority. 

All slaves use the same CPU scheduling algorithm, which is input by the user of 
SimM.  The user can select one of a range of algorithms including the newly developed 
ones, MH and MDQ, as well as established ones, FCFS, SJF, SRTF, RR, and the Prior-
ity scheduling.  The purpose of the simulator is to produce a comparative performance 
analysis of CPU scheduling algorithms. The simulator is written in Java and makes use 
of the ‘MPJ express’ API. 

6   Experimental Setup 

All scheduling algorithms have been tried with several synthetic workloads. The  
results have been evaluated. The experiments made use of a HPC facility in the De-
partment of Computer and Information Sciences at Universiti Teknologi PETRO-
NAS. We ran our experiment using a cluster of 8 processors. The hpc.local was used 
as the default execution site for job submission. A detailed experimental setup is 
shown in Table 1. 

Table 1. Experimental Setup 

Name Type Location Configuration 
 

nasir 
 

Shell terminal 
 

FYP Lab 
Workstation 

 

Intel Core 2 Duo CPU 2.0GHZ 
2 GB Memory 

 

hpc.local 
 

Execution site 
 

HPC facility 
 

CPUs: 4x2.3 GHZ 
Memory: 7.75GB 
483.427GB 

 

compute-0-0.local 
 

Execution site 
 

HPC facility 
 

 

CPUs: 4x2.3 GHZ 
Memory: 7.80GB 
483.427GB 

 
(a)  Small size workload 100-200 Processes 
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Fig. 4. Comparative Performance Analysis for 100 Processes 



 Development and Performance Analysis of Grid Scheduling Algorithms 177 

 

Performance Analysis of Scheduling algorithms for 
200 Processes
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Fig. 5. Comparative Performance Analysis for 200 Processes 

(b)  Medium size workload 500-1000 Processes 
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Fig. 6.  Comparative Performance Analysis for 500 Processes  

Performance Analysis of Scheduling algorithms for 
1000 Processes
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Fig. 7.  Comparative Performance Analysis for 1000 Processes  
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(c)  Large size workload 1500-2000 

Performance Analysis of Scheduling algorithms for 
1500 Processes

0.00

500000.00

1000000.00

1500000.00

2000000.00

Average Waiting Average Turnaround Average Response

FCFS

SPN

SRTF

RR

Priority

Priority-NP

MH

MDQ

 
Fig. 8.  Comparative Performance Analysis for 1500 Processes  
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Fig. 9.  Comparative Performance Analysis for 2000 Processes 

 
Fig. 10. Cluster Snapshot - Performance Metrics of MH for 2000 Processes 



 Development and Performance Analysis of Grid Scheduling Algorithms 179 

 

Table 2. Performance Analysis of Scheduling Algorithms for 2000 Processes 

 Performance Factors 

Scheduling 
Algorithm 

Average 
Waiting Times 

Average 
Turn- around 

Times 

Average  
Response 

Times 

FCFS 
2263769.72 2282171.48 2263769.72 

SJF 
727082.92 745484.69 727082.92 

SRTF 
711183.92 729585.69 704514.30 

Priority 
2186655.12 2205056.89 2167650.37 

Priority(NP) 
2195569.54 2213971.31 2195569.54 

RR 
1481041.75 1499443.52 1333.29 

MH* 
711313.31 729715.08 644500.67 

MDQ* 
1469092.90 1487494.66 4630.54 

7   Results and Discussion 

To check the performance of the proposed algorithms, i.e. MH and MDQ, we made 
use of a number of CPUs and synthetic workloads. Each workload had different char-
acteristics.  

Performance metrics for the CPU scheduling algorithms are based on three factors 
- Average Waiting Time, Average Turnaround Time, and Average Response Time.  
Table 2 shows the average time, for 2000 processes, for each performance factor and 
for each algorithm. 

Figs. 4 to 9 show that the relative performance of the CPU scheduling algorithms is 
independent of the workload size.  MH is based on RR and SJF. Fig. 9 shows that 
average waiting and turnaround times for MH are comparable to SPN and SRTF but 
shorter than those for all other CPU scheduling policies. Furthermore, Fig. 9 shows 
that the average response time for MH is longer than the values for RR and MDQ, 
comparable to SPN and SRTF, but shorter than those for the other CPU scheduling 
policies. There is no starvation for any jobs when using the MH.  There is a little 
overhead due to the sorting involved with MH. 

MDQ is an extended form of MH.  Fig. 9 shows that the average waiting time for 
MDQ is longer than that for MH.  Overall, three CPU scheduling policies have 
shorter least average waiting times than MDQ, three longer, and one about the same. 
Similarly, three CPU scheduling policies have shorter least average turnaround times 
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than MDQ, three longer, and one about the same.  Furthermore, Fig. 9 shows that the 
average response time for MDQ is to that for RR. They produce shorter average re-
sponse times than all other CPU scheduling policies. MDQ gives good results, espe-
cially response time, with little overhead for all nature of process sets. Another advan-
tage of MDQ, as stated earlier, is that there is no starvation.   

8   Conclusion and Future Work 

In this paper we present two new scheduling algorithms. We have evaluated these 
algorithms on a simulator running on a Cluster. We compared the efficiency of our 
algorithms with six other well known CPU scheduling algorithms. MH works well 
from a system perspective. We can say that MH is a scheduling policy from the sys-
tem point of view; it satisfies the system requirements (i.e. short Average Waiting 
Time and short Turnaround Time). MDQ works well from the user perspective due to 
its short Average Response Time). Moreover, MH and MDQ are scalable, i.e. the 
relationship between each performance measure (e.g. average waiting time) and the 
workload size is very nearly linearly related. 

In future, we will enhance our scheduling algorithms for use on a GRID computing 
environment. We will develop new methods of inter-task synchronization and robust-
ness to integrate with our Grid scheduling algorithms. 

References 

1. Grid Scheduling Dictionary Project, http://www.mcs.anl.gov/~schopf/ggf-sched/ 
GGF5/sched-Dict.1.pdf 

2. Farooq, U., Majumdar, S., Parsons, E.W.: Achieving efficiency, quality of service and ro-
bustness in multi-organizational Grid. The Journal of Systems and Software (2008) 

3. Dhodhi, M.K., et al.: An integrated technique for task matching and scheduling onto dis-
tributed heterogeneous computing systems. J. of Parallel and Distributed Computing 62, 
1338–1361 (2002) 

4. Lee, S.Y., Cho, C.H.: Load balancing for minimizing execution time of a target job on a 
network of heterogeneous workstations. In: Feitelson, D.G., Rudolph, L. (eds.) IPDPS-WS 
2000 and JSSPP 2000. LNCS, vol. 1911, pp. 174–186. Springer, Heidelberg (2000) 

5. Wiriyaprasit, S., Muangsin, V.: The Impact of Local Priority Policies on Grid Scheduling 
Performance and an Adaptive Policy-based Grid Scheduling Algorithm. In: Proceedings of 
the Seventh International Conference on High Performance Computing and Grid in Asia 
Pacific Region (2004) 

6. Savvas, I.K., Kechadi, M.T.: Dynamic Task Scheduling in Computing Cluster Environ-
ments. In: Proceedings of the ISPDC/HeteroPar 2004 (2004) 

7. Plantikow, S., Peter, K., Högqvist, M., Grimme, C., Papaspyrou, A.: Generalizing the data 
management of three community Grids. Future Generation Computer Systems (2008) 

8. Teo, Y.M., Wang, X., Gozali, J.P.: A Compensation-based Scheduling Scheme for Grid 
Computing. In: Proceedings of the Seventh International Conference on High Performance 
Computing and Grid in Asia Pacific Region (2004) 

9. Thomas, N., Bradley, J., Knottenbelt, W.: Performance of A Semi Blind Service Sched-
uler. In: Proceedings of the UK e-Science All Hands Meetings, Nottingham (2004) 



 Development and Performance Analysis of Grid Scheduling Algorithms 181 

 

10. Lee, L.T., Liang, C.H., Chang, H.Y.: An Adaptive Task Scheduling System for Grid Com-
puting. In: The Sixth IEEE International Conference on Computer and Information Tech-
nology (2006) 

11. Xu, Z., Hou, X., Sun, J.: Ant Algorithm-based Task Scheduling in Grid Computing. In: 
IEEE CCECE 2003, Electrical and Computer Engineering,, vol. 2, pp. 1107–1110 (2003) 

12. Tian, H.: A New Resource Management and Scheduling Model in Grid Computing Based 
on a Hybrid Genetic Algorithm (2008) 

13. Shah, S.N.M., Mahmood, A.K.B., Oxley, A.: Hybrid Scheduling and Dual Queue Schedul-
ing. In: 2nd International Conference on Computer Science and Information Technology, 
Beijing, China (2009) 

 



B. Papasratorn et al. (Eds.): IAIT 2009, CCIS 55, pp. 182–190, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Association Rule Mining for Intellectual Capital of 
Enterprises in Central Region of Thailand 

Anongnart Srivihok 

Department of Computer Science, Faculty of Science, Kasetsart University, 
Bangkok 10900, Thailand 
fsciang@ku.ac.th 

Abstract. Intellectual Capital (IC) is considered as an intangible asset of an or-
ganization and further it is used as the measure of organizational assets in some 
organizations in Europe and Australia. Nevertheless, the study of IC was not ex-
tensively investigated in Thailand. The objective of this paper was to apply a 
data mining technique, association rule to mine data collected from target or-
ganizations. In this study, public and private organizations located in the central 
part of Thailand were surveyed on their Intellectual Capital characteristics. These 
target organizations were divides into three classes: low, average, high according 
to their IC scores. Then, association rule algorithm, Apriori was applied to find 
the relationships of 24 attributes in each IC Class. Results of association rule 
mining were reported. The implication of this model was also suggested.  

Keywords: Intellectual Capital, association rules, Apriori algorithm, data mining. 

1   Introduction 

Thailand with the vision towards knowledge based economy has transformed an im-
portance of physical assets to highlights of intangible high value added products and 
services such as software development, designed products, scientific and financial 
consulting services. These intangible assets are defined as intellectual capital. 

Intellectual Capital can be measured by deducting an organization’s book value 
(i.e. the value of physical assets reported by standard accounting practices) from mar-
ket value [1]. That is the market values are the sum of financial capital (tangible capi-
tal) and intellectual one (intangible capital). IC measurements are performed in some 
enterprises in order to predict their competitiveness in the future and to foresee the 
transparency of value construction and management [4]. 

2   Background of the Study 

Intellectual Capital may be used interchangeably with intangibles, knowledge  
or knowledge resources [9]. There are various definitions of Intellectual Capital  
(IC) since IC characteristics are invisible and dynamic. Different researchers have 
defined IC in different definitions. Wiig [10]  defines IC as “assets created through 
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intellectual activities ranging from acquiring new knowledge (learning) and inventions 
to creating valuable relationships” and IC is defined as “the difference between a com-
pany’s market value and its book value” [8]. The most famous IC definition has been 
proposed by Edvinsson [5] which states that “The Intellectual Capital of a firm is its 
possession of the knowledge, applied experience, organizational technology, customer 
relationships and professional skill that provides it with a competitive edge in the mar-
ket”. Edvinsson [5] proposed the Skandia Intellectual Model which is extensively 
referred to IC measurement and research. In this model, IC is comprised of human 
capital and structural capital. Human Capital includes knowledge, know-how, skills 
and personnel expertise of an enterprise. Structural Capital is a composite element that 
includes organizational capital and customer capital. Organizational capital consists of 
innovation capital (intellectual property and intangible assets) and process capital (da-
tabases and information systems). Customer capital is the external capital which in-
cludes the organizational relationships with external actors including customers, sup-
pliers, partners and/or other stakeholders [6,7]. Figure 1 depicted Intellectual Capital 
model proposed by Edvinsson [5]. 

 
 
 
 
 
 

 
 
 
 
 
 

Fig. 1. Intellectual Capital model by Edvinsson 

In Thailand, the multiple criteria decision-making (MCDM) approach was applied to 
measure IC of Thai SME [2]. Intellectual capital includes human capital, structural 
capital and relational capital. The IC of the ten case studies of SMEs was investigated 
and measured at the strategic level. Further, the ten companies might use the end 
results to improve their levels of IC via the three main components of human, struc-
tural, and relational capital in order to increase their competitiveness and retain their 
sustainable development. 

3   Empirical Study 

The research was designed to be a cross sectional, explanatory statistical, and mail 
survey. The survey study investigated in Thai public and private organizations.  

M a r k e t  V a l u e

I n t e l l e c t u a l  C a p i t a l F i n a n c i a l  C a p i t a l

H u m a n  C a p i t a l S t r u c t u r a l  C a p i t a l

C u s t o m e r  C a p i t a l O r g a n i s a t i o n a l  C a p i t a l

I n n o v a t i o n  C a p i t a l P r o c e s s  C a p i t a l

I n t e l l e c t u a l  P r o p e r t y I n t a n g i b l e  a s s e t s
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Respondents of the survey were staff in the organizations, and the survey focused  
on measuring attributes of Intellectual Capital as shown in Table 1 and Figure 2.  
More details on the questionnaire can be accessed from a web site: 
www.smexpert.kasetsart.org/ric.  It was proposed that Intellectual Capital was related 
to human capital, structural capital and relational capital which would affect the or-
ganization’s performances. For this purpose, Intellectual Capital would be measurable 
by 24 attributes of human, structural and relational capitals [3]. 

Table 1. Twenty four attributes of Intellectual Capital used in association rule mining  

IC Components Attributes 

% staff with knowledge in working  

% staff  using internet 

Human Capital: Staff 
Competency 

% experienced staff  

Organizational support for a learning organization  

% staff get appropriate training  

Human Capital:  
Competency Improve-
ment 

% staff apply acquired knowledge in working  

% staff with long working years  

ability to replace  a  staff  Human Capital: Staff 
Structure 

staff satisfaction to manager  

Good work environment Human Capital: Staff 
Stability % staff turnover   

% computers / staff  

% IT investment 

Structural Capital: 
Production technology 
and IT diffusion Organization database  

Investment in planning and implementation of the plan  

Organization defines the missions clearly  

Structural Capital: 
Business Philosophy 

Customer oriented organization  
Structural Capital: 
Organizational Structure 

Organization structure  ( 2, 3 or 4 levels ) 

Number of Intellectual Properties  Structural Capital: 
Intellectual Property % research and development expenses / revenue  

% customer satisfaction  Relational Capital: 
Customer base % customer loss  

number of communication channels in organizations  
(internet, phone, fax, mail, direct)  

  Relational Capital: 
Market Proximity 

% number of communication channels in organizations 

 
Fig. 2. shows the Intellectual Capital model using from this study which obtained 
from the study of Srivihok [3]. 
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Fig. 2. Intellectual Capital model using in this study (Srivihok [3]) 

3.1   Data Collection 

The study of Intellectual Capital measurement was focused in both public and private 
organisations in Thailand. There were two parts of questionnaires: intellectual capital 
section and organisational background. The responses in the first section were meas-
ured on a 10-point semantic differential scale with 1= strongly disagree, and 10 = 
strongly agree.  The first section contained questions for attribute evaluation. The 
background information section was designed to obtain information on organisation 
characteristics including type of industry, size, and years of services. The first part of 
the questionnaire was developed from the IC model proposed by Srivihok [5] as 
shown in Table 1.  Data collection was conducted by mail survey to 800 public and 
private organisations. Names and addresses of private organisations were obtained 
from the list of Import-Export companies provided on the website of the Department 
of Extension, Ministry of Commerce, Thailand. The list of public organisations was 
obtained from government agencies. There were about 216 respondents from the 
survey which was about 27%. This rate was considered adequate for a mail survey. 

For the organisational characteristics, majority of them were SME, about 42.9% 
were small enterprises with less than 50 staff,  23.8% were medium enterprises with 
51-200 staff, and 20.5% and 12.8 % were large enterprises with 201-1000 staff and 
more than 1000 staff, respectively. The industry type and number of participants were 
as follows. The majority of type of industry was manufacturing (32.60%), the next was 
education 14.8% and the smallest was tourism which was about 1.00%. For the organ-
izational type, about  24.8% were government, 3.6% were state enterprises and 71.6% 
were private enterprises which were the majority of the population of this study. 

3.2   Data Analysis 

WEKA software  Version 3.5.6 (Waikato Environment for Knowledge Analysis) [13] 
was used to analyze the data from the survey. Cross-validation of data set was  
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conducted by using the Hold-Out Method. The data set was divided into two sub-sets: 
training set and testing set. The training set consisted of 90% of the total data while 
the remaining 10% was employed in the testing set. The data mining algorithm used 
was association rule, Apriori algorithm.  There were 216 instances and 24 attributes 
were analyzed by this algorithm. The IC model was developed on the basis of this 
algorithm and was used to predict the relationships of attributes of organisations.  

3.3   Data Mining Techniques 

Association analysis is used for finding relationships of features in large database. It 
is familiar for predicting or analyzing the customer purchase called    “Market Basket 
Analysis”.   This task is performed by using Association Rule mining algorithm to 
compose the problem into subtasks.  For example of a grocery store, the customers 
always buy (1) bread and milk (2) bread, diapers, beer and eggs (3) milk, diapers, beer 
and Cola (4) bread, milk, diapers, and beer and (5) bread, milk, diapers, and Cola. By 
applying association rules, it is suggested that a strong relationship between the sales 
of diapers and beer, because many customers who buy diapers also buy beer ({Dia-
pers} → {Beer}). 

The Apriori algorithm [6] is an association rule algorithm which is commonly used 
in business products. This algorithm extracts the frequent item sets from candidate 
item sets by removing item sets with support values less than minimum support in 
each iteration. A detailed description of this method would not be presented in this 
paper, instead only parameters that affect their operation characteristics and perform-
ance were described. The reason why this study selected Apriori algorithm for finding 
association rules as a data mining method was based on the following arguments.  
Apriori algorithm has been regarded as the most popular and most widely used proce-
dure for finding association between attributes which are related in the given data set. 
Apriori algorithm is as follows. 

Let I = I1, I2, . . , Im be a set of m distinct attributes, T be transaction that contains a 
set of items such that T ⊆  I, D be a database with different transaction records. An 
association rule is an implication in the form of X → Y, where X, Y ⊂  I are sets of 
items called item sets, and X ∩ Y =φ . The X is called antecedent while Y is called 

consequent, the rule means X implies Y.  
There are two important basic measures for association rules, named support(S) 

and confidence(C) [11] [12], which can be defined as follows. The support (S) of an 
association rule is the ratio of the records that contain X ∪  Y to the total number of 
records in the database, and formulated as follows: 

Support (X →Y , T)  =  Support (X ∪ Y)  

For a given number of records, confidence (C) is the ratio (in percent) of the number 
of records that contain (X ∪ Y) to the number of records that contain X, and formu-
lated as follows: 

Conf (X →Y, T) = 
)(

)(

XSupp

YXSupp ∪  

Step 1: Find all sets of items, which occur with a frequency that is greater than or 
equal to the user specified threshold support(S). 
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Step 2: Generate the desired rules using the large item set, which have user-specified 
threshold confidence(C). 
Step 3: Verify the discovered rules using the certainty factor to judge whether the 
discovered rules are very strong rules or not.  

4   Research Framework 

There are three steps of the study: (1) Data preprocessing, (2) calculate IC score and 
(3) association rule mining (Figure1).  
 

Fig. 3. Framework of the study 

4.1   Data Pre-processing 

First step was the cleaning of survey data to remove incomplete, noisy and inconsis-
tent data. Last, data were transformed to be used with statistical software package. In 
this study, 216 records of survey data set were used for data mining. 

4.2   Calculate IC Score 

The Intellectual Capital (IC) scores of each organization were calculated by summing 
all attribute scores obtained from the survey as shown in Table 1. The calculation was 
done as follows [4]  

                                                        IC = ∑
=

n

k
ka

1

                                                     (1) 

IC = Intellectual Capital score 
ak = value of each attribute ranged from 0-10 

Each organization was classified into class A, B or C by using IC scores. Table 2 
presented the classification of Intellectual Capital score. There were 50 organizations  
in the low class, 133 organizations  in the medium and 33 organizations  in the high 
class. 

1. Data preprocessing and cleaning 

2. Calculate IC score

3. Association rule mining 

Database 
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Table 2. Classes of IC scores (n=216) 

Class IC scores 

A  Less than 116 

B 165-171 

C more than 171 

4.3   Association Rule Mining 

Apriori algorithm was used for association rule mining algorithm. In the model, 24 
features of IC as showned in Table 1 and class of organizations were mined by using 
Appriori algorithm. Then the relationships of features were proposed in Table 3. 

5   Results 

After data were divided into 3 classes included low, average and high IC scores. The 
associations of attributes in each class were analyzed by using Appriori mining algo-
rithm.  Measurement indices included Support, Confidence and Lift. Results of asso-
ciation rules of three classes were revealed in Table 3-5. 

Table 3. The discovered association rules for Class A (where S, C and L indicate the values of 
support, confidence and Lift for each discovered rule, respectively.) (support =  0.3 and 
confidence(C) = 0.86, Lift(L) = 0.8 ). 

id The discovered association rules C L 
1 very few employees having training and Class A → very few 

employees using knowledge in work improvement 
0.86 3.0 

2 very few employees having training → very few employees 
using knowledge in work improvement 

0.86 3.00 

3 very low investments in marketing/revenue and class A→ very 
few intellectual properties and R&D expenses  

1.00 2.33 

4 average staff satisfaction and class A → very few intellectual 
properties 

1.00 1.50 

5 very low ratio of PC/employee and Class A →  very few 
intellectual properties 

0.86 0.85 

 
Class A which had the lowest IC score seemed to be the low performance enter-

prises. The relationships of their attributes were depicted in Table 3. Results 
showed that in Class A, very few employees had been trained which resulted in few 
employees using knowledge to improve the work process. Further the low invest-
ment in marketing/revenue and low ratio of PC/employee related to low intellectual 
properties. In order to increase intellectual properties in this class, the enterprises 
might increase the investment in marketing, staff satisfaction, and ratio of 
PC/employee.  
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Table 4. The discovered association rules for Class B (where S, C and L indicate the values of 
support, confidence and Lift for each discovered rule, respectively (support =  0.3 and Confi-
dence(C) = 1.0, Lift(L) =1.0) 

id The discovered association rules C L 
1 very few intellectual properties → Class B 1.0 1.0 
2 High customer oriented → Class B 1.0 1.0 
3 Average staff competency→ Class B 1.0 1.0 
4 High customer satisfaction → Class B 1.0 1.0 
5 High numbers of knowledge workers →  Class B 1.0 1.0 

 
In Class B, there were some interesting attributes which related to this class. They 

included very few intellectual properties, high customer oriented, average staff com-
petency, high customer satisfaction and high numbers of knowledge workers. The 
high value attributes made this Class more IC score than Class A.  To increase IC 
scores in this Class the enterprise should increase staff competency. 

Table 5. The discovered association rules for Class C (where S, C and L indicate the values of 
support, confidence and Lift for each discovered rule, respectively (support =  0.3 and 
confidence(C) = 0.67, Lift(L) = 1.5) 

id The discovered association rules C L 
1 Employees with long working years and Class C→ Very low customer lost 0.76 1.64 
2 Average IT investment and Class C→ Very high user satisfaction 0.67 1.64 
3 Very high experience employees and Class C→ very high knowledge in 

working 
0.67 1.50 

 
Class C which had the highest IC scores, it should be the highest performance en-

terprise. The relationships of attributes included employees with long working years 
associated with low customer lost, IT investments implied user satisfaction. The 
higher employee experiences, the higher knowledge in working was.  In order to im-
prove the effectiveness, the enterprise should put more investments in IT. 

6   Conclusions 

In this study, 216 enterprises in the central part of Thailand were surveyed on  
their Intellectual Capital.  IC scores of each enterprise were calculated from summa-
tion of IC attributes. The enterprise was categorized into class by its IC score. Then, 
association rule mining was applied to the data set. Results showed that enterprises 
with different Class had different relationships of attributes. Class A which had the 
low IC scores, having very few intellectual properties. This was related to low in-
vestment in marketing, average staff satisfaction, and low ratio of PC/employee.  
Class B which had average scores showed characteristics of very few intellectual 
properties as Class A. However, Class B was more customer-oriented which resulted 
in high customer satisfaction. Class C which was the best performance had many 
interesting attributes such as staff with very high experiences and long working years.   
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This characteristic could improve customer loyalty and resulted in very low customer 
lost. These interesting results should be helpful for strategic management, and plan-
ning of Intellectual Capital in organizations. 
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Abstract. Educational institutions deploy email and short message service 
(SMS) to maintain efficient communication with their students. This research 
examines factors influencing students’ attitudes toward using SMS and email, 
and compares the differences in the proposed factors between email and SMS. 
The results show that information richness and mobility affect students’ per-
ceived utility of email and SMS while information privacy and perceived utility 
affect the students’ attitudes toward using email and SMS. Social pressure has 
found no impact on the research model. Students also perceive that email pro-
vides rich information and utility higher than SMS but SMS possesses mobility 
more than email. In addition, students have attitudes toward using email more 
than SMS to maintain communication with their institutions. The paper con-
cludes with a discussion of findings, implications and limitations.   

Keywords: Attitudes, Email, SMS, Education, Communication, Technology. 

1   Introduction 

Communication technologies including email, SMS, instant messaging, and Blog are 
rapidly becoming inescapable tools for e-business success in a digital era. Electronic 
mail (email) and Short Message Service (SMS) are important tools that have been 
long employed to improve organizational performance and support marketing activi-
ties in a business sector. Email is rapidly becoming a preferred communication me-
dium for many people. Radicati Group estimates the number of emails sent per day in 
2008 is around 210 billion messages and more than 2 million emails are sent every 
second [7]. Most people routinely use email for work, socialization, and marketing 
purposes. Email marketing revenue in the U.S. was expected to move up to $ 6.1 
billion in 2008 [12]. SMS is a communication service using standardized 
communications protocols allowing the interchange of short text messages between 
mobile telephone devices [13]. The number of SMS usages is dramatically increased. 
Portio Research predicts that SMS will become a US$100 billion by 2010, and 
worldwide total traffic will reach almost 5 trillion messages in 2011 [14]. SMS traffic 
in the Asia Pacific region is expected to increase to over 1.2 trillion messages by 2010 
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and revenues earned from SMS usage is estimated to grow to US$15.1 billion [15]. In 
addition, SMS are being used for marketing purposes including advertising and event 
participation. 

Educational institutions are urged to adopt these technologies to improve commu-
nication with their students more efficiently. Most universities supplement or change 
their traditional communication channels (i.e., telephone calls and letters) to a new 
way of communication using innovative technologies including email and SMS due to 
their cost effectiveness, flexibility, immediacy, ubiquity, traceability, and privacy 
issues [1,2]. Some universities start using email and SMS to communicate with their 
students in several purposes including requesting a reason for unauthorized absences, 
sending reminders or changes of calendar dates or appointments, sending reminders to 
sign up for trips or returning needed forms, informing cancellation of events or  
emergency for school closing, and informing academic results [8,24]. Recently, the 
growing body of academic research has focused on examining the determinants of 
computer technology acceptance (e.g.,[4,5,6]). Little research, however, underlines 
the students’ adoption of communication technologies particularly SMS in education 
and attempts to understand why students have different preferences to use email and 
SMS in education.  

The primary objectives of this research are to extend the technology adoption in 
the context of education and examine whether or not antecedents of technology adop-
tion developed with respect to email generalized to SMS. In particular, this research 
seeks to examine the factors that influence students’ attitudes toward using two com-
munication technologies, email and SMS, in the context of education, and compares 
the differences of the proposed factors between these two communication technolo-
gies. The study investigates the effects of technology attributes−information privacy, 
mobility, information richness, and perceived utility−and social pressure on students’ 
attitudes toward using email and SMS. The finding of this research will help educa-
tional institutions to understand why students have different preferences to use email 
and SMS for communication with their institutions. It also provides guidance for the 
institutions to use these technologies in education more efficiently.         

In the next section, we discuss the proposed factors influencing students’ attitudes 
toward using email and SMS and hypotheses development. This is followed by  
research design, analysis results, and a discussion of findings, implications and  
limitations. 

2   Factors Influencing Attitudes toward Using Email and SMS 

Since the mid 1990s, the adoption of innovative technologies has gained considerable 
importance as a field of academic research [32]. The success or failure of technology 
adoption bases on the purpose of usages and users’ attitudes toward using the tech-
nology. This research focuses on the two technologies−email and SMS−for communi-
cation under an education context and examines students’ attitudes toward using these 
technologies based on the technology attributes and social influence; information 
richness, mobility, information privacy, perceived utility and social pressure. 
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2.1   Information Richness 

Information richness facilitates shared meaning, insight, and understanding within a 
time interval [18]. All communication media such as telephone, conventional mail, 
and email possess attributes that lead to distinct richness capacities. Media that foster 
shared meaning, perceptiveness, and rapid understanding are considered rich. Richer 
medium contains more types of information and interactivities. It allows users to 
specify messages for a particular recipient and to have wide-ranging transmission and 
reception of messages [20]. For instance, video teleconference is richer than a textual 
internet chat. Rich information enables users to communicate more meaning and 
better understand ambiguous messages. Students, therefore, consider the media that 
convey rich information are useful for communication. In other words, if students find 
that using that medium can present the message more understandable to them, they 
will consider email or SMS are useful to maintain communication with their universi-
ties. Information richness, therefore, have a positive influence on the medium utility 
perceived by students. In comparison to SMS, email is a richer medium as it can con-
tain more content (e.g., message length and graphic) that decreases equivocal mes-
sages.    

H1: Information richness will have a positive influence on perceived utility of SMS 
and email. 
    H2: Email will provide information richer than SMS. 

2.2   Mobility 

Mobility is the extent to which the tasks performed by the particular user require him 
or her to be away from his or her work environment [22,24]. When users have abili-
ties to access and use technologies in anywhere and anytime, they will work more 
effectively and efficiently that results in more positive perceptions of utility of the 
technologies. When students stay outside classroom or university, they can efficiently 
maintain contact with their universities using their computer to access email or using 
mobile phones to receive SMS. In general, communication technologies offering 
more mobility are perceived more useful. Messages sent and received via mobile 
phones yield mobility for students more than messages sent and received via com-
puters. 

H3: Mobility will have a positive influence on perceived utilities of SMS and email. 
H4: SMS will possess mobility more than email. 

2.3   Information Privacy 

Information privacy has a potential impact on human interaction in media-based 
communications [17,23]. It refers to the protection of sensitive and personal informa-
tion from unintentional and intentional attacks and disclosures [23]. Witmer [27] 
identified two factors that affect level of privacy: feeling of privacy and system pri-
vacy. Feeling of privacy refers to the perception of privacy psychologically, mentally, 
or conditionally rather than actual security [17]. If a medium is perceived as more 
public, a sense of less privacy will occur. In other words, if the users perceive that the 
use of the media does not require involvement of many people during communication, 
they get a sense of privacy. On the other hand, system privacy refers to the actual 
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security of technologies which concern about the probability that someone may read, 
or resend a message to or from sender. In this case, the level of privacy is determined 
by the users’ perceptions in relation to the quality of system and device security. 
Email has log in and password to ensure privacy and privacy of SMS can be protected 
by activating PIN code of mobile phones [24]. In general, email and SMS are consid-
ered having standard security to ensure some levels of system privacy and having 
feeling of privacy when messages are used for one-to-one communication. Students 
might not want others to know what messages they send to and receive from their 
universities. A more private setting results in an increased attitude toward using email 
and SMS for communication.  

H5: Information privacy will have a positive influence on students’ attitudes  
toward using SMS and email. 

2.4   Social Pressure 

Social pressure refers to the motivations of individuals who believe they should use 
technologies for positioning themselves in a society [25]. In other words, individuals 
are motivated to adopt innovative technologies from their personal desires to gain 
social status [28,29]. The intensity of social pressure may lead students to use email 
or SMS to communicate with their universities. Students may feel more connected to 
the medium which is used by his/her peers and others. For example, if students feel 
the sense that many of their friends use email or SMS, their feeling or understanding 
may create a sense of social pressure to use email or SMS to keep the connection and 
maintain communication in their community which leads to an attitude toward using 
email or SMS. In sum, the media reflecting high intensity of social pressure will result 
in higher users’ attitudes toward using those media.   

H6: Social pressure will have a positive influence on students’ attitudes toward us-
ing SMS and email. 

2.5   Perceived Utility 

Perceived utility (usefulness) is related to users’ attitudes toward using technologies 
[9,30,31]. Many businesses claim that consumers will accept technology when they 
believe that using the technology will enhance their productivities. In addition, per-
ceived utility has been confirmed to be the most important factor affecting user accep-
tance of technologies [10]. Students are more likely to use email or SMS when they 
perceive that this medium can help them to maintain communication with universities 
effectively and efficiently. The media that are considered having high utility have 
high impact on the students’ attitudes toward using those media. In comparison to 
SMS, email has been used for communication between students and universities for a 
long time because of its abilities to contain more and various content. Email, there-
fore, is perceived to have higher utility than SMS in terms of maintaining communi-
cation between students and universities.    

H7: Perceived utility will have a positive influence on students’ attitudes toward 
using SMS and email. 

H8:  Email will have perceived utility more than SMS. 
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Fig. 1.  Proposed Research Model 

3   Research Design and Analysis Results 

This research employed a survey method as it is an effective approach in gathering 
data about individual preferences and it can be used to predict individual behaviors 
[26]. A questionnaire was developed based on the predefined definitions of variables 
from previous studies (i.e., [5,21,23,24]). It consists of two main parts. The first part 
contained questions related to email issue while the second part focused on SMS 
issue. Each question comprised five-point Likert scales (1=strongly disagree, 
5=strongly agree). The respondents’ demographic questions (e.g., education, national-
ity and gender) were also included in the questionnaire. To increase validity of the 
questions, a small group of students randomly selected was asked to complete the 
questionnaire and then provided comments on any aspect of the questionnaire. The 
questionnaire was modified based on those comments to improve the clarity of each 
question.  

The modified questionnaire was used to collect data from students in three educa-
tional institutions, one international university and two international colleges. To 
collect data at the university, a brief description of the research topic and require-
ments were described. The questionnaires then were given to the students and col-
lected back within thirty minutes. The data obtained from two colleges were collected 
in small groups both inside and outside the classrooms. It took about thirty minutes 
for each group.  

The data were collected from 226 students. Questionnaires having many missing 
data on both parts−email and SMS−were removed and few missing values were re-
placed by series means from the statistical analysis software, SPSS. Consequently, 
205 complete questionnaires were used for data analysis. The majority of the partici-
pants were Thai students (68%) and males (53.2%). 54.6% of the participants were 
undergraduate students and 45.4% were graduate students. An average age of the 
participants was 25.6 years.  
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To check unidimensionality of each scale, a principal component factor analysis 
with varimax rotation was performed. Items with factor loading values lower than 0.5 
were abandoned from further analysis. Table 1 presents the factor loadings and reli-
ability of email and SMS. All items loaded above 0.5 on their respective factors, 
demonstrating both convergent and discriminant validity [3,11]. All factors had reli-
abilities of the measurement instruments (Cronbach’s alpha,∝) above 0.7, excepting 
social pressure of email (∝=.65), However, a Cronbach’s alpha of 0.6-0.7 indicates 
acceptable reliability when the removing of any items can not improve the reliability 
of a factor [16,19].     

Table 1. Factor analysis and reliability results  

 
Factors  

  
Items 

Email 
Cronbach’s (∝) 

 
Loadings 

  
Items 

SMS 
Cronbach’s (∝) 

 
Loadings 

Information 
Privacy 

 IPe1 
IPe2 
IPe3 

.80 .810 
.841 
.743 

 IPs1 
IPs2 
IPs3 

.77 .814 
.852 
.576 

Social 
Pressure 

 SPe1 
SPe2 
SPe3 

.65 .598 
.763 
.811 

 SPs1 
SPs2 
SPs3 

.76 .593 
.820 
.804 

Information 
Richness 

 IRe1 
IRe2 

.70 .871 
.810 

 IRs1 
IRs2 
IRs3 

.75 .688 
.805 
.778 

Mobility  MOe1 
MOe2 

.73 .869 
.867 

 MOs1 
MOs2 
MOs3 

.72 .798 
.833 
.723 

Perceived 
Utility 

 PUe1 
PUe2 
PUe3 

.76 .782 
.834 
.693 

 PUs1 
PUs2 
PUs3 

.70 .823 
.685 
.604 

Attitudes  ATe1 
ATe2 
ATe3 

.78 .759 
.876 
.660 

 ATs1 
ATs2 
ATs3 

.78 .685 
.837 
.787 

  

A regression analysis was performed to find cause-effect relationships among the 
respective factors in the research model. Table 2 presents the results of the regression 
analysis. The results showed that information richness and mobility had statistically 
significant effects on perceived utility (H1 and H3 were supported). In particular, 
information richness had a loading value on perceived utility more than mobility for 
both email and SMS (β=.286>.152; β =.387>.197). In addition, information privacy 
and perceived utility had statistically significant effects on students’ attitudes toward 
using email and SMS for communication with their universities (H5 and H7 were 
supported). The results also showed that perceived utility had a loading value on atti-
tudes toward using email and SMS more than information privacy (β=.405>.203; 
β=.286>.271). Lastly, the results indicated that social pressure had no statistically 
significant effects on students’ attitudes toward using email and SMS (H6 was  
unsupported). 

Table 3 compares the differences between means of the factors in the research 
model. The results showed that students perceived that email and SMS possessed 
abilities to provide levels of information richness, mobility, privacy and utility (means 
> 3). In comparison between email and SMS, the means of information richness, 
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mobility, perceived utility, and attitudes toward use had statistically significant differ-
ences. In particular, email had higher information richness than SMS (mean 3.676 > 
3.418; H2 was supported). SMS had higher mobility than email (mean 3.874 >3.599; 
H4 was supported). Email was perceived to have higher utility than SMS (mean 3.954 
> 3.720; H8 was supported). Finally, students had attitudes toward using email more 
than SMS (mean 4.008 > 3.793).  

Table 2.  Regression analysis results  

Email (beta weights)  SMS (beta weights)  
Perceived 
Utility 

Attitude  Perceived 
Utility 

Attitude 

Information 
Richness 

H1 .286***   .387***  

Mobility H3 .152*   .197**  
Information 
Privacy 

H5  .203**   .271*** 

Social Pressure H6  .115   .096 
Perceived Utility H7  .405***   .286*** 
 
r2 

  
11.4% 

 
32.6% 

  
20.2% 

 
27.6% 

*** p<.001; ** p< .01; *p<.05  

Table 3.  Differences between the factors’ means of email and SMS 

Email  SM S  t-test Factors 
items M ean SD.  items M ean SD.  t Sig.(2-

tailed) 
Information 
Privacy 

3 3.718 .817  3 3.795 .746  1.454 .148 

Social 
Pressure 

3 3.724 .756  3 3.711 .862  -0.232 .817 

Information 
Richness 

2 3.676 .833  3 3.418 .879  -3.528 .001 

M obility 2 3.599 .921  3 3.874 .732  3.638 .000 
Perceived 
Utility 

3 3.954 .728  3 3.720 .751  -4.031 .000 

Attitude 3 4.008 .761  3 3.793 .786  -3.884 .000 
           
  

Table 4 presents the students’ attitudes toward using email and SMS in relation to 
student demographics. The results showed that students in all demographic groups 
(education, nationality and gender) had an average attitude towards using email and 
SMS to maintain communication with their institutions (mean>3.0). In particular, 
graduate students perceived utilities of email and SMS higher than undergraduate 
students (sig=.009, .041). International students perceived utility and privacy of email 
higher than Thai students (sig=.006, .021). They also had attitudes towards using 
email and SMS higher than Thai students (sig=.000, .036). In addition, females had 
attitudes toward using SMS higher than males (sig=.018). 
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Table 4.  Relationship between demographics and factors affecting the students’ attitudes  

Information 
Privacy 
(mean) 

Perceived  
Utility  
(mean) 

Attitudes toward 
using 

(mean) 

  
items 

Email SMS Email SMS Email SMS 
Undergraduate  112 3.7673 3.8418 3.8330 3.6225 3.9464 3.7917 
Graduate 93 3.6584 3.7384 4.1000 3.8370 4.0824 3.7949 

Education 

t-test (sig.)  .344 .328 .009** .041* .207 .977 
Thai  139 3.6175 3.7478 3.8583 3.7119 3.8849 3.7165 
International  66 3.9293 3.8939 4.1561 3.7365 4.2677 3.9545 

Nationality 

t-test (sig.)  .021* .191 .006** .836 .000** .036* 
Male  109 3.7446 3.8196 3.9018 3.6314 3.9480 3.6721 
Female  96 3.6875 3.7668 4.0135 3.8202 4.0764 3.9306 

Gender 

t-test (sig.)  .620 .613 .272 .071 .225 .018* 
* p< .05; ** p<.01  

4   Discussion of the Findings 

The study provides some evidence that students perceive high utilities of email and 
SMS if they can freely receive, send and check their messages at anywhere (in/outside 
universities) and anytime (manifestation of mobility). Students perceive that SMS 
provide more advantage of mobility than email (see Table 3) because students have 
their mobile phones ready for communication via SMS all the time in contrast to 
personal computer which is used to access email. The results also show that the utili-
ties of email and SMS are based upon their abilities to increase clarity of the unclear 
messages (manifestation of information richness). Students perceive that email pro-
vide richer information than SMS (see Table 3). This would help them to understand 
ambiguous messages quicker. SMS, however, might be more appropriate to use for 
unequivocal message containing few texts [21].   

The findings show that students have attitudes toward using email more than SMS 
to maintain communication with their institutions (university and colleges). The de-
terminants of their attitudes toward using these media are based on their perceptions 
of utility of the media and privacy of the messages. Students concern that information 
they send and receive should be private. In other words, the media should maintain 
confidentiality of communicated information. Email and SMS can deliver private 
information but provide no statistically significant difference in maintaining private 
information (see Table 3). Interestingly, perceived utility−based on the media abilities 
to provide rich information and mobility (state above)−has an impact more than in-
formation privacy on students’ attitudes toward using both email and SMS (see Table 
2). In addition, social pressure does not provide significant effect on students’ attitude 
toward using email and SMS for communication with their institutions. In other 
words, social environments (e.g., friends, community) do not convince users to use 
email and SMS in an education circumstance. In this case, students may want to re-
ceive specific email and short text messages from their institutions for personal mes-
sages rather than the generic messages that everyone can receive like advertising 
messages.    
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In addition, the demographic analysis results indicate that international students 
have attitudes toward using email and SMS to communicate with their institutions 
more than local or Thai students (Table 4). Perhaps, international students feel more 
confident to use written communication such as email and SMS and try to avoid con-
versation trouble as a result of English accent. On the other hand, Local students have 
more communication channels to contact with the university’s staff such as telephone 
calls and office visits. The results also show that graduate students perceive email and 
SMS are useful more than undergraduate students (Table 4). Unlike undergraduate 
students who study full-time, most graduate students are working people and study in 
the evening or weekend classes. They might prefer to be contacted when they are free 
or when the contact does not interrupt their works. In this reason, email and SMS 
seem to be more appropriate and useful for graduate students to maintain communica-
tion with their institutions rather than using a phone call during their working time. 

5   Implications and Limitations 

The study provides some practical implications. Firstly, educational institutions (uni-
versities or colleges) may consider using email rather than SMS to communicate with 
students if the messages need substantial explanation to clarify information and the 
message is not in an urgent need, such as sending reminders or changes of calendar 
dates or appointments, and sending reminders to sign up for trips or returning needed 
forms. Secondly, SMS will be more desirable to be used when the messages are un-
ambiguous and short (i.e., informing academic results in the form of letter grades or 
GPAs), need urgent recognition within a short time (i.e., informing cancellation of 
events or emergency closings of the university), or need a fast response by replying 
messages or calling back. Finally, the institutions should make students feel that email 
or SMS is useful for them to maintain communication with the universities. For in-
stance, universities should only send message necessary for individual purpose to 
create feeling of privacy. Students will feel it useful to use email or SMS to contact 
with their universities and increase potential to read the messages sent by their univer-
sities. On the other hand, universities should respond to students’ email and text mes-
sages rapidly; thus, students can accomplish their tasks faster.      

The study has some significant limitations. Firstly, this study addressed five factors 
affecting the students’ attitudes toward using email and SMS in an education context. 
It did not examine a comprehensive list of factors that might influence on students’ 
acceptance of email and SMS for communication in education. Future research might 
address other possible drivers of students’ attitudes such as costs and risks of using 
these media. Secondly, this study emphasized the two media, email and SMS, to be 
used as communication media in education. Other communication technologies such 
as web board, forum and blog might be useful for the universities to maintain com-
munication with students. Future study might extend this study to investigate other 
communication technologies. Lastly, the survey method with one-time measurement 
might call into questions due to inadequate information and the timing of the survey. 
Future research might reexamine the study hypotheses to validate the study results 
and improve generalizability of the findings. 
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6   Conclusions 

The study shows evidences that students have attitudes toward using communication 
technologies, email and SMS, to maintain communication with their institutions (uni-
versity and colleges). Factors influencing students’ attitudes towards using SMS and 
email are the same including information richness, information privacy, mobility, and 
perceived utility. However, the effect (loading values) of each factor on students’ 
attitudes toward using email and SMS are statistically significant differences. As 
opposed to previous studies that confirm the effect of social influence on technology 
adoption (i.e., [3,25,28]), the study shows that social pressure has no effect on  
students’ attitudes toward using both communication technologies in an education 
context. Interestingly, this study shows evidences that the factors influencing users’ 
attitudes toward using email can be generalized to SMS and might provide different 
effects on email and SMS when they are used in different circumstances (i.e., market-
ing vs. education).     
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Abstract. The study aims to find out the factors that keep people repurchasing 
and remaining loyal to the auction websites. The objectives of the study are to 
identify the customer loyalty, repurchase intention and positive word of mouth 
via online auctions in Taiwan. It hopes to study the relationship between  
e-service quality and e-recovery service quality dimensions toward bidder’s dis-
confirmation. The data was collected from 400 online auction bidders in Taipei, 
Taiwan. The result shows that there’s a direct link between satisfaction and cus-
tomer’s loyalty, repurchase intention, and positive word of mouth. The findings 
might prove and help the online auction websites to gain a better knowledge of 
what measures they should take to increase the users’ loyalty towards the  
websites.  

Keywords: E-commerce, Repurchase Intention, Customer Loyalty, Positive 
Word of mouth, Satisfaction.  

1   Introduction 

In recent years, online auctions represent a large volume of the economic activities 
over the Internet, and still maintain a high popularity among e-commerce services. 
There have been millions of auction listings tremendous number of products on auc-
tion sites such as eBay, Yahoo and uBid. These business activities have increased 
rapidly, leading to a retailing revolution – online consumer-to-consumer (C2C) auc-
tions [1]. Online auctions have played a role in many people's lives nowadays. There 
are a great number of sellers in the online marketplaces for shoppers to choose from. 
As for the nature of the Internet environment, bidders cannot inspect the real item as 
they can in traditional stores, which implies they may perceive differences between 
the imagined and the real product. As a result, auctioneers’ (i.e. websites) and sellers’ 
performance will affect buyer's satisfaction and loyalty. 

Haeberie [2] stated that one of the main reasons for the popularity of online auc-
tioning is of course the larger available market. Due to the rapid increase in ownership 
and access to computers and the Internet in the past few years, the online auctioning 
market has reached a global level which increases the popularity among people.      
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According to a survey on the use of broadband in Taiwan published by Taiwan 
Network Information Center (TWNIC), on January 3, 2009, the number Internet users 
in Taiwan reached 15.8 million with a coverage rate of about 68.94%. Moreover, the 
survey showed that some 14.2 million Internet users, or nearly 71 percent of the In-
ternet user population in Taiwan, were aged 12 or older. In Carat Media Weekly vol-
ume 461 “A Close Observation On The Status Quo Of On-Line Shopping”, it stated 
that the chart shows that for the education level of Internet users or Internet shoppers, 
most people have bachelor degree [3]. Also, it indicated that among the online shop-
pers who have purchased online, 60% of them had the education level of bachelor 
degree or higher degree. This is because for this highly educated group of people, 
Internet has become a necessity in their life and it is more convenient for them to 
consume online or do the online auction. 

This research also emphasizes the expectancy disconfirmation theory (EDT). It is 
considered as one of the most well-known theories in the marketing and information 
systems (IS) field, which has gained widespread acceptance in research seeking to 
explain and predict consumer satisfaction and repurchase intention [4]. This study 
applied EDT to explore that how e-service quality influences buyer’s loyalty, repur-
chase intention, and positive word of mouth in online auctions in Taiwan.  

2   Literature Review 

The online auction is unique in the business of e-commerce and has become one of 
the most successful business innovations on the web [5]. Although online auctions 
have been popular for some years, the nature of the online environment has implied 
that C2C transactions are more complex than online shopping. First, one of the most 
distinguishing features of C2C is that most online parties (i.e. bidders and sellers) 
usually remain anonymous and transactions are conducted where the relationship 
between both parties is of an impersonal nature [6] [7]. How to effectively manage 
those sellers and bidders is the essential issue of the auctioneers. Second, the online 
auction attracts millions of sellers and anyone can easily become a micro business. A 
variety of sellers have emerged to deal with the increasing risk associated with 
online transactions. For example, some of the sellers have traditional stores and are 
expanding their business through e-commerce; however, most of the others are indi-
viduals that participate in auctions for leisure. Thus, the sellers differ greatly in size 
and quality. 

With the popularity of online auctions, bidder behavior related issues have gener-
ated topics of great interest. Some previous studies have mostly focused on the  
auction platform mechanism [8] [9]. It is proposed that customer characteristics and 
website information content have a positive influence on people’s belief in website 
effectiveness [8]; this, in turn, influences the intention to bid. Some studies examined 
the relationship of price and bidding behavior [9]-[10]. Some other researchers are 
interested in understanding the decision process of bidders. It was discovered that the 
likelihood to bid in online auctions is influenced by access to the computer, ease of 
use, and involvement with the auction site [11]. Also, it was indicated that starting 
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price, total number of bids, auction duration, and seller's reputation influence the 
decision dynamics of bidders [12]. 

This study focused on analyzing the Internet auction characteristics, specifically e-
service quality and e-service recovery quality toward online auction affecting cus-
tomer loyalty and online repurchases intention. The origin of e-service quality as a 
concept can be traced to the service quality concept. Colier and Bienstock [13] de-
fined e-service quality as “customer's perceptions of the outcome of the service along 
with recovery perceptions if a problem should occur”. Several studies have attempted 
to describe the concept by defining the domain of e-service quality and thereby offer-
ing a measurement schema.  

However, as Hofacker et al .[14] observe, efforts at measuring e-service quality 
have at best led to a modest overlap of dimensions. E-services embody the need satis-
faction of traditional services, however by using a new technology. Hence, while 
components of the traditional service satisfaction models may still retain some mean-
ing, the technology element and the lack of personal contacts in the fulfillment of the 
service completely transform the customer experience in the context of e-services. 
Research in the context of technology readiness of consumers [15] and the interaction 
of consumers with technologically advanced products [16] have established the dif-
ferences in consumer perspectives while consuming products or services with a strong 
technology element.  

The importance of service quality as an antecedent of customer satisfaction and ul-
timately customer loyalty has been widely acknowledged [17] [18]. Electronic service 
quality has previously been defined as “the extent to which a website facilitates effi-
cient and effective shopping, purchasing, and delivery” [19]. This definition appears 
to be too specific to electronic retailing. In order to capture electronic services in a 
broader sense, electronic service quality should cover all the offered services and not 
exclusively transaction-specific elements. In the case of websites intended for infor-
mational, promotional or supporting purposes, e-service quality could be defined as 
“the consumer's evaluation of process and outcome quality of the interaction with a 
service provider's electronic channels.” 

Over the years, there has been an increase in research concerned with post adoption 
or “continued usage” [20]-[22] rather than the concept of “acceptance” (e.g. technol-
ogy acceptance model, TAM). One of the most significant results of continued usage 
research has focused on the repurchase or reuse intention or behavior in IT related 
usage. Therefore, to help gain a thorough understanding of the underlying phenom-
ena, the Expectancy Disconfirmation Theory (EDT) is presented for the evaluation of 
continuance usage.  

Repeating purchase intention represents the customer’s likelihood of repeatedly 
purchasing the products or the service in the future [23]. In e-commerce, repurchase 
behavior of satisfied consumers may be closely related to customer loyalty. Uncles et 
al. [24] argued that customer loyalty can be improved by considering buyer habits and 
reinforcement in a variety of situations. 

Word of mouth represents the customer’s willingness to recommend the product 
and service to other customers in the future [25] Zeithaml et al. [17] suggested that 
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the favorable assessment of service quality leads to favorable behavioral intentions 
such as positive WOM.  

3   Conceptual Framework  

This conceptual framework of this study explains the relationship between independ-
ent variables and dependent variable. Independent variables consist of e-service qual-
ity of the auctioneer and e-recovery service quality of the seller in online auction. For 
e-service quality of auctioneer, it is measured for efficiency, system availability, and 
privacy protection. For e-recovery service quality of the seller, it is measured for 
contact, fulfillment, and responsiveness. The mediators in this framework are com-
prised of disconfirmation, satisfaction, and attribution. Dependent variables are cus-
tomer loyalty, repurchase intension, and positive WOM. 
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4    Research Hypothesis 

Thirteen hypotheses were developed based on the research objectives and classified 
into five parts.  
Part 1: E-service Quality of the Auctioneer: The relationship of Efficiency, System 
Availability, and Privacy Protection toward Disconfirmation.  

H1o: There is no relationship between efficiency and disconfirmation. 
H2o: There is no relationship between system availability and disconfirmation. 
H3o: There is no relationship between privacy protection and disconfirmation. 

Part 2: E-recovery Service Quality of the Seller: The relationship of Contact, Fulfill-
ment, Responsiveness toward Disconfirmation. 

H4o: There is no relationship between contact and disconfirmation. 
H5o: There is no relationship between fulfillment and disconfirmation. 
H6o: There is no relationship between responsiveness and disconfirmation. 

Part 3: Disconfirmation: The Effect of Disconfirmation on Satisfaction and Attribu-
tion 

H7o: There is no correlation between disconfirmation and satisfaction. 
H8o: There is no correlation between disconfirmation and attribution. 
Part 4: Satisfaction: The Effect of Satisfaction on Customer Loyalty, Repurchase 
Intention, Positive WOM 

H9o: There is no association between satisfaction and customer loyalty. 
H10o: There is no association between satisfaction and repurchase intention. 
H11o: There is no association between satisfaction and positive WOM. 

Part 5: Attribution: The Effect of Attribution on Satisfaction and on Repurchase 
Intention 

H12o: There is no association between attribution and satisfaction. 
H13o: There is no association between attribution and repurchase intention. 

5    Research Methodology 

In this research, the type of research is considered as descriptive research. In addition, 
the researchers collect data by distributing questionnaire to respondents; therefore, 
survey is the research technique. First, the researcher uses “the stratified sampling 
method”, which is deemed as probability sampling. Then the research uses the “Con-
venience/Accidental Sampling,” defined as non-probability sampling. 

The analysis of results is based on the data collected from students studying in the 
national universities in Taipei City. Descriptive analysis and hypothesis testing are 
two statistical techniques which are used in this analysis as they are the best fit for 
providing optimal results that can meet the research problems and objectives. 

Two sorts of analytical tools have been applied to pave the foundation of the data 
analysis part in this research; 

1. Descriptive Analysis 
2. Pearson’s Product Moment Correlation Coefficient.  
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Table 1. Stratified Sampling Method by Using Proportion Technique 

Target population  

(National University Students) 

Number of 

students 

Proportion of 

sampling 

(percentage) 

Proportion of 

sampling 

(students) 

National Taiwan University 

(NTU) 

31,540 35% 140 

National Taiwan Normal 

University (NTNU) 

15,514 17% 68 

National Chengchi University 

(NCCU) 

15,377 17% 68 

Taipei National University of the 

Arts (TUNA) 

2,065 2% 8 

National Taipei University of 

Education (NTUE) 

4,215 5% 20 

National Yang-Ming University 

(NYMU) 

4,133 5% 20 

National Taiwan University of 

Science and Technology 

(NTUST) 

10,016 11% 44 

National Taipei University of 

Technology (NTUT) 

7,016 8% 32 

Total 89,876 

students 

100% 400 respondents 

  

Table 2. Summary of Hypothesis Testing 

Hypothesis Statistics Used Significant 

(Two-tailed) 

Value 

Result 

Hypothesis 1 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 2 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 3 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 4 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 5 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 6 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 7 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 8 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 9 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 10 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 11 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 12 Pearson Correlation Coefficient 0.000 Rejected Ho 

Hypothesis 13 Pearson Correlation Coefficient 0.000 Rejected Ho 
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5.1   Research Instruments / Questionnaire 

The questionnaire has two sections. The first sections is the prescreening question. 
The second section contains the research questions. After the data were collected, it 
was transformed and coded using the Statistical Package for the Social Sciences 
(SPSS). 

6   Results and Conclusion 

For the demographic factors of the research, the result can be implied as that if people 
want to sell something through online auction, 90% of them may consider to use Ya-
hoo!Kimo, which is the most widely used platform. Also, the result indicated that 
most of the people who use online auction to purchase goods are young female. Yet 
most of the respondents have used online bidding for quite many times, this prove that 
Internet and online shopping indeed have played an important role in Taiwanese uni-
versities students.  

As for the hypothesis testing part, from hypothesis one to six, this study confirms 
that efficiency, privacy protection, contact, fulfillment, and responsiveness have sta-
tistically significant influences on disconfirmation. The findings imply that efficiency 
and system availability of the auctioneer are the most important drivers of the buyer's 
disconfirmation. Moreover, from hypothesis seven, the findings show that buyers' 
disconfirmation is positively associated with their satisfaction, and their satisfaction is 
positively associated with loyalty intention. In other words, bidders will repurchase 
the goods at the online auction platform that they are satisfied with or through the 
online auction sellers that generate buyers’ satisfaction. 

7   Recommendations  

From the auctioneer's perspective, the findings emphasize the importance of the e-
service quality of auctioneer. While the previous literature has predominantly focused 
on e-service quality, this study aims to capture the most important aspects of the auc-
tioneer, particularly in efficiency and system availability. Auctioneer should improve 
the e-service quality to attract sellers to join this marketplace, and then have competi-
tive advantage from other auctioneers. For instance, they can put more emphasis on 
the privacy protection of the auction website to assure their customers will not suffer 
the risks of privacy invasion. 

Over the years, there has been tremendous growth of online auction activities, yet 
online trading is still facing problems. Such problems as missing contact information, 
inaccurate order delivery, and incomplete after-sales service may lead to a barrier 
between sellers and buyers. Reputation systems (i.e. rating score, feedback forum) list 
previous trading activities of sellers and buyers, which also illustrate that every deal-
ing performance could affect the buyer's decision. It is important to note that the 
online auction websites should create a fair and humane reputation system for the 
buyers to use after they bid. 

Next, the result also indicated that from the buyer's perspective, the strength of the 
relationship between satisfaction and positive word of mouth has been found to vary 
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significantly. How to create WOM and have a high retention rate becomes the most 
important issue in the online auction marketplace. Both auctioneers and sellers should 
especially put more efforts on e-service quality, which are strong enablers for generat-
ing future customer cash flows.  

Last, the role of attributions in affecting satisfaction and repurchase intentions in-
dicates that seller and auction websites need to pay special attention to policies and 
practices designed to ensure that customers would have positive purchase and cus-
tomer service experiences at the website.  

8   Limitations and Future Studies  

This study is aimed at providing a more practical view of online auction management; 
however, it still has some limitations. First, the research result can only represent the 
respondents’ ideas in the time period of May, 2009. Another limitation is that This 
research only discusses about the most important factors of the auctioneer and seller 
dimensions; other related constructs in those dimensions that may influence discon-
firmation should also be examined. Some moderator effect could be tested in the 
future study, such as the bidder's demographic profile, bidding experience, and prod-
uct involvement. Further, economic dimensions may add factors such as economy 
crisis, time and effort, and price premium. Finally, compensation and recovery service 
show that there is considerable benefit in forming post-purchase satisfaction..  

There have been claims that the reputation systems of auction sites such as e-bay 
have been errors and may not be relied upon. Some challenges still exist in reputation 
systems [26]. Further research is needed in this area, particularly concerning how to 
establish a reputation for behaving honestly. On the other hand, the future study can 
also be about how the reputation system affects the online bidding behavior or how it 
influence the buyers’ repurchase rate or loyalty.   
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