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Abstract. Visualized images have always been a preferred method of commu-
nication of information contained in complex data sets. However, information
contained in the image is not always efficiently communicated to others due to
personal differences in the way subjects interpret image content. One of the ap-
proaches to solving this issue is to determine high-saliency or eye-catching re-
gions/objects of the image and to share information about the regions of interest
(ROI) in the image among researchers. In the present paper, we propose a new
method by which an importance map for a visualized image can be constructed.
The image is first divided into segments based on a saliency map model, and eye
movement data is then acquired and mapped into the segments. The importance
score can be calculated by the PageRank algorithm for the network generated by
regarding the segments as nodes, and thus an importance map of the image can
be constructed. The usefulness of the proposed method is investigated through
several experiments.

1 Introduction

As complexity of raw data in computational simulations increases, visualization of the
data has played an important role in its analysis, and such visualized images have al-
ways been a preferred method of communication. On the other hand, interpretation of
these visualized images is becoming more difficult, due to the enormous amount of in-
formation contained in them. Therefore, clear interpretation of the images is required in
order to share useful information. However, information contained in the image is not
always efficiently communicated to others due to personal differences in the way sub-
jects interpret image content. Moreover, the need for collaborative evaluations, second
opinions, and third party evaluations makes the problem of conveying information to
others correctly even more difficult to solve.

Both formative and summative evaluations of the image are often required in order
to solve those issues. In these cases, determining how to estimate high saliency or eye-
catching regions/objects of the image is one of the most important problems.

A number of methods for conveying information to others and for determining high-
saliency regions have been proposed. One such method is to manifest regions of interest
(ROI) [1] and to show the ROI according to level of detail (LOD) [2]. In most cases,
particular objects or regions are extracted from the image based on the meaning of the
content, after which the LOD is designed. Although this is a powerful method, there are
two major problems with this approach.
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One is the difficulty involved in separating particular objects or regions from the
image. In order to separate these objects/regions from the image, the problem of figure-
ground separation has been solved [3], and methods to detect the critical points and
particular lines/regions have been developed [4][5]. However, it is not always easy to
detect the boundaries in an image, or to analyze the figure-ground relationship, and
figure-ground separation remains an unsolved problem. Despite this, methods of detect-
ing the critical points and particular lines have been established for images produced by
visualizing fields that have a mathematical structure.

The second problem is that if there is no definitive structure, then the ROI and LOD
depend strongly on personal interpretation, and the definition of an ROI or LOD be-
comes subjective. Therefore, it is difficult to assign a certain quantity of interest to a
particular region. This is related to the first. In general, it has been pointed out that
images have inherently recognizable areas. Considering the visual characteristics of the
human eye, most viewers naturally focus their eyes on regions that contain recognizable
areas. Therefore, such regions may be regarded as ROI candidates.

In order to detect such regions, we focused on the following two approaches. The
first is a model-based approach that consists of computational models that imitate visual
attention based on the human cognitive system. One of the most popular computational
models was introduced by Itti et al. [6]. They modeled high-saliency regions that attract
the human eye in a task-independent manner. Their model is an extension of the visual
attention model proposed by Koch et al. [7]. The model of Itti et al. is referred to herein
as the saliency map model. Using the saliency map model, eye-catching areas can be
extracted from a source image [8][9]. Furthermore, the validity of this model has been
confirmed by eye-tracking experiments [10][11] and in applications [12][13][14].

The second is an eye movement analysis. Although most eye movement data is mean-
ingless, as pointed out by Duchowski et al. [15], the overt response of the subject in vi-
sual attention processes, tacit interest, and personal skill or knowledge can be estimated
based on the fixation and the saccade [16][17][18].

These two approaches for detecting recognizable areas or ROI have been applied
to image processing. Maeder [19] reviewed methods for image quality assessment and
argued the usefulness of a perceptual modeling framework known as an image impor-
tance map. Although he considered the human cognitive system, his goal was to assess
the image quality effectively. Lee et al. [20] proposed methods for detecting manipu-
lated images. Their methods involve segmentation, classification, and common-sense
reasoning. An importance map constructed by mean-shift image segmentation [21] and
the visual attention algorithm of Itti et al. [6] is used in the processes of segmentation
and classification. In these studies, an importance map of an image played an important
role in processing the image.

In the present paper, a method for conveying quantitative information about both
subjective/ personal ROI favored by ordinary or skilled viewers and also an objective
view of ROI in a visualized image is considered. For this method, we use the saliency
map model and eye movement analysis to extract an ROI from an image and then assign
a quantitative index to the ROI. We refer to a distribution of such ROI as an Image
Importance Map (IIM). A method for constructing an IIM from the visualized image is
described below.
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2 Method

First, a source image and eye movement data for a visualized image are provided as the
input data. Second, the source image is segmented by the following three steps:

Step 1. A saliency map for the image is created according to the model proposed by
Itti et al. [6].

Step 2. Regions of high salience in the map are clustered.
Step 3. The image is segmented based on the clusters produced in Step 2.

Third, two types of Image Importance Map (IIM) are constructed. The IIM is con-
structed by assigning a quantitative index to the segments. The quantitative index for the
first IIM is calculated using the attention shift model of Itti et al. [6]. The index for the
second IIM is calculated by eye movement data using the PageRank algorithm [22]. Fi-
nally, two IIMs are integrated into one map using the Biased PageRank algorithm [23].
The details of this process are presented in the following sections.

2.1 Segmentation of the Source Image

In a task-dependent manner in particular, it may be considered that conveying infor-
mation related to subjective/objective ROI in the image to others is based on important
objects. In order to identify the objects in an image, an image segmentation method
for objects that have discernable or presumed contours has been used [24]. Therefore,
object-based segmentation is used in the importance map of Lee et al. [20].

However, considering the visual characteristics of the human eye, it is assumed that
both ordinary and skilled viewers naturally train their eyes on regions that contain rec-
ognizable areas, even while working to complete a task. Such regions or areas do not
always have clearly identified boundaries.

Accordingly, we propose a new image segmentation method based on the saliency
map model.

Creating saliency map. First, the image is decomposed into three feature channels:
intensity, color (red/green and blue/yellow), and orientation (0◦, 45◦, 90◦, 135◦). The
orientation channel is then calculated using the Gabor filter and nine spatial scales are
created from these three channels using Gaussian pyramids.

Second, differences between the fine and coarse scales in each channel are calculated
based on a center-surround operation that imitates the human visual system.

Third, for each channel, three conspicuity maps that highlight the parts that differ
noticeably from their surroundings are created using across-scale combinations. Finally,
a saliency map is created as a linear combination of the three conspicuity maps. The
saliency map is composed of lmax×mmax cells. Let (l,m) be the coordinates of a cell
in the map. The saliency at (l,m) is denoted by s(l,m). In our implementation, the scale
of the saliency map is 1/16 the size of the source image (one cell on the saliency map
corresponds to a 16 × 16 pixel region in the source image). Figure 1 shows the source
image (left figure) and the saliency map (right figure). White and black areas indicate
high- and low-saliency regions, respectively.
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Fig. 1. Source image (left) and its saliency map (right)

Fig. 2. Saliency Cluster Map. Left and right figures show the core-clusters and all of the other
clusters, respectively.

Clustering of the saliency map. Regions of high salience in the map are clustered.
The proposed procedure consists of the two steps. The pseudocode for the first step is
shown in Table 1, where imax and jmax denote the width and height, respectively, of
the source image. A cluster is identified by index K. The index of the cluster at (l,m)
is stored in c(l,m). Let cK be a set of cells in cluster K. The centroid of cluster K
is (xK ,yK), which is computed as (xK ,yK) = 1

NK
(∑(l,m)∈cK

l,∑(l,m)∈cK
m), where NK is

the number of cells in cluster K. The distance between a cell c(l,m) and cluster K is
calculated as

√
(l− xK)2 +(m− yK)2. NearestCluster(l,m) is the function that returns

the index of the cluster that has the shortest distance between (l,m) and (xk,yk) in eight



Generation of an Importance Map for Visualized Images 139

Table 1. Pseudocode for the first step

set 0 to c(l,m)
K ← 0
for l = 0 to [(imax−1)/16] {

for m = 0 to [( jmax−1)/16] {
if s(l,m) ≥ δ and c(l,m) = 0 {

if at least one of the eight neighbors of (l,m)
belongs to any cluster {

K ← K +1
c(l,m) = K
(xK ,yK) = (l,m)

}
else {

k = NearestCluster(l,m)
c(l,m) = k
update (xk,yk)

}
}
if s(l,m) < δ { c(l,m) = 0 }

neighbors of (l,m). The threshold value δ is given by the user. We refer to the cluster
obtained in the first step as the core-cluster.

In the second step, the cells for which s(l,m) < δ are assigned to one of the clusters
which are closed to the cells. All of the cells on the saliency map belong to the clusters
after this clustering.

In this way, all of the cells are eventually assigned to the appropriate cluster. These
clusters are referred to collectively as the Saliency Cluster Map (SCM). The SCM for
Figure 1 is shown in Figure 2. The core-clusters are shown in the left-hand image, and
the right-hand image shows all of the other clusters.

Segmentation using the saliency cluster map. The SCM is applied to the image seg-
mentation in a straightforward manner. A segment consists of the pixel regions that
correspond to cells belonging to the same cluster. Note that the segment is composed
of two types of pixels. One type exists in the core-cluster. We refer to the region of a
segment composed of these pixels as the core-segment. The other type exists outside
the core-cluster. Let the index of a segment be k. The core-segment is then denoted as
Rk, and the region outside the core-segment is denoted as R′k. An example of image
segmentation of a source image is shown in Figure 3.

2.2 First Image Importance Map

Our approach is based on the Focus Of Attention (FOA) and FOA shift proposed by Itti
et al. algorithm [6].

We define a set R as a collection of all segments, where the total number of elements
of R is M. Let the saliency of segment be sk(k = 1, ...,M). The saliency sk is set as the
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Fig. 3. Example of image segmentation Fig. 4. First Image Importance Map

highest saliency in the cells corresponding to the core-segment Rk. Let (xk,yk) be the
centroid of segment k, which is defined as the centroid of the cluster corresponding to
segment k. In addition, the preferential saliency is denoted as s′k.

A set F that consists of a sorted FOA is obtained as follows:

Step 1. Let F be an empty set /0. Also, let s′k = sk(k = 1, ...,M)
Step 2. Find the segment that has the highest preferential saliency in R\F, and set the

index of the segment to i
Step 3. Add i to set F
Step 4. Compute s′k as follows:

if
√

(xi− xk)2 +(yi− yk)2 ≤ β {
s′k = sk + α
}
else {
s′k = sk

}
Step 5. Repeat Step 2 through 4

where α and β are the parameters of the proximate preference. α and β indicates the
strength and range of the proximate preference respectively. We use α = 50 and β = 100
(pixels) in this paper.

We use the set F for the quantitative index assigned to the segment. First, Rk and R′k
are redefined. The value of index k indicates the k-th element of F , i.e., the order of
the FOA. Next, the importance of the segment is defined. Let i1k be the importance of
segment k.

i1k =
1

k ·∑M
k=1

1
k

. (1)

The distribution of the segments that have this importance is referred to as the first
Image Importance Map (first IIM). An example of a first IIM is shown in Figure 4. In



Generation of an Importance Map for Visualized Images 141

Fig. 5. Scheme of encoding the eye movement
dataset

Fig. 6. Second Image Importance Map

this figure, the blue circles are the centroids of the segments, and the numerical values
indicate the importance of the segments. In addition, the green filled circle denote R1,
and the red lines denote the FOA shift.

2.3 Second Image Importance Map

In the first IIM, top-down (task-dependent manner) factors are not considered. Previous
researches have improved this model by adding top-down factors such as eye movement
data [25] and a stochastic factor [26]. As in those studies, in the present study, the top-
down factors are considered in the construction of the IIM. In our method, we use
the same image segmentation of the first IIM and an IIM with a top-down factor is
constructed as follows.

First, we obtain eye movement data from the subjects using a head mounted eye-
tracking system. Let an = (xn,yn,tn) be the n-th eye movement data. The data an is
composed of (xn,yn) (the coordinates in the image) and tn (the recorded time). An eye
movement dataset for person j is denoted by A j = (a1,a2, ...,aN), and N is the total
number of eye movement data.

Second, the eye movement dataset A j is mapped into the segmented source image
and encoded using the identifier of the segment that contains the eye position. The
scheme for encoding the eye movement dataset is shown in Figure 5.

Third, a network for the eye movements is generated by regarding the segments
as nodes. We denote a node as vi. The number of nodes is the same as the number of
segments (M). The node corresponds to the centroid of the segment that contains the eye
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position. For simplicity, in the present paper, we do not discriminate between the core-
segment and the region outside the core-segment. A link (an arc) is generated by the
eye movement. The encoded eye movement dataset A j is transformed into a network.

In this way, one network is generated from one eye movement dataset. This network
is represented by a weighted adjacency matrix A in which the weight is given by the
number of links.

The score of importance is obtained by the PageRank algorithm [22]. First, the matrix
A is converted to a transition probability matrix T. For example, in the case of the eye
movement dataset R2R4R1R1R1R2R4R3, the matrix T is obtained by

T =

⎛

⎜⎜
⎝

v1 v2 v3 v4

v1 2/3 1/3 0 0
v2 0 0 0 1
v3 0 0 0 0
v4 1/2 0 1/2 0

⎞

⎟⎟
⎠. (2)

Second, the PageRank of each node is calculated by the following iterative process:

pν+1 = Ttpν , (3)

where p= (i21, ..., i
2
i , ..., i

2
M), i2i represents the PageRank of the vi, and ν is the iterative

number.
The importance of the segment k is i2k . The distribution of the segments that have this

importance is designated as the second Image Importance Map (second IIM). An exam-
ple of a second IIM is shown in Figure 6. In this figure, the blue circles are the centroids
of the segments, and the numerical values indicate the importance of the segments. In
addition, the orange arrows indicate the links of the network.

2.4 Integration of Image Importance Maps

A second IIM is obtained for each eye movement dataset. In order to integrate the sec-
ond IIMs, the weighted adjacency matrix A is composed of the eye movement datasets
that we attempt to integrate.

For the case in which the first IIM and the second IIM are integrated, we use the
biased PageRank algorithm [23]. First, a vector i that denotes the importance of the
segment in the first IIM is calculated. Second, the weighted adjacency matrix A is ob-
tained and converted to the transition probability matrix T.

The first IIM and the second IIM are integrated by the following iterative process:

pν+1 = ωTtpν +(1−ω)i, (4)

where p= (is1, ..., i
s
i , ..., i

s
M), isi represents the integrated importance of segment i, and ω

(0≤ ω ≤ 1) is the user parameter. In the present paper, we use ω = 0.5.

3 Construction of the Image Importance Maps

First, an image produced by the visualization of instantaneous streamlines in a flow past
a spheroid was used for the experiment. The source image and the first IIM are shown
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in the left part of Figure 1 and in Figure 4, respectively. Three subjects participated in
the experiment. One (subject A) was an expert in fluid dynamics, whereas the others
(subjects B and C) were novices. The second Image Importance Maps (IIMs) and the
integrated IIMs are shown in Figure 7 and Figure 8, respectively.

Fig. 7. Three subjests’ second IIMs of the first source image

Fig. 8. Three subjests’ integrated IIMs of the first source image

Fig. 9. A source image for the second experiment (left), the corresponding segments of the image
(center) and the first IIM (right)
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Fig. 10. Three subjests’ second IIMs of the second source image

Fig. 11. Three subjests’ integrated IIMs of the second source image

Second, a visualized image produced by a tuft visualization for a flow around a
trianguler cylinder is used. A source image, the corresponding segments of the image
and the first IIM are demonstrated in Figure 9. Figure 10 and Figure 11 shows the
second IIMs and integrated IIMs, respectively.

As shown in Figures 7 and 10, all the regions where the expert (subject A) gazed
are not always eye-catching for subjects B and C. This means that some important
information is lost despite the fact that raw data is visualized and transformed into a
recognizable form.

The region which has the highest saliency in the right lower part of the first IIM
shown in Figure 9 is remarkable. After the experiment, it was confirmed through inter-
views with the expert that this region is important to prediction of the far wake region.
Actually, the expert (subject A) had focused on the region, and the subject A’s score is
striking in the integrated IIMs presented in Figure 11. It can be said that the region is
inherently recognizable and includes the expert’s preference. On the other hand, sub-
jects B and C did not gaze at the region as shown in Figure 10. This also means that
some important information will be lost.

From the standpoint of visual communication, it may be considered that the experts’
ways of viewing are deliberate and inappropriate since their viewing behaviors are
not always correct and are sometimes unnatural. In order to avoid premature judge-
ment, it is important to know the average and personal preferences of the viewers. The
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integrated IIMs shown in Figures 8 and 11 are considered to give an immediate indi-
cation of the average and personal preferences of the viewers since they are created by
combining the importance values of the first and second IIMs. The region that has a
higher importance value on the integrated IIM is inherently recognizable; it is the focus
of the viewer’s gaze, whereas regions that have lower importance are not eye-catching,
and so are not gazed at by the viewer. The differences in the evaluations of the subjects
can be expressed by the quantitative values. Thus, the integrated IIM provides a more
accurate indication of the important regions of the image.

4 Conclusion

We have presented a new method by which an importance map of a visualized image
can be constructed. We used a saliency map model for image segmentation and quanti-
tative importance values for the importance maps were obtained based on the attention
shift model of the saliency map model and eye movement data. The usefulness of the
proposed method was investigated through eye-tracking experiments.

Our method enables researchers to share information about ROIs with quantitative
values of importance and indications of differences among individuals. Therefore, this
method will help to enhance the interpretability and recognizability of visualized im-
ages subsequent to their generation, and can be used in such applications as visual
communication for education purposes.

Several extensions can be developed to improve the proposed method. For a more
detailed treatment of the eye movement dataset, the regions outside the core-segments
can be subdivided into a number of segments in an appropriate manner. In addition,
although the saliency map model of Itti et al. is effective for use with the proposed
method, other saliency map models that simulate human visual attention may be used
as alternatives. Finally, object-based image segmentation may be combined with the
proposed method in order to consider eye movement in detail and in a task-dependent
manner.
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