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Abstract. As archives contain documents that span over a long period
of time, the language used to create these documents and the language
used for querying the archive can differ. This difference is due to evo-
lution in both terminology and semantics and will cause a significant
number of relevant documents being omitted. A static solution is to use
query expansion based on explicit knowledge banks such as thesauri or
ontologies. However as we are able to archive resources with more varied
terminology, it will be infeasible to use only explicit knowledge for this
purpose. There exist only few or no thesauri covering very domain spe-
cific terminologies or slang as used in blogs etc. In this Ph.D. thesis we
focus on automatically detecting terminology evolution in a completely
unsupervised manner as described in this technical paper.

1 Introduction

Finding relevant information in documents or resources that are older than one’s
lifespan is difficult if one has no prior knowledge about the language of that time.
As language evolves, past language is forgotten and new terminology is adapted
reflecting on written text produced. As such texts are stored in archives; the
evolving language becomes present in the archive. When an archive user with-
out prior knowledge about these changes queries the archive, the results will be
limited to the user’s terminology. This leads to a semantic gap between the ter-
minology used when querying and the terminology used for creating documents
that are stored in the archive. While we previously could visit a library and ask
for expert advice from a librarian, the Web era now provides us with more chal-
lenges. Firstly the amount of information on the Web vastly succeeds the amount
of information found in any one library; secondly new domains are established
and changing at a faster rate. There are no longer any domain experts to help
us query the knowledge banks, which results in an increasing need of automatic
ways to find terminology evolution. As an example of terminology evolution in
an archive, let us take the Russian city of St. Petersburg. In 1703 it was named
St. Pieter Burh and shortly after it was renamed to St. Petersburg. It kept the
name until 1914 when it changed to Petrograd and then in 1921, to Leningrad.
The name stayed Leningrad until 1991 when it changed back to St. Petersburg.
When having no prior knowledge of these changes, a query of the current name
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”St. Petersburg” in The Times1 spanning from 1785 to 1985 returns less than
80% of the relevant documents. This goes to show that terminology evolution
does affect the result space of search in long term archives. Another type of
terminology change is represented by the term ”rock” which added the mean-
ing ”music” to its previous ”stone”. Language can also change due to political
correctness; ”fireman” is now more often referred to as ”fire fighter” due to an
increasing amount of women in the profession. For a classification see [17].

The main contribution of this Ph.D. thesis is to overcome these difficulties by
(1) proposing a model for describing terminology evolution. Furthermore we will
(2) propose a completely automatic method for detecting terminology evolution
which can be divided into (a) finding evolution of word senses and (b) from this
deriving at evolution of terms. We will also (3) develop methods for evaluating
the outcome. Task (1) is expeded to finsih in 2009, task (2) in 2011. The final
deadline for this thesis is 2012.

2 Related Work

The act of automatically detecting terminology evolution given a corpus can be
divided into two subtasks. The first one is to automatically determine, from a
large digital corpus, the senses of terms. This task is generally referred to as Word
Sense Discrimination. The second task is to automatically detect evolution. To
our knowledge little previous work has been done directly in this topic and thus
we mostly investigate state of the art in related fields.

2.1 Word Sense Discrimination

In this thesis we review Word Sense Discrimination (WSD) techniques, which
is the formal term for techniques used to find word senses given a collection
of texts. These techniques can be divided into two major groups, supervised
and unsupervised. Due to the vast amounts of data found on the Web and
in Web Archives, we will be focusing on unsupervised techniques. Most WSD
techniques are based upon clustering which can be divided into hard and soft
clustering algorithms. In hard clustering an element can only appear in one
cluster, while soft clustering allows each element to appear in several. Due to
the polysemous property of words, soft clustering is most appropriate for Word
Sense Discrimination.

In Schütze [15] it is said that the basic idea of WSD is to induce senses from
contextual similarities. Using the Buckshot algorithm Schütze clusters second
order co-occurrence vectors from a training set into coherent clusters represent-
ing word senses. The centroids of each cluster are used to label ambiguous words
from the test set. An alternative approach is proposed in [7] where a word simi-
larity measure based on [6] is presented. By evaluating an automatically created
thesaurus using this similarity measure, it is shown that the measure is appro-
priate for word senses. Based on this a clustering algorithm called Clustering
1 http://archive.timesonline.co.uk/tol/archive/
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By Committee (CBC) is presented in [14]. It aims to form as many committees
as possible under the condition that the newly formed committee is not similar
to an existing committee. The paper also proposes a method for evaluating the
output of a WSD algorithm to WordNet [10], which has since been widely used
[2,3,5]. CBC is shown to outperform other known algorithms such as Buckshot
and K-means, in both recall and precision. A third category of WSD techniques
is presented in [4]. Here a network of co-occurring words is built from the collec-
tion. A clustering is made based on the clustering coefficient of each node, also
referred to as curvature. A more thorough investigation of the curvature mea-
sure and the curvature clustering algorithm is made in [3]. An evaluation of the
curvature algorithm is made on the BNC corpus using the methods proposed in
[14]. A higher precision than the one reported for CBC is found and it is noted
that the high performance of curvature comes at the expense of low coverage.

2.2 Detecting Evolution

Analysis of communities and their temporal evolution in dynamic networks has
been a well studied field in recent years. A community can be modeled as a
graph where each node represents an individual and each edge represent in-
teraction among individuals. When it comes to detecting evolution, the more
traditional approach has been to first detect community structure for each time
slice and then compare these to determine correspondence [8]. These methods
can be argued to introduce dramatic evolutions in short periods of time and can
hence be less appropriate to noisy data. Representing the traditional approach
a framework called Monic [16] is proposed for modeling and tracking cluster
evolutions. The disadvantages of the method are that the algorithm assumes a
hard clustering and that each cluster is considered a set of elements without
respect to the links between the elements of the cluster. In a network of lexi-
cal co-occurrences this can be valuable since the connections between terms give
useful information to the sense being presented. In [12] a way to detect evolution
is presented which also takes in to the account the edge structure among cluster
members.

In contrast to the traditional approach [8] proposes a framework calledFacetNet.
FacetNet discovers community structure at a given time step t which is deter-
mined both by the observed data at t and by the historic community pattern.
FacetNet is unlikely to discover community structure that introduces dramatic
evolutions in a very short time period. Depending on the characteristics of the
word graph derived from our collection it might be a suitable approach to filter
out noise. An alternative method of finding evolutions in networks can be in-
spired by [11]. Here a method for object identification with temporal dimension
is presented. In our setting we could consider each cluster found in a snapshot
as one observation of an object. We can then cluster observations from different
snapshots in order to determine which senses are likely to belong to the same
object and be evolutions of one another. An observation outside of a cluster
can be considered similar to the sense represented by the cluster, but not as an
evolved version of that sense.
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A method for describing and tracking evolutions can be found in the related
field of Temporal Text Mining. In [9] themes are found and tracked over time. A
theme evolution graph is defined that seems particularly suitable for describing
terminology evolution and is similar to what is proposed in [17]. To our knowl-
edge only one previous work has been published in the area of Terminology
evolution [1]. Here an orthogonal approach to ours is presented, where the aim
is to find good query reformulations to concurrent language using language from
the past. A term from a query can be reformulated with a similar term if the
terms in the resulting query are also coherent and popular. Terms are considered
similar if they co-occur with similar terms from their respective collections.

3 Problem Statement

In order to describe terminology evolution, we need a model. In [17] I developed
an overall model which describes terminology evolution independently of what
methods are used for solving each sub task.

3.1 Terminology Evolution Model

To represent the relation between terms and their meanings we introduce the
notion of concept and represent meanings as connections between term and
concept nodes in a graph. A concept represent a sense and can be seen as a
synset used in WordNet [10]. To be able to describe terms and their meanings
we define a term concept graph (TCG). In a TCG each term is associated with
its concepts (word senses) found from a collection. The graph carries a sense of
time by annotating each edge with the time stamp inherited from the collection.

φ : W × T → (W × P(C × P(T ))) (1)

(w, t) �→ (w, {(c1, {t}), . . . , (cn, {t})})
where w ∈ W , t ∈ T and for all i = 1 . . . n: ci ∈ C. Here P denotes a power set,
i.e. the set of all subsets, W the universe of terms, C the universe of all clusters
and T are time stamps. Although φ generates only one timestamp for each term-
concept relation, we introduce the power set already here to simplify the next
steps. We call the set of all TCGs derived from a collection for a terminology
snapshot. Once several terminology snapshots have been constructed, these will
need to be compared in order to find terminology evolution. This comparison is
made by merging two TCGs and outputting a new TCG. The newly constructed
TCG carries the gathered information of the merged TCGs by allowing for sev-
eral time annotations on each edge. To shorten the notation we define τ as a
set of time stamps ti, i.e. τ ∈ P(T ) and a term concept relation can be written
as a pair (ci, τi). The main difficulty in the merging step comes from decisions
concerning two similar clusters, see Fig. 1. When two clusters are different as in
the case with c2 and c4 the merging is trivial. In the merged TCG the term w
is associated with both c2 and c4 and the time annotations stay the same as in
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Fig. 1. Merging TCGs from t1 and t2 into one TCG containing all information about
w until time t2

the original TCGs. With c1 and c3, a decision must be made whether the differ-
ences come from the underlying collection or if c1 evolved into c3. The function
representing the merging step can more formally be described by the following:

ψ : (W × P(C × τ)) × (W × P(C × τ)) → (W × P(C × τ)) (2)

((w, {(c1, {t}), . . . , (ci, {t})}), (w, {(cj , τj), . . . , (cm, τm)}))
�→ (w, {(c′1, τ ′1), . . . , (c′n, τ ′n)})

where ci, c′j ∈ C, t ∈ T and τi, τ ′j ∈ τ for all i, j. It should be clear that the set of
concepts c′i in the resulting graph of ψ does not necessarily have to be a subset
of the concepts {c1, . . . cm} from the input graphs, e.g. in Fig. 1, the concepts
c1 and c3 could be merged (by union, etc.) and considered as a new concept. ψ
can be iteratively applied to a TCG from time tN and the TCG containing all
knowledge about a term up to time tN−1.

A TCG cannot directly be used for determining evolutions between terms and
therefore we need a method for associating a concept with the relevant terms. For
a given concept c, the function θ : C → P(W × τ) returns the set of terms used
to express c, together with time stamp sets which denote when the respective
terms were in use.

3.2 Research Hypothesis

In our terminology evolution model, we assume that there are some ’true’ func-
tions φ, ψ and θ that correctly and exhaustively models language from the under-
lying collections. Because these functions are unknown, automatically detecting
terminology evolution becomes finding approximations for φ, ψ and θ.

4 Proposed Approach

The techniques which will be developed in this thesis for detecting terminology
evolution will be divided into two main parts. The first will mainly concentrate
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on finding word senses from a collection in an unsupervised manner, i.e. per-
form WSD including preprocessing data, terminology extraction and creation of
terminology snapshots. The second task is to detect evolution in an automatic
fashion and can be described as merging terminology snapshots to first find evo-
lution of clusters and from this derive evolution of terms. For this thesis we will
mainly focus on the second task and apply existing technologies for the first task
to create input for task two.

4.1 Word Sense Discrimination

In this thesis we have chosen to include Terminology extraction as a subtask of
WSD because it very much affects the results of the sense discrimination. We
consider nouns as terms and once the relevant terms have been identified in a col-
lection, a relational matrix is constructed. We have chosen the method presented
in [3] which is a graph theoretical approach. Each node is a noun and there ex-
ists an edge between two nodes if they are separated by ’and’, ’or’ or commas in
the collection. Following [3] we cluster the matrix using the curvature clustering
algorithm with different clustering coefficients. These clusters are used to create
TCGs. One issue to be tackled is to determine which terms from a concept that
are associated with the concept, i.e. finding θ. Some terms are supporting terms
for the concept while other terms are more important. In the case of fireman, the
term ”hose” might not be directly related to the concept and hence this member
of the concept should not be pointing to the concept. Applying the clustering
algorithm iteratively and as the clustering becomes stricter, monitoring which
cluster members stay the same, can give us clues on which terms are more or
less relevant for the cluster.

4.2 Tracking Evolution

Using the graph model to find concepts in the previous step has the advantage
of clustering nodes with links. This means we can consider a concept to be more
than a set of terms because we know how they relate to each other. Since two
similar clusters can represent different senses if the nodes are linked differently,
the links can aid the comparison. For tracking clusters we plan on using the ap-
proach presented in [12], which considers also link information between nodes.
One interesting aspect is to see if clusters or communities representing word
senses behave similarly to communities of co-authorships or telecommunication
graphs. In [12] it is found that small communities should be stable in order to
survive while larger communities need to be dynamic.

The main difference between tracking cluster evolution and tracking termi-
nology evolution is the notion of members or nodes. Members are traditionally
considered fixed; an author is always the same author even when its membership
in clusters changes over time. When tracking concepts, it is not only word senses
that change over time, but also the members themselves. E.g. the term ”pretty”
meant ”cunning” and ”crafty” and now means ”attractive” and ”good looking”.
To tackle this problem existing models need to be extended and adapted to our
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purposes. Another large issue arises once we have found the evolution of con-
cepts, i.e. we are able to track clusters over time. As discussed above, not all
terms in a cluster are relevant to the cluster and hence we need to determine
which terms from the concepts that can be considered evolutions of the tar-
get term in a TCG. One possible solution could be to introduce probabilities
associated with cluster evolutions as well as between terms themselves. Then
the probability for the target term in a TCG to evolve to a candidate term
can be modeled using the cluster evolution probability as well as the internal
’importance’ of a node to a cluster using a network flow graph.

5 Evaluation Methods

To evaluate the first step of the model, we evaluate the output of the word
sense discrimination. We evaluate the clusters outputted by the curvature clus-
tering against WordNet using techniques presented in [14] with tools from Word-
Net::Similarity2 package. To our knowledge no evaluation methods for the second
step, i.e. automatic terminology evolution detection, have previously been pub-
lished. Hence there are no reference datasets or measures to use. We plan on
doing an evaluation on The Times corpus by manually choosing some examples
of terms where there is evidence of evolution as well as terms without evolution
in the archive. For each term we will verify if our terminology evolution algo-
rithm can detect evolution in a way corresponding to the manual assessment.
Success will be measured in the number of correctly assessed cases.

6 Results

Preliminary experiments are run on roughly 10% of The Times Archive, using
4 years of data every 50 years. For each collection we extract nouns, lemmatize
them and build a graph as described in Sec. 4.1. An edge is kept if the corre-
sponding nodes co-occure more than twice in the collection. We use a clustering
coefficient of 0.5 which gives relatively stable senses [3,4,13]. We also use coeffi-
cient 0.3 hoping to get a broader coverage but also senses that are less stable and
hence have higher probability of evolution. We can already see some interesting
trends. Firstly the number of clusters corresponds well to the number of nodes
(distinct nouns) found in the co-occurrence graph as seen in Fig. 2(a).

Secondly the graphs created for these years, all have high precision when
evaluated using the approach from [14] with similarity threshold 0.25 [3,14]. In
Fig. 2(b) we see a distinction between years 1785 − 1836 and 1885 − 1985. The
higher precision in the early period is shown to be statistically significant with
95% confidence. The dip in this curve can partially be explained by the sizes of
the collection. The same filtering is used regardless of the size of the collection.
Instead filtering should be adjusted based on the collection size. e.g. for 1935, if
2 A description of this package can be found on http://www.d.umn.edu/ tpederse/

similarity.html
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Fig. 2. Initial experiments using 10% of The Times Archive, where cc is the clustering
coefficient used

an edge is kept with a frequency above 6, the precision of the clusters increases
to 0.95 and 0.96 for cc = 0.3 and 0.5 respectively. The distinction between early
and later years is shown for the number of distinct nodes in the graphs and the
number of clusters using both coefficients. It is also the case that during this
period we find a higher amount of WordNet terms among all extracted terms
than in the latter period, also this with a 95% confidence level. This is interesting
because the behavior cannot be seen in the proportion of nouns extracted from
all terms from the collections.

7 Discussion

One of the larger difficulties in detecting terminology evolution is determining
if two similar clusters should be considered the same or evolutions from each
other. The main difficulty lies in that we are only making approximations of
word senses and these rely very much on the underlying collection. Assume we
have 100 documents describing the term ”rock”, some describing the ”music”
sense of rock while others describing the ”stone” sense. Applying WSD tech-
niques on several random partitioning into batches of 50 documents would yield
in different results for each partitioning. If a human expert assessed two clus-
ters on the same sense from two different partitioning, it would be a fairly easy
decision, even with some missing terms in one cluster. While for automatic de-
tection of terminology evolution, this is a more difficult decision to make. When
are the differences between two clusters dependent on the underlying collection,
and when has there been evolution?

Another issue arises when using the TCG to find and describe evolution. De-
scribing terminology evolution like in the case with ”rock” is straight forward
given the TCG model. A concept representing the new sense of the term is
added and the appropriate timestamp is given to the edge between the concept
and the term. The ”St. Petersburg” example on the other hand is more com-
plicated. It must first be determined that the concept nodes associated to the
terms ”Leningrad”, ”Petrograd” and ”St. Petersburg” are in fact the same and
from this arrive at the fact that ”Leningrad” and ”Petrograd” can be used to
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expand the query ”St. Petersburg”. The methodology for this could invite many
’false positive’.”Sean Penn” and ”Guy Ritchie” are both terms that would be
associated with the concept node representing ”Madonna”, both being husbands
of her in different periods of time. If the model can identify the ”Madonna” node
as representing the same concept for both these terms, then we could draw the
conclusion that ”Sean Penn” can be expanded with ”Guy Ritchie” in the same
way as with the ”St. Petersburg” example.

8 Conclusions and Future Work

As discussed above, my Ph.D. thesis aims at finding ways to automatically detect
terminology evolution. We have identified the first step in this process to be
automatic detection of word senses from a collection. The second step is to
discover evolution of these senses and from this dervie at evolution of terms.
So far the initial experiments have shown that the performance of the WSD
algorithm chosen, is stable over time. The word senses found by the algorithm
map well to synsets from WordNet and with a low clustering coefficient, we
are able to get a higher coverage of the collection. We will conduct large scale
experiments on The Times collection to get a more comprehensive overwiev.
The next step for this thesis will be to determine which terms are relevant to the
concepts in order to create TCGs. When this first task has been solved we will
continue with tracking evolution of clusters representing word senses. Here we
will take into account the linkage information between the nodes in the clusters
in order to better map senses from different periods in time. We plan on adapting
current algorithms for tracking clusters to better fit the terminology evolution
scenario as discussed above. We will conduct experiments to monitor the life
span of clusters to see if the same properties hold for word senses as for network
clusters. The last step of the process will be to dervie evolution of terms from
the word sense evolutions found in the previous step. The technologies used are
very much dependent on the outcome of, as well as technologies used in, the
previous steps. One possibility is to consider cluster evolution probabilities, as
well as term importance in a cluster, to calculate flows using a graph flow model
and from these flows derive at terminology evolution.
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