
Chapter 5
Finite Element and Finite Volume Methods

In this chapter we consider finite element and finite volume discretisations of

Lu := −εu′′ − bu′ + cu = f in (0, 1), u(0) = u(1) = 0, (5.1)

with b ≥ β > 0. Its associated variational formulation is: Find u ∈ H1
0 (0, 1) such

that

a(u, v) = f(v) for all v ∈ H1
0 (0, 1), (5.2)

where

a(u, v) := ε (u′, v′) − (bu′, v) + (cu, v)

and

f(v) := (f, v) :=
∫ 1

0

(
fv
)
(x)dx. (5.3)

Throughout assume that

c + b′/2 ≥ γ > 0. (5.4)

This condition guaranties the coercivity of the bilinear form in (5.2):

|||v|||2ε := ε ‖v′‖2
0 + γ ‖v‖2

0 ≤ a(v, v) for all v ∈ H1
0 (0, 1).

This is verified using standard arguments, see e.g. [141]. If b ≥ β > 0 then (5.4) can
always be ensured by a transformation ū(x) = u(x)eδx with δ chosen appropriately.
We assume this transformation has been carried out.

We start our investigations with interpolation-error estimates and a Galerkin
discretisations of (5.1)—including aspects of convergence, superconvergence, and
postprocessing of the derivatives. Then stabilised finite element methods are con-
sidered. We finish with an upwinded finite volume method.
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152 5 Finite Element and Finite Volume Methods

5.1 The Interpolation Error

In this section we study the error in linear interpolation. The argument follows [84].
Let ω̄ be an arbitrary mesh. Let wI denote the piecewise-linear function that inter-
polates to w at the nodes of ω̄.

In this section let us assume the function ψ ∈ C2[0, 1] admits the derivative
bounds

|ψ′′(x)| ≤ C
{

1 + ε−2e−βx/ε
}

. (5.5)

For example, the solution u of the boundary-value problem (5.1) belongs to this
class of functions, see Sect. 3.4.1.2.

Proposition 5.1. Suppose ψ satisfies (5.5). Then

∥
∥ψ − ψI

∥
∥
∞,Ii

≤ C

[∫

Ii

{
1 + ε−1e−βx/2ε

}
dx

]2

for any mesh interval Ii = [xi−1, xi].

Proof. For the interpolation error on Ii we have the representation

(
ψI − ψ

)
(x) =

1
hi

∫

Ii

∫ x

xi−1

∫ s

ξ

ψ′′(t)dtdξds.

The right-hand side can be estimated to give

∣
∣(ψI − ψ

)
(x)

∣
∣ ≤

∫

Ii

(ξ − xi−1) |ψ′′(ξ)| dξ.

Using Lemma 4.16 and (5.5) to bound the right-hand side, we are finished. ��
Theorem 5.2. Suppose ψ satisfies (5.5). Then

∥
∥ψI − ψ

∥
∥

0
≤
∥
∥ψI − ψ

∥
∥
∞ ≤ C

(
ϑ

[2]
cd (ω̄)

)2

and

∣
∣
∣
∣
∣
∣ψI − ψ

∣
∣
∣
∣
∣
∣
ε
≤ Cϑ

[2]
cd (ω̄).

Remark 5.3. The quantity

ϑ
[p]
cd (ω̄) := max

k=0,...,N−1

∫

Ik

(
1 + ε−1e−βs/pε

)
ds,

was introduced in Sect. 2.1, where bounds on ϑ
[p]
cd (ω̄) for various layer-adapted

meshes are given too. ♣



5.1 The Interpolation Error 153

Proof (of Theorem 5.2). The bound on the L∞ error is an immediate consequence
of Prop. 5.1 and the definition of ϑ

[2]
cd .

For the error in the H1 norm, use integration by parts to get

∥
∥
∥
(
ψI − ψ

)′∥∥
∥

2

0
=
∫ 1

0

((
ψ − ψI

)′
(x)

)2

dx = −
∫ 1

0

ψ′′(x)
(
ψ − ψI

)
(x)dx.

Thus,

∥
∥
∥
(
ψI − ψ

)′∥∥
∥

2

0
≤
∥
∥ψI − ψ

∥
∥
∞

∫ 1

0

|ψ′′(x)| dx ≤ Cε−1
∥
∥ψI − ψ

∥
∥
∞

by a Hölder inequality and (5.5). Finally, combine this with the bound for the L2

norm of the interpolation error to obtain the energy-norm estimate. ��

Remark 5.4. Proposition 5.1 can be used to give local estimates for the interpolation
error too. For example on S-type meshes (see Sect. 2.1.3) one has

∥
∥ψI − ψ

∥
∥

0,[τ,1]
≤
∥
∥ψI − ψ

∥
∥
∞,[τ,1]

≤ CN−2, if σ ≥ 2,

for the interpolation error outside the layer region. This is in general a sharper bound
than that implicitly given by Theorem 5.2. ♣

Remark 5.5. The maximum-norm interpolation error bound can be generalised to
Lagrange interpolation with polynomial of arbitrary degree p ≥ 0.

Fix 0 ≤ ξ0 < ξ1 < · · · < ξp ≤ 1. Define an interpolant Ipψ of ψ by

Ipψ
∣
∣
Ii
∈ Πp

and

(Ipψ) (xi−1 + ξkhi) = ψ (xi−1 + ξkhi) for i = 1, . . . , N, k = 0, . . . , p.

If
∣
∣
∣ψ(p+1)(x)

∣
∣
∣ ≤ C

{
1 + ε−(p+1)e−βx/ε

}

then

‖Ipψ − ψ‖∞ ≤ C
(
ϑ

[p+1]
cd (ω̄)

)p+1

.

This result applies, for example, to the solution u of (5.1). ♣
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5.2 Linear Galerkin FEM

We start from the weak formulation (5.2). Let ω̄ be an arbitrary mesh and let V ω

denote the space of continuous, piecewise linear functions on ω that vanish for x = 0
and x = 1. Then our discretisation is: Find uN ∈ V ω such that

a(uN , v) = f(v) for all v ∈ V ω. (5.6)

The coercivity of a(·, ·) guarantees the existence of unique solutions of both (5.2)
and of (5.6).

Notation. Throughout this section we use ‖ · ‖1 to denote the L1 norm. This cannot
be confused with the H1 norm because we only use the weighted H1 norm |||·|||ε.

5.2.1 Convergence

Based on the interpolation error bounds of Sect. 5.1 we conduct an error analysis
for the Galerkin FEM on S-type meshes (see Sect. 2.1.3). The technique we shall
use was developed by Stynes and O’Riordan [152] for standard Shishkin meshes
and later generalised for S-type meshes by Linß and Roos [82, 137]. The technique
can be extended to discretisations of two-dimensional problems using triangular or
rectangular elements on tensor-product S-type meshes; see Sect. 9.2.2.1.

Theorem 5.6. Let ω̄ be an S-type mesh with σ ≥ 2 whose mesh generating function
ϕ̃ satisfies (2.8) and

max |ψ′| ln1/2 N ≤ CN. (5.7)

Then

∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε
≤ C

(
h + N−1 max |ψ′|

)

for the error of the Galerkin FEM.

Remark 5.7. The additional assumption (5.7) does not constitute a major restriction.
For example both the standard Shishkin mesh and the Bakhvalov-Shishkin mesh
satisfy this condition. ♣

Proof (Proof of Theorem 5.6). Let η = uI − u and χ = uI − uN . For the inter-
polation error η, we get from Sect. 5.1, the derivative bounds (3.30) and from (2.9)
that

|||η|||ε ≤ C
(
h + N−1 max |ψ′|

)
. (5.8)
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To bound χ we start from the coercivity of a(·, ·) and the orthogonality of the
Galerkin method:

|||χ|||2ε ≤ a(χ, χ) = a(η, χ) = ε(η′, χ′) + (bη, χ′) + ((c + b′)η, χ) .

Apply the Cauchy-Schwarz inequality to the diffusion and reaction terms and the
Hölder inequality to the convection term to estimate

|||χ|||2ε ≤ C |||η|||ε |||χ|||ε + C
(
‖η‖∞,[0,τ ] ‖χ′‖1,[0,τ ] + ‖η‖∞,[τ,1] ‖χ′‖1,[τ,1]

)
,

where τ is the mesh transition point in the S-type mesh. On [0, τ ] we use

‖χ′‖1,[0,τ ] ≤ Cτ1/2 ‖χ′‖0,[0,τ ] ≤ C ln1/2 N |||χ|||ε ,

while on [τ, 1] we have by an inverse inequality

‖χ′‖1,[τ,1] ≤ CN ‖χ‖1,[τ,1] ≤ CN ‖χ‖0,[τ,1] ≤ CN |||χ|||ε .

These two bounds and the interpolation results of Sect. 5.1 yield

|||χ|||ε ≤ C
{

h + N−1 max |ψ′|

+
(
h + N−1 max |ψ′|

)2
ln1/2 N + N−1

}
.

Thus,

|||χ|||ε ≤ C
(
h + N−1 max |ψ′|

)
,

where we have used (5.7). Applying a triangle inequality and the bounds for |||η|||ε
and |||χ|||ε, we complete the proof. ��

Remark 5.8. Sun and Stynes [157] use a similar technique to study the Galerkin-
FEM on standard Shishkin meshes for higher-order problems. ♣

Remark 5.9. We are not aware of a general convergence theory for the Galerkin
FEM on arbitrary layer-adapted meshes.

Roos [136] proves the optimal uniform error estimate

∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε
≤ CN−1

for the Galerkin FEM on a special B-type mesh under the assumption that ε ≤ N−1.
The key ingredient in his analysis is the use of a special quasi-interpolant with an
improved stability property. However, he points out that this technique cannot be
extended to higher dimensions. ♣
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5.2.2 Supercloseness

In the preceding section we have seen that the Galerkin FEM is (almost) first-order
convergent in the ε-weighted energy norm. Now we prove that

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
ε

con-
verges faster than

∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε
. This means the numerical approximation is closer

to the interpolant of the exact solution than to the solution itself. This phenomenon
is called supercloseness. Our analysis follows [83, 176] where two-dimensional
problems are studied.

Theorem 5.10. Let ω̄ be an S-type mesh with σ ≥ 5/2 whose mesh generating
function ϕ̃ satisfies (2.8). Then

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
ε
≤ C

(
h2 ln1/2 N + N−2 max |ψ′|2

)
(5.9)

for the solution of the Galerkin FEM.

Proof. For the sake of simplicity we assume that b is constant. Let again η = uI −u
and χ = uI − uN . Then

a(η, χ) = ε(η′, χ′) − (bη′, χ) + (cη, χ)

For the diffusion term, integration by parts gives
∫

Ii

η′χ′ = ηχ′|xi

xi−1
−
∫

Ii

ηχ′′ = 0,

because η(xi−1) = η(xi) = 0 and because χ is linear. Thus, (η′, χ′) = 0. The
reaction term is easily bounded using the Cauchy-Schwarz inequality:

|(cη, χ)| ≤ C ‖η‖0 ‖χ‖0 ≤ C
(
h + N−1 max |ψ′|

)2 ‖χ‖0 ,

by Theorem 5.2.
We are left with the convection term. Recalling the decomposition (3.34), we

split as follows:

(η′, χ) = −
∫ τ

0

(wI − w)χ′ −
∫ τ

0

(vI − v)χ′

−
∫ 1

τ

(wI − w)χ′ +
∫ 1

τ

(vI − v)′χ.

(5.10)

The four terms on the right-hand side are bounded separately.

(i) By a standard interpolation error result

∥
∥wI − w

∥
∥

0,Ii
≤ Ch2

i ‖w′′‖0,Ii
.
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This and the bounds for the derivatives of w give

∥
∥wI − w

∥
∥2

0,(0,τ)
≤ C

qN∑

i=1

h4
i

∫

Ii

ε−4e−2βx/εdx ≤ C

qN∑

i=1

(
hi

ε

)4

hie−2βxi−1/ε

≤ C
(
N−1 max |ψ′|

)4
qN∑

i=1

hie(4/σ−2)βxi/ε,

by (2.12). Next, from (2.11)

hie(4/σ−2)βxi/ε ≤ Chie(4/σ−2)βxi−1/ε ≤ C

∫

Ii

e(4/σ−2)βx/εdx.

Therefore,

∥
∥wI − w

∥
∥2

0,(0,τ)
≤ C

(
N−1 max |ψ′|

)4
∫ τ

0

e(4/σ−2)βx/εdx

≤ Cε
(
N−1 max |ψ′|

)4
,

where we have used σ > 2. This result and the Cauchy-Schwarz inequality
yield

∣
∣
∣
∣

∫ τ

0

(wI − w)χ′
∣
∣
∣
∣ ≤ C

(
N−1 max |ψ′|

)2 |||χ|||ε . (5.11)

(ii) To bound the second term we proceed as follows:

∥
∥vI − v

∥
∥2

0,(0,τ)
≤ C

qN∑

i=1

h4
i ‖v′′‖2

0,Ii
≤ Ch4 ‖v′′‖2

0,(0,τ) ≤ Ch4ε ln N,

since |v′′| ≤ C on [0, 1]. Hence,

∣
∣
∣
∣

∫ τ

0

(vI − v)ηχ′
∣
∣
∣
∣ ≤ Ch2 ln1/2 N |||χ|||ε . (5.12)

(iii) Now we consider
∫ 1

τ
(w − wI)χ′. The argument splits the integral once more,

but first let us recall that the mesh on (τ, 1) is uniform with mesh diameter
H: N−1 ≤ H ≤ N−1/(1 − q). We have

∥
∥wI − w

∥
∥2

0,IqN
≤ CN−1e−2βτ/ε ≤ CN−6

since σ ≥ 5/2. Thus,
∣
∣
∣
∣

∫ xqN+1

τ

(w − wI)χ′
∣
∣
∣
∣ ≤ CN−2‖χ‖0,
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by an inverse inequality. Next we have

∥
∥wI − w

∥
∥2

0,(xqN+1,1)
≤ 2

N−1∑

i=qN+1

H ‖w‖∞,Ii

≤ C

N−1∑

i=qN+1

He−2βxi/ε ≤ C

∫ xN−1

τ

e−2βx/εdx ≤ CεN−5.

Thus,

∣
∣
∣
∣

∫ 1

τ

(w − wI)χ′
∣
∣
∣
∣ ≤ CN−2 |||χ|||ε . (5.13)

(iv) To bound the last term in (5.10) we use the integral identity

∫

Ii

(
v − vI

)′
χ =

1
6

∫

Ii

v′′′ (E2
i

)′
χ′

− 1
3

(
hi

2

)2 ∫

Ii

v′′′χ +
1
3

(
hi

2

)2

v′′χ
∣
∣
∣
xi

xi−1

(5.14)

with

Ei(x) =
1
2

(

(x − xi−1/2)2 −
(

hi

2

)2
)

=
1
2

(x − xi−1) (x − xi) .

This expansion formula holds true for arbitrary functions v ∈ W 3,∞(Ii) and
linear functions χ; cf. [78]. We get
∫ 1

τ

(
v − vI

)′
χ =

1
6

∫ 1

τ

v′′′ (E2
)′

χ′ − H2

12
(v′′χ) (τ) − H2

12

∫ 1

τ

v′′χ.

Assuming more regularity of the data, the decomposition (3.34) can be sharp-
ened to give |v′′′| ≤ C. This yields

∣
∣
∣
∣

∫ 1

τ

(
v − vI

)′
χ

∣
∣
∣
∣ ≤ CH3 ‖χ′‖1,(τ,1) + CH2 |χ(τ)| + CH2 ‖χ‖1,(τ,1)

≤ CH2 (|||χ|||ε + |χ(τ)|) ,

by an inverse inequality. Finally, we estimate

|χ(τ)| =
∣
∣
∣
∣

∫ τ

0

χ′(s)ds

∣
∣
∣
∣ ≤ τ1/2 ‖χ′‖0,(0,τ) ≤ C ln1/2 N |||χ|||ε .
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Thus,

∣
∣
∣
∣

∫ 1

τ

(
v − vI

)′
χ

∣
∣
∣
∣ ≤ CH2 ln1/2 N |||χ|||ε . (5.15)

Combine (5.10)-(5.15) to get for the convection term

|(η′, χ)| ≤ C
(
h2 ln1/2 N + N−2 max |ψ′|2

)
|||χ|||ε .

This inequality, the bounds for the diffusion and reaction terms and the coercivity
of a(·, ·) yield the proposition of the theorem. ��

Remark 5.11. Surprisingly, the major difficulty in the proof does not arise from the
layer term, but from the regular solution component. To cope with this, the special
integral expansion formula (5.14) by Lin had to be used. ♣

Remark 5.12. Another attempt at a supercloseness result for convection-diffusion
problems is [175]. In that paper, finite elements with piecewise polynomials of de-
gree p ≥ 1 are used on a piecewise uniform mesh with transition point

τ = min
{

1
2
,
ε(p + 3/2)

β
ln(N + 1)

}
.

It was established that when the regular solution component v lies in the finite ele-
ment space then

∣
∣
∣
∣
∣
∣Qpu − uN

∣
∣
∣
∣
∣
∣
ε
≤ C

(
ln(N + 1)

N

)p+1

,

where Qpu is the (p+1)-point Gauss-Lobatto interpolant of u. This is a superclose-
ness result, because in general, one has for the interpolation error

|||Qpu − u|||ε ≤ C

(
ln(N + 1)

N

)p

.

However, the assumption that the regular solution component lies in the finite
element space is not very reasonable. If it were to hold for two different values of
the mesh parameter N then v ∈ Πp, because Shishkin meshes for different N are
not nested.

This too illustrates the technical difficulties with the regular solution compo-
nent just mentioned. Unfortunately—unlike (5.14) for linear elements—no expan-
sion formulae for the convection term are available for quadratic or higher-order
elements. ♣
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5.2.3 Gradient Recovery and a Posteriori Error Estimation

Supercloseness results like Theorem 5.10 are basic ingredients for the superconver-
gent recovery of gradients, see for instance [2]. Furthermore, if a superconvergent
recovery operator is available, then it is possible to define an a posteriori error es-
timator that is asymptotically exact. The presentation follows [138], where further
details can be found.

First, we define for a given v ∈ V ω a recovery operator for the derivative. Set

(Rv) (x) := αi−1
xi − x

hi
+ αi

x − xi−1

hi
for x ∈ Ii, i = 2, . . . , N − 1,

where αi denotes the weighted average of the constant values of v′ on the subinter-
vals adjacent to xi:

αi :=
hi+1v

′∣∣
Ii

+ hiv
′∣∣

Ii+1

hi + hi+1
.

For the boundary intervals we simply extrapolate the well-defined linear function of
the adjacent interval.

Our aim is to prove a superconvergence estimate for ε1/2
∥
∥u′ − RuN

∥
∥

0
that is

superior to that of Theorem 5.6 for ε1/2
∥
∥u′ − (uN )′

∥
∥

0
. The key ingredients are

the supercloseness property of the Galerkin solution, i.e. Theorem 5.10, and the
consistency and stability of the recovery operator R.

Consistency: Let v be a quadratic function on Ĩi, the union of Ii and its adjacent
mesh intervals. Then

R
(
vI
)

= v′ on Ii. (5.16a)

Stability:

‖Rv‖0,Ii
≤ C ‖v′‖0,Ĩi

for all v ∈ V ω. (5.16b)

We start our analysis from a triangle inequality:

∥
∥u′ − RuN

∥
∥

0
≤
∥
∥u′ − R

(
uI
)∥∥

0
+
∥
∥R

(
uI − uN

)∥∥
0
.

The second term in this inequality can be bounded using Theorem 5.10 and (5.16b).
Thus, we are left with the problem of estimating

∥
∥u′ − R

(
uI
)∥∥

0
. To take advantage

of the consistency property (5.16a) we introduce a quadratic approximation of u on
Ĩi: Qiu. Using a triangle inequality, we obtain

∥
∥u′ − R

(
uI
)∥∥

0,Ii
≤
∥
∥u′ − (Qiu)′

∥
∥

0,Ii

+
∥
∥(Qiu)′ − R

(
(Qiu)I

)∥∥
0,Ii

+
∥
∥R

(
(Qiu − u)I

)∥∥
0,Ii

.
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The second term vanishes because of (5.16a). The last term can be bounded using
(5.16b) and the stability of the linear interpolation in H1, i. e., |vI |1 ≤ C|v|1.
We get

∥
∥u′ − R

(
uI
)∥∥2

0
≤ C

N∑

i=1

∥
∥u′ − (Qiu)′

∥
∥2

0,Ĩi
.

Note this H1 stability of the interpolation operator holds true only in the one-
dimensional case. In two dimensions the L∞ stability of the interpolation operator
has to be used instead, see Sect. 9.2.2.5.

Choosing Qiu to be, e. g., that bilinear function that coincides with u at the
midpoint and both endpoints of Ĩi and estimating the interpolation error carefully,
see [138], we obtain

ε
N∑

i=1

∥
∥u′ − (Qiu)′

∥
∥2

0,Ĩi
≤ C

(
h + N−1 max |ψ′|

)4
if σ ≥ 2.

Combining these estimates, we get the following result.

Theorem 5.13. Let ω̄ be a S-type mesh with σ ≥ 5/2 whose mesh generating func-
tion ϕ̃ satisfies (2.8). Then the error of the recovered gradient of the Galerkin FEM
satisfies

ε1/2
∥
∥u′ − RuN

∥
∥

0
≤ C

(
h2 ln1/2 N + N−2 max |ψ′|2

)
.

Remark 5.14. Using RuN instead of u′, we get an asymptotically exact error esti-
mator for the weighted H1-seminorm of the finite element error ε1/2

∥
∥u′ −U ′∥∥

0
on

S-type meshes:

ε1/2
∥
∥u′ − (uN )′

∥
∥

0
= ε1/2

∥
∥RuN − (uN )′

∥
∥

0

+ O
(
h2 ln1/2 N + N−2 max |ψ′|2

)
.

In the generic case one has

ε1/2
∥
∥u′ − (uN )′

∥
∥

0
= O

(
h + N−1 max |ψ′|

)
.

Thus, the above error estimator is asymptotically exact for N → ∞. ♣

Remark 5.15. There are various other means of postprocessing to obtain supercon-
vergent approximations for the derivatives. ♣



162 5 Finite Element and Finite Volume Methods

5.2.4 A Numerical Example

Let us briefly illustrate our theoretical results for the linear Galerkin FEM on S-type
meshes when applied to the test problem

−εu′′ − u′ + 2u = ex−1 in (0, 1), u(0) = u(1) = 0.

For our tests we take ε = 10−8 which is a sufficiently small choice to bring out the
singularly perturbed nature of the problem.

We consider three different S-type meshes: the original Shishkin mesh, the
Bakhvalov-Shishkin mesh and a mesh with a rational mesh characterising func-
tion ψ. The results of our test computations are presented in Tables 5.1, 5.2 and 5.3.
They are clear illustrations of the a priori error bounds given in Theorems 5.6, 5.10
and 5.13.

Table 5.1 Galerkin FEM on a S-type mesh with a rational ψ (m = 2)
∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
ε

ε1/2
∥
∥u′ − RuN

∥
∥
0

N error rate error rate error rate
28 1.158e-2 0.50 5.889e-4 0.99 3.289e-3 0.98
29 8.213e-3 0.50 2.959e-4 1.00 1.673e-3 0.99
210 5.817e-3 0.50 1.483e-4 1.00 8.435e-4 0.99
211 4.117e-3 0.50 7.424e-5 1.00 4.236e-4 1.00
212 2.912e-3 0.50 3.714e-5 1.00 2.123e-4 1.00
213 2.060e-3 0.50 1.858e-5 1.00 1.062e-4 1.00
214 1.456e-3 — 9.290e-6 — 5.315e-5 —

Table 5.2 Galerkin FEM on a standard Shishkin mesh
∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
ε

ε1/2
∥
∥u′ − RuN

∥
∥
0

N error rate error rate error rate
28 6.166e-3 0.83 1.624e-4 1.66 8.045e-4 1.64
29 3.470e-3 0.85 5.151e-5 1.69 2.585e-4 1.69
210 1.928e-3 0.86 1.592e-5 1.72 8.025e-5 1.72
211 1.060e-3 0.87 4.818e-6 1.75 2.432e-5 1.75
212 5.784e-4 0.88 1.434e-6 1.77 7.242e-6 1.77
213 3.133e-4 0.89 4.211e-7 1.79 2.126e-6 1.79
214 1.687e-4 — 1.221e-7 — 6.164e-7 —

Table 5.3 Galerkin FEM on a Bakhvalov-Shishkin mesh
∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
ε

ε1/2
∥
∥u′ − RuN

∥
∥
0

N error rate error rate error rate
28 1.357e-3 1.00 5.382e-6 1.99 4.173e-5 2.00
29 6.800e-4 1.00 1.353e-6 2.00 1.043e-5 2.00
210 3.403e-4 1.00 3.393e-7 2.00 2.610e-6 2.00
211 1.702e-4 1.00 8.497e-8 2.00 6.528e-7 2.00
212 8.514e-5 1.00 2.126e-8 2.00 1.632e-7 2.00
213 4.258e-5 1.00 5.317e-9 2.01 4.082e-8 2.00
214 2.129e-5 — 1.321e-9 — 1.020e-8 —
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5.3 Stabilised FEM

We have seen that the Galerkin FEM on S-type meshes has good approximation
properties. Unfortunately the linear systems generated are difficult to solve iter-
atively. Therefore, stabilisation is essential. We shall restrict ourselves to artificial
viscosity stabilisation and to the streamline-diffusion FEM. Other stabilisation tech-
niques, including:

• discontinuous Galerkin FEM (dGFEM),
• continuous interior penalties (CIP) and
• local projection stabilisation (LPFEM),

have been considered in the literature. However, with regard to the classification of
layer-adapted meshes these contributions are negligible. Nonetheless, some of the
results for these methods will be mentioned in Sect. 9.2.

5.3.1 Artificial Viscosity Stabilisation

The simplest way to stabilise discretisation methods for convection-diffusion prob-
lems consists of altering the diffusion coefficient a priori, the extra diffusion added
being called artificial viscosity. Typically artificial viscosity proportional to the
stepsize is used.

Let κ > 0 be an arbitrary constant. Then our stabilised FEM is: Find uN ∈ V ω

such that

aκ(uN , v) = f(v) for all v ∈ V ω,

where

aκ(u, v) :=
(
(ε + κh̄)u′, v′)− (bu′ − cu, v)

and

h̄(x) ≡ hi for x ∈ Ii.

The bilinear form aκ(·, ·) is coercive with respect to the norm

|||v|||κ :=
{(

(ε + κh̄)v′, v′)+ γ‖v‖2
0

}1/2

,

which is stronger than the ε-weighted energy norm. This is the reason for the im-
proved stability of the method.
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Because of the added artificial viscosity, the method does not satisfy the orthog-
onality property which slightly complicates the convergence analysis. Assume a
S-type mesh is used. Let η = uI − u and χ = uI − uN again. Then

|||χ|||2κ ≤ aκ(χ, χ) = a(η, χ) +
(
κh̄(uI)′, χ′)

= a(η, χ) + κ (h̄η′, χ′) + κ (h̄u′, χ′) .

Bounds for the first term have been derived in Sect. 5.2. The second term (h̄η′, χ′)
vanishes, while the last term, which is the inconsistency of the method, satisfies

κ |(h̄u′, χ′)| ≤ Cκ
(
h ln1/2 N + N−1 max |ψ′|

)
|||χ|||ε .

The proof recycles some ideas from Sect. 5.2.1 and 5.2.2 and is therefore omitted.
For more details see also [148]. We get

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
κ
≤ C

{
h(h + κ) ln1/2 N

+
(
κ + N−1 max |ψ′|

)
N−1 max |ψ′|

}
.

(5.17)

If we choose κ = O (1), i. e., we add artificial viscosity proportional to the local
mesh size, we get

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
κ

+
∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε
≤ C

(
h ln1/2 N + N−1 max |ψ′|

)
,

by the interpolation error estimate (5.8).
Comparing (5.9) and (5.17), we see that the order of accuracy of the Galerkin

FEM is not affected if we take κ = O
(
N−1

)
. This results in improved stability

compared to the Galerkin method and the discrete systems—in particular for higher-
dimensional problems—are slightly easier to solve by means of standard iterative
methods. On the other hand, the method is not as stable as if κ = O (1) were chosen.

5.3.2 Streamline-Diffusion Stabilisation

The most popular and most frequently studied stabilised FEM is the streamline-
diffusion finite element method (SDFEM) which is also referred to as the
streamline-upwind Petrov-Galerkin method (SUPG). This kind of stabilisation
was introduced by Hughes and Brooks [54]. Given a mesh ω and a finite element
space V ω , this method can be written as: Find uN ∈ V ω such that

a(uN , v) +
N∑

i=1

δi

∫

Ii

(
f − LuN

)
bv′ = (f, v) for all v ∈ V ω, (5.18)
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where the stabilisation parameters δi are chosen according to the local mesh Peclét
number:

δi =

{
κ0hi if Pei > 1,

κ1h
2
i ε

−1 if Pei ≤ 1,
with Pei =

‖b‖∞,Ii
hi

2ε

with user chosen positive constants κ0 and κ1. In contrast to the artificial-viscosity
stabilisation, this method is consistent with (5.1) since u satisfies (5.18) for
all v ∈ H1

0 (0, 1). Another advantage—though it becomes relevant only in higher
dimensions—is the reduction of crosswind smear because artificial viscosity is
added only in the streamline direction.

The second-order upwind schemes of Sect. 4.3.1 may be regarded as versions
of the SDFEM with linear test and trial functions and inexact integration. While in
the one-dimensional case it is always possible to choose the stabilisation parameters
δi such that the resulting scheme is inverse monotone, this is in general impossi-
ble in higher dimensions. Therefore, alternative techniques have to be developed to
study the SDFEM. Here we shall consider convergence in the streamline-diffusion
norm |||·|||SD naturally associated with the bilinear form of the method. This tech-
nique can be extended to two-dimensional problems; see Sect. 9.2.4 or [155].

5.3.2.1 Energy-Norm Error Estimates

We study the SDFEM on S-type meshes ω̄. For the sake of simplicity we con-
sider (5.1) with constant b. Let V ω

0 ⊂ H1
0 (0, 1) be the linear space of piecewise-

affine functions on ω̄ that vanish at the boundary. We rewrite (5.18) as: Find
uN ∈ V ω

0 such that

aSD(uN , v) := a(uN , v) + astab(uN , v) = f(v) + fstab(v) for all v ∈ V ω
0

where a(·, ·) is the bilinear form of the Galerkin FEM,

astab(w, v) := −δ
N∑

i=qN+1

∫

Ii

(−εw′′ − bw′ + cw)bv′,

fstab(v) := −δ

N∑

i=qN+1

∫

Ii

fbv′

and

δ =

{
κ0H if bH/2ε > 1,

κ1H
2/ε otherwise.

Here H denotes again the mesh size on the coarse part of the mesh.
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The streamline-diffusion norm naturally associated with aSD(·, ·) is

|||v|||2SD := ε ‖v′‖2
0 + γ ‖v‖2

0 +
∥
∥δ1/2bv′∥∥2

0,(τ,1)
.

Provided the maximum step size h is smaller than some threshold value, the bilinear
form aSD(·, ·) is coercive with respect to the streamline-diffusion norm:

aSD(v, v) ≥ 1
2 |||v|||

2
SD for all v ∈ V ω

0 ;

see [141]. The bilinear form also satisfies the Galerkin-orthogonality property

aSD(u − uN , v) = 0 for all v ∈ V ω
0 .

This is the starting point of our error analysis. Let η = uI − u and χ = uI − uN .
Then

1
2 |||χ|||

2
SD ≤ a(η, χ) + astab(η, χ). (5.19)

For the first term we have from the proof of Theorem 5.10

|a(η, χ)| ≤ C
(
h2 ln1/2 +N−2 max |ψ′|2

)
|||χ|||ε .

It remains to bound astab(η, χ). We have

astab(η, χ) = δ

∫ 1

τ

(εu′′ + bη′ + cη) bχ′.

Element-wise integration by parts yields
∫ 1

τ
η′χ′ = 0. Furthermore,

∣
∣
∣
∣δ
∫ 1

λ

cηbχ′
∣
∣
∣
∣ ≤ Cδ1/2‖η‖0,(τ,1)‖δ1/2bχ′‖0

≤ Cδ1/2N−2‖δ1/2bχ′‖0 ≤ CN−2 |||χ|||SD ,

by the bounds for the interpolation error from Sect. 5.1.
To bound the remaining term

∫ 1

τ
u′′χ′ we use the decomposition of u into a

regular and a layer component; see Theorem 3.48. For the regular component v we
have

∫ 1

τ

v′′χ′ = −
∫ 1

τ

v′′′χ −
∫ τ

0

v′′χ′.

Hence,
∣
∣
∣
∣

∫ 1

τ

v′′χ′
∣
∣
∣
∣ ≤ C‖χ‖0 + C (ε ln N)1/2 ‖χ′‖0,
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by the bounds for the derivatives of v. Thus,
∣
∣
∣
∣εδ

∫ 1

τ

v′′χ′
∣
∣
∣
∣ ≤ CN−2 ln1/2 N |||χ|||SD ,

since the choice of δ implies εδ ≤ CH2 ≤ CN−2.
For the layer component w we estimate as follows:

εδ

∣
∣
∣
∣

∫ 1

τ

w′′bχ′
∣
∣
∣
∣ ≤ εδ1/2‖w′′‖1,(τ,1)‖δ1/2bχ′‖∞,(τ,1)

≤ Cδ1/2N−5/2H−1/2‖δ1/2bχ′‖0,(τ,1),

by an inverse inequality and because σ ≥ 5/2. We get

εδ

∣
∣
∣
∣

∫ 1

τ

w′′bχ′
∣
∣
∣
∣ ≤ CN−2 |||χ|||SD .

Collecting these results, the second term in (5.19) is bounded by

|astab(η, χ)| ≤ CN−2 ln1/2 N |||χ|||ε .

We summarise our results.

Theorem 5.16. Let ω̄ be an S-type mesh with σ ≥ 5/2 whose mesh generating
function ϕ̃ satisfies (2.8). Then the error of the SDFEM satisfies

∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
SD

≤ C
(
h2 ln1/2 N + N−2 max |ψ′|2

)
.

Remark 5.17. This is a superconvergence result like Theorem 5.10. Similar to
Sect. 5.2.3 it is possible to construct recovery operators to obtain a second-order
approximations of the gradient of the exact solution. ♣

5.3.2.2 Maximum-Norm Error Estimates

Chen and Xu [26] consider a modification of (5.18). Find ũN ∈ V ω
0

a(ũN , v) +
N∑

i=1

∫

Ii

δ̃i

(
f − LũN

)
bv′ = (f, v) for all v ∈ V ω

0 ,

where

δ̃i(x) = min
{

h2
i

2ε
,
hi

b

}
(xi − x)(x − xi−1) for x ∈ Ii,

i.e., δ̃i is a bubble function on Ii instead of a constant.
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For this modified SDFEM it is shown in [26] that if b = const. and c ≡ 0 then

∥
∥u − ũN

∥
∥
∞ ≤ C min

v∈V ω
0

‖u − v‖∞ .

Thus, the method is quasi-optimal in the maximum norm.
Suppose b = const. Then

∫

Ii

δ̃ibw
′bv′ = δi

∫

Ii

bw′bv′ for all w, v ∈ V ω
0

with

δi =
1
6

min
{

h2
i

2ε
,
hi

b

}
,

i. e., δi is the mean value of δ̃i on Ii. Therefore, the modified and the original
SDFEM generate the same difference stencil, but different discretisations of the
right-hand side. It follows that

aSD

(
uN − ũN , v

)
=

N∑

i=1

∫

Ii

(
δ̃i − δi

) (
f − f I

)
bv′.

Next, the stability of the discretisation, which was established in [26], implies

∥
∥uN − ũN

∥
∥
∞ ≤ C

∥
∥f − f I

∥
∥
∞ .

Finally, the triangle inequality yields for the solution of the original SDFEM

∥
∥u − uN

∥
∥
∞ ≤ C

(
min
v∈V ω

0

‖u − v‖∞ +
∥
∥f − f I

∥
∥
∞

)
.

5.4 An Upwind Finite Volume Method

Let us finish this chapter by considering finite volume discretisations of (5.1).
Although the construction of finite volume methods differs from finite difference

and finite element methods, they are typically analysed as special finite differ-
ence methods or—more often—as nonconforming finite element methods. Here we
like to highlight both approaches. In particular, this section is intended to prepare
our later investigation of the FVM in two dimensions in Sect. 9.3. There a detailed
construction of the method can be found too.

We shall assume

c ≥ γ > 0, c + b′ ≥ γ > 0 when studying the FVM as a FDM (5.20)
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and

c + b′/2 ≥ γ > 0 in the FEM context. (5.21)

In the latter case the variational formulation (5.2) will be used.
Given an arbitrary mesh ω̄ our FVM reads: Find uN ∈ IRN+1

0 such that

[
Lρu

N
]
i
= fi for i = 1, . . . , N − 1, (5.22)

where

[Lρv]i := −εvx̄x̂;i − ρ
(
−μi+1/2

)
bi+1/2vx̂;i − ρ

(
μi−1/2

)
bi−1/2vx̌;i + ciu

N
i

with μi+1/2 = bi+1/2hi+1/ε and bi+1/2 = b
(
xi+1/2

)
.

The method can also be written in variational form: Find uN ∈ IRN+1
0 such that

aρ(uN , v) :=
(
Lρu

N , v
)
ω

= (f, v)ω =: fρ(v) for all v ∈ IRN+1
0 ,

where

(w, v)ω :=
N−1∑

i=1

h̄iwivi.

The crucial point is the choice of the controlling function ρ : IR → [0, 1]. It has to
provide the correct weighting between the two one-sided difference approximations
for the first-order derivative. Possible choices for ρ include:

ρI(t) =

⎧
⎪⎪⎨

⎪⎪⎩

1
t

(
1 − t

exp t − 1

)
for t 
= 0,

1
2

for t = 0,

ρS(t) =

⎧
⎨

⎩

1/(2 + t) for t ≥ 0,

(1 − t)/(2 − t) for t < 0,

and, with m ≥ 0,

ρU,m(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 for t > m,

1
2 for t ∈ [−m,m],

1 for t < −m;
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Fig. 5.1 The stabilising functions ρI , ρS and ρU,m

see Fig. 5.1. The full upwind stabilisation ρU,0 is due to Baba and Tabata [17], while
ρU,m with m > 0 was introduced by Angermann [13]. For ρI and ρS we get slight
modifications of the schemes of Il’in [55] and of Samarski [144]. Further choices of
ρ are mentioned in [13] and [62] where also a detailed derivation of the method in
two dimensions can be found.

The constant choice ρ ≡ 1
2 generates a central difference scheme, while the

choice ρU,0 gives a scheme with upwinded one-sided difference approximation of
the first-order derivative which is very similar to the upwind scheme analysed in
Sect. 4.2. If a different ρ is used—in particular when ρ is Lipschitz continuous in a
neighbourhood of 0—then the first-order derivatives are approximated by weighted
combinations of upwinded and downwinded operators. This weighting provides an
adaptive transition from an upwinded to a central difference approximation when
the local mesh size is small enough. In this case higher accuracy is achieved while
retaining the good stability of the scheme.

Important properties of ρ are

(ρ0) t �→ tρ(t) is Lipschitz continuous,

(ρ1)
[
ρ(t) + ρ(−t) − 1

]
t = 0 for all t ∈ IR,

(ρ2)
[
1/2 − ρ(t)

]
t ≥ 0 for all t ∈ IR,

(ρ3) 1 − tρ(t) ≥ 0 for all t ∈ IR.

Condition (ρ1) ensures both the consistency of the scheme and the local conserva-
tion of the fluxes, while (ρ2) guarantees the coercivity of the bilinear form aρ(·, ·)
and (ρ3) the inverse monotonicity of the scheme.
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5.4.1 Stability of the FVM

Coercivity of the bilinear form aρ(·, ·)
The consistency condition (ρ1) and summation by parts yield

aρ(v, v) = ε

N∑

i=1

(vi − vi−1)2

hi

+
N∑

i=1

[
1
2
− ρ

(
μi−1/2

)
]

bi−1/2(vi − vi−1)2

+
N−1∑

i=1

[
h̄ici +

1
2
(
bi+1/2 − bi−1/2

)
]

v2
i .

(5.23)

Assume b′ is Hölder continuous with coefficient α ∈ (0, 1]. Then

∣
∣bi+1/2 − bi−1/2 − h̄ib

′
i

∣
∣ ≤ h̄ih

α ‖b‖C1,α[0,1] . (5.24)

Thus, if (5.21) is satisfied and if the maximum mesh size h is smaller than some
threshold value h∗ then

N−1∑

i=1

[
h̄ici +

1
2
(
bi+1/2 − bi−1/2

)
]

v2
i ≥ γ

2

N−1∑

i=1

h̄iv
2
i . (5.25)

Let

|||v|||2ρ := ε |v|21,ω + |v|2ρ,ω +
γ

2
‖v‖2

0,ω

with

|v|21,ω :=
N∑

i=1

(vi − vi−1)2

hi
, ‖v‖0,ω :=

N−1∑

i=1

h̄iv
2
i

and

|v|2ρ,ω :=
N∑

i=1

[
1
2
− ρ

(
μi−1/2

)
]

bi−1/2(vi − vi−1)2

Note, |||·|||ρ is a well-defined norm when (ρ2) is satisfied. The coercivity of the
discrete bilinear form aρ(·, ·) follows from (5.23) and (5.25).
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Theorem 5.18. Assume conditions (ρ1), (ρ2) and (5.21) are satisfied. Let b ∈
C1,α[0, 1] with Hölder exponent α ∈ (0, 1]. Then the bilinear form aρ(·, ·) is co-
ercive with respect to the FV-norm |||·|||ρ, i.e.,

aρ(v, v) ≥ |||v|||2ρ for all v ∈ IRN+1
0 ,

provided the maximum mesh size h is smaller than some threshold value which is
independent of the perturbation parameter ε.

Remark 5.19. Note when ρ ≡ 1
2 the stabilisation is switched off. Nonetheless Theo-

rem 5.18 states coercivity of the bilinear form with respect to the discrete ε-weighted
energy norm |||v|||2ε,ω := ε|v|21,ω + γ

2 ‖v‖2
0,ω . However, in the case ρ 
≡ 1

2 the scheme
is coercive with respect to a stronger norm which results in enhanced stability of the
method. ♣

Inverse monotonicity

Let r+, r−, q ≥ γ > 0 and χ > 0 be arbitrary mesh functions with

r+
i ≥ βhi+1

αε
and 1 ≥ r−i ≥ 0 for i = 1, . . . , N − 1 (5.26)

with a constant α > 0. Consider the difference operator

[Lχv]i := − ε

χi

[
1 + r+

i

]
vx;i +

ε

χi

[
1 − r−i

]
vx̄;i + qivi. (5.27)

We study this more general situation because it will also serve as an auxiliary result
in Sect. 9.3.2 when two dimensional problems will be investigated. The FVM (5.22)
belongs to this class of schemes provided that (ρ3) holds.

Clearly, 1+r+
i ≥ 1 and 1−r−i ≥ 0. Hence, the system matrix associated with Lχ

possesses nonnegative offdiagonal entries and is therefore a L0-matrix. Application
of Lemma 3.14 with the test vector e = 1 yields the inverse monotonicity of Lχ. In
particular, we get the stability inequality

‖v‖∞,ω̄ ≤ ‖Lχv/q‖∞,ω for all v ∈ IRN+1
0 .

The inverse monotonicity can be used to study the Green’s function associated
with Lχ and derive stability inequalities similar to those of Sect. 4.2.1.

The (�∞, �1) stability

The Green’s function G·,j associated with the mesh node xj satisfies

[LχG·,j ]i = δi,j for i = 1, . . . , N − 1, G0,j = GN,j = 0,
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where

δi,j :=

{
χ−1

i for i = j,

0 otherwise.

Given G, we can represent any function v ∈ IRN+1
0 as

vi = (Gi,·, Lχv)χ , (5.28)

with the scalar product

(w, v)χ :=
N−1∑

j=1

χjwjvj .

Let

Ĝi,j =

⎧
⎪⎪⎨

⎪⎪⎩

α

β
for i = 0, . . . , j,

α

β

i∏

k=j+1

(
1 +

βhk

αε

)−1

for i = j + 1, . . . , N.

Lemma 5.20. Suppose (5.26) holds true. Then the Green’s function G associated
with Lχ satisfies

0 ≤ Gi,j ≤ Ĝi,j ≤ α/β for i, j = 0, . . . , N.

Proof. If (5.26) holds then the operator Lχ is inverse monotone and therefore satis-
fies a discrete comparison principle. The lower bound on G is easily verified using
the barrier function v ≡ 0.

In order to establish the upper bound, it is sufficient to show that for fixed j we
have G0,j ≤ Ĝ0,j , GN,j ≤ ĜN,j and

[
LχG·,j

]
i
≤
[
LχĜ·,j

]
i

for i = 1, . . . , N − 1,

(i) First we check the boundary conditions. Clearly Ĝi,j > 0 for all i, j. Thus,

0 = G0,j ≤ Ĝ0,j and 0 = GN,j ≤ ĜN,j for j = 1, . . . , N − 1.

(ii) Next, for i < j we have
[
LχĜ·,j

]
i

= qiĜi,j ≥ 0 since both q and Ĝ are
positive.

(iii) For i > j we have

[
Ĝ·,j

]
x;i

=
β

αε + βhi+1
Ĝi,j and

[
Ĝ·,j

]
x̄;i

= − β

αε
Ĝi,j .
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Thus,

[
LχĜ·,j

]
i
≥ ε

χi

{ (
1 + r+

i

)
β

αε + βhi+1
−
(
1 − r−i

)
β

αε

}

Ĝi,j ≥ 0,

by (5.26).
(iv) For i = j a combination of the arguments from (ii) and (iii) yields

[
LχĜ·,j

]
j
≥ ε

χj

(
1 + r+

i

)
β

αε + βhj+1
Ĝj,j ≥ 1

χj
=
[
LχG·,j

]
j
,

by (5.26).

This Lemma and (5.28) give the (�∞, �1) stability of the method:

Theorem 5.21. Suppose (5.26) holds. Then the operator Lχ defined in (5.27) satis-
fies the stability inequality

‖v‖∞,ω ≤ α

β

N−1∑

i=1

χi

∣
∣[Lχv]i

∣
∣ for all v ∈ IRN+1

0 .

Remark 5.22. An error analysis of the upwind FVM using this (�∞, �1) stability
can be conducted along the lines of Sect. 4.2.5; see also [90]. ♣

The (�∞, w−1,∞) stability

Now let us restrict our attention to difference operators of the type

[Lκv]i := − ε

χi

[
1 + ρ+

i

]
vx;i +

ε

χi

[
1 − ρ−i

]
vx̄,i + civi

with

ρ+
i := ρ

(
−bi+κhi+1

ε

)
bi+κhi+1

ε
, ρ−i := ρ

(
bi−1+κhi

ε

)
bi−1+κhi

ε

and

κ ∈ [0, 1], χi = κhi+1 + (1 − κ)hi and bi+κ = b(xi + κhi+1).

The FVM (5.22) is recovered for κ = 1/2, while the finite difference scheme of
Sect. 4.2 is obtained when κ = 1 and ρ = ρU,0.

Remark 5.23. Condition (5.26) with α = supt<0 1/ρ(t) follows from (ρ3). ♣

Assuming that (ρ1) holds, the Green’s function G solves for fixed i

[
L∗

κGi,·
]
j

= δi,j for j = 1, . . . , N − 1, Gi,0 = Gi,N = 0
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where L∗
κ is the adjoint operator to Lκ with respect to the scalar product (·, ·)χ. Note

(ρ1) implies ρ+
i + ρ−i+1 = ε−1bi+κhi+1. Then it is verified that

[
L∗

κv
]
j

= − ε

χj

{[
1 − ρ−j+1

]
vx;j −

[
1 + ρ+

j−1

]
vx̂;j

}

+
(

cj +
bj+κ − bj−1+κ

χj

)
vj .

Assume c + b′ ≥ γ > 0 and let b′ be Hölder continuous with coefficient λ ∈ (0, 1].
Then

cj +
bj+κ − bj−1+κ

χj
≥ 0

if the maximum step size h is sufficiently small, independent of ε; cf. (5.24). Pro-
ceeding as in Sect. 4.2.1, one can show

Gi,j ≥ Gi,j−1 for j = 1, . . . , i and Gi,j ≤ Gi,j−1 for j = i + 1, . . . , N,

i.e., Gi,· is piecewise monotone.

Theorem 5.24. Suppose (ρ1), (ρ3) and (5.20) hold true. Assume b ∈ C1,λ[0, 1]
with Hölder exponent λ ∈ (0, 1]. Then the operator Lκ satisfies the stability
inequality

‖v‖∞,ω ≤ 2α

β
min
C∈IR

∥
∥
∥
∥

N−1∑

j=·
χj [Lκv]j + C

∥
∥
∥
∥
∞,ω

for all v ∈ IRN+1
0 ,

with α = 1/ inft<0 ρ(t) ≤ 2, provided the maximum step size h is smaller than
some threshold value that is independent of the perturbation parameter ε.

5.4.2 Convergence in the Energy Norm

In this section we study the convergence in the energy norm |||·|||ρ of the finite vol-
ume method on S-type meshes (see Sect. 2.1.3) with σ ≥ 2. The controlling function
ρ is assumed to satisfy conditions (ρ0), (ρ1) and (ρ2).

Our analysis starts from coercivity of aρ(·, ·) (see Theorem 5.18) and follows the
standard approach of the Strang Lemma. Let η = uI − u and χ = uI − uN , where
we use uN for both the pointwise defined solution of (5.22) and its piecewise-linear
extension on the mesh ω̄.

From (5.2) and (5.22) we get

aρ(χ, χ) = a(η, χ) + aρ(uI , χ) − a(uI , χ) + f(χ) − fρ(χ).
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Then Theorem 5.18 yields

|||χ|||2ρ ≤ |a(η, χ)| + |fρ(χ) − f(χ)|
+
∣
∣r(uI , χ) − rρ(uI , χ)

∣
∣+

∣
∣c(uI , χ) − cρ(uI , χ)

∣
∣

(5.29)

with

r(uI , χ) =
∫ 1

0

cuIχ, rρ(uI , χ) =
N−1∑

i=1

h̄iciuiχi, c(uI , χ) = −
∫ 1

0

b(uI)′χ

and

cρ(uI , χ) = −
N−1∑

i=1

{
ρ
(
μi+1/2

)
bi+1/2 (ui+1 − ui)

+ ρ
(
−μi−1/2

)
bi−1/2 (ui − ui−1)

}
χi.

The four terms on the right-hand side of (5.29) will be bounded separately.

(i) The first term has been analysed in Sect. 5.2. We have under the assumptions
of Theorem 5.6

|a(η, χ)| ≤ C
(
h + N−1 max |ψ′|

)
|||χ|||ε,ω , (5.30)

because the discrete and continuous energy norms are equivalent for functions
from V ω .

(ii) Next we bound the error arising from the discretisation of the right-hand side f .
Denoting by ϕi the usual basis functions for linear finite elements, we have

∣
∣
∣
∣

∫

Ii

(
fϕi

)
(x)dx − hi

2
fi

∣
∣
∣
∣

=
∣
∣
∣
∣

∫

Ii

{
fi +

∫ x

xi

f ′(s)ds

}
ϕi(x)dx − hi

2
fi

∣
∣
∣
∣ ≤

h2
i

2

∥
∥f ′∥∥

∞.

Thus,

|f(χ) − fh(χ)| =

∣
∣
∣
∣
∣

N−1∑

i=1

χi

{∫ xi+1

xi−1

(
fϕi

)
(x)dx − h̄ifi

}∣∣
∣
∣
∣

≤ ‖f ′‖∞h

N−1∑

i=1

h̄i|χi| ≤ ‖f ′‖∞h‖χ‖0,ω.

(5.31)
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(iii) The next term in line is r(uI , χ) − rρ(uI , χ). By the definition of rρ(·, ·)
and r(·, ·), we have

rρ(uI , χ) − r(uI , χ) =
N−1∑

i=1

siχi,

where

si :=
∫ xi+1

xi−1

(
cuIϕi

)
(x)dx − h̄iciui =

∫ xi+1

xi−1

[(
cuI

)
(x) − ciui

]
ϕi(x)dx.

We have

∣
∣(cuI

)
(x) − ciui

∣
∣

≤
∣
∣
∣
∣

∫ x

xi

(
cuI

)′
ds

∣
∣
∣
∣ ≤ C

∫ xi+1

xi−1

{
1 + ε−1e−βs/ε

}
ds ≤ Cϑ

[1]
cd (ω̄)

for x ∈ [xi−1, xi+1]. (The quantity ϑ
[p]
cd (ω̄) has been introduced in Sect. 2.1.)

Hence, |si| ≤ Cϑ
[1]
cd (ω̄)h̄i and we obtain

∣
∣rρ(uI , χ)i − r(uI , χ)

∣
∣ ≤ Cϑ

[1]
cd (ω̄)‖χ‖0,ω. (5.32)

(iv) Finally consider the convection term. We have

cρ(uI , χ) − c(uI , χ)

=
N∑

i=1

{∫

Ii

(
b(uI)′χ

)
(x)dx

−
[
ρ
(
−μi−1/2

)
χi−1 + ρ

(
μi−1/2

)
χi

]
bi−1/2

(
ui − ui−1

)
}

and

∫

Ii

(
b(uI)′χ

)
(x)dx = bi−1/2

(
ui − ui−1

)χi + χi−1

2

+
∫

Ii

{∫ x

xi−1/2

b′(s)ds
ui − ui−1

hi
χ(x)

}

dx.
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Combine these two equations and use (ρ1) to get

cρ(uI , χ) − c(uI , χ)

=
N∑

i=1

[
1
2
− ρ

(
μi−1/2

)
]
(
χi − χi−1

)(
ui − ui−1

)
bi−1/2

+
N∑

i=1

∫

Ii

{∫ x

xi−1/2

b′(s)ds
ui − ui−1

hi
χ(x)

}

dx.

(5.33)

Note that |ui − ui−1| ≤ Cϑ
[1]
cd (ω̄). Thus, for the second term in (5.33) one has

∣
∣
∣
∣
∣

N∑

i=1

∫

Ii

{∫ x

xi−1/2

b′(s)ds
ui − ui−1

hi
χ(x)

}

dx

∣
∣
∣
∣
∣
≤ Cϑ

[1]
cd (ω̄) ‖χ‖0,ω . (5.34)

Next we bound the first sum in (5.33). For i ≤ qN use |ui − ui−1| ≤ Cϑ
[1]
cd (ω̄)

again to obtain

∣
∣
∣
∣
∣

qN∑

i=1

[
1
2
− ρ

(
μi−1/2

)
]

(χi − χi−1) (ui − ui−1) bi−1/2

∣
∣
∣
∣
∣

≤ Cϑ1(ω)
qN∑

i=1

|χi − χi−1| ≤ Cϑ1(ω)ε1/2 ln1/2 N |χ|1,ω ,

(5.35)

by a discrete Cauchy-Schwarz inequality.
For i > qN we use the splitting u = v + w of the exact solution according to

Theorem 3.48. Starting with the layer term w, we have wi ≤ CN−2 for i ≥ qN .
Hence,

∣
∣
∣
∣
∣
∣

N∑

i=qN+1

[
1
2
− ρ

(
μi−1/2

)
]

(χi − χi−1) (wi − wi−1) bi−1/2

∣
∣
∣
∣
∣
∣

≤ CN−2
N∑

i=qN+1

(|χi| + |χi−1|) ≤ CN−1‖χ‖0,ω,

(5.36)

by a discrete Cauchy-Schwarz inequality and an inverse inequality that can be used
because N−1 ≤ hi for i > qN . Finally, consider the regular solution component v.
To simplify the notation let

γi−1/2 := bi−1/2

[
1
2
− ρ

(
bi−1/2hi

ε

)]
.
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Summation by parts yields

N∑

i=qN+1

γi−1/2

(
vi − vi−1

)(
χi − χi−1

)

= γqN+1/2 (vqN − vqN+1) χqN

−
N−1∑

i=qN+1

γi−1/2 (vi+1 − 2vi + vi−1) χi

+
N−1∑

i=qN+1

(
γi−1/2 − γi+1/2

)
(vi+1 − vi) χi.

Taylor expansions give |vi+1 − 2vi + vi−1| ≤ CN−2 and |vi − vi−1| ≤ CN−1,
while (ρ0) implies

∣
∣γi−1/2 − γi+1/2

∣
∣ ≤ CN−1. Thus,

∣
∣
∣
∣
∣
∣

N∑

i=qN+1

γi−1/2 (vi − vi−1) (χi − χi−1)

∣
∣
∣
∣
∣
∣

≤ CN−1
(
‖χ‖0,ω + |χqN |

)
≤ CN−1 ln1/2 N |||χ|||ρ ,

because

|χqN | ≤
qN∑

i=1

|χi − χi−1| ≤ C ln1/2 Nε1/2 |χ|1,ω .

Collecting (5.33)–(5.37), we get

∣
∣cρ(uI , χ) − c(uI , χ)

∣
∣ ≤ Cϑ1(ω) ln1/2 N |||χ|||ρ . (5.37)

Now all terms on the right-hand side of (5.29) have been bounded; see (5.30),
(5.32), (5.31), (5.34) and (5.37). Divide by |||χ|||ρ. Then recall the interpolation error

bounds of Sect. 5.1 and note that ϑ
[1]
cd (ω̄) ≤ C (h + max |ψ′|) for S-type meshes

with σ ≥ 1. We get the main result of this section.

Theorem 5.25. Let ω̄ be an S-type mesh with σ ≥ 2 whose mesh generating func-
tion ϕ̃ satisfies (2.8) and max |ψ′| ln1/2 N ≤ CN . Assume (ρ0), (ρ1) and (ρ2) hold.
Then

∣
∣
∣
∣
∣
∣u − uN

∣
∣
∣
∣
∣
∣
ε
+
∣
∣
∣
∣
∣
∣uI − uN

∣
∣
∣
∣
∣
∣
ρ
≤ C

(
h + N−1 max |ψ′|

)
ln1/2 N

for the error of the upwind FVM (5.22).
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5.4.3 Convergence in the Maximum Norm

With the results of Sect. 5.4.1 at hand, the simplest maximum-norm analysis is based
on the (�∞, w−1,∞) stability. Set

[Aρv]i := ε
{

1 + μi−1/2

[
ρ
(
−μi−1/2

)
− ρ

(
μi−1/2

)]}vi − vi−1

hi

+ bi−1/2
vi + vi−1

2
+

N−1∑

j=i

(
h̄jcj + bj+1/2 − bj−1/2

)
vj .

If condition (ρ1) is satisfied then Lρv = −(Aρv)x̂ and Theorem 5.24 yields

‖v‖∞,ω ≤ 4
β

min
a∈IR

‖Aρv + a‖∞,ω for all v ∈ IRN+1
0 .

Integrate (5.1) to see that

εu′
i−1/2 + (bu)i−1/2 +

∫ xN−1/2

xi−1/2

((c + b′) u − f) (s)ds ≡ α

for all i = 1, . . . , N.

Thus,
∥
∥u − uN

∥
∥
∞,ω

≤ 4
β

max
i=1,...,N

|Mi| , (5.38a)

where

Mi := ε

(
ui − ui−1

hi
− u′

i−1/2

)
+ bi−1/2

(
ui + ui−1

2
− ui−1/2

)

+
N−1∑

j=i

(
h̄jcj + bj+1/2 − bj−1/2

)
uj −

∫ xN−1/2

xi−1/2

(c + b′) (s)u(s)ds

−
N−1∑

j=i

h̄jfj +
∫ xN−1/2

xi−1/2

f(s)ds

+ bi−1/2

[
ρ

(
−

bi−1/2hi

ε

)
− ρ

(
bi−1/2hi

ε

)]
(ui − ui−1) .

(5.38b)

All terms except for the last one can be bounded by ϑ
[1]
cd (ω̄) using the technique

from Sect. 4.2.2. When bounding the last term note that ρ(t) ∈ [0, 1] for all t ∈ IR
and that

|ui − ui−1| ≤
∫

Ii

|u′(s)| ds ≤ Cϑ
[1]
cd (ω̄).
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Theorem 5.26. Suppose (ρ1) and (ρ3) hold. Then the error of the upwind finite
volume method (5.22) satisfies

∥
∥u − uN

∥
∥
∞,ω

≤ Cϑ
[1]
cd (ω̄).

It was mentioned earlier that the accuracy of the scheme is improved when the
function ρ is Lipschitz continuous in a neighbourhood of t = 0, say on an inter-
val [−m,m]. We will briefly illustrate this using a standard Shishkin mesh with
mesh parameter σ ≥ 2.

We work from (5.38). The arguments from Sect. 4.3.3 are used to bound the first
four terms by ϑ

[2]
cd (ω̄)2 ≤ CN−2 ln2 N .

We are left with the last term in (5.38). On a Shishkin mesh with σ ≥ 1:

|ui − ui−1| ≤
{

CN−1 ln N for i = 1, . . . , qN,

CN−1 for i = qN + 1, . . . , N.

This can be verified using the decomposition of Theorem 3.48.
Furthermore, if hi ≤ mεβ−1 then

∣
∣
∣
∣ρ
(
−

bi−1/2hi

ε

)
− ρ

(
bi−1/2hi

ε

)∣∣
∣
∣ ≤ C

hi

ε
,

because ρ is Lipschitz continuous on [−m,m]. Hence, in the layer region of the
Shishkin mesh we have

∣
∣
∣
∣ρ
(
−

bi−1/2hi

ε

)
− ρ

(
bi−1/2hi

ε

)∣∣
∣
∣ ≤ CN−1 ln N for i = 1, . . . , qN,

while on the coarse mesh region ρ(t) ∈ [0, 1] for all t ∈ IR is used. We obtain
∣
∣
∣
∣ρ
(
−

bi−1/2hi

ε

)
− ρ

(
bi−1/2hi

ε

)∣∣
∣
∣ |ui − ui−1| ≤ CN−1.

All terms in (5.38) have been bounded by either CN−1 or by CN−2 ln2 N .

Theorem 5.27. Assume ρ is Lipschitz continuous on [−m,m]. Let (ρ1) and (ρ3)
hold. Then the error of the upwind FVM (5.22) on a standard Shishkin mesh satisfies

∥
∥u − uN

∥
∥
∞,ω

≤ CN−1

if N is larger than some threshold value which is independent of the perturbation
parameter ε.

Remark 5.28. On a standard Shishkin mesh the use of a Lipschitz continuous func-
tion ρ improves the accuracy from O

(
N−1 ln N

)
to O

(
N−1

)
. ♣
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Table 5.4 The upwind FVM on a standard Shishkin mesh
ρU,0 ρU,10 ρS ρI

N error rate error rate error rate error rate
27 4.236e-3 0.84 3.855e-3 0.99 3.855e-3 0.99 3.855e-3 0.99
28 2.364e-3 0.86 1.942e-3 0.99 1.942e-3 0.99 1.942e-3 0.99
29 1.303e-3 0.87 9.745e-4 1.00 9.745e-4 1.00 9.745e-4 1.00
210 7.111e-4 0.89 4.882e-4 1.00 4.882e-4 1.00 4.882e-4 1.00
211 3.850e-4 0.89 2.443e-4 1.00 2.443e-4 1.00 2.443e-4 1.00
212 2.071e-4 0.90 1.222e-4 1.00 1.222e-4 1.00 1.222e-4 1.00
213 1.108e-4 0.91 6.115e-5 1.00 6.115e-5 1.00 6.115e-5 1.00
214 5.904e-5 0.91 3.059e-5 1.00 3.059e-5 1.00 3.059e-5 1.00
215 3.133e-5 0.92 1.531e-5 1.00 1.531e-5 1.00 1.531e-5 1.00
216 1.658e-5 — 7.672e-6 — 7.672e-6 — 7.672e-6 —

5.4.4 A Numerical Example

Table 5.4 displays the results of test computations using the upwind FVM with
various stabilising functions ρ, when applied to the test problem (4.14) and contains
the maximum nodal errors. For our tests we have chosen a standard Shishkin mesh
with σ = 1 and q = 1/2. The results of the numerical tests are in agreement with
Theorem 5.26 and 5.27. Comparing the numbers for ρU,0 with those for other ρs,
we clearly see an improvement in the accuracy when ρ is Lipschitz continuous in a
neighbourhood of t = 0. Also notice there is no (visible) difference in using either
of those Lipschitz continuous ρs.
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