Chapter 4
Finite Difference Schemes
for Convection-Diffusion Problems

This chapter is concerned with finite-difference discretisations of the stationary lin-
ear convection-diffusion problem

Lu:=—eu”" —bu' +cu=f in (0,1), u(0) =10, u(l) =1, 4.1)
with b > 8 > 0 on [0, 1]. For the sake of simplicity we shall assume that
c>0 and ¥ >0 onl0,1]. 4.2)

Using (4.1) as a model problem, a general convergence theory for certain first-
and second-order upwinded difference schemes on arbitrary and on layer-adapted
meshes is derived. The close relationship between the differential operator and its
upwinded discretisations is highlighted.

4.1 Notation

Meshes and mesh functions

Throughout this chapter let w : 0 = 29 < z; < --- < zny = 1 be an arbitrary
partition of [0, 1] with mesh intervals I; := [z;_1, x;]. The set of inner mesh points
is denoted by w. The midpoint of I; is x;_1/o := (2; — 2441)/2 and its length
hi :=x; —x;—1.Let h :== max h; be the maximal mesh size.

i=1,...,
We shall identify mesh functions v : o — IR : z; — v; with vectors v € RN+
and with spline functions

vEVY = 8Y®) = {w € C°0,1] : wl, € IT; for i = 1,...7N}.

Let RY ™ = {v e RN*! : vy = vy = 0} be the space of mesh functions that
vanish at the boundary. Furthermore, V¢’ := S) () N H (0, 1).
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Difference operators

In our notation of difference operators we follow Samarski’s text book [146]. For
any mesh function v € IRV*! set

Vi1 — Uy L Uy — Vi1 Uy — Vi
Vg 2= ) Vg += Ugyi—1 = ) Vi =
hiy1 h hig1
Vi+1 — Vs Vi — Vj—1 Vit1 — Vi—1
Vgyi 1= T7 Viyi = Ty Uiy *= T
3 7 7

with the weighted mesh increment 7 defined by

h h; + hy ) h
—?1, By = sz-H, i=1,...,N—1, and hy:= 7N
To simplify the notation we set g; := g(x;) for any g € C[0, 1].

Further, less frequently used, difference operators will be introduced when
needed.

Discrete norms and inner products

For any mesh function v € IRV *! define the /., (semi-)norms

ol = _max_foil [0l = max Juil,
Pl = _max i, ol e = max{e vall .o - Blvlloc,s b
—Uyeeny

the /1 norm
N—1
[vll1w =D hjsalvjl
=0

and the w~1"*° norm

N-1
E hj+1’l}j +C
j:.

o100 := min [V]ooe = min i

We shall also use the following discrete inner products:

N-1

N-1
w,v), = Z hiziwv; and  (w,v), = Z hiy1w;v;.
i=0 i=1
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4.2 A Simple Upwind Difference Scheme

In this section we study a first-order difference scheme for the discretisation of (4.1)
on arbitrary meshes. Find vV € IR™N*! such that

[Lu], = fi fori=1,...,N—1, ugl =7, uny=mn 4.3)
with
[Lv]; := —€Vza;i — bivey + vy for v € RN

At first glance the discretisation of the second-order derivative is a bit non-
standard, because on non-uniform meshes it is not consistent in the maximum norm,
but it has advantages that become clearer in the course of our analysis. More fre-
quently used is the central difference approximation u; ~ uzz;. An upwind
scheme based on this discretisation of the second-order derivative will be studied
in Sect. 4.2.6, because the technique used there becomes more important in 2D, see
Sect. 9.1.

The difference scheme (4.3) can be generated by a finite-element approach. To
this end consider (4.1) with homogeneous boundary conditions. Its weak formula-
tion is: Find u € HE (0, 1) such that

a(u,v) = f(v) forall v € H(0,1)
with

a(w,v) :=¢e (W', V") — (bw' — cw,v), f(v):=(f,v)

and the L (0, 1)-scalar product (w,v) := fol wv)(s)ds.
A standard FEM approximation is: Find u” &€ V{;” such that

a(u™,v) = f(v) forall ve Vy.
The integrals in the bilinear form and the linear functional have to approximated.
Use the left-sided rectangle rule [, g(s)ds ~ h;g;—1, to arrive at: Find ¥ € Vj’
such that
Ay (uN,v) = fu (v) forall v € Vj*, “4.4)

where

Ay, (U), 1}) =€ [wz7 Urc)w - (bwr — Cw, U)w and fy (’U) = (f7 U)w :
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Taking as test functions v the standard hat-function basis in V;*, we see that (4.3)
and (4.4) are equivalent. In particular,

ay (w,v) = (Lw,v), = (w,L*v), forall w,veVy,
with the adjoint operator L* given by

[L*v]; = —evge; + (bv)g,; + ¢jv;.

This is verified using summation by parts; cf. [146].

4.2.1 Stability of the Discrete Operator

The matrix associated with the difference operator L is a Lg-matrix because all
off-diagonal entries are non-positive. Application of the M -criterion (Lemma 3.14)
with a test vector with components e; = 2—x;,¢7 = 0, ..., N establishes the inverse

monotonicity of L. Thus, L satisfies a comparison principle: For any mesh functions
v,w € RNT!

Lv < Lw on w,
v < wo, — ov<w on . “.5)
vy < wy

This comparison principle and Lemma 3.17 give the stability inequality
|ufv| < Inax{|’yo|, |71|} +(1—x;) ||f/b|\oo7w for t=0,...,N.
Thus, the operator L is (¢, o )-stable with
HU||00@ < ||Lv/b||oo’w forall v € IR(J)VH.
Alternatively, if ¢ > 0 on [0, 1], then Lemma 3.17 with e = 1 yields
0]l g0 < 1Lv/cll o, forall ve RYH.

Note the analogy with (3.28).

Green'’s function estimates

Using the discrete Green’s function G : @* — R : (z;,&;) — G, j = G(z;,&))
associated with L and Dirichlet boundary conditions, any mesh function v € R(],V +
can be represented as

v = ay (v,Gi.) = (Lv,Gy.) , = (v, L*Gy.), fori=1,...,N —1.
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Taking for v the standard basis in V{}*, we see that for fixeds =1,..., N —1

[L*Gi’.] 5i,j for ] = ].7 .. .,N — 1, Gi,O = Gi,N = 0, (46)

j p—
where

hiil if i =7,
03,5 += :
0 otherwise,

is a discrete equivalent of the Dirac-¢ distribution. As function of the first argument
G solves, for fixed j =1,..., N — 1,

[LG,]]Z = 51”' for ¢ = 1, . .,N - ]., G()J' = GNJ' =0.

Theorem 4.1. Suppose (4.2) holds true. Then the Green’s function G associated
with the discrete operator L and Dirichlet boundary conditions satisfies

1 for 0 <i<j<N,
1 i ah -1
51 11 (1+’“+1> for 0<j<i<N,
g

k=j+1

Gij <0, Ggij >0 for 0<j<i<N,

Guij >0, Geij <0 for 0<i<j<N,
Gaeij <0 for 0<i,j <N, i#j

and

0 < Gaeii <

for i=0,...,N —1.
ehit1

Proof. The upper and lower bounds on G are verified using (4.5).
Since G > 0 on @? and Gio =0fori =0,...,N, we have G¢,;;0 > 0 for
i =0,..., N. By multiplying (4.6) by h;,1 and summing over j, we get

J
—EGg;i’j + EGg;i,o + bjGi,j = — Z higt1cxGiy for j=1,...,i—1.
k=1

Hence,

ng;i,j Z €G§;i70 —+ bjGi,j Z 0 fOI' ] = ]., . ,i — ].,
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since G ; > 0 and G¢;,0 > 0. On the other hand, G¢; v—1 < 0fori =0,...,N
because G > 0 on@w? and G; y = 0 fori = 0,..., N. By inspecting the difference
equation (4.6), we see that v; := G¢,; ; satisfies, fori < j < N,

hibi_
(v — ) + 2L

Vj—1 = —(bg;j + Cj)Gi)j < 0, (47)

hjt1 hjt1

by (4.2). Since vy—1 < 0, induction for decreasing j yields G¢.; ; = v; < 0 for
1< j<N.

Similarly, one can prove that G,.; ; > 0for 0 <7 < j —1and Gyy;; < 0 for
7 <7 < N.Thus,

Gaeio <0 and Gupeynv—1 <0 for i =0,...,N —1.

because G0 = Gginv = 0 for 0 < i < N. Taking differences of (4.6) with
respect to ¢ and summing over j, we get

J
—EGig;i)j + 5Gz§;i,0 + bjGw;i,j + Z hk+1csz;i,k = _6i,j for 0 < j <.
k=1

Therefore,

Glf;id <0 for O <ji<i< N and sz;i,i < for 0<i< N

ENj41

because G5 > 0, Gpeio < 0and Gy 0 = 0.
For i < j, take differences of (4.7) to see that v; = G¢,;,; satisfies

hibi_
= (g — vy + L

Vj—1 = —(bg;j + Cj)Gz;i,j <0

hjta hji1

for j=14+2,...,N —1.

because b',c¢ > 0 and G ; > 0 fori < j. We get Ge; j < 0for0<i<j<N.
Finally, for ¢ = j, use

N—-1
Z hj—i—lGacf;i,j = GCC;LN - Gz;i,O =0

§=0
in order to obtain h;41Gyeyi,i > 0. O

Mimicking the arguments of Theorem 3.23 we obtain its discrete counterpart.

Theorem 4.2. Suppose (4.2) holds true. Then the Green’s function G associated
with the discrete operator L satisfies

1

1Gs N0 < 50

1Gesi Ny < 1G5l <

'||1,w

i1

2
/6))
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and

1Gagsilly o <

™| D

foralli,j=1,...,N — 1.

The ¢1-norms bounds are used to establish stability properties for L that resemble
those of Theorem 3.45 for the differential operator L.

Theorem 4.3. Suppose (4.2) holds true. Then the operator L satisfies

lolloe.w < min {1 Z0/bll ., s 1 E0/ell o } (480
[ollooes < B E0l, Toalie < 2674 Zo]l (4:8b)

and
[T 2 (4.80)

forallv € R .

Remark 4.4. Similar to Remark 3.22 we have

2o <ol < Mol -

‘ | —1,00,w
Therefore, the (£, w™1:°°)-stability (4.8¢) is the strongest of the three stability in-
equalities of Theorem 4.3. It was first derived by Andreev and Kopteva [11], though
their derivation is different. A systematic approach can be found in [5], where stabil-
ity of both the continuous operator £ and of its discrete counterpart L is investigated.
So far the (£, w™1:°°)-stability inequality gives the sharpest error bounds for one-
dimensional problems. But unlike the (¢, 1) stability, it is unclear whether it can
be generalised to higher dimensions. &

Remark 4.5. The same stability results hold true if the convection-diffusion problem
in conservative form

LU= —eu” — (bu) +cu=f in (0,1), u(0) =9, u(l) =71, (4.9
is discretised by
[LuN], o= —euly, — (™) 4 cu) =f; fori=1,...,N-1

: N . T 4.10)
Ug = Y0, Uy = V1
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Remark 4.6. The (¢, ¢1) stability (4.8b) was first given by Andreev and Savin
[12] for a modification of Samarskii’s scheme [144]. It has been used in a number
of publications to establish uniform convergence on S-type and B-type meshes; see,
e.g., [10,12,106,154]. Details of a convergence analysis can be found in Sect. 4.2.5.
This stability result can be generalised to study two-dimensional problems; see
Sect. 9.3.2. &

Corollary 4.7. By Theorem (4.3) there exists a unique solution of (4.3) and it
satisfies

| o < min {11 /bl 1/l -

4.2.2 A Priori Error Bounds

Let us consider the approximation error of the simple upwind scheme (4.3) applied
to the boundary value problem (4.1). We give a convergence analysis based on the
negative-norm stability of Theorem 4.3.

Introduce the continuous and discrete operators and functions

1

(Av)(z) == ev'(z) + (bv)(z) —l—/ (b +c)v)(s)ds, Fl(z):= / f(s)ds

x

and

N-1 N-1
[Av]; := evzy + bv; + Z hit1 (baikvesr + cpvr), Fi = Z hit1 fr-
=i =i

Note that Lv = —(Av) and f = —F on (0,1), and Lv = —(Av), and f = —F},
on w. Thus,

Au—F=a on (0,1) and Au —F=a on w 4.11)

with constants « and a.
In view of the stability inequality (4.8c) we have

=l e < 2 =)y = 2 A =)

€,00,w — cER
Taking ¢ = a — «, where a and « are the constants from (4.11), we get

||| — || < 20| Au — Au — F + Floo - (4.12)

£,00,w



4.2 A Simple Upwind Difference Scheme 85

Furthermore,

(Au— Au— F + F),
N-1

=¢e(uz —u'); + Z Pkt1bakug+1 — / (b'u) (z)dx
p z (4.13)

N-1 .
+ ) iy (cruk — fr) — / (cu — f) (z)dz.
o

x;

Taylor expansions with the integral form of the remainder give

hi+1 (cug — fr) — / (cu — z)dz = / / cu - )dsdx
Ik+1 Ik+1

Tr+1

Pkt 1ba kU1 —/ (b'u) (z)dx :/ b’(x)/ v (s)dsdx
Ik+1 Ik+1 x

and

e(uz —u'), = hk/[/ dsdxf—/l/ (bu' — cu+ f)(s)dsda,

by (4.1). Combining these representations with (4.12) and (4.13) we get the follow-
ing general convergence result.

Theorem 4.8. Let u be the solution of (4.1) and u™ that of (4.3). Then
e =], .o <2, max [ (@1 @)+ Calu(w)] + Ca) da
=1, I

with the constants
C1 = [lelloe + 110 ]loo + [1blloss  C2 = liclloe + 1€ lloo

and

Cs = [|flloo + [1fllo-

Remark 4.9. A similar result is given in [85] for the discretisation of the conser-
vative form (4.9). When using the conservative form, the last two terms in (4.13)
which involve b, and b’ disappear. &

Corollary 4.10. Theorem 4.8 and the a priori bounds (3.30) yield

. o < CPL(@),

[ =
£,00,w —
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where the characteristic quantity 19[01;] (@) has been defined on p. 6:

[p] — —1_—Bs/pe
oy (@) : maXN/I,; <1+5 e )ds.

i=1,...,

Remark 4.11. The mesh function vV can be extended to a piecewise linear function
on the mesh @. For convenience we denote this extended function by " also. Then
ll =™, o < COa(@)

£,00 —
follows from a triangle inequality and our bounds for the interpolation error. &
Remark 4.12. Corollary 4.10 allows to immediate deduce (almost) first-order uni-

form convergence for particular meshes. Suppose the mesh parameter o in the
definition of the meshes (see Sect. 2.1) satisfies ¢ > 1. Then

CN-1 for Bakhvalov meshes,
Il — uN|||E7Oo << C (h + N1 521{%}{(1] |1/J’(£)|> for S-type meshes and
CN-'InN for Shishkin meshes,
by (2.6) and (2.9). &

A numerical example

Table 4.1 displays numerical results for the upwind scheme (4.3) on a Bakhvalov
mesh applied to the test problem

et — 4 2u = em717 u(0) = u(1) = 0. (4.14)

Table 4.1 Simple upwinding on a Bakhvalov mesh (¢ = 1/2)
c=0.2 oc=04 o =0.6 oc=20.38 oc=10

N error rate  error rate  error rate  error rate  error rate
27 2246e2 023 1.173e-2 047 6.856e-3 0.69 4.658e-3 0.87 3.995e-3 0.97
28 1913e2 022 8.482-3 045 42583 068 2.547e-3 0.88 2.036e-3 0.98
29 1.64le-2 021 6.20le-3 044 2.662¢e-3 067 1.388¢-3 0.87 1.030e-3 0.99
210 1416e-2 021 4.576e-3 043 1.675¢-3 0.66 7.586e-4 0.87 5.193e-4 0.99
211 1224e2 020 3.403e-3 042 1.062e-3 065 4.155e-4 0.87 2.61le-4 0.99
212 1.063e-2 020 2.545e-3 041 6.784e-4 0.64 2.28le-4 086 1.310e-4 1.00
213 9226e-3 020 1911e-3 041 4.36le4 0.63 1256e-4 0.86 6.568¢e-5 1.00
214 8.030e-3 020 1.439%-3 041 281%-4 0.62 6.937e-5 085 3.290e-5 1.00
215 6.969¢-3 0.21 1.086e-3 040 1.830e-4 0.62 3.846e-5 0.85 1.647¢e-5 1.00
216 6.026e-3 — 8.207e-4 — 1.193e-4 — 2.13%-5 — 8.245e-6 —
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In our computations we have fixed the parameter ¢ and varied o to illustrate the
sharpness of our theoretical results. The errors are measured in the discrete max-
imum norm || - ||,o. Apparently, choosing o < 1 adversely affects the order of
convergence. Similar observations can be made for the Shishkin mesh and other
meshes.

4.2.3 Error Expansion

In the previous section we have seen that the error of the simple upwind scheme (4.3)
satisfies

e e < COA(@).

llw =
£,00,w —

Now an expansion of the error of this scheme is constructed. We shall show there
exists a function v, the leading term of the error, such that

u — uY = 1) + second order terms.

This result can be applied to analyse, e.g., derivative approximations, defect correc-
tion and Richardson extrapolation, see Sect. 4.2.9 and 4.3.3.
For the sake of simplicity, we will study the conservative form (4.9), i.e.,

LU := —eu” — (bu) +cu=f in (0,1), uw(0) =10, u(l) =,
and its discretisation by (4.10):

[Lu™], = —eul,,; — (buN)w;iJrciuﬁV =f; fori=1,...,N—1,

i Taii
N N
Uy = Y0, UN = 71
Corresponding to Sect. 4.2.2 we introduce
1

(A%) (z) == ev'(z) + (bv)(z) + / (cv)(s)ds

xT
and

N-1

[A%V], := evzy + biv; + Z hgr1CKUk.
k=i

Note that L = —(A“v)’ on (0,1) and that L°v = —(A°v),, on w.
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4.23.1 Construction of the Error Expansion

We define the leading term of the error expansion as the solution of

L% =0 in (0,1), (0) = (1) =0, 4.15)
where
U(x) = €h(2$) u” (x) —/ (hg')(s)ds,
with

h(l‘) =x—xp_1 for xe (mk,l,xk) and qg= f — cu.
Note that ¥ is discontinuous at the mesh nodes. Hence, £} is a generalised

function. Therefore, (4.15) has to be interpreted in the context of distributions. Al-
ternatively, one may seek a solution ¢ € C%((0,1) \ w) N C[0, 1] such that

Lo =v" in (0,1)\w, ¥(0)=1(1)=0,

and
/ h; "
—e[Y'(x;) = [P)(z;) = —eyu (x;) for z; € w.

Since A%) = —¥ on (0, 1) \ w, we have
N—-1 1
[A4%], = & (i — Vo) + 3 hicsrcathn — / (c)(s)ds + Wi,
k=i Ti
Thus,

hi " /
[A®(u—p — UN)]Z —¢ (u“ —uf + 2ui> — & (Yayi — Vi)

1
+ / (9 —hg')(z)dx — hk+19k (4.16)
Ti k=i

N—-1 1

- Z hit1cktr +/ (ctp)(s)ds.

k=i i
The function v has been designed such that the terms on the right-hand side that
involve u are of second order. Those involving 1) are formally only first-order terms,
but second order is gained since ) itself is first order.
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In order to bound the terms on the right-hand side, bounds for the derivatives of
u up to order three are needed. These are provided by (3.30). The following theorem
gives bounds for the leading term ) of the error expansion and its derivatives up to
order two, which are also required. Because of the number of technical details, its
proof is deferred to the end of this section.

Lemma 4.13. Let 1) be the solution of the boundary-value problem (4.15). Assume
that b,c € C?[0,1] and f € C*[0,1]. Then

‘w(k)(sc)‘ < Cﬁ([ﬁ (@) (1 + E_ke_ﬁw/%) for x € (0,1)\w, k=0,1,

(4.17a)
and
el ()] < 9 (@) (1 + a—le—ﬂm/%) for z€(0,1)\w.  (4.17b)
Later we shall also show that (3.30), (4.16) and Lemma 4.13 yield
A% = —u™)| gc(ﬁ[j}(w)>2. (4.18)

Then Theorem 4.3 yields our main result of this section.

Theorem 4.14. Let u, u”N and 1 be the solutions of (4.9), (4.10) and (4.15), re-
spectively. Assume that b, c, f € C?[0,1]. Then

2
= =N, .., < € (V@)

£,00,w —

4.2.3.2 Detailed Proofs

Proof of Lemma 4.13

Now we derive bounds for the derivatives of the leading term v in the error
expansion. The following auxiliary result will be used several times in the subse-
quent analysis.

Proposition 4.15. Let x € (x_1,x)) and o > 0 be arbitrary. Then

h(z) (1 + 571676"”/”€> < /I (1 + sfle*ﬁs/“> ds

Th—1

Proof. Let

F(z) := h(z) (1 +s—1e—ﬁw/“) and  G(z) := / (1 +s—1e—58/08) ds.

Tr—1
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Clearly F'(z—1) = G(x—1) = 0 and

F/(Z‘) =14+ 57167’61’/6 _ h(ilﬂefﬁz/crs <1+ E*lefﬁm/as _ G/(JZ‘)
g

for z € (zk_1, zk). The result follows. a

First (3.30) implies

W(z)| < Ceh(x) (1 + E*Qe*W/E) + c/1 h(s) (1 + sfle*ﬁs/f) ds.

x

This inequality, (3.29c) and Prop. 4.15 yield (4.17a) for k = 0.
Next, we derive bounds on 7)’. Set

B(z) =~ /Of” b(s)ds, a(z):=¥'(x)+ (c—b)(z)Y(z)

and

Then 1) can be written as

1 1 1
d
() :/ X(S)ds—i—n/ e BBds  with & = —7{0 x(5)ds .
x x fO e*B(S)ds

For )’ we get
V' (z) = —x(z) — ke B, (4.19)

Apparently the critical point is to derive bounds on . Integration by parts and the
definition of ¥ yield

2x(x) = (hu") (x) — ((x) (4.20)
with

(o) =1 /I (hbu' — 2h(f — cu)’ — 2(c — b)) (s)eBH~B@)ds,
0

£

For the first term on the right-hand side of (4.20) we have by (3.30) and Prop. 4.15

|(hu”) ()] < Ch(z) (1 n a’le’ﬁm/%)z < o9 (@) (1 n a*le*ﬁm/%) .
421
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To bound ((z), the second term in (4.20), we use (3.30), (4.17a) for k = 0
and (4.21):

[((2)] < S/Oa; [h(s) (1 + 67267’85/5> +19[ji] (@)} eBls—x)/e g

< 0195} (@) /Off (1 + sfleﬁs/k) Als=a)/eqs
< Col)(@) (1+e71e0e02).
This, eq. (4.20) and inequality (4.21) give
x(2)] < Cv2 (@) (1 + s*le*ﬁm/%) : (4.22)
Integrating (4.22), we obtain
k| < Cem 19 (w), (4.23)
since fol e BG)ds > /||b||oo. Combining (4.19)-(4.23), we get (4.17a) for k = 1.

Finally, the bound (4.17b) for the second-order derivative of i follows from
(4.15), (3.30), (4.17a) and Prop. 4.15.

Proof of (4.18)

We now bound the terms on the right-hand side of (4.16). For the first two terms a
Taylor expansion with the integral form of the remainder yields

h‘
/ v
’U@;i —U; + = u;

c 2

< C/Ii (x —zi1) (1 + 8_26_5"”/5) dx

by (3.30). To estimate the right-hand side we use the following result from [24].

Lemma 4.16. Let g be a positive monotonically decreasing function on [a,b]. Let

p € INT. Then
b b p
/a 9(€) (€ — a)P ™ de < }g { / g(f)””tk“} .

Proof. Consider the two integrals as functions of the upper integration limit. a

We get

h‘
/ (
Uz — U; + U,

3 ; B)
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Next we bound the third term in (4.16). Assuming ¢, f € C?[0, 1], we have

[ @) - e -ag @)t — g = [ “(5— )" ()ds.
It Tk

Ty1

Thus,

/1 (9(2) — (¢ — 21)g") dz — hsrg

< Chimt / (s — ax) (1 + a*Qe*ﬁs/f) ds < Chysr (195} (w))2,

Ti41

by (3.30) and Lemma 4.16. Hence

. <C (195} (w))Q. (4.25)

i

1 N-1
/ (9 = hg')(@)dz = > hryign
* k=i

To bound the remaining terms we use the bounds on 1 and its derivatives from
Lemma 4.13. A Taylor expansion and (4.17b) yield

Lk

/ " 2]/ - 2
€ [tmk — o] <€ / W< o (08@) . @26

Tr—1

Finally,

/mk+1 (cp)(s)ds — Py (c)n

<hir [ ey (9)]dgds < Ch (82(@))

Ty

by (4.17a). Therefore,

<c (vl (@))2 . 4.27)

N—-1 i
Z hit1ckvr —/ (cip)(s)ds
k=i Ti

i

Applying (4.24)—(4.27) to (4.16) and taking the maximum over: = 0,..., N —1,
we get (4.18).

4.2.4 A Posteriori Error Estimation and Adaptivity

In Sect. 4.2.2 the stability of the discrete operator L was used to bound the error
in the discrete maximum norm in terms of the derivative of the exact solution.
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Now, in the first part of this section, roles are interchanged and the stability of the
continuous operator L is used to bound the error in the continuous maximum norm
in terms of finite differences of the numerical solution. We follow [64].

4.2.4.1 A Posteriori Error Bounds
Let u” be the piecewise-linear function that solves (4.3). Then (3.29¢) yields

lle = w1l oo < 201£ (= w™)|, o = 2min 4 (u = ™) + ¢ -

Clearly

min A () 4ol < A baaf . @28)

where a and « are the constants from (4.11). Furthermore, for any z € (z;_1, 2;),
A(u—u") +a—a=[Au"]; — (A) (z) — F, + F ().

We bound the two terms on the right-hand side.
Since (uV)" = ul, forall € (0,1) \ w, we have

[AuN]; — (AuN) (x)

N—-1 1 Tq
- Py 1boptiny — VulN) (s)ds + b(s) (u™) (s)ds
> et = [ () s+ [ 000 ()

T x

1 N—-1

— /ml (cuN) (s)ds —/ (cuN) (s)ds + Z hk+16ku;]€V,

Ts k=i

by the definitions of A and A and by integration by parts. For the terms on the
right-hand side, Taylor expansions give

< hk:+1||b/||oo ’u]kVJrl - U]kv )

Pk 1baitiny ) — / (V') (s)ds

Iyt1

/wk b(s) (uN)/ (s)ds

< [Iblloo Jur” — up"s ],

R prcrul 7/ (cu®) (s)ds
Ty1

< Bl lloo masx {fuly |, [ug 1} + A llelloo upyy — u’
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and

< hgllef| oo max{’um , |u£]_1|} .

[ () sgas

Thus,

146N — (Aa®) (@)] < Oy [ullyy =l [+ ol e (429)

with the constants C and C5 form Theorem 4.8.

Next bound F' — F.
Tk
[ reas

and

hig1 fr — (s)ds

Ty

S hz-i-l”f/”oo

yield
|F, — F(x)] < Csh.
Combining this with (4.28) and (4.29), then taking the supremum over all z €

(0,1) \ w, we get

.....

with the constants Cy, Cy and C3 from Theorem 4.8.
Finally, use (3.29c¢) in order to obtain the main result of this section.

Theorem 4.17. Let u be the solution of (4.1) and u™ that of (4.3). Then

Il — uNH‘EVOO <204 A% [uly — ui |+ 2k (Caol|u™ || ccw + Cs) -

Corollary 4.18. Theorem 4.17 and Corollary 4.7 yield

e = w™llle o < € _jmax Aia 1+ fuzl)

=0,...,

Note the analogy of these results to Theorem 4.8 and to Corollary 4.10.
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4.24.2 An Adaptive Method

From Theorem 4.8 it is easily concluded that the error of our upwind scheme
satisfies

H|ufuNwaoow_C max /\/1+u’ )2da.

On the other hand,

1
/ V14 u/(z)2dx < C,
0

by (3.30). Thus, if the mesh is designed so that
/ V14 (z)2de = / V14 (z)2de (4.30)
I 1 I;

fori = 1,..., N — 1, i.e., if the mesh equidistributes the arc length of the exact
solution, then

H’u_uNH‘aoow SCN?l' 4.31)
However, v’ is not available. An idea that leads to an adaptive method is to approx-
imate the integrals in (4.30) by the mid-point quadrature rule, and u'(z;_1/2) by
a central difference quotient and finally to replace u by the numerical solution uv
We get

/\/l—l-u’(x)de%hi 1"’(“%)2-
I;

Thus setting

we can replace (4.30) by
1N
in:NZ;thj for i=1,...,N —1. (4.32)
j:

Now solving the difference equation (4.3) and the discretised equidistribution prin-
ciple (4.32) simultaneously, we get an adaptive method.

Kopteva and Stynes [69] proved that the nonlinear system of equations (4.3)
and (4.32) possesses a solution and the error of the solution u” obtained satis-
fies (4.31). An essential ingredient in the analysis is the a posteriori error bound of
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Theorem 4.17. They proceed by considering a mesh movement algorithm, originally
due to de Boor [25], which starts with a uniform mesh and aims to construct a mesh
that solves the equidistribution problem (4.32).

In [69] it is shown that (4.32) does not need to be enforced strictly. The de Boor
algorithm, which we are going to describe now, can be stopped when the relaxed
equidistribution principle

Qih; <

=]

N

> h;Q; fori=1,...,N,
j=1

with a user-chosen constant v > 1 is satisfied.

Algorithm:

1. Initialisation: Fix IN and choose the constant C; > 1. The initial mesh wlo g
uniform with mesh size 1/N.

2. For k = 0,1,..., given the mesh wlkl compute the discrete solution uN- 5l on
this mesh. Set hgk] = xgk] - xyi]l for each 4. Let the piecewise-constant monitor
function M ¥ be defined by

B () = QM = Qi (W, W) or w e (aly,at).

Then the total integral of the monitor function MH is
' (4
Kl . orlk _ k] [k
1] .7/0 MW@t =" h"Q;".
j=1

3. Test mesh: If

then go to Step 5. Otherwise, continue to Step 4.
4. Generate a new mesh by equidistributing the monitor function M [*! of the current
computed solution: Choose the new mesh w!**+1] such that
ol Jio

or MW™(t)de T 0,..

(Since fom MFI(t)dt is increasing in z, the above relation clearly determines the
mesh w!**+1] uniquely.) Return to Step 2.
5. Setw* = wl and u™N* = uNI*! then stop.
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In [69] it is shown that the stopping criterion is met after O (| In¢|) iterations
and the error of the numerical solution obtained satisfies (4.31) with a constant

C=C).

Remark 4.19. Beckett [19] notes that when -y is chosen close to 1 the algorithm
becomes numerically unstable. The mesh starts to oscillate: Mesh points moved into
the layer region in one iteration are moved back out of it in the next iteration. Thus,
the parameter v must not be chosen too small. Values used in various publications
are 2 and 1.2, but may be problem dependent. &

To avoid these oscillations Linf3 [86] rewrites (4.31) as

(x; — 1“2‘—1)2 + (Uiv - “ij\il)Q

= (ziy1 —2)2 + (upyy —uM)? fori=1,...,N -1
Then he treats the system of (4.3) and (4.31) as a map

(0,1 = R*N Y e s (@, ul)
and applies a continuation method combining an explicit Euler method (predictor)
with a Newton method (corrector). The iteration matrices in each Newton step are
seven diagonal and in an example the numerical costs are approximately of order
N |In(N¢e)|. However, convergence of this method is not proved in [86].

4.2.5 An Alternative Convergence Proof

In this section we shall demonstrate how the (¢, ¢1) stability (4.8b) can be
exploited to study convergence of the scheme (4.3) on S-type meshes. The results
are less general than those of Sect. 4.2.2, but can be generalised to two dimensions;
cf. Sect. 9.3.2. In our presentation we follow [106].

By (4.8b), we have

Ju =™ o <87 ILu— [l - (4.33)

Thus, the maximal nodal error is bounded by a discrete 1 norm of the truncation
error ¢ := Lu — f:

Its

N-1
Lw = Z RG]
=0

Using the solution decomposition © = v 4 w of Theorem 3.48 and a triangle in-
equality, we can bound the truncation error pointwise:

Gl < [[Lo], = fi] + [ [Lw],].
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Separate Taylor expansions for the two solution components and the derivative
bounds of Theorem 3.48 yield

hi |Gl < © (hm th e_m,l/5> (4.342)

and

hi+1 |C1‘ < C{|hl+1 — hl| (1 + E_le_ﬂzi_l/(i)
(4.34b)
+ (h2+n2,) (1 + 5_26—5%4/5) }

In the analysis, assume the mesh generating function ¢ of the S-type mesh sat-
isfies (2.8) and that o > 2. For the sake of simplicity suppose ¢’ is nondecreasing.
This leads to a mesh that does not condense on [0, 7] as we move away from the
layer, i.e., h; < h;qq fori = 1,...,gN — 1, which is reasonable for the given
problem.

Now let us bound the ¢; norm of the truncation error. Apply (4.34a) to bound
hiy1|¢i| fori = ¢N,gN + 1 and (4.34b) otherwise. We get

qgN—1

K, <c S {(hiﬂ o (14 e emnre)
i=1

+ (h + hiy) (1 + 5_2e_5“1/a)}
(4.35)
+C (b e Prava/e g o=ran/e)

N-1
+C Z N2 (1 +5*2e76$i*1/5) .
i=qN+2

We bound the terms on the right-hand side separately in reverse order.
Let H denote the (constant) mesh size on 7, 1]. Then fori = ¢N +2,..., N —1

5—26—613,;_1/5 S 6—26—51‘]/66—[37'/6 S C(H/E>2e_5H/E S C’
since ;-1 > Ty + H =7+ H and o > 2. Thus,

N—-1
SN (1 + 67267&“*1/6) <CN-. (4.36)
i=qN+2
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Furthermore,
h + e_ﬂqu—l/E _|_ e—BIqN/E
4.37)
<h+ (1 + eﬁth/€> e PTaN/e <4 ON77,
by (2.11).
Next we bound the first sum in (4.35). We have
gN—-1
> (hiy1 —hi+hi+hlyy) <3h (4.38)
i=1
and
gN—-1
Y (hipr —hy) e/
i=1
gN—-1
= —h1efﬁml/‘S + Z h; (efﬁxi‘l/s — efﬁxi/a) + thefﬁqu‘l/s.
i=2

The mean value theorem, (2.11) and (2.12) imply

&

‘e_m“l/s — e Pui/el < p;EePrim/e < Ce N~ max |y [emPRi-1/(29),
€

Therefore, it follows that

gN—1
,1 Z 1+1 —Bz;/e <CON~ lmaij |Z hi 76:“ 1/(25)
i=1
Ineq. (2.11) also gives
qN hs T
D erArioa/9) <c/ e le P/ qy < C.
N & 0 -
i=1
Hence,
gN—1
gt Z hit1 — hi) e P%/5 < CN~' max || (4.39)
Similar calculations yield
gN—1
e Y (hf + hiyy) e Prr/f < CNT max [y (4.40)

i=1
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Substituting (4.36)—(4.40) into (4.35) and applying (4.33), we get the uniform
error bound

|u—u"|_ _ <C(h+N""max[y]).

oo,w —

In [106] the authors proceed—using more detailed bounds on the discrete
Green’s function—to prove the sharper bound

o= ¥ g < OV

oco,wN[r,1] —

for the error outside of the layer region provided that (2.14) is satisfied by the mesh
generating function.

4.2.6 The Truncation Error and Barrier Function Technique

We now consider the convection-diffusion problem

—eu” —bu' +cu=f in(0,1), u(0)=u(l)=0 @.1)
discretised by
[f/uN]z = —Eué\%;i — blui\[z +eulN =f fori=1,...,N—1,
4.41)

N _ N _
Uy = Yp» UN = TV1-

In contrast to the scheme (4.3) this method is first-order consistent in the mesh nodes
on arbitrary meshes.

The analysis of this section uses the truncation error and barrier function tech-
nique developed by Kellogg and Tsan [61]. This was adapted to the analysis
of Shishkin meshes by Stynes and Roos [153] and later used for other meshes
also [137]. This technique can be used for problems in two dimensions too; see
Sect. 9.1 or [81, 107]. We demonstrate this technique by sketching the convergence
analysis for S-type meshes. For more details the reader is referred to [137].

The matrix associated with L is an M-matrix. Similar to (4.5), we have the fol-
lowing comparison principle for two mesh functions v, w € IRN*!:

Lv < Lw on w,
v < wo, — ov<w on w. (4.42)
vy < wn
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Theorem 4.20. Let w be a S-type mesh with o > 2; see Sect. 2.1.3. Assume that the
function ¢ is piecewise differentiable and satisfies (2.8) and (2.14). Then the error
of the simple upwind scheme satisfies

‘u —uN|< C(h+N‘1maX|z/J’|) for i=0,...,qN —1,
' N C’(h—l—N‘l) for i =¢qN,..., N.

Proof. The numerical solution " is split analogously to the splitting of u = v +w
of Theorem 3.48: u™¥ = v~ + w!¥ with

[LoN;=fi fori=1,...,N—1, v} =v(0), v =v(1) =
and

[LwN]; =0 fori=1,...,N—1, w) =w(0), wh =w(1)=0.

Then the error is u — v’ = (v — vV) + (w — w") and we can estimate the er-
ror in v and w separately. For the regular solution component v Taylor expansions

and (3.34a) give

L(v—o™)| = |[Lv]; — (Lv);| < Ch for i=1,...,N — 1.

Furthermore, (v — vV )g = (v — V)

yields

~ = 0. Then the comparison principle (4.42)

with some constant C', which is independent of €. Thus,

Jo =™, < Ch. (4.43)

Using (4.42), one can show that
h
[l | <@} OH<1+6’“> for i =0,...,N. (4.44)

For & > 0 we have In(1 + &) > ¢ — ¢2/2 which implies

w SwN<N”/2exp<2Z<ﬂh’“)>gczvl for i = gN,...,N;

2¢e
k=1



102 4 Finite Difference Schemes for Convection-Diffusion Problems

see Remark 2.4. Hence,
lwi —w]| < Jws| + |wN| < CN™' for i =gN,...,N, (4.45)
where we have used (3.34b).

For the truncation error with respect to the layer part w, Taylor expansions
and (3.34b) give

[ﬁ(w — ’LUN)]Z < 0672 (hi + hz’+1) e*ﬁmz‘ﬂ/s

- ’[I:w]i

< Cele A7/ N1 max ¢

< Ce '@ N"'max|y/| for i=1,...,qN —1,

by (2.11) and (2.12). Note that wo — w}’ = 0 and |wyn — w)y | < CN~'. There-
fore, (4.42) yields

‘(w —wN)i’ < C’{N_1 —l—iI}ZNN_lmaXW/\}, for i =0,...,qN —1,
for C chosen sufficiently large. Thus,
|wi —w)¥| < CN~'max|¢’| for i=0,...,qN —1.
Combine (4.43) and (4.45) with the last inequality to complete the proof. O

Remark 4.21. We are not aware of any results for B-type meshes that make use of
this truncation error and barrier function technique. Also note that this technique
needs o > 2, while in Sect. 4.2.2 only ¢ > 1 was assumed. &

Remark 4.22. The technique of Sect. 4.2.2 also provides error estimates for the ap-
proximation of the first-order differences:

elftw—uM)all o, < CVH@).

In [33] the authors use the barrier function technique to establish that the upwind
scheme (4.41) on standard Shishkin meshes satisfies

-1 . B
el (" ~ ) »|s{CN A for i =0,
x50 CN-1 for i=¢N,...,N —1.

However, the technique in [33] makes strong use of the piecewise uniformity of the
mesh. &
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4.2.7 Discontinuous Coefficients and Point Sources

Consider the convection-diffusion problem in conservative form with a point source
or a discontinuity of the convection coefficient at d € (0, 1):

LU := —eu” — (bu) + cu = f + adyg, in(0,1),

u(0) = 0, u(l) = . (446
where dg4 is the shifted Dirac-delta function d4(z) = §(x — d) with d € (0,1). As-
sume thatb > $; > 0on (0,d) and b > B2 > Oon (d, 1) and set 5 = min {51, B=2}.
For the sake of simplicity, also assume that ¢ > 0 and ¢c—b" > 0 on [0, 1]. Properties
of the exact solution are studied in Sect. 3.4.1.3.

Following [88], we consider the upwinded finite difference method: Find u”™ €
RN+ with

[LCuNL = —6ugx;i — (bfuN)w- +eul = fi+Ag fori=1,...,N—1,
u(J)V =0, u% =M,
4.47)
where v~ (z) := lim Ov(s), v; =v (x;) and

A = {hH}l if d € [, mi41),
0 otherwise
is an approximation of the shifted Dirac-delta function.
The discrete operator L enjoys the stability property (4.8c). Therefore, it is suf-
ficient to derive bounds for the truncation error HLc(u —ulY) H 100, Adapting the
notation from Sect. 4.2.2, we set o

1

(A)(z) :=ev'(z) + (b~ v)(x) +/ (cv)(s)ds,

! if x; <
F(x) ::/ f(s)ds+{Cy n id’
z 0 otherwise,

N-1

[A%V], := evzy + (b_v)i + Z hi1 (cv),,
k=i

and

N-1 .
a if z; <d,
F; = E hit1fr + o
' P’ 0 otherwise.
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Inspecting (4.46) and (4.47), we see
Ay — F =const on (0,1) and A" — F =const on w.
Then, analogously to (4.13), we obtain

(A — A°u — F + F),
N-1 .
== =)+ 3 e = fo) = [ eu— ) ()
k=i x

i

since the contributions from the § functions and its discretisation cancel.
Proceeding along the lines of Sect. 4.2.2, we get.

Theorem 4.23. Let u be the solution of (4.46). Then the error of the simple upwind
scheme (4.47) satisfies

Il =¥, e <€ e, [ (14 0/ (e)]) e

£,00,W T T 41, I,
Corollary 4.24. Theorem 4.23 and the derivative bounds (3.36) yield

lla—wNll, o < COLL (@),
where

19[61;]1. (@) := i Hlla,XN/ (1 + e temPus/re 4 Hd(s)afle*m(sfd)/m) ds,
=1,..., Iy

and H is the shifted Heaviside function.

Remark 4.25. Layer-adapted meshes for (4.46) have been introduced in Sect. 2.1.5.
We have the uniform error bounds

||| N H| CN~1In N for the Shishkin mesh and
U —u
oo T | ONTE for the Bakhvalov mesh
if o1 > 1 and o5 > 1; see Sect. 2.1.5 for the bounds on 19([:’} (@). &

Numerical results

Let us verify experimentally the theoretical result of Theorem 4.23. Our test prob-
lem is

—eu’ —u' =2 4612 in (0,1), u(0) =u(l)=0. (4.48)
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Table 4.2 The upwind difference scheme
for (4.48); errors in the discrete maximum
norm

Bakhvalov mesh Shishkin mesh
N error rate error rate

27 2.822e2 0.95 3.898e-2 0.78
28 1.458e-2 097 2.277e-2 0.81
29 7.447e-3 098 1.299e-2 0.84
210 37793 0.99 7.280e-3  0.85
211 1.909-3 0.99 4.027e-3  0.87
212 9.610e-4 0.99 2.204e-3  0.88
213 4.828e-4 1.00 1.197e-3  0.89
214 2422e-4  1.00 6.454e-4  0.90
215 1.214e-4 1.00 3.462¢e-4 091
216 6.080e-5 — 1.848e-4 —

The results presented in Table 4.2 are in fair agreement with Theorem 4.23. Again
the Bakhvalov mesh gives more accurate results than the Shishkin mesh.

Further remarks

The traditional truncation error and barrier function technique of Sect. 4.2.6 can also
be applied to problems with interior layers. Farrell et al. [35] consider the problem
of finding u € C?((0,d) N (d, 1)) U C*[0, 1] such that

—eu” —bu' = f in (0,d)U (d, 1), u(0)=wu(1)=0,
where at the point d € (0, 1) the convection coefficient changes sign:
b(z) >0 forxz € (0,d), b(z) <0 forz € (d,1) and |b(z)| > B > 0.
The solution u and its derivatives satisfy
|u(k)(:v)| <C {1 + sfkefﬂ‘mfd‘/s} fork=0,1,...,q and z € [0, 1],

where the maximal order g depends on the smoothness of the data. Using the barrier
function technique of Sect. 4.2.6, in [35] the authors establish the error bound

Hu — uNHOO’w <CN 'InN

for the simple upwind scheme (4.41) on a Shishkin mesh.
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4.2.8 Quasilinear Problems

We now extend the results of Sect. 3.4.1 and 4.2.1 to the class of quasilinear prob-
lems described by

T = —eu” —b(-,u) + c(-,u) =0 in (0,1),

4.49
w(0) = 70, u(l) = (4.49)

with 0 < e < 1, 0,b > 8 > 0and J,¢ > 0 and its simple upwind discretisation

[TuN] o= —eull; — b(-,u™ )y +c(,u™);=0 fori=1,...,N—1,

i Tx;t

N _ N _
Uy =70, Uny =71

First, for the solution u of (4.49) and its derivatives, the bounds (3.30) hold true
too; see [166]:

]u(’“)(fr)’ <C {1+£_ke_ﬁz/5} fork=0,1,...,q and z € [0, 1],

where the maximal order ¢ depends on the smoothness of the data.
Next we use a standard linearisation technique to study stability properties of 7°¢.
For any two functions v, w € W1°°(0, 1) define the linear operator

Ly = LY, wly :== —ey" — (py) + qv.

with

p(x) = /0 ub(z, w(z) + s(v — w)(x))ds > 3

and

q(z) = /0 Ouc(z, w(z) + s(v — w)(z))ds > 0.

The linearised operator £€ is constructed such that £(v — w) = 7% — 7w on
(0,1). The analysis of Sect. 3.4.1 can be applied to £L¢. We get

|HU - w|||e,oo < ||TCU - Tcwal,oo

for all v,w € W with v —w € W™,
Similarly, we linearise 7. For arbitrary mesh functions v, w € IRV 1 set

[Leyls = [LOv,wly], := —eyza:i — (PY)asi + qi¥i
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with p and ¢ defined above. Again the linearised operator L¢ is constructed such
that L¢(v — w) = T°v — Tw on w. The technique from Sect. 4.2.1 can be used to
obtain

v = wl < Tv = Twll -y oo

forall v,w € RN with v —w EIRéVH.

£,00,w

In order to conduct an error analysis, take v = u and w = u” and proceed as in
Sect. 4.2.2 and 4.2.4 to get a priori and a posteriori error bounds.

Remark 4.26. Discretisations of quasilinear problems can also be analysed using the
truncation error and barrier function technique of Sect. 4.2.6 or using the ({o, ¢1)
stability (4.8b); see [36, 149] and [106], respectively. &

4.2.9 Derivative Approximation

In a number of applications the user is more interested in the approximation of the
gradient or of the flow than in the solution itself. In Sect. 4.2.2 the following error
bound for the weighted derivative was established:

€ H(u - uN)/HOO < 019[61;(@).

Note that u’(0) ~ ¢~! by (3.30). Therefore, multiplying by  in this estimate is the
correct weighting. However, looking at the bounds (3.30) for the derivative of w,
we see that the derivative is bounded uniformly away from the layer, where we
therefore expect that a similar bound holds without the weighting by ¢.

Theorem 4.27. Let u be the solution of (4.1) and u” that of (4.3). Then
/ N —1 (21 v)? -
ui—um|§0hi V(@) fori=1,...,N.

Proof. We work from the error expansion of Sect. 4.2.3:

Ny w; — y —ud — (uim1 — oy —ul ) n Vi — i1
Eit h; h;

Then

(=), <o (8@) . (4.50)
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by Lemma 4.13 and Theorem 4.14. Furthermore,

1
| — vzl = W / (5 —zi—1)u"(s)ds
% I;
2
= hg (s — i) (1 + e—Qe—ﬁs/f) ds < Ch;! (195} (@)) :
i J1,

by (3.30) and Lemma 4.16. Finally, a triangle inequality yields the assertion. a
Layer-adapted meshes.

Let us illustrate Theorem 4.27 by applying it to two standard layer-adapted meshes.
Bakhvalov meshes (Sect. 2.1.1) can be generated by equidistributing

K
Mp.(§) = max {17 K5 exp (—66> } for £ €[0,1].
€ o€
Clearly Mp, is continuous and monotonically decreasing. Therefore,

1 1
*/ MBa(S)dS = / MBQ(S)dS S hiMBa(xi—l)
N 0 I;

and

1
hi ge

< OCNMpq(zi—1) = CN max {1, KTB exp (_ﬂz’—l> } .

Now, (2.6) and Theorem 4.27 yield

K i .
|u;ui\{i|§C’N1max{1,ﬂexp <ﬂx 1)} if o> 2.
’ e o€

A very similar result was established by Kopteva and Stynes [72] through a different
technique.
Shishkin meshes (Sect. 2.1.3). For these meshes the local step sizes satisfy

InN
hi=252Y fori=1,...,¢N and h; > N~' for i=gN +1,...,N.
98 N
Hence, Theorem 4.27 gives

, N Ce !N~ 'InN fori=1,...,qN —1,
ui—uj.i|§ 5
CN-'®N  for i = gN,...,N.
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Outside the layer region this result is slightly suboptimal. Both in [43] and in [72]
it was shown by means of barrier function techniques that the approximation is a
factor of In NV better, i.e.,

[uiyy —uly| SCN'InN  for i=qN +1,...,N.

4.3 Second-Order Difference Schemes

As simple upwinding yields only low accuracy, it is natural to look for higher-order
alternatives. For one-dimensional problems inverse-monotone schemes exist that
are second-order accurate. One will be studied in Sect. 4.3.1. However, the con-
struction of inverse-monotone difference schemes in two or more dimensions is an
open problem.

Sect. 4.3.2 summarises stability and convergence results for an unstabilised cen-
tral difference scheme.

Possible other approaches to higher-order schemes include:

e the combination of two (or more) approximations by a first-order upwind scheme
on nested meshes by means of the Richardson extrapolation technique.

e their combination of simple upwinding with higher-order unstabilised schemes
using defect correction.

Both approaches have the advantage that linear problems involving only stabilised
operators have to be solved. Sect. 4.3.3 is devoted to these techniques.

Finally, we like to mention the HODIE technique which was used by Clavero
et al. [28] to construct and analyse second- and third-order compact schemes on
Shishkin meshes.

4.3.1 Second-Order Upwind Schemes

Because of their stability properties, they can be analysed with the techniques simi-
lar to those of Sect. 4.2. Consider the convection-diffusion problem in conservative
form:

LU= —eu” — (bu) +cu=f in (0,1), u(0) =79, u(l)=7v. (4.9

Let p;, @ = 1,..., N be arbitrary with p; € [1/2,1]. Define the weighted step
sizes

Xi = pi+1hiv1 + (1 —pi)h; for i=1,....N -1, xo=xn=0.
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Then following Andreev and Kopteva [11], our discretisation is: Find " € RN !
such that

[L”uNL. = fpi fori=1,...,N—-1, uév = o, u% =1, 4.51)
where
[LPv]; i= —evzzi — (pbv + (1 — p)(bv)*)gﬁ;i + (€v) psis
vy LT
Xi
and

o = Pir1Vier + (L= pivy + pi)vi + (1 = pi)vioa
pii = -
2

The approximation of the first-order derivative is a weighted combination of up-
winded and downwinded operators. At first glance the approximation of the lowest-
order term and of the right-hand side seems to be very non-standard. It is chosen
such that

Tpiid1/2
Xigp;i 1S a second-order approximation of / g(z)dx
x

pii—1/2

with z,;_1/2 = 251 + p;h;. For p = 1 /2 we obtain a central difference scheme,
while for p = 1 the mid-point upwind scheme is recovered.

This second-order upwind scheme is very similar to the streamline-diffusion
FEM, which is studied in Sect. 5.3.2.

4.3.1.1 Stability of the Discrete Operator

The stability analysis of the operator L” is complicated by the positive contribution
of the discretisation (cu™),,.; of the lowest order term to the offdiagonal entries of
the system matrix. It is difficult to ensure the correct sign pattern for the application
of the M -matrix criterion (Lemma 3.14). Instead we follow [85] which adapts the
technique from [11].

Set
i—1
[APv], == evz,i + p(bv); + (1 — p;)(bv)i—1 — ij(cv)p;j, 1=1,...,N.
j=1
This operator is related to L” by (A?v); = —LPv. Then any function v € IRy
can be represented as
W,
v = -V = Wi,

\%
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where V' and W are the solution of the difference equations
[APV], =1, i=1,2,...,N, V=0
and
[APW], = [APv], +¢, i=1,2,...,N, Wy =0

for any constant ¢ € IR.

Proposition 4.28. Assume that

1 € .
12pi2max{2,1—bilhi} for i=1,... N, (4.52a)
and
llclloch < B/4. (4.52b)

Then the matrix associated with AP is an M -matrix.

Proof. First (4.52a) ensures that the offdiagonal entries of A” are nonpositive,
while (4.52b) implies that the diagonal entries are positive.
For any monotonically increasing mesh function z; > 0 we have

1—1 1—2
c B
[AP2], > pibiz; — % S X (i +2) > 77~ lelloo > Xjzi
j=1 j=1

by (4.52).
Now let

i 4 -
2’0:21222:1, and lel_[ (14—”;”)(]@2) for iZS,...,N.
k=3

(4.53)

Clearly z; < e*llcll</8 and

gzi — |lellsoXi—22i-1,> gzi—la by (4.52b).

Then induction for ¢ yields

[Apz]i>§ for i=1,...,N.

Finally, application of Lemma 3.14 with the test function e; = z; completes the
proof.
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The M -matrix property of A? and the function z from (4.53) can now be used to
establish bounds on V and W:

oco,w ?

4 4
0<V; < 3% < Be‘*"c‘“/ﬁ and |W;| < V; || APv 4| i=1,...,N.

We get our main stability result.

Theorem 4.29. Let p and h satisfy (4.52). Then the operator L is ({sg,w™1>)-
stable with

8
ol < e 0=/ min || A% + clloc. - for all v € Y™

Remark 4.30. The (£, ¢1) stability

N-1

oll e < C Y x| ILP0],]
k=1

is an immediate consequence of the negative-norm stability.

Analyses of second-order upwind schemes based on this type of stability inequal-
ity were given by Andreev and Savin [12] for a modification of Samarskii’s scheme
on a Shishkin mesh [12], and on Bakhvalov meshes [4] and by Linf [87] for quasi-
linear problems discretised on S-type meshes. &

4.3.1.2 Error Analysis

We now study the approximation error of the scheme (4.51). Following [11,85], we
base our analysis on the (I, w™1:°°) stability of Theorem 4.29.
Choose

1/2 if h; <2e/b;_q,
gy J1/2 I hi s 2e/bicy (4.54)
1 otherwise.
This choice satisfies the assumptions of Theorem 4.29. Therefore,
—u < C'min||A”(u —u . 4.55
[u—u™, < Cmin]|A?(u—u®) +cf| (4.55)
Set
Tp;1/2

(A) (z) :=ev'(z) + (bv) +/

xT

(cv)(s)ds, F:= /%1/2 f(s)ds

and

i—1
Fip == Zkap;k
k=1
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Inspecting (4.9) and (4.51), we see that
A% —F =a on (0,1) and A?u”™ — FP =a on w

with constants « and a because L = —(A%)" and f = —F on (0,1), and
LPv = (APv)z and f = F? on w. Take ¢ = a — o in (4.55) in order to get

[|luw—u| <C '—I{I,?TNHAPUL — (A%u) (wp5i) + Flwp) — FF|. (4.56)

00,w i=

Setg :=cu— f,

[Bpu]l = EUgz;i + pzbzul + (]. - pi)bifluifl

and

Then

[APul; — (A%) (p;1) + F(2p0) — FY

Tpii—1/2

= [BPul, — (Bu) (xp5) + / 4.57)

Tpi1/2

i—1
g(s)ds =Y Xigpi-
j=1

When bounding the first term on the right-hand side of (4.57), we have to distinguish
two cases: 0; = 1l and o; = 1/2.
For 0; = 1 we have

[Bu], — (Bu)(zp;) =€ {ul_hul_l — u;} = hi/ u” () (t — z;_1)dt.
Thus,
|[B"u], — (Bu) (x,.)| < C/ (14727 ) = min)at,  @589)
I;

by (3.30) and because €/h; < ||b]|o/2 for p; = 1.
Next, consider o; = 1/2. Then

[Bpu]l - (BU;) (:L'pﬂ;)
Ui — Ui—1 / biu; + b —1u;—1
=€ T —Ui_1/2 - 5 - bi—1/2ui—1/27

where u;_1 /2 = u(x;_1 /7). Taylor expansions for u and v’ about x; give
i — Uj— 3e
M*u' S?/|Uﬂl(t)‘(t7f£1_1)dt
I;

€ . i—1/2
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and

biu; + b _1u; 1

B - bi71/2ui71/2

< 2/Ii|(bu)”(t)|(t —ziy)dt.

From this and (3.30) we see that (4.58) holds for o; = 1/2 too.
Finally, we bound the second term of the right-hand side of (4.57):

Tp,j+1/2 Tp,j+1/2
/ maw—xM%Jz/’ (9(5) — gp.5) ds.

Tp,j—1/2 Tp,j—1/2

The representation

@it
9(8) = gj+1 — i1 (Tj41 — 5) + / g' ()t — s)dt

yields
Tj41
! 1
90 = 909 = (s = 9)gjal <2 [ |g" (¢ = i)t
Tj_1
Next,
Tp,j+1/2 Tj+1 "
/ 9(8)ds = Xp,j9p.5| < 2(hj + hj+1)/ 9" (®)|(t — z;-1)dt
Tp,j—1/2 i1

Tjt+1
< C(hj + th)/ (1 + 5’2(3’&/5) (t— z;_)dt,

Tj—1
by (3.30) and because g = cu — f.
Combining this estimate with (4.56), (4.55) and (4.58), we get

Tit1
Hu—uNHOOW <C max / : (1—1—5_26_’8’5/5) (t — z;—q1)dt.
’ DT Ti1

i=1,...,.N

Finally, Lemma 4.16 gives the following convergence result.

Theorem 4.31. Let vV be the approximate solution to (4.9) obtained by the dif-
ference scheme (4.51) with p chosen according to (4.54). Assume ||c||oh < (/4.
Then

2
Ju=u., <€ (¥5@)
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Quasilinear problems

The conclusion of the Theorem also holds when (4.51) is adapted to discretise the
quasilinear problem

—eu = b(u) +e(u) =0 in (0,1), u(0) =0, u(l) =

with0 < e < 1, 9,b > 8 > 0 and d,¢ > 0. The scheme reads: Find v~ € R**!
such that

—eué\;;i — (pb(-,u™) + (1 - p)b(~,uN),)m. + c(xp;i,ufxi) =0 onuw,

N N
Uy =7, Uy =M

with the stabilisation parameter chosen to satisfy, e. g,

1/2 if hy < 2e/]b]|co,
pi = .
1 otherwise.

Discontinuous coefficients and point sources

Consider the convection-diffusion problem (4.46) with a point source:

LU= —eu” — (bu) + cu = f+ adg, in (0,1), u(0) =79, u(l) =1,
with the shifted Dirac-delta function d,4(z) = d(xz — d). The coefficient b may also
have a discontinuity at 2z = d. Assume thatb > $; > 0 on (0,d) and b > (2 > 0
on (d,1).

Using (4.51) we seek an approximation ¥ € IR"*! with

[L”uNL = fpi+Aapy fori=1,...,N—1, uév =0, u% =
with
x; ' ifdez i—1/25 Tpiit1/2)5
Ad,p;i = 7 P P

0 otherwise.

Then the above technique and the a priori bounds (3.36) for the derivatives of u
yield the error estimate [88]

2
Ju=u].., <C(95@)

where 19[5}1. (@) has been defined in Sect. 2.1.5.
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Remark 4.32. Roos and Zarin [143] study the difference scheme generated by the
streamline diffusion FEM on Shishkin and on Bakhvalov-Shishkin meshes for the
discretisation of a problem with a point source. They prove (almost) second-order
convergence in the discrete maximum norm too. &

A posteriori error estimates

in the maximum norm for (4.9) discretised by (4.51) can be derived using the
(Lo, W~1°°)stability (3.29¢) of the continuous operator £¢. However, compared
to Sect. 4.2.4 the analysis becomes more technical. Therefore, we refer the reader
to the article by Kopteva [64]. A flavour of the technique is given in Sect. 4.3.3.1
where a defect-correction method is analysed.

4.3.1.3 The Barrier Function Technique
Stynes and Roos [153] study a hybrid difference scheme on a Shishkin mesh (with
q = 1/2 and o > 4). Their scheme uses central differencing on the fine part of the

mesh and the mid-point upwind scheme on the coarse part.
Let us consider the convection-diffusion problem

Lu:=—eu" —bu'+cu=f in (0,1), u(0) =0, u(l) =1, 4.1)

with b > 3 > 0 and ¢ > 0 on [0,1]. This is discretised on a Shishkin mesh—see
Sect. 2.1.3—using the difference scheme

[LuM] = fi fori=1,....N—1, u} =70, ul =m (4.59)
with
[LU]Z- = 761}2@;1‘ - bivi;i + C;U; lf blhl S 26’
—€Vz¢3i — Dig1/2Vei + (CiVi + Ciy1vi11)/2  otherwise,
and

fi+1/2  otherwise.

For N larger than a certain threshold value Vg, the matrix associated with L is an
M -matrix and central differencing is used exclusively on the fine part of the mesh.
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Theorem 4.33. Let w be a Shishkin mesh with o > 2; see Sect. 2.1.3. Then the
error of the upwinded scheme (4.59) applied to (4.1) satisfies

N CN2I*N for i=0,...,qN —1
i =] <
CN~2 for i =¢qN,..., N,

if N is larger than a certain threshold value.

Remark 4.34. A similar scheme generated by streamline-diffusion stabilisation was
analysed by Stynes and Tobiska [154] with special emphasis on the choice of the
mesh parameter o. There it was first established that the mesh parameter o should
be chosen equal (or greater than) to the formal order of the scheme. &

Proof (of Theorem 4.33). Start with the truncation error. When 2¢ < b;h; we have
the bound

Tit1
[Lgl; — (59)#1/2‘ < 0{5/ lg" ()| ds

Ti—1

(4.60a)
o [ 11+ ds},
otherwise we use
I[Lg); — (Lg) |<C/ g"(s)|+ |g"(s)|]ds (4.60b)
and, if h; = hiyq,
[Lgl;, — (Lg);| < Chi / 19 ()] + 9" (s)]] ds. (4.60c)

For the analysis we split the numerical solution u¥ analogously to the splitting
u = v + w of Theorem 3.48 and Remark 3.50: u”¥ = vV 4 w® with

[LoN], = fi fori=1,...,N—1, v} =v(0), v = (1)
and

[LwM], =0 fori=1,...,N -1, w) =w(0), wy =w(l).

Then the error is u — v’ = (v — vY¥) + (w — w!¥) and we estimate the error in v

and w separately.



118 4 Finite Difference Schemes for Convection-Diffusion Problems

For the regular solution component Theorem 3.48, Remark 3.50 and (4.60) give

f -1 for i =
|[L(U_UN)L~|:HLWL—fi|S{CN fi o,

CN~2 otherwise.
Note that (v — v™)y = (v — v™V) y = 0. Now set

1 for 1 =0,...,qN,

;= : h
v I1 (1+6k> for i=qN +1,...,N.
k=qN+1 €

Clearly ¢9 > 0 and ¢ > 0. Furthermore,

0 for i # gN,
Ly|, > 1—
Lelizy B S B0=D g — g,
Qg1 2

Application of a comparison principle with the barrier function C N ~2(1 — z; + ;)
yields

[0 =™, SCN72 (4.61)

since the matrix associated with L is inverse monotone as mentioned before.
Next, consider the layer component w. Let

H(Hﬂhk)uﬁ(ﬂ%) for i — 1.....qN.
P = { k=1 k=1
2H(1+6h’“> for i = ¢N,...,N.
The inverse monotonicity of the discrete operator L yields
waN’ < |v(0) = yol; for ¢ =0,...,N,
because L1) > 0. Furthermore, |w;| < Ce™#%i/¢ < C4);. Thus,
wz—wZN| <Cvy; fori=0,...,N

Now the argument that lead to (4.45) for the first-order scheme is imitated to
establish

w; —w] | < CN~? for i =¢gN,...,N, (4.62)

if o > 2 in the construction of the Shishkin mesh (Sect. 2.1.3).
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Fori=1,...,qN — 1 the truncation error with respect to w satisfies
| [L(w — wN)H < ON2In? Ne~le Pri-1/e < ON—21n? NE_llzi,
by (4.60c), Theorem 3.48 and Remark 3.50, where
Wy = ﬁ (1—1—%)_1.
pie 2e
The inverse monotonicity of L gives
|(w—wN);| <CN2In* Ny, for i=1,...,qN —1, (4.63)
because
[Ld], > Ce My for i=1,....qN -1

and because both |w0 — w(I)V| < CN~2and |qu — wéVN’ < CN~2.
Combining (4.61), (4.62) and (4.63), we are finished. a

4.3.2 Central Differencing

In numerical experiments [34, 50, 120] it was observed that central differencing on
Shishkin meshes yields almost second-order accuracy.

A drawback of central difference approximations is their lack of stability. The
discretisations are not maximum-norm stable. It will be seen in Sect. 4.3.2.1 that
the use of layer-adapted meshes induce some additional stability. However, the dis-
crete systems remain difficult to solve efficiently by means of iterative solvers. The
system matrices have eigenvalues with large imaginary parts. This becomes a par-
ticularly important issue when solving higher-dimensional problems.

We shall consider the discretisation

[Lu™] = fi fori=1,....N—1, ufl =70, uy=mn (4.64)

of (4.9), where
[L’UL = V350 — (bv)r,z + ¢;v;.

Similar to (4.4) this scheme is equivalent to a FEM with piecewise linear trial
and test functions, but with the trapezium rule

/ g(S)dS ~ higi_l +g’L
I 2

i

used to approximate the integrals on each subinterval I; of the partition.
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4.3.2.1 Stability

A first analysis was conducted by Andreev and Kopteva [10] who prove that central
differencing on a Shishkin mesh is (l, 1) stable. This result was later generalised
by Kopteva [70].

Theorem 4.35. Assume that

f[l(hzbi_l_;)/<h5b 1)

and that h; < phj for i < j with some constant ji. Then the central difference
operator L is (L, l1) stable with

<

1
i (4.65)

[ 4ﬂ Z hi [ L], (4.66)

Furthermore, let m be such that h; < 2¢/b;j_q1 for i = 1,...,m and
huns1 > 2¢/by,. Then the operator L is (I, w™1>)-stable with

11
||’UHoo,w S 26 ‘_1maX E hk [L’U]k .
J=1,.. £

for any mesh function v with [Lv], = 0 for i > m.

Proof. The argument is very technical and therefore not presented here. Instead the
reader is referred to the original work by Kopteva [70]. a

4.3.2.2 A Priori Error Bounds

Based on Theorem 4.35 Kopteva [70] established convergence results for central
differencing on two types of layer-adapted meshes:

N CN—2 for Bakhvalov meshes with o > 2,
[Ju—u™]| ., < , (4.67)
oo CN~2In* N for Shishkin meshes with o > 2;
The (I, 1) stability (4.66) was used by Roos and LinB [138] to prove
Ju—uN||_ < C(h+max|¢| N 1) (4.68)

on S-type meshes with 0 > 3. A similar result was given by Kopteva and Linf3 [71]
for certain quasilinear problems of type (4.49).
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Another approach to study central differencing on Shishkin meshes is that of
Lenferink [76,77]. He eliminates every other unknown to get a scheme whose sys-
tem matrix is an M -matrix.

4.3.2.3 Derivative Approximation

For the central-difference scheme (4.64) on S-type meshes with o > 3 we have the

second order bound
e[ v aa] < O N o))"

The proof in [138] uses the bound (4.68) for the discretisation error, then interprets

the scheme as a finite element method with inexact integration and finally applies a

finite element technique [173] to get the bound for the derivative approximation.

4.3.3 Convergence Acceleration Techniques

In the early 1980s Hemker [51] proposed the use of defect-correction methods when
solving singularly perturbed problems. However, the first rigorous proof of uniform
convergence of a defect-correction scheme was not published before 2001 (Frohner
et al. [43]). Various analyses by Nikolova and Axelsson [16, 126] are at least not
rigorous with regard to the robustness, i.e. the e-independence of the error con-
stants, while the analysis by Frohner and Roos [44] turned out to be technically
unsound [42].

4.3.3.1 Defect Correction

Let us consider the defect correction method from [43] for our model convection-
diffusion problem in conservative form:

LU= —eu” — (bu) +cu= f in (0,1), u(0) =79, u(l)=v. (4.9)
It is based on the upwind scheme
[LcuN]i = —augm - (buN)m;i +cul = fi (4.10)
combined with the unstabilised second-order central difference scheme

[ZCuN] = —cul) G (buN)i;i + CiuZN = fi.

i T
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With this notation we can formulate the defect correction method. This two-stage
method is the following:

N

1. Compute an initial first-order approximation 4" using simple upwinding:

[LeaN], = f; fori=1,...,N—1, @) =, iy ="mn. (4.69a)

2. Estimate the defect ( in the differential equation by means of the central differ-
ence scheme:

G =[LaN);— f; fori=1,...,N—1. (4.69b)
3. Compute the defect correction A by solving
[LCA]I-:K}Z‘CZ‘, for izl,...7N—1, A():AN:O (469C)

with R; = hz/h1+1
4. Then the final computed solution is

uV =V — A (4.69d)

Remark 4.36. At first glance both the upwind discretisation and the particular
weighting of the residual in (4.69c) appear a bit non-standard. No justification for
these choices is provided by [43, 93]. An argument that suggests this particular
choice is presented in [101].

Furthermore, the weighting becomes the standard x; = 1 on uniform meshes;
however, when used on non-uniform meshes, x; = 1 might reduce the order of
convergence which is illustrated by numerical experiments in [101]. &

In the analysis of the method we use the following notation:

1

(A) () == ev'(z) + (bv)(z) +/ (cv)(s)ds, F(z) ::/ f(s)ds,

€T

N-1 N-1
[A%], = evgy + (bv), + Z hiyr (ev),, Fy:= Z Ryt fr
k=i k=i

and

o)+ (), PN
i Nt s S hfeon, = e

[gcv] = evz, +
k=i k=1

The differential equation (4.9) yields

AU — F = a = const, (4.70)
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while (4.69b) and (4.69¢) imply

A°A — (A\CﬂN - ﬁ) = a = const. (4.71)

A priori analysis
The negative norm stability (4.8c) of the operator L¢ yields for the error of the
defect-correction method

=, o, < 20A° — B — )|

£,00,w — 00,w

R N 4.72)
+ 2||ACU - F+ a“oo w’
by (4.70) and (4.71), where « is the constant from (4.70).
The second term in (4.72) is the truncation error of the central difference scheme.
It is formally of second order. The first term is the so called relative consistency
error. While the error u — @V of the simple upwind scheme is only of first order,
the hope is that A and A are sufficiently close to gain second order in this term
too.
Consider the relative consistency error first. Let ) :== u — @” denote the error of
the simple upwind scheme. A straight-forward calculation and summation by parts
give

N—-1
[(Ac - A\C)T]]i — w + Z hkﬂLlM _ %(Cn)“
k=i+1

which can be bounded by

o el
= 29| < (ol + 102 e = i

oo + |lc
e L

Thus,
2
c e 2]/ —
4 = Al < € (e s =l + Al ) < € (95@)"
4.73)
by (4.50) and because h < 19£1d] (w) < 195 (@).
Remark 4.37. The first term, the maximum difference of the error of the upwind

scheme in two adjacent mesh points, constituted the main difficulty in [43]. With
the error expansion of Sect. 4.2.3 this has become a simple task. &
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Next, le/t\ us bogpd the tmncz}\tion error of the central difference scheme. By (4.70)
we have (Au — F); —a = (A®u — F); — (Au — F),_, 5. Hence,

~

(bu)l + (b’u)i,1

(A.\cu—F)Z—CV‘ SE uz,z_u;1/2’+‘ 2 _(bu)i_l/g‘
N ) (4.74)
+ > g —/ g(s)ds
k=i Ti—1/2

with ¢ = f — cu. Using Taylor expansions for u, v’ and (bu)" about x = z;, we
obtain

Ussi — ui—l/Q‘ < 355 /I(S . xi71)|u///(s)|ds <C (7‘95&] (@))2 4.75)

< ;/I(s —xi—1)|(bu)”(s)|ds < C (05}(@))27

i

by (4.9), (3.30) and Lemma 4.16.
For the last term in (4.74) a Taylor expansion gives

hi hi / o hi
59k T g 9k-1/2 /zkm g(s)ds| < g”g

< Cnj (14 2e7Am1r2/) < oy (05 (w))g,

//||
007(9%—1/2»9%)

(4.76a)

where we have used (3.30) and Proposition 4.15 with x = z3_1/5 and 0 = 2.
Furthermore, we have

2 x
‘thrl hici1 / kt1/2
x

5 Ik + g Jk1/2 T g(s)ds

k

Tk+1/2 ) 2], - 2
<t [ (0 - ) lg"(0)]do < Chi (9(@))

k

(4.76b)

by (3.30) and Lemma 4.16. Combine these two estimates:

1

N
Sig- [ glo)s
k=i z

i—1/2

< {2 + 12 (14 2etmmle) b < o (o) (@))2 ,

by Proposition 4.15.
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Therefore,
Ge, _ B 20\
HA u—F— O[Hoo,u; <C (ﬁcd(w)> ’

by (4.9), (3.30) and Lemma 4.16.
Collect (4.72), (4.73) and the last inequality to get the main result of this section.

Theorem 4.38. Let u be the solution of (4.9) and u" that of the defect correction
method (4.69). Then

2
=™l o < € (B @)

£,00,w —

Derivative approximation

For = € I; a triangle inequality gives

e/ (x) —up| < el (2) —uayl +e|(u' —uN)zyl

2
< elu'(2) — uzal + € (92@)

by Theorem 4.38. The representation

u'(z) —uzy; = hl/ / u' (t)dtds. 4.77)
) I,; S

yields
e Ju/ (x) — uzs| < CON(@), by (3.30).

Thus, in general we only have a first-order approximation for the e-weighted deriva-
tive:

e/ (z) — uzs| < CY(@) for x € I,

This result is sharp.
For the midpoint x;_; /o of the mesh interval I; we expand (4.77) to give

1 T t
U (2521 /2) — Uz = —/ / / u'"’(€)dédtds.
hi IiJs Jxi_1)

The right-hand side can be bounded using (3.30) and Lemma 4.16. We get

2
3 ‘U/(.’Eifl/Q) — Ui;i| < C (19[63] ((IJ)) 5
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and finally
|U T;— 1/2 — Uz | < 0(19[2](@))

This means that the midpoints of the mesh intervals are superconvergence points
for the derivative and we can define a recovery operator R for the derivative. For a
given mesh function v € IRN*!, let Rv be that function that is piecewise linear on
the mesh w = {0, T141/2,T241/2y s TN-1-1/25 1} and satisfies

(Rv)i71/2 =vz; fori=1,...,N.
Then one can prove

ol — Rl <0 (92)@)

A posteriori analysis

The next result is an extension of Lemma 2.2 in [64] which gave bounds in the
mesh points only. It is an essential ingredient for the analysis of second-order app-
roximations.

Theorem 4.39. Let the hypothesis of Theorem 3.45 be satisfied. Let 1) be the solu-
tion of the boundary value problem

L =—-¥" in (0,1), u(0)=u(l)=0

with
U(x) = Ai_1j2(x —xi_1/2) for x € (wi-1,24).
Then
h;, h?
< O* ) in | —% . i
ol < 0% e {ispfmin | o
where

_ 2lIblloc +lelloc + 5

C %

Proof. Let © € (0,1) be arbitrary, but fixed. The Green’s function representation
gives

1 N
) = / 9¢G(x, ) F(£)dE = ZAiq/zJi
0 i=1
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with
Ji = /1 0:G(2,6)(§ — wi_1/2)dE.
A first bound for the J;’s is
51 < | [ 006 00€ ~ oo < 5 [ e ola @

while integration by parts yields

- [ ot [l o g

Hence

h2
a1< 5 [ lotgt.e)|as

2

< 2 [ 1500 + 101 0661 + )6 . e

This estimate is combined with (4.78) to give

h?  h;

|J;| < min [
2Bl

}/[m(g)Jr||b|oo|a§g(xv§)|+||C|oog(zvf)]d€-

I;

Multlply by |Ai—1/2 ,
and note that

., IV, use a discrete Holder inequality

2[|6l[oo + lleflo

1
/0 (6) + Pl 106G, O] + el Gl )] < 14 222

by Theorem 3.20. This completes the proof. a

With these stability results at hand we can now derive our a posteriori error
bounds. We shall identify any mesh function v with its piecewise linear nodal inter-
polant.

Theorem 4.40. Let the hypothesis of Theorem 3.45 be satisfied. Set g := f — cu™.
Then the error of the defect-correction method satisfies

Hu—uNHOOSni=m+772+773+774+775
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with
h ng N
m = C* max min{ }9112 bu™) s
et N 2+ (),
N-1
1 1 g1 — hy
2 - E :I{l (bA)j7z y T3 = Bi:f}’l%)]sf—l kz_: 72 CkAk )
LN
— h3 "
g 66; 119" oo 1,

and

3
ms = g5 max K209 e, + ™)

Proof. By (4.70) and (4.71) we have, for x € (z;-1, z;),

A (u—u) (2)
= F(z) — F; + [AuN], - (AuV) () — [(A° - A°)A], + o —a.

Recalling the definitions of F, F , A, A€ and A\C, we obtain the representation

A (u—u) (z)
1 N bu ) (bu )
hegr + =L () (2
/xg Z Kk 2 (b (4.79)
N-1
—h thH cAk+a—a
k=

Taylor expansions yield
1 N 1
[ ods =3 tug = [ g g"))s + (@irya = )i+ pila),
xr k=i xZ;

where g/ is the piecewise linear interpolant of g, and

(bUN)i + (buN)ifl

2

- (bUN) (@) = (®i—1/2 — @) (bUN)j’i + fii(x)
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with
3h? 3 3h?
lilloes, < 519 crs, and il g, < 555 00|,
Substitute the above two equations into (4.79). We get
A (u— uN) (z)
1
- / (9= 9")(s)ds + (zi-1/2 — x) (gi—l/z + (buN):E,i)
N-1
R hgy1 —h -
- 52 (0A);; — Z %%51@ + (i + i) () + @ — a.
k=i
Furthermore,

N

1
1
[ a=aos| < 35 > h 1
i i=1

xT;

Finally, note that (Av)’ = —Lv. Use Theorems 3.45 and 4.39 to complete the
proof. ad

Remark 4.41. The error estimate of Theorem 4.40 contains terms, namely 74 and
75, that in general have to be approximated, for example

19— Gi—1
¢ ~ 220

i —29i-1/2 + gi-
’ g” %49 g 12/2 gi—1
h; h;

and

(buN)l — 2(b’U,N)1;_1/2 + (b’U,N)Z',l

(bu™)" ~ 4 2

The additional errors introduced this way are of third order and therefore decay
rapidly when the mesh is refined. &

An adaptive mesh algorithm

Based on Theorem 4.40, the de Boor algorithm described in Sect. 4.2.4.2 can be
adapted for the defect-correction method by choosing

5 1/2
Qi =Q;(uN, Aw) == {Po + Zpkﬁk;i} (4.80)

k=1
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with
hi B2
qo=ming ——, —L b g, bu™)_ |, i = hi [(bA); 1,
M. Inln{lbnoo 45} Gimrjp+ (bu’) | e (04);;
N—1
hikt1 — hg 2
N353 = Z %Q@Ak v Mg = 33 |gi —2gi-1/2 +gi71| ’
k=i

1
N5y 1= %hi 19 — giea| + [(u™)i — 2(bu™ );_1 /2 + (bu™N)i—1|

and non-negative weights py.

Remark 4.42. The square root in (4.80) is necessary because the underlying method
is formally of second order. &

Remark 4.43. The numerical experiments in [101] indicate that n; contains suffi-
cient information to steer the mesh adaptation. Therefore 7, K = 2,...,5, can
be set to zero, however pp must not in order to avoid mesh starvation in regions
where the solution does not vary much. This reduces the computational costs in the
remeshing phase of the de Boor algorithm. &

4.3.3.2 Richardson Extrapolation

Richardson extrapolation on layer-adapted meshes was first analysed by Natividad
and Stynes [124]. They study a simple first-order upwind scheme on a Shishkin
mesh and prove that Richardson extrapolation improves the accuracy to almost
second order, although the underlying scheme is only of first order. The analysis
in [124] is based on comparison principles and barrier function techniques.

Here we shall pursue an alternative approach similar to the one in [93] that is
based on the (I, w™1°°) stability and on the error expansion of Sect. 4.2.3. Again
consider the conservative form of our model problem:

LU := —eu” — (bu) +cu=f in (0,1), u(0) =79, uw(l)=m. (49

Given an arbitrary mesh @, let @’ : 0 = Tijp <1 < Tipye <<y =1be
the mesh obtained by uniformly bisecting @. Let %" be the solution of the upwind
scheme (4.10) on @ and

2N 2N 2N | 2N 2N 2N
u :(uO au1/27u1 7---7uN—1/27uN)

that of the difference scheme on &. Since (4.10) is a first-order scheme we combine
@V and 72N by

N._9=2N _ =N _
u; =2u; —u; fori=0,...,N,

in order to get a second-order approximation defined on the coarser mesh .
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In addition to the notation introduced on p. 122 set

N-1
~ V; — Vi1 CkUL + Cly1/2Vk+1/2
A% = 2e——— + by, h
[A%v], 5 W + bv; + kg_. k+1 >
and
N-1
~ Jr + fra1/2
F; = g hk“%'
k=i

The differential equation (4.9) and the difference equation (4.10) yield
Au—F=a, AN —F=a and AN —F=a.

A direct calculation gives

L (wmuwe
h; i—1/2

+ {bz(UQN —u;) — b 1/2( i 1/2 - Ui—l/z)}

hi, _
- {Q(CUQN - Cu)i—1/2

N—1
+ Z hirr [(c@®N — cu) gy /o — (c@®N — cu)k}}
k=i

N-1

1
h;
+ s)ds — —¢g;_1/2 — E h
{/i—l/z q(s) D) gi—1/2 k+1gk+1/2}

k=i

with ¢ = cu — f. The first term on the right-hand side is bounded by 019[2] (@)?,
see (4.75) The second and third term can be bounded by 019 ( )? using the tech-

nique that gave (4.73). The last term is also bounded by Cﬁu( )2, since similar
to (4.76) we have

h h2 Tk 2
i9k71/2 - *kgz/gq/z - / g(s)ds| < Chy, (79[3(1] (‘D)) ;
2 8 .

k—1/2

and

hk h2 /zk+1/2
gk 1/2 g(s)ds
2 5 Ok .

Finally, using the stability inequality (4.8c) we obtain the following convergence
result.

< Chi (19[2]( ))
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Theorem 4.44. Let u”Y be the approximate solution to (4.9) obtained by the
Richardson extrapolation technique applied to the simple upwind scheme (4.10).
Then

2
=, o, < © (92@)°

£,00,w —

Corollary 4.45. Theorem 4.44 and interpolation error bounds (see Sect. 5.1) give
N ’ N 2,1\
Ju— ¥ e o = R < ¢ (@),

where R is the recovery operator from Sect. 4.3.3.1.

4.3.4 A Numerical Example

The following tables contain the results of test computations for test problem (4.14):
—eu’ —u +2u=e""1, wu(0)=u(l)=0.

We test the performance of:

e second-order upwinding

e central differencing

e defect correction and

e Richardson extrapolation.

In the experiments we have chosen ¢ = 10~8. The meshes have been constructed
with parameters 0 =2, 3 =1land ¢ = K = 1/2.

The numerical results in Tables 4.3 and 4.4 are clear illustrations of the conver-
gence estimates of Theorems 4.31, 4.38 and 4.44 and of (4.67). Furthermore, as the
theory predicts, all four methods give higher accuracy on Bakhvalov meshes than
on Shishkin meshes.

Finally, we consider a modified Shishkin mesh which is constructed as fol-
lows. Pick the transition point 7 = 2¢3 !In N as usual. Set h = 27/N and
H = 2(1 — 7)/N. Then the mesh is defined by

h if i < NJ2,
hi = 4H/3 if i isoddandi > N/2,
2H/3 if i isevenandi > N/2.
Thus, instead of a uniform mesh on each of the two subdomains [0, 7] and [7, 1] we

use non-uniform, though very regular sub meshes. A similar mesh was considered
in [26].
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Table 4.3 Second-order schemes on Shishkin meshes

second order central defect Richardson

N upwinding differencing correction extrapolation

27 3.29-04 1.61 1.37e-04 155 2.32e-04 1.64 2.33e-04 1.57
28 1.07e-04 1.66 4.66e-05 1.62 7.47e-05 1.68 7.86e-05 1.64
29 340e-05 1.70 1.52e-05 1.67 2.33e-05 1.72 2.53e-05 1.69
210 1.05e-05 1.73 4.79¢-06 1.70 7.06e-06 1.75 7.86e-06 1.72
211 3.17e-06 1.75 147e-06 1.73 2.10e-06 1.78 2.38e-06 1.75
212 943e-07 1.77 443e-07 176 6.12e-07 1.79 7.07e-07 1.77
213 277e-07 179 1.31e-07 178 1.76e-07 1.81 2.07e-07 1.79
214 8.02e-08 1.80 3.83¢-08 1.79 5.03e-08 1.82 597e-08 1.81
215 230e-08 1.81 1.11e-08 1.81 1.42e-08 1.83 1.71e-08 1.82
216 6.54e-09 1.83 3.16e-09 1.82 4.00e-09 1.84 4.84e-09 1.83
217 1.85¢-09 1.84 895e-10 1.83 1.12e-09 1.85 1.36e-09 1.84
218 517e-10 — 2.52e-10 — 3.10e-10 — 3.81e-10 —

Table 4.4 Second-order schemes on Bakhvalov meshes

second order central defect Richardson

N upwinding differencing correction extrapolation

27 5.81e-04 236 9.67e-05 199 2.74e-04 194 1.16e-04 194
28 1.13e-04 2.11 2.43e-05 2.02 7.14e-05 197 3.01e-05 1.97
29 2.62e-05 2.05 598e-06 1.99 1.83e-05 198 7.67¢e-06 1.99
210 6.34e-06 227 1.51e-06 2.00 4.63e-06 1.99 1.93e-06 1.99
211 131e-06 236 3.77e-07 2.00 1.16e-06 2.00 4.86e-07 2.00
212 255¢-07 211 9.45¢-08 201 292e-07 200 1.22e-07 2.00
213 590e-08 2.05 2.34e-08 1.99 7.30e-08 2.00 3.05e-08 2.00
214 143¢-08 2.05 5.89-09 200 1.83e-08 200 7.63e-09 2.00
215 3.46e-09 200 1.47e-09 200 4.57e-09 2.00 1.91e-09 2.00
216 8.64e-10 2.00 3.68¢-10 2.01 1.14e-09 2.00 4.77e-10 2.00
217 2.16e-10 2.00 9.16e-11 2.00 2.86e-10 2.00 1.19e-10 2.00
218 540e-11 — 2.30e-11 — 7.14e-11  — 2.98e-11 —

For this mesh 195] (@) < CN~'In N and almost second order convergence is
guaranteed for the upwind scheme, defect correction and Richardson extrapola-
tion. This order of convergence is observed in our computational experiments; see
Table 4.5. However, for central differencing the observed rate is only one. Thus,
on this mesh the assumption (4.65) must be violated. In [26] it is shown that for
b = const and ¢ = 0 the stability constant in (4.66) blows up for N — oco.

Remark 4.46. This means that for central differencing a general result like
N 2 o)
||’LL*’U, Hoow §C<ﬁcd(w))

cannot hold. &
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Table 4.5 Second-order schemes on modified Shishkin meshes

second order central defect Richardson

N upwinding differencing correction extrapolation

27 1.30e-03 1.61 6.73e-03 098 5.94e-04 146 7.66e-04 1.46
28 427e-04 1.66 3.41e-03 0.99 2.16e-04 1.57 2.77e-04 1.58
29 1.35e-04 170 1.72e-03 099 7.25¢-05 1.65 9.25¢-05 1.65
210 417e-05 1.72 8.63e-04 1.00 2.31e-05 1.70 2.94e-05 1.70
211 1.26e-05 1.75 4.32e-04 1.00 7.11e-06 1.74 9.04e-06 1.74
212 376e-06 1.77 2.16e-04 1.00 2.13e-06 1.77 2.71e-06 1.76
213 1.10e-06 1.79 1.08e-04 1.00 6.24e-07 1.79 7.97e-07 1.79
214 320e-07 1.80 541e-05 1.00 1.81e-07 1.81 2.31e-07 1.80
215 9.18e-08 1.81 2.70e-05 1.00 5.16e-08 1.82 6.63e-08 1.82
216 261e-08 1.82 1.35-05 1.00 1.46e-08 1.83 1.88e-08 1.83
217 737e-09 1.84 6.74e-06 1.02 4.11e-09 1.84 531e-09 1.84
218 207e-09 — 3.33e-06 — 1.15e-09 — 1.49¢-09 —

This observation has far reaching consequences, in particular in higher dimen-
sions, where it is difficult, if not impossible, to construct uniform or nearly uniform
meshes. Therefore, stabilisation in regions where the mesh is coarse becomes
essential.

4.4 Systems

We now leave the scalar convection-diffusion equation and move on to systems of
equations of this type.

4.4.1 Weakly Coupled Systems in One Dimension

Consider the weakly coupled problem from Sect. 3.4.2:

Lu = —diag(e)u” — diag(b)u’ + Au=f on (0,1), @81)
u(0) =u(l) =0, '
where € = (£1,...,2¢)" and the small parameter ¢y, is in (0,1] for k = 1,... .
Assume that for each k one has ay;, > 0 and either by, > () or by, < —[j on [0, 1]
with positive constants by.
We follow [96] and discretise (4.81) by means of the simple upwind scheme that
was studied in detail in Sect. 4.2: Find w € (IR} ™")* such that
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where f; = f(2:) = (fiis foir - s foi) s Lo = (L)1, (Lw)a, - .., (Lo)e)
l

(Lv),, == Agvy, + Z oy U,

m=1

m#£k

and

[A U] . —EkVzxy — bk;ivm;i + Akk;iUs if bk > 07
k = .
—EkVaz;i — DkyiVzy + Qrkyivs i by <0,

4.4.1.1 Stability

The stability analysis for the discrete operator is conducted along the lines of the
continuous analysis. By the definition of L and the Ay’s we have, for any vector-
valued mesh function v € (Rév +1) ¢

Apve ==Y apvm + (Lv), on w, k=1,...,L (4.83)

m=1
oo,w}

me#k
for, k = 1,...,¢, where the £ x ¢ constant matrix I' = I'(A, b) = (jxm) is—as in
Sect. 3.4.2—defined by

Then Theorem 4.3 yields

(Lv)y,
by,

m=1
m#£k

: (Lv)
orllsew + > T im0 < min{Hakk’“
o0

Akm

Ak

Qkm

by

Yk =1 and gm = —min ‘ for k # m.
00,w

We reach the following stability result.

Theorem 4.47. Assume that the matrix A has non-negative diagonal entries. As-

sume that T'( A) is inverse-monotone. Then fori =1, ..., one has
f (L),
Vil o0 Z k min 2
k=1 a’kk 00,w k 00,w

for any mesh function v € (ZRN H) ¢
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Remark 4.48. Theorem 4.47 implies

£
||UHoo,LD = kgaxf HU’CHOO,(D S ¢ HLv”oo,u forall v € (Rév+1) ’

i.e., the operator L is (¢, )-stable although it does not obey a comparison
principle. &

Corollary 4.49. Under the hypotheses of Theorem 4.47 the discrete problem (4.81)
has a unique solution u®, and

[ oo < Cliflles

0o, —
for some constant C.

Remark 4.50. One can also use (4.8c) when bounding (Lwv), in (4.83) to establish
that
forall v € (ﬂ%é\]"’l)lZ .

L
ol < C max|(Lv)

] yeeny

00,& < k”fl,oo

This allows to analyse the difference scheme (4.82) when applied to problems whose
source terms consist of generalised functions like the d-distribution. &

4.4.1.2 A Priori Error Analysis

Following [96], we split the error 17 := u — u” into two parts 1, € (IR) ™)
as n = P + ¢ with

L
Ak:,(/)k = (Ln)k and Ak@k = - Z AfmTm O W, k= L... 76'

m=1
m#k

A triangle inequality and Theorem 4.3 yield

YA
17 ] 0o < 1kl — D Akm IMmlloe s E=1,...,L

m=1

mAk
Assuming that Tisan M -matrix, we obtain

Ju—u| <Ol
and we are left with bounding ).

The components of 1) are the solutions of scalar problems to which the technique
of Sect. 4.2.2 can be applied. The following general error bound is obtained.
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Theorem 4.51. Assume that the matrix A has non-negative diagonal entries.
Assume that T'(A) is inverse-monotone. Let u and u™ be the solutions of (4.81)
and (4.82). Then

¢
|lu— uNHOO@ < Ci:q{?}fN /I {1 + Z |u§n(s)] ds.

m=1

Corollary 4.52. The a priori bounds on the ul, in Sect. 3.4.2.2 can be used to derive
more explicit error bounds:

Ju— ||, < 0ol (@)

Note, the quantity 19[21]7 (@), p > 0, has been defined in Sect. 2.1.6.

Remark 4.53. We immediately obtain, for example,

H N H < CN—! for Bakhvalov meshes,
uU—u
eow CN~'Iln N for Shishkin meshes,

when the mesh parameters satisfy o,,, > 1. &

4.4.1.3 A Posteriori Error Analysis

Alternatively, one can appeal to the strong stability (3.29¢) of the scalar continuous
operators and combine the arguments of Sect. 4.2.4 and 4.4.1.1, in order to get the
a posteriori bound

£
Ju—u| < C _max {1 +Y |uﬁ7m;k|}.

=0,...,
m=1

The constant(s) involved in this error bound can be specified explicitly; cf.
Sect. 4.2.4.

4.4.2 Strongly Coupled Systems

We now consider strongly coupled systems of convection-diffusion type, i.e., for
each k one has by, # 0 for some k # m. Strong coupling causes interactions
between boundary layers that are not fully understood at present. The main papers
on this problem are [1, 100, 127, 128].
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The general strongly coupled two-point boundary-value problem in conservative
form is: Find u € (C2(0,1) N C[0,1]))" such that

L := —diag(e)u” — (Bu) + Au=f in 2:=(0,1), 4.84)
u(0) =u(1l) =0, '
where as before f = (fi,..., f¢)T, while A = (ag,,) and B = (by,) are £ x £
matrices, and the ¢ x ¢ matrix diag(e) is diagonal with k™ entry &, for all k. Fur-
thermore, let by, > By, or by, < — 0 on [0, 1] with positive constants 3.
We follow [100] and discretise (4.84) using the upwind scheme of Sect. (4.2) for
each equation of the system: Find u¥ € (ZRéV 1) such that

[LuN], = f;, fori=1,...,.N—1, (4.85)

where L¢v := ((L°v)1, (L°v)a, . . ., (ch)g)T,

14 14
(L)), o= Afvg = > (DkmVm)y + > Gk if b > 0,
ik ik
L 14
(L)), o= Afvg = > (Dkm¥m)z + >, Gk if b <0,
m=1 m=1
m#k m#k

and

eoq ) —ErVzai — (Okkv) . + akkvi i bre > 0,
[Afv]; = .
—EkVzz — (bk’kv)i-;i + Qgk;ivi if brr < 0.

4.4.2.1 Stability

The stability analysis for the difference operator L is analogous to that for the con-

tinuous operator L in Sect. 3.4.3.
Define the ¢ x ¢ matrix ¥, = ¥, (A, B) = (Y&m) by

2|6kl oo o + llawmlly o

B

ek =1 and  Ygm = — for k # m.

Introduce the discrete maximum norms

0l 00 = & [Vallag o + Br 0]l g for v e RN
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and

= max o] for v e (RN*1)".

|||vH|e,oo,w ° Ek,00,w

Theorem 4.54. Assume that for eachk =1,... ¢
bok < =B or bgx > B on [0,1]
with positive constants 3y, and that

age >0 and b, >0 on [0,1].

Suppose Y ,(A, B) is inverse-monotone. Then the operator L€ is ({so,w™ 1)

stable with

14
orlley o < D (X0 i ML)l oy for k=1,....0,

m=1
and for all v € (R) ™).

Proof. For the sake of simplicity in the presentation, we restrict ourselves to the
case when by > 0 for all k.
Let v € (IR)"™)¢ be arbitrary. Then the definition of L and the A{ yields

Apply Theorem 4.3 and Remark 4.4 to get

14
06l o < D2 (2 00kl o+ Nkl ) m 4 ICESD)EI s o

ot
Recall the definition of 7, and rearrange the last inequality

¢
Z Yiem Nvmlllz,, co.0 < ||(Lc"1)k‘|_1m,w for k=1,...,¢.

m=1

Using the inverse monotonicity of X,,,, we are finished. ad
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Corollary 4.55. Suppose the hypotheses of Theorem 4.54 are satisfied. Then the
difference equation (4.85) possesses a unique solution u” , with

N
el s < € o il e

for some constant C' that is independent of both € and the mesh.

Remark 4.56. In general, the operator L€ does not obey a comparison principle.
Nonetheless it is (¢, £ )-stable, i.c.,

[l < CIE ], forall ve (RYF),

by Theorem 4.54. &

4.4.2.2 A Priori Error Analysis

N

Adapt the argument of Sect. 4.4.1.2 as in [100] and split the error 7 := u"* — u into

two parts 1, o € (IRY ™) as n = b + ¢ with

l
Ajaby = (Ln)r and Afpp = Z ((bkmnm)x — Qkm"m)  ON w.

m=1

m#k

Recalling the definition of ¥, = (Ykm ), We use a triangle inequality and Theo-
rem 4.3 to obtain

4
Z Ykm H|77m|||gmoo7w < H|7/)k|||5k,oo,w for k=1,...,0
m=1

Next, if T is inverse monotone then

e = ™l

<]

€,00,w —

|s,oo,w )

and we are left with bounding [y |, ..k =1,...,L.
The components of 1) are the solutions of scalar problems. In [100] the technique

of Sect. 4.2.2 is used to obtain the following general error bound.

Theorem 4.57. Let the hypothesis of Theorem 4.54 be satisfied. Then the error of
the upwind scheme (4.85) applied to (4.84) satisfies

1=

4
N
ljw—u]|, ., <C. L%/h [1+m§_:1 u;n(s)@ds.
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Corollary 4.58. By (3.56) we have ||uy ||, < C for k = 1,... L. Therefore, there
exists a mesh w* such that

/(1+Z|u )de/ (1+ ()|>d:z:<C’N1

and on this mesh one consequently has

N —
H’u—u |Hsoow* *CN
Remark 4.59. As satisfactory pointwise bounds on |u},| are unavailable, this result

does not give an immediate explicit convergence result on, e.g., a Bakhvalov or
Shishkin mesh. &

Remark 4.60. When ey, = fork =1,... ¢, Theorem 3.57 yields

llu— ¥, o <€ max /I (14e2/%) dz = 09l @),

€,00,w = 7 7]

The system behaves like the scalar equation of Section 4.2 and appropriately adapted
meshes can be constructed as for scalar problems.

In [127] one also finds an error analysis for a system with a single parameter,
but the analysis is limited to Shishkin meshes and uses a more traditional truncation
error and barrier function argument. Furthermore, higher regularity of the solution
is required. On the other hand, in certain situations the analysis of [127] is valid
under less restrictive hypotheses on the entries of the matrices A and B than the
requirement that 7", be inverse-monotone. &

4.4.2.3 A Posteriori Error Bounds

Using the strong stability results of Theorem 3.54, we can follow [100] to obtain the
a posteriori error bound

L
o=l e <€ e (14 32 )

Remark 4.61. The de Boor algorithm (see Sect. 4.2.4.2) can be used to adaptively
generate meshes for (4.84) by choosing

¢ N\ 12
Qi2h1<1+2(uﬁx;m)> |
m=1

Numerical examples are presented in [100], but a complete analysis of the adaptive
algorithm is not given. &
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4.4.2.4 Numerical Results

We now present the results of two numerical experiments in order to illustrate the
conclusions of Theorem 4.57.
First, we consider a test problem with two equations.

T nw_(4+x —1)\ , 0 —z2 _ el=2z\
diag (e) u (1_2x_3)u +<1 L)%= eos2n in (0,1), (4.86)

subject to homogeneous Dirichlet boundary conditions u(0) = u(1) = 0.
For this problem our convergence theory applies since

1 (12 -7 L 1{127
r=— rt-=-: > 0.
12 (12 12) and 5 (12 12) =0

We have b; > 4 and —by > 3. Therefore, one expects that the solution exhibits
two layers: one at = 0 behaving like e=4*/¢1 and the other at 2 = 1 that behaves
like e=3(1=®)/€2 Also the first-order derivative of u is expected to satisfy

‘U;(l‘)‘ < C {1 +€1—1674I/€1 =+ 62—1673(171’)/52} 7 i = 1’2

Note, we do not have proper proof for these derivative bounds. The difficulties in
proving them have been explained in Section 3.4.3.1.

The exact solution of (4.86) is not available. Therefore, we compare the
numerical solution with that obtained by Richardson extrapolation as before.
We consider Bakhvalov and Shishkin meshes and the adaptive de Boor algorithm;
see Remark 4.61. The construction of layer-adapted meshes for overlapping layers
is explained in Section 2.1.6.

The results of our test computations are contained in Table 4.6. For both a priori
adapted meshes the expected (almost) first order of uniform convergence is con-
firmed. For the adaptive algorithm first order is also observed although the numerical
rates are “less stable”.

Table 4.6 Simple upwinding for a system of two convection-diffusion equations

N Shishkin mesh Bakhvalov mesh adaptive algorithm

nN pN N r nN r
3.27 3.131e-02  0.83  8.194e-03  0.99 7.600e-03  0.96
3.28 1.843e-02  0.88  4.119¢-03  0.99 3.903e-03  1.05
3.2° 1.051e-02 091  2.073e-03  0.99 1.880e-03  0.99
3.210  5870e-03 094 1.044e-03  0.99 9.477e-04  0.98
3.2 322903 095 5.240e-04  1.00 4.821e-04 0.94
3-212 175803 097  2.620e-04 1.00 2.505e-04  1.00
3.213  9491e-04 098  1.308e-04  1.00 1.254e-04  1.15
3.2 5092e-04 098  6.540e-05 1.00 5.643e¢-05 091
3-215  2717e-04 099  3.269¢-05  1.00 3.006e-05  0.99
3

- 216 1.444e-04 — 1.634e-05 — 1.516e-05 —
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Table 4.7 Simple upwinding for a convection-diffusion problem with three equations

N Shishkin mesh Bakhvalov mesh adaptive algorithm
nN pN N r NN rN
4.28 2.453e-01 0.49 1.780e-01 0.86 1.850e-01 0.64
4.24 1.809e-01 0.63 9.777e-02 0.93 1.187e-01 0.75
4.25 1.218e-01 0.75 5.124e-02 0.97 7.062e-02 0.87
4.26 7.612e-02 0.84 2.623e-02 0.98 3.863e-02 0.96
4.27 4.505e-02 0.90 1.327e-02 0.99 1.991e-02 0.92
4.28 2.569¢-02 0.94 6.673e-03 1.00 1.051e-02 1.02
4.29 1.430e-02 0.97 3.346e-03 1.00 5.167e-03 0.97
4.210 7.824e-03 0.98 1.676e-03 1.00 2.642e-03 1.06
4.211 4.233e-03 1.00 8.384e-04 1.00 1.270e-03 1.05
4-212 2272¢-03 — 4.193¢-04  — 6.115¢-04  —

The second test problem consists of three convection-diffusion equations.

3 1 0 e”
—diag (e)u” — | =22 5+2 -1 |u' = | cosz | in(0,1),
l—z 0 =5 1+ a?

with boundary conditions u(0) = u(1) = 0. This time:

L (15100 225 150 60
F:B 715 6 and 1*—1:E 159 225 90 | > 0.
9 015 135 90 155

We expect layers e~3%/¢1 e=5%/2 and e~%(1=%)/¢3 to form and adapt the mesh
accordingly.

Table 4.7 gives the numerical results for our second example. A comparison
with Table 4.6 reveals that the behaviour of the method is similar to that for
Example (4.86).

4.5 Problems with Turning Point Layers

This section considers linear convection-diffusion problems with a boundary turning
point: Find v € C?(0,1) N C[0, 1] such that

Lu = —eu” —pbu' + pcu= f in (0,1), u(0) =9, u(l) =71, (4.87)
where p(x) = 2", k> 0,b> > 0and ¢ > 0in (0,1).

We are aware of four publications analysing numerical methods for this prob-
lem with x = 1. Liseikin [113] constructs a special transformation and solves the
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transformed problem on a uniform mesh. The method obtained is proved to be
first-order uniformly convergent in the discrete maximum norm. Vulanovié¢ [167]
studies an upwind-difference scheme on a layer-adapted Bakhvalov-type mesh and
proves convergence in a discrete ¢; norm. This result is generalised in [170] for
quasilinear problems. However, this norm fails to capture the layers present in
the solution. Therefore, the problem is not singularly perturbed in the sense of
Def. 1.1. In [112] the authors establish almost first-order convergence for an upwind-
difference scheme on a Shishkin mesh. Here we follow [92] and study (4.87) with
arbitrary k > 0.

4.5.1 A First-Order Upwind Scheme

The boundary-value problem (4.87) is discretised using simple upwinding: Find
u € IRN*+! such that

[LuN]i =p;fi fori=1,...,N—1, uév =0, u% = (4.88)
with

[Lv]; := —eVzz;i — Pibivayi + Picivi.

4.5.1.1 Stability of the Discretisation
The matrix associated with it is an Lg-matrix. Lemma 3.14 with the test function
e; = 1 — x; verifies that it is an M-matrix. Therefore, the operator L satisfies a
discrete comparison principle. That is, for any mesh functions v, w € RN *!
Lv < Lw on w,
vp < Wo, = v<w on .
vy < wN
Lemma 3.17 with e¢; = 1 — z; yields
||’UHOO@ < ||Lv/pb||oo’w forall v € RéV'H.
Alternatively, if ¢ > 0 on [0, 1], then Lemma 3.17 with e = 1 gives

N+1
[l < E0/pC],  Forall v e BYH.

Thus, the operator L is (£, £oo,1/p) Stable in the 1/p-weighted maximum norm.
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For the solution «™V of (4.88) this implies

f

]| o 5 < max{lrol, [} +min{Hb %

oo,w}

H ’
00,w

Green’s function.
Lemma 4.62. Assume that
p>0, p'>0, b>p3>0 and c¢>0 on (0,1).

Then

1 for i=0,...,7

1 i

0<Gi'<éi'::7 l/hl/ -t . .
- = ;B H <1+ﬂp8+1> for i=j+1,.

v=3+1
Proof. Let j be arbitrary, but fixed. G. ; solves

(LG ;], = 0i4, i=1,...,N—=1,Go; =Gn; =0

with

5 h;_ll for ¢ = j,
17 - .
! 0 otherwise.
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(4.89)

..,N.

We shall show that G’] is a barrier function for G. ;. Clearly CAT'OJ- > 0 and

G’NJ > 0.

Next, verify that

) A 0 for v =0,...,5—1,
Guij = Gij i
A T N N S
€+ Bpihiz1

and

) R 0 for i=1,...,7,

Gji,‘ = Giﬁ i —

i J _% forz:]—’—l,,N
Hence,

[LGJ]z > piciéi,j >0 for i = 1, N ,j — 1,
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2 Bpj A 1
[LG.4]; > (th +pici ) Gij 2 iy

and

[2G.;], > (5“;:;'1 erl-ci) Gi;j>0 fori=j+1,...,N—1,

because p’ > 0 on [0, 1]. Thus, G is a barrier function for G. m]

Remark 4.63. The proof of Lemma 4.62 simplifies the argument in [112] where a
barrier function was constructed for the adjoint problem. &

Remark 4.64. Numerical results indicate that when p(z) = z”, k > 0, one has the
sharper bound

G < C(el/(”“) +§j)_ forall i,j=1,....,N—1,

but, we do not have a rigorous proof for this.

Theorem 4.65. Assume the data satisfies (4.89). Then the discrete operator L is
(€oos l1,1/p) stable

Wl < B IIL0/pI

forallv € IRéVJrl with a 1/p-weighted {1 norm.

Proof. For any function v € IR) ™ we have
N
Uizzhj+1Gi,j[LU}j7 izl,...,N—l.
j=1
Then Lemma 4.62 yields the assertion of the theorem. ad

Remark 4.66. An immediate consequence of Theorem 4.65 for the simple upwind
scheme is

Ju =™ ., <87 I(Lu—pf) /ol -

Thus, the error of the numerical solution in the maximum norm is bounded by an
¢1-type norm of the truncation error weighted with the inverse of the coefficient of
the convection term. This was used in [112] to establish uniform almost first-order
convergence on Shishkin meshes for x = 1. &
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4.5.2 Convergence on Shishkin Meshes

In [112] convergence of the upwind scheme (4.88) applied to (4.87) with k = 1
was studied. Starting from the observation that for any fixed m > 0 there exists a
constant C' = C'(m) such that

3.2
exp (—%ﬁ) < Cexp (—m\x@)

a piecewise uniform mesh is constructed as follows: Fix the mesh transition point

2
Tmin{q, \EIHN}.

m
Then divide [0, 7] uniformly into ¢ /N subintervals and [, 1] into (1 — ¢) N subinter-

vals.
Using the stability inequality of Theorem 4.65, it is then shown that

Hu - uNHOO L S CN~'(InN)?.
The details of the analysis are similar to the argument in Sect. 4.2.5.

The general case of an arbitrary x > 0 has been considered in [92]. We will give
a brief summary of that paper now. This time the transition point 7 is chosen as

follows:
1/(s+1)
1
T:min{q, <06(K’;)IDN) }

Here we shall consider 7 < ¢ which is the interesting case.
First Lemma 4.62 is sharpened to

o Cre™t for j=1,...,qN —1,
YT for j=gN,...,N - 1.

Note that 7e~1 = Cp=" (In N)¥/ "),

Remark 4.67. 1t is argued in [92] based on numerical evidence that the logarithmic
factor is superfluous and one has

Gi;j<Cp+¢&)" fori,j=1,...,N—1,

but no rigorous analysis is provided. &
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The analysis in [92] proceeds along the lines of Sect. 4.2.5 using the solution
decomposition in Theorem 3.63 to establish

Ju—u|_ < ON"L(InN)> D (4.90)
ifo > 2.
Remark 4.68. 1f one had G; ; < C (pn + &)™ ", then (4.90) could be sharpened to

|lu—uM||_ <CN7! (In N/ (=1
00,w

Also we do not have any theory for arbitrary meshes. This is due to a lack of stronger
negative-norm stability inequalities for both the continuous and the discrete opera-
tors. More work in this direction is required. &

4.5.3 A Numerical Example

We verify experimentally the convergence result of (4.90). Our test problem is the
semilinear differential equation

—eu (z) — 2%(2 — 2)u/ (x) + 2"e"®) =0 for x € (0,1),
u(0) = u(l) =0.

The exact solution of this problem is not available. We therefore estimate the ac-
curacy of the numerical solution by comparing it with the numerical solution on
a higher order method: Richardson extrapolation. For our tests we take B =1,
g=1/2ande =10"12

Table 4.8 displays the results of the numerical test. For comparison rea-
sons Table 4.9 contains the rates which can be expected if the error bound

Table 4.8 Simple upwinding on Shishkin meshes for turning point problems
k=1/2 k=1 k=2 k=3

N error rate  error rate  error rate  error rate
27 6.171e-3 088 5335e-3 092 4.675¢-3 095 4411e-3 096
28 3.358e-3 090 2.829%-3 093 2426e-3 0.96 2.270e-3 0.97
29 1.803e-3 091 1.484e-3 094 1.249e-3 096 1.160e-3  0.97
210 9.592¢-4  0.92 7.737e-4 095 6.40le-4 097 5.899-4 0.98
211 5069e-4 093 4.014e-4 095 3.269%-4 097 2.993e-4 098
212 2.666e-4 093 2.075e-4 096 1.666e-4 098 1.516e-4 0.98
213 1.396e-4 0.94 1.070e-4 096 8.473e-5 098 7.669-5 0.98
214 7292e-5 094 5.506e-5 096 4.305e-5 098 3.876e-5 0.99
215 37985 094 2.828¢-5 096 2.185¢-5 098 1.958¢-5 0.99
216 1.973e-5 — 1.45le-5 — 1.108e-5 — 9.88le-6 —
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Table 4.9 Expected “convergence rates” for (In N)P/(v+1) y—1
k=1/2 k=1 K =2 k=3

N p=2 p=1 p=2 p=1 p=2 p=1 p=2 p=1
27 0.74 0.87 0.81 0.90 0.87 0.94 0.90 0.95
28 0.77 0.89 0.83 0.92 0.89 0.94 0.92 0.96
29 0.80 0.90 0.85 0.92 0.90 0.95 0.92 0.96
210 0.82 0.91 0.86 0.93 0.91 0.95 0.93 0.97
211 083 0.92 0.87 0.94 0.92 0.96 0.94 0.97
212 085 0.92 0.88 0.94 0.92 0.96 0.94 0.97
213 0.86 0.93 0.89 0.95 0.93 0.96 0.95 0.97
214087 0.93 0.90 0.95 0.93 0.97 0.95 0.98
215 0.88 0.94 0.91 0.95 0.94 0.97 0.95 0.98

is InN)?/"*D N=1 for p = 2 and p = 1. The rates observed are closer to
those expected for p = 1. This supports the hypothesis of Remark 4.68.
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