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Preface

Volumes of LNCS 5821 and CCIS 51 are the proceedings of the 4th International
Symposium on Intelligence Computation and Applications (ISICA 2009) held
in Huangshi, China, October 23–25, 2009. These two volumes are in memory
of Prof. Lishan Kang, the ISICA 2009 Honorary General Chair, who was a
leading figure in the fields of domain decomposition methods and computational
intelligence.

ISICA 2009 successfully attracted over 300 submissions. Through rigorous
reviews, 58 high-quality papers were included in LNCS 5821, while the other 54
papers were collected in CCIS 51. ISICA conferences are one of the first series of
international conferences on computational intelligence that combine elements of
learning, adaptation, evolution and fuzzy logic to create programs as alternative
solutions to artificial intelligence. The last three ISICA proceedings have been
accepted in the Index to Scientific and Technical Proceedings (ISTP) and/or
Engineering Information (EI).

Following the success of the past three ISICA events, ISICA 2009 made good
progress in the analysis and design of newly developed methods in the field of
computational intelligence. ISICA 2009 featured the most up-to-date research in
analysis and theory of evolutionary algorithms, neural network architectures and
learning, fuzzy logic and control, predictive modeling for robust classification,
swarm intelligence, evolutionary system design, evolutionary image analysis and
signal processing, and computational intelligence in engineering design. ISICA
2009 provided a venue to foster technical exchanges, renew everlasting friend-
ships, and establish new connections.

On behalf of the Organizing Committee, we would like to thank warmly
the sponsors, China University of Geosciences and Hubei Normal University,
who helped in one way or another to achieve our goals for the conference. We
wish to express our appreciation to Springer for publishing the proceedings of
ISICA 2009. We also wish to acknowledge the dedication and commitment of
the LNCS and CCIS editorial staff. We would like to thank the authors for
submitting their work, as well as the Program Committee members and reviewers
for their enthusiasm, time and expertise. The invaluable help of active members
from the Organizing Committee, including Jiaoe Jiang, Dajun Rong, Hao Zhang
and Xiaowen Jin, in setting up and maintaining the online submission systems,
assigning the papers to the reviewers, and preparing the camera-ready version of
the proceedings is highly appreciated. We would like to thank them personally
for helping make ISICA 2009 a success.

October 2009 Zhihua Cai
Zhenhua Li
Zhuo Kang

Yong Liu
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Omnidirectional Motion Control for the Humanoid 
Soccer Robot 

Zhechao Gao, Jia Wu, Hongwu Chen, Bowen Pan,  
Hao Zheng, Dingwen Liang, and Xiaoming Liu 

Faculty of Computer Science, China University of Geosciences, 
Wuhan 430074, P.R. China 
wujiawb@126.com 

Abstract. In RoboCup 2008 World Championship, the model of RoboCup 3D 
simulation has changed from Soccerbot to Nao. A series of parameters have 
been changed in a Nao model. This has greatly increased the complexity and 
difficulty of motion controller for Nao.  Based on the analysis of Nao’s struc-
ture, our team G-Star has worked out the quantitative relation of joint angle in 
motion control and developed a toolkit to calculate the angle of joints accu-
rately. In the experiment on RoboCup 3D server platform, our robots can stand 
up promptly and walk smoothly, which is fast enough to meet the real-time re-
quirements. In this paper, we will give a detailed description of the architecture 
in basic motion using Nao model. 

Keywords: RoboCup 3D, Humanoid robot, Motion control, Simulation. 

1   Introduction 

In humanoid robot simulation like RoboCup 3D, the controller of robot motion is 
prior to the decision system. To make a strategy more flexible and stable, a set of 
basic actions such as walking, turning, standing up is indispensable. Compared to 
Soccerbot, Nao, although they are both humanoid robot, has different structure in 
some joints, which adds joint angle limit and changes some parameters of joints. 

Through the analysis of Nao’s skeleton structure, we have found a simple principle 
of basic action under Nao model, which makes our robots walk faster [1] on the field 
and stand up promptly. In our motion design, the robot can also walk backward [2] as 
same as walk forward which avoids the time loss of turning and makes the strategy 
more effective [3]. 

In this paper, we describe a particular analysis of Nao model and propose a basic 
motion control approach. Then we give a snapshot of our development toolkit called 
RoboCup3D-Tool which is helpful to quantitative computing under the motion con-
trol of Nao model. 

The rest of the paper is organized as follows. In Section 2, we give a formal de-
scription of the structure of Nao model and give a preliminary analysis of joint con-
trol. In Section 3, we mainly discuss our motion control mechanism. A snapshot of 
our development tool is presented in Section 4. Section 5 concludes the whole paper 
and gives some future works. 
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2   Preliminaries 

2.1   Nao Model 

As we can see the Nao’s skeleton from Fig. 1, there are five joints [4] can influence 
the action of leg on one side. Three of them are hinge joints which are most important 
in controlling forward and backward direction. In the figure, they are joint leg3  
which join the robot’s body and thigh, joint leg4 which join the robot’s thigh and 
shank and joint leg5 which join the robot’s shank and foot. The leg can turn to any 
configuration with the three joints. What’s more, we can achieve more actions  
in landscape orientation if we use joint leg2 and leg6 which control the offset of  
transverse. 

 

Fig. 1. The joints of Nao robot 

2.2   Relations between Joints 

According to the joints structure, we choose a suitable initialization angle for the five 
joints, so that all the other actions can start with this state.  

Here, to make the analysis easier to understand, we simply transfer the three-
dimensional [5] reference frame into two-dimensional reference frame. We can see 
the two-dimensional plane in Fig. 2 and Fig. 3, which show the quantitative relationship 
of the leg and the whole body. 
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Fig. 2. Quantitative relationship of robot leg 

In Fig. 2, we can get the transverse relations of angles and lengths as follows: 

.cosθ×′= CAh  (1)

.sinθ×′=′= CACCdy  (2)

Where h  represents the height of the robot’s lower body, and dy  represents the 

leg’s translation in y direction. 
In Fig. 3, we can get the joint angle relations as follows: 

.sinsin dlclh shankthigh ×+×=   (3)

.coscos dlcldx shankthigh ×−×=  (4)

.1803 o=∠+∠ lega  (5)

( ) .1804 o=∠−+∠ legc  (6)

.905 o=∠+∠ lege  (7)

._ bangbody ∠=∠   (8)

.90 cab ∠+=∠+∠ o   (9)

.ed ∠=∠  (10)

Where dx  represents the leg’s translation in y direction, thighl  and shankl  represents 

the length of the robot thigh and shank respectively, and the angbody _  represents 

the gradient of the robot body. 
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Fig. 3. Quantitative relationship of the whole body 

According to the ten equations above, we can figure out the angles of leg2, leg3, 
leg4, leg5 and leg6 with hdydx ,, . So we can write a function which maps from the 

inputs dydx,  and h  to the outputs all the degrees of the joints above. This is a fun-

damental function of our motion control system, which keeps the robot body’s bal-
ance and COM (Center of Mass) smooth. Then, we can use it as a basic control in 
many action sets. 

3   Motion Control 

3.1   Moving 

Fig. 4 shows the two states in the moving action, the left leg and the right leg. There 
are two steps in each leg, which hold the legs up and down, stride and stop. The step 1 
represents the stride action, while the step 2 is the dropping action. With the move 
function, we can control actions with the inputs hdydx ,,  of each leg. 

 

Fig. 4. The process of moving 

3.2   Walking 

If both of the two legs’ dy  are 0 and dx  are the same, the robot will walk smoothly. 
Where the positive value leads to forward walk and negative to the backward. 
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3.3   Turning 

3.3.1   Turning When Walking 
It’s easy to do this job if you add turning while walking straightly. The robot will 
walk in a roundness path [6]. The relation of step lengths and radius is as follows: 

.22 21 rl dxdxrr =ππ  (11)

.12 xrr =−  (12)

( ) ( )( ) ( ).2221 ×−×+=+= rlrl dxdxxdxdxrrr  (13)

Where x is the distance between the center of feet, rl dxdx , represent the displace-

ment of left and right leg in x direction. Fig. 5 shows the relation which is described 
above. 

 

Fig. 5. The relation of turning and walking 

3.3.2   Turning without Walking 
We can easily get the function from the equations above. That is, if r is zero, the robot 

stays. So when ldx  plus rdx equals 0, we will get action of turning without walking. 

3.4   Transverse Move 

Just if the dy isn’t zero, the robot will do transverse moving. You will get more wiz-

ardly actions [7] if add other actions. 

3.5   Symmetrical Robot Actions 

Not a new action but an idea of design. Our robot can do everything with either its 
face or back. So it will be smarter and faster than ever before. In this way robot saves 
more time when adjusting [8], which makes our robot easier to get the ball. Also it 
has advantages in dynamic environments, which has been proved in RoboCup 2008 
China Open. Fig. 6 gives a snapshot when using this method. 
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Fig. 6. Walk backward for goal 

4   Development Tool 

RoboCup3D-Tool is written in C# which consists of four modules: initial module, 
walk module, transverse move module, turning module. Hera, we will take walk 
module for presentation. 

4.1   Initial Module 

Fig. 7 is a snapshot of RoboCup3D-Tool. The picture on the left-top is an initial state 
of the robot. The other modules are based on the initial state. 

The initial state angle is: Leg3 = 35.50, Leg4 = -63.90, Leg5 = 28.40. 

 

Fig. 7. The main window of RoboCup3D-Tool 



 Omnidirectional Motion Control for the Humanoid Soccer Robot 7 

4.2   Walk Module 

Walk module is the core of the whole action which consists of two sub-window im-
port and output, which can be seen in Fig. 8. 

Import:  
Length: the distance between foot and torso (length > 0, forward; length < 0, 

backward). 
 Height: the distance between foot and field. 
 Body_ang: the slant angle of torso. 

Output:  
 Leg3, Leg4, Leg5 

 

Fig. 8. Walk module 

5   Conclusion and Future Works 

In experiment, our robots are able to fast walk, and the speed of standing up is also 
prompt. The principle of walking forward or backward is totally symmetric, so that 
while robot’s direction is against the goal, it can also carry the ball backward quickly. 
In the future, we will improve our adjusting efficiency between walking and stopping 
to reduce the time loss in motion transforming. 
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Abstract. The traditional Gnutella model can solve the centralized problem of 
network structure. However, its consumption of a great deal of bandwidth is 
prone to result in the network congestion and instability. In order to solve this 
problem, this paper improved the current routing algorithm based on the Ant 
algorithm. For achieving the optimal routing, the algorithm amended the routing 
gradually. In the routing search, it also avoided the randomization and blindness 
of message relay service by adding constrained condition. The test results show 
that this method can reduce the broadband consumption caused by the flood 
mechanism of Gnutella network. 

Keywords: Gnutella, flood, routing g. 

1   Introduction 

In recent years, P2P develops rapidly, which attracts thousands up thousands users. The 
most popular P2P models are centralized, distributed and composite. Especially the 
research for distributed model such as Gnutella is really extensive. 

As it is known to all, traditional Gnutella network model uses the network structure 
of pure P2P model, which can be known as broadcast P2P model as well. It cancels the 
central server, every networked computer is both a client and a server, and each client 
switches in the P2P network randomly, at the same time it makes up a logic overwritten 
network with the neighborhood node according to connection of port-to-port. The 
inquiry and share to content between the reciprocal nodes are transmitted through the 
neighborhood node with broadcast relays, and every node records the search track to 
prevent search loop. Traditional Gnutella model can solve the centralized problem of 
network structure with good fault-tolerance [2]. However the search algorithm in 
Gnutella network works based on flood mode whose control information consumes 
most broadband, at the same time, brings the network congestion and instability. And it 
may lead to the Gnutella network fragment. All these things made the entire network 
poor expansibility and usability. Moreover this kind of network is more likely to be 
effected by junk information even the malicious attack from virus. 

To solve these problems, the paper combined Ant algorithm with routing algorithm, 
and added constrained condition into the routing search, which is really effective for 
saving bandwidth. After testing, this method performed well with satisfied results. 
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2   Improvement of Algorithm 

In view of the above question, the new Gnutella model adopts tiered structure such 
as Figure 1. The idea is that the whole P2P system nodes will be divided into two 
parts: super node and normal node. One super node manages a few of normal nodes. 
The super node is in the second layer, the leaf is in the lowest layer [1], the super  
node acts as the agent for normal node to achieve expansibility and raise network 
data of availability. However during transmitting process the message still uses 
flood mode to search for location reciprocal machine which may causes network 
congestion. 

 

Fig. 1. The layered Gnutella model 

In this paper, based on the characteristics of Gnutella, the ways to solve network 
flow problem brought by flood mode can be shown as follows: 

1. Every super node maintains two tables. One is the rout state table of super node 
(SRT) which records the searching situation between this super node and its 
neighborhood. The other is the normal node information table (NIT) which con-
nects with it. 

2. Every normal node maintains a neighborhood node table (NRT), providing a 
convenient path for normal node connecting with others, and maintains a resources 
index table (SIT) to publish local resources information. 

3. According to the rout state table of super node (SRT), super node routs its search 
request to that super node which has close association with it, to overcome 
blindness of sending request randomly. 
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For convenience, the following symbols can be described as follows: 

Table 1. Symbol Description 

    Sign         Meaning explain                                                     

N         Normal node 
S         Super node 

 Csuc        Successful searching number 
Csum    Sum searching number 
K        Resource 
R        Value of the resource information table 
m        Flow of transmitting media information 
t         Transmit flow media information timing 

iv       Media flow of the average unit time (an average transmission  

            rate of the media) 

2.1   Search Strategy of Normal Node 

To control system’s flood, it sets up a value ms for every node, which represents the 
maximum number of nodes to be allowed connecting. When the normal node sends 
search request to neighborhood node, it sends request to each neighborhood node as a 
priority through table NRT which has been defined before. After neighborhood node 
receiving the request, it looks for local resources index table (SIT), if it meets condition 
return back. When the returned satisfied nodes are more than ms, it will not send  
request to super node, otherwise send request to super node. 

2.2   Search Strategy of Super Node 

The advantages of ant algorithm is that, it can keep amending the original line by using 
the pheromone’s principle, which is used in searching food, and then make the line 
become shorter and shorter. That is, procedures for the implementation of the longer, 
the more likely the path was close to the optimal path. Therefore, thanks to the Ant 
algorithm, this target can be achieved by amending the routing gradually in the su-
per-node routing search. Based on the Ant algorithm, the resource information table 
(RIT) should be established as follows:  

Table 2. The resource information table 

                    Neighboring nodes Query resources 
B             C                     D 

K1                                                    4              7                     1 
K2                                                    6              2                     3 
K3                                   1              4                    1 
K4                                   3              3                    1 
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In the table above, Ki refers to the resources waited to be searched. The value of (Ki, 
B) refers to the number of searching Ki through B. Based on the rules of foraging in the 
Ant algorithm, (Ki, B) can be looked as pheromones. Apperceive pheromones of 
neighboring nodes while sending requests, and then send requests to the nodes which 
have more pheromones. For example, when the resources of K1 need to be searched, 
find out that C has the most pheromones by observing the table RIT, so send requests to 
this node, meanwhile plus 1 to the value of (Ki, B). When the nodes maintenance table 
RIT, they check it periodically. If there is one node which had never been accessed in a 
week, the corresponding value will minus 1 until it equals 0. 

In addition, when there is no pheromone belonging to the neighboring node, or there 
are several nodes with high pheromone at the same time, for reducing the blindness of 
random searching and the bandwidth consumption caused by flooding, constrained 
condition was added. The super-node routing state table (SRT) can be designed as 
below: 

Table 3. The super-node routing state table (SRT) 

                    Neighboring nodes Super node’s routing 
A             B            C 

Csuc                                            12            16            19 
Csum                                          17            18            27 

iv                               24.21       32.05       20.54 

 

Suppose sucC  is the number of successful searches, sumC  is the number of total 

searches, 
sum

suc

C

C represents the rate of successful search through this supper-node. 

Successful search’s rate is just the rate of accuracy through this node. Super node 

should send request with priority to that node which has higher rate of successful 

search. However, this rate can not be the only standard, if this node searches with high 

successful rate but transmits with very low speed, the efficiency of accessing resource 

will be lower. Therefore, transmission speed also should be one of the standards of 

sending request. Finally comes up with the following formula: 

i
sum

suc
i v

c

c
f ∗=                                                                    (1) 

∑ =
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j
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According to the formula (1) and (2), there is:  

∑ =
∗= n

j
j

j

sum
i t

m

c
f

1

1
                                              (3) 

This formula represents the average transmission speed of each node searching, in-
cluding the successful searching and the unsuccessful. 

When the super node sends or transmits the request, calculate fi with the help of data 
in table SRT and the formula (3), then choose some super nodes with high values to 
send the requests. 

3   Implementation of Algorithm 

Based on the above ideas, put forward the improved algorithm, and the designs of this 
algorithm can be described as follows: 

1. Node sends request information to neighborhood nodes as a priority according 
to table NRT. 

2. Compare the number of these nodes returned request (mr) with the maximum 
number of pre-set connecting nodes (ms). If mr≥ms, the node will not send 
request, otherwise it will send request to the super node and transmits request 
through super node. 

3. When super node sends request, it chooses the node which has the highest 
value in table RIT to send. If there has no such node or its resources infor-
mation, it calculates according to the formula (3) and the data of SRT, and 
then chooses the node with the highest value for fi to be the sending target, at 
the same time transmits the target node’s ID (RDN) with request. 

4. When super node receives request, firstly, check if itself meets these re-
quirements, if it meets return request; otherwise sends request to normal node 
in the same group according to NIT, if meets return request. 

5. The super node in step 4, no matter meets the request or not need return to step 
3. However before runs the step 3, it gains target node’s ID from received 
request, and compare with the own node’ ID from SRT table, if it is the same, 
it will not need to participate in the calculation of step 3. 

The description for this algorithm was shown as follows: 

Input Query Q, a node N, a SuperNode SN 

SendQuery(Q, NRT) 

For Match (Q, SIT. key [i])  

If Match Successed 

Send local answers for Q to N 
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 mr++  

If(mr >= ms) 

    return 

else 

SendQuery(Q, SN, RDN) 

       RouteSelectSuperNode(Q, SRT, RDN) 

       For Match(Q, SIT.key[i]) 

RouteSelectSuperNode(Q, SRT, RDN) 

If RDN == Φ 

     return 

4   The Experimental Results 

There were some results of the NS2 emulation experiment, which can be shown in 
Fig.2 and Fig.3 as below. Results in Fig.2 displayed changes of network flow before 
and after the arithmetic improvement. This fig threw out that the network flow could 
reduce with time’s raising after the algorithm was improved. At last it compared the 
outcome changes according to the raised searching time which were shown in  
Fig.3. As the time went ahead, the number of the search results increased very 
slowly before improvement, but the improved algorithm increased very reposefully. 
That’s because the improved algorithm had higher efficiency for searching  
information. 
 
 

 

Fig. 2. The network flow and time Fig. 3. The returned result RN and time 
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5   Conclusion 

The paper introduced the Gnutella network, and gave research to the Gnutella net-
work’s deficiency, and improved the algorithm by adding constrained condition to the 
current routing search algorithm. It overcame blindness form the routing search 
brought by the primary algorithm. The results of emulation experiment indicated that 
the network broadband consumption brought by flood mechanism can be reduced. 
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Abstract. Rubber industry requires highly the quality control of rubber mixture. 
In order to overcome the shortage of PLS algorithm in rubber mixing process 
with complex nonlinearity and time-variance, an adaptive soft sensing model 
based on sliding-widow recursive PLS (RPLS) is presented to build a prediction 
model for the Mooney-viscosity of rubber mixture. The improved RPLS model 
can adaptively adjust the structures and parameters of PLS model according to 
on-line monitoring data and take characteristics of batch-wise data updated with 
the process changes and time-variant tracking capabilities. The application re-
sults show that the adaptive model has stronger tracking ability and higher pre-
cision than the traditional PLS model. The results also verify its effectiveness. 

Keywords: rubber mixing process; RPLS algorithm; sliding window; soft 
sensing model; model simulation. 

1   Introduction 

The rapid development of rubber industry presents higher requirements to the quality 
control of rubber mixture. For the present deficient on-line measurement methods, the 
production quality for rubber mixture is hardly to be on-line real-time monitored by 
sensors directly [1-2]. Manual sampling and off-line analysis on the viscosity of rubber 
mixture has been commonly used to monitor the quality of rubber mixture [3]. How-
ever, this method has disadvantage of large time-lag and long analysis period, which is 
not competent for the real-time quality control of rubber mixture and also results in 
material waste or quality degradation. Therefore, it is significant to improve the on-line 
measurement accuracy and real-time tracking ability for meeting the demands of 
practical industrial application in rubber mixing process. 

Rubber mixing process is a complex non-linear batch process with strong 
time-varying and no reliable mechanism model. The Mooney-viscosity of the mixture 
is the key factor that has great effect on the quality of rubber products. However, The 
prediction of the Mooney-viscosity of rubber mixture is influenced by multi-factor in 
the rubber mixing process, such as temperature, rotate speed, filling factor, power, etc., 
makes the rigorous mixing mechanism is not well developed. In recent years, the 



 Sliding-Window Recursive PLS Based Soft Sensing Model 17 

 

method of partial least square (PLS) is commonly used in the rubber mixing process as 
a data-driven method. By virtue of its extraction of hidden variables and space com-
pression technique, PLS captures the relationship between quality variables and proc-
ess variables under normal operation, and provides error compensation for the impact 
of process variables on the quality variables [4-5]. However, PLS is a batch process 
data-driven method using the entire batch of off-line data to determine model pa-
rameters, and has no characteristics of time-varying tracking. It would greatly reduce 
the control accuracy of the rubber mixing quality. Recursive partial least squares [6-8] 
(RPLS) is attractive for its features of on-line data updating and time-variant tracking, 
but it is not able to avoid the phenomenon of “data saturation” in practical applications. 
In order to overcome the shortage of PLS algorithm, an adaptive soft sensing model 
based on sliding-widow RPLS is proposed to build prediction model of the 
Mooney-viscosity of rubber mixture. The application results show that the adaptive 
model has stronger tracking ability and higher precision than the traditional PLS model 
and its effectiveness is verified. 

2   Sliding-Window RPLS Model 

2.1   The Prediction Model Based on RPLS 

The essence for PLS is statistic regression analysis using the independent principal 
components extracted from process variables dataset, and eliminate the multicollin-
earity influence of process variables. Suppose two data matrixes nmRX ×∈ (process 

variables) and pmRY ×∈ (quality variables) meet the linear relationship as follows, 

VXCY +=                                                          (1) 

where V  and C  are the noises and coefficient matrix with the corresponding  
dimension respectively. 

The following model is established by the linear decomposition of X andY in the 
PLS regression algorithm, 

kk
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Here X̂ and Ŷ are fitting matrixes for X andY  respectively; Ek and Fk are the corre-
sponding fitting error matrixes; ti and ui are the score vectors for the i th hidden vari-

ables of PLS model; ip and iq are the corresponding load vectors.  

The matrix of regression coefficient for PLS model is 

YXXXC TTPLS 1)( −=                                              (4) 

After a group new data set{ }11,YX  is gained, the original PLS model can be updated 
using the expanded data sets, and the formal expressions are given  
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The regression coefficient for sliding-window RPLS is 
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2.2   Updating Principle of Sliding-Window 

In order to avoid the phenomenon of “data saturation” for RPLS algorithm, the method 
of sliding-window is adopted to determine which condition the model needs to be 
updated. The width of window should be determined firstly, and then add a new sample 
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into the sliding-window and substitute the oldest data. And then compute the relative 
root-mean-square error (RRMSE) of all samples using the following formula, 
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Here w is the window width, p is the number of output variables, ijy
)

and ijy are  

the model estimated value and actual value for the jth output out of the ith sample 
respectively. The model is updated when meeting the following two conditions: 

Condition 1:  RRMSE is grater than the threshold Th_window.  
Condition 2: The proportion of the sample numbers with prediction error which is 

greater than the threshold Th_single is greater than the threshold ζ . 

It illustrates that the model prediction error has exceeded the pre-set threshold  
when condition1 is met. However, the reasons lead to the prediction error not only 
includes inaccurate model itself, but also have the incorrect analysis and wrong ac-
quisition from instruments, etc. The condition 2 illustrates that prediction error has 
remain for a certain time, which shows that the prediction error is not caused by  
abnormal values. When the two conditions are satisfied simultaneously, the model 
needs to be updated. The steps for on-line prediction and update for the mode l are 
expressed as follows: 

Step 1: Establish the initial PLS model using historical database and preserve the model 
parameters {T, W, P, B, Q}. Set the threshold Th_window, Th_single and ζ  
for the condition 1 and 2. The sign Flag is set to update validation for the model, 
with the initial value Flag=0 for non- update.  

Step 2: Online prediction using the RPLS model.  
Step 3: When an actual value of output variable is obtained, combine it with the cor-

responding input variables and is denoted by {x1, y1}. Add the {x1, y1} into the 
sliding-window and discard the oldest data meanwhile. The new data set after 
sliding is denoted as {X1, Y1}, and then compute RRMSE by the formula (1). If 
condition 1 and 2 are both met, Step 4 will be implemented. Otherwise, let the 
Flag=0 and return to Step 2. 

Step 4: model updating, 

a) If Flag=0, this shows that the model is not updated by the former steps. Let Flag=1 
and use all the data of sliding window {X1, Y1} to update the model. 

b) If Flag=1, this shows that the model has been updated when getting the last actual 
value of output variable. All data has been used for one time besides {x1, y1}, so the 
model is updated only by {x1, y1}. 

After confirming the above parameters, update the model with RPLS algorithm,  
preserve the model parameters {T, W, P, B, Q} and return to Step 2. 

The flowchart of the model updating is expressed in the following Fig.1. 
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Fig. 1. The flowchart of the model updating 

3   Simulation Research 

The Banbury oval rotor mixer shown in Fig.2, is used in the rubber mixing process, and 
the software RMICS of mixer intelligent control system, designed by Guangzhou 
SCUT Bestry Technology Co., Ltd., is adopted to acquire mixing process data. The  
Mooney viscometer, designed by GOTECH Testing Machine Inc., is employed to test 
Mooney viscosity. The 60 experimental samples are divided into 2 groups, 30 samples 
with rotate speed at 40~60r/ min used to establish the model, and the other 30 samples 
with rotate speed at 40~80r/min adopted to evaluate the model. The soft-sensing model 
takes y (viscosity) as the dependent variable and T (temperature), N (rotate speed), P 
(power), φ (filling factor) as independent variables. 

3.1   Mooney-Viscosity Prediction Based on PLS Model 

The predictive values gained from the PLS model are shown in Fig.3and Fig.4, and also 
give the actual valves for making a comparison. The abscissa represents sample 
numbers and the ordinate is Mooney viscosity. 
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Fig. 2. Sketch of Banbury oval rotor mixer 
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Fig. 3. The comparison of the actual values and the predictive values (Rotate speed: 40~60r/min) 
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Fig. 4. The comparison of the actual values and the predictive values (Rotate speed: 1~10  
samples are40~60r/min; 11~30 samples are70~80r/min) 
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From Fig.3 and Fig.4, we can see the average error as the follow table1. From the 
analysis of simulation results, we know that the model has a good prediction for mod-
eling data with stable rotate speed, and becomes unable when the rotate speed takes a 
sudden change, so it is firmly validate that the PLS model is incompetent for real-time 
adaptive tracking to the rubber mixing process.  

Table 1. The average errors of PLS model 

Sample  
number 

Average error  
(Mooney) 

Rotate speed 
(r/min) 

1~10 0.926 
11~30 1.074 

40~60 

1~10 1.033 40~60 
11~30 7.676 70~80 

3.2   Mooney-Viscosity Prediction Based on Sliding- Window RPLS Model 

30 groups sample data are used for the evaluation of the corrective model one by one. 
The former 10 samples were generated under the same working conditions with rotate 
speed at 40~60 r/min. The later 20 samples generated at rotate speed 70~80 r/min were 
used to simulate the time-varying of the production data in mixing process. 

Based on the above soft-sensing model and updating steps, the two thresholds 
Th_window and Th_single for the model are selected 3 times and 2 times of RRMSE as 
the initial data separately,  with Th_window=0.044159 and Th_single=0.02944. Let the 
window width w =10. For the single output variable, so p =1. Set the threshold ζ   
to 60% in condition 2. So the RRMSE of the soft-sensing model for all samples is 
expressed as follows, 
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                                           (10) 

The RRMSE for the prediction model is shown in Fig.5. The ordinate represents sam-
ple numbers and the abscissa is the RRMSE values. 

 

Fig. 5. The graph of RRMSE for the sliding-window RPLS model 
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From Fig. 5 we can see that the RRMSE for the former 10 samples remains below 
the threshold Th_window, which illustrates that the model takes satisfactory prediction 
results. From the 11th sample, the process suddenly changes, and the corresponding 
RRMSE also becomes larger. But after several samples, the change of the process has 
been confirmed by the model. And the model based on RPLS algorithm updates itself 
and adjusts the model parameters adaptively. The RRMSE gets smaller and returns to 
the threshold range subsequently. 

The comparison between the predictive values and the observed values for the 
on-line updating model of viscosity is shown in Fig.6. The comparison of predictive 
values between the PLS model and the sliding-window RPLS model is shown in Fig.7. 
The abscissa represents sample numbers and the ordinate is Mooney viscosity. 
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Fig. 6. The comparison of the actual values and the predictive values for the sliding-window 
RPLS model 
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Fig. 7. The comparison of the actual values and predictive values 

The average error between the actual values and the predictive values is shown in the 
Table 2. From the analysis of simulation results, we know that through the on-line 
sliding-window updating, the performance of model prediction and real-time adaptive 
tracking is greatly improved. After several interval of sampling, the model adapts to the 
process change and gives a good prediction results. 
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Table 2. The average errors of PLS and SRPLS model 

Model 
Sample 
numbers 

Average error 
(Mooney) 

Rotate speed 
(r/min) 

1~10 1.033 40~60 
11~16 11.893 

PLS 
model 

17~30 5.869 
70~80 

1~10 1.041 40~60 
11~16 12.26 

SRPLS 
model 

17~30 1.3072 
70~80 

4   Conclusions 

To improve the real-time prediction accuracy of the traditional PLS algorithm, a slid-
ing-window RPLS algorithm is proposed to build prediction model of the Mooney- 
viscosity of rubber mixture. The improved RPLS model can adaptively adjust the 
structures and parameters of PLS model according to on-line monitoring data, take 
characteristics of batch-wise data update with the process changes and time-variant 
tracking capabilities. The application results show that the adaptive model has stronger 
tracking ability and higher precision than the traditional PLS model and its effective-
ness is verified. the adaptive soft sensing model presented this paper benefits to im-
prove the production efficiency and reduce the production energy consumption, and 
lays a practical foundation for intelligent control of rubber mixing. 
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The Research of Method Based on Complex Multi-task 
Parallel Scheduling Problem 

Xiang Li, Peng Chen, and Li Zhu 
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Abstract. The key point of project management is scheduling problem. While 
scheduling optimization,which determines the profit of projects, has been one of 
the hot research spots for domestic and foreign experts or scholars. This paper 
mainly proposes an optimization method of network planning project by using an 
improved genetic algorithm for solving complex parallel multi-task scheduling 
problems. It used a method that gradually increases the number of parallel tasks 
for increasing the complexity of scheduling algorithm. This paper mainly focuses 
on the feasibility of the large-scale and complex multi-task parallel scheduling 
problem in the use of improved genetic algorithm. The experiment results show 
that using improved genetic algorithm for solving large-scale and complex 
multi-task parallel scheduling problem is feasible, and meanwhile,produces 
better results. 

Keywords: genetic algorithm, multi-task parallel scheduling problem, scheduling 
optimization, complexity. 

1   Introduction 

The key point of scheduling optimization problems is network planning optimization. 
In the long-term practice of engineering applications, network planning optimization 
almost uses the network planning skills and mathematical programming skills in the 
field of operational research, but these methods have many deficiencies in solving 
complex parallel multi-task scheduling problems in large-scale network planning, they 
can neither bear the compute complexity nor the optimization effects are very limited. 
Genetic algorithm has more advantages than others, especially in the field of solving 
large-scale complex optimization problems; it can gain the better results. In literature 
from one to four, the author named Xiang Li and others proposed an improved genetic 
algorithm and hybrid genetical gorithm for solving the multi-task parallel scheduling 
problem based on resource-constrained project scheduling problems and gained better 
optimization results. But none of them considered the feasibility of multi-task parallel 
scheduling problem when the number of tasks and algorithmic complexity are in-
creasingly getting more and more. Thus, this paper proposes an optimization method 
based on improved genetic algorithm to resolve the problem of large-scale complex 
multi-task parallel scheduling. 
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2   Resource—Constrained Project Scheduling Model 

Assuming there are several parallel tasks, and a shared resource pool containing a 
number of resources that can update (renewable resources), and all our resources which 
are supplied limitedly. In addition to sharing resources, tasks are independent with each 
other. To facilitate the description of the problem, the establishment of the mathe-
matical model is as follows: RCPSP has P independent Multi-task scheduling tasks; the 
task k contains nk+ 1 works. The nk+ 1 task is for terminating work for virtual tasks, 
and it self occupies no resources and time. P missions’ works are to share this kind of M 
renewable resources; the total for the mth resource is Rm. With Wi expressed the ith 
misson’s work set, Wij expressed in the ith task jth work, its duration is dij, the re-
quirement of the mth resources is rijm, the starting time is Sij, its all tight front duties 
formed the collection is Pij. The set composed of all tasks on time t is named It. Con-
sidering the importance of different tasks, ak is used for the weight k task. Taking these 
assumptions and symbols, a multi-task scheduling with resource constraints can be 
described as formula 1 to 6).  

∑
=

+∂
P

k
nkk k

S
1

1, )(*min  (1)

jiPhdSSts ijhihiji ,,,.. ,,, ∀∈∀+≥  (2)

.,,
,

∑
∈

∀≤
tji Iw

mijm tmRr  
(3)

{ }kjkjkj

P

k

dStSWkWkjtI +≤≤∈=
=

|)(
1
U

 
(4)

0≥ijmr  (5)

∑
=

=∂
P

k
k

1

1
 

(6)

3   Algorithm Design 

3.1   RCPSP Problems 

As a number of tasks share common resources, so the solution is different form single 
tasks’. In the way to solve this problem, some documents have proposed a bilevel 
decision method of multi-resource constraint and multi-task scheduling problem [1]. 
However, this method has two major flaws. First, the prerequisite is that the duration of 
shared resource in each task is determined by the distributed resource. The use of 
shared resources and the allocation of resources were inversely related to working time. 
Working time = Workload + Resources. In real life, the workload is not an accumula-
tion work. Working time = Workload /Resources. So the tasks do not accumulate in the 
work of the workload. The model can not be solved. The second defect is that the model 
adopts the specific resource allocation scheme between tasks. When resources are 
allocated to a particular task, it will always belong to the task; other tasks can no longer 
use the resources. This approach would make a larger allocation of resources wasted. 
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Because such a distribution strategy, There is not exist mutual adjustment of flow of 
resources between tasks. So when a task in which there is a sort of free resources, other 
tasks will not use, and it is wasted.  

The literature [7] also discussed the multi-task scheduling problem and its solution. 
However, the solution is to add more tasks network plan to merge into a virtual work of 
the network plan for the Solution. This method lowers the efficiency and flexibility of 
the solution.  

This paper presents a method based on genetic algorithm to solve tasks of the type of 
work for more than an accumulation of the task. Between the various tasks and re-
sources are dynamic to the circulation of each other. It will not waste the resources. 
Various tasks to multi-task and do not plan to conduct any merger of the network. Only 
needs to input all the tasks, resources and other information, we will be able to carry out 
all tasks scheduling.  

3.2   Data Structure for the Algorithm 

Before the generation of initial population, it is first necessary to establish a data 
structure for storing information of the various tasks. 

First, defining a task structure. 

struct project  

{int n;int TP; int TC; int TS;work *w[MAX]; entity 
*E[MAX];}*pro;  

Among them, n is the number of tasks, TP is the task completion time. TC is the 
calculated completion time of the task, TS is the actual completion time of the task, and 
work is the definition of the structure. w[MAX] task is working at the point-array. 
Entity is the definition of the network structure. E[MAX] is the point-array related to 
the each task. Dynamic information to the importation of various tasks, Cross 
linked-list node is used store the relationship between the various tasks. 

Cross linked-list node of the structure as follows:  

typedef struct cnode 

{int hang;int lie;int value;struct cnode *down;struct 
cnode *right;}crossnode; 

typedef struct  

{int n; crossnode *hc[MAX];}clinknode; clinknode 
*Head=new clinknode;  

‘hang’ and ‘lie’ in the structure crossnode mark the position in the linked-list. 
‘value’ is the index of the work, ‘down’ is the eligible point of it and ‘right’ is the 
immediate point. ‘In the ‘clinknode’ hc[MAX]’ and ‘Head’ is the head note of cross 
linked-list.  

In this paper, a key of the multi-task scheduling is for all of tasks using a cross 
linked-list. And the identification of various tasks is proposed in the linked-list. After 
the establishment of schedule, the activation of various tasks is based on the linked-list. 
This is an innovation of this paper.  
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3.3   The Framework of the Algorithm and the Code of Chromosome 

Resource-constrained multi-task scheduling problems can be also considered that the 
scheduling problem with certain constraints. The key to solving the problem is how to 
use genetic algorithm to find an appropriate sequencing of multitask. According to a 
certain sequence of chromosome, we code all of issues on the table. If there are M tasks, 
each task has n works, then there m*n works. The first expression Vk is Kth chromo-
some in current population. Suppose Pkij is a gene of chromosome. It expressed a work 
of the Pkth task at location j of chromosome. 

Chromosome can be expressed as follows: 

Vk=[P1i1,…, P1ii,…,P1in,…,Pki1,…, Pkii,…Pkin,…,Pmi1,…, Pmii,…,Pmin] 
Pkij bound by the random order with the constraint. 

3.4   Initialization Population 

For the Chromosomes initialization, this paper uses the method that randomly gener-
ates various initial chromosomes by the topological scheduling.  

Similar with the optimal scheduling method with the shortest Resource Constrained 
time of the single task, the only difference is that for every work. Firstly judge the task 
to which it belongs, and then determine the constraint relationship. It is determined the 
first consider work by a Left to Right approach with a fixed sequence. At each stage of 
the work order has been maintained and assembled Scheduling can work and com-
pletely random from a pool selected to work in the pool. This process is repeated in-
definitely until all the work was arranged.  

In each iteration of the process all the work at one of the following three conditions:  

1. The work has index: Part of the chromosome structure in the work.  
2. The work can schedule: All immediate works are ordered. 
3. Free work: All of work 

t
kv is a part of chromosome, including t activities. tQ is in phase t with a corresponding 

arrangements can be made to the activities set, Pi is all the activities set ,with a corre-

sponding set of arrangements can be made activity set tQ is defined as formula 7. 

{ }t
kit vPjQ ⊂= |  (7)

It includes specific arrangements in the end nodes, and it is all competition activity set. 
Scheduling changes which may work in the following manner: a. deleted Qt from 

the work j which has been selected. b. judging if there is work k in all immediate works 
or not, and its all immediate works are ordered . c. if there is k, it can be added to the 
scheduling work set Qt.  

3.5   Genetic Operators Design 

On the base of established cross linked-list, re-number various tasks in the work. Then 
apply the algorithm described in this paper. All tasks will be mixed with the work. After 
encoding into a chromosome, the problems become simple. Genetic chromosome 
operation with the single task is similar to the chromosomal genetic operations.  
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Participate in the two crossover operator for mothers M and fathers F. We choose a 
random integer q,1<=q<=J,J is chromosome length. M and F through radio spots 
overlapping operations produced two generations of daughters D and sons S. In the list 
D work, the former q tasks come from M. 

q 2 1,i, …== M
i

D
i jj  

i = q + 1,…J,  come from the location of the F, And the relative position of the F 
resurveyed. 

J,2,q 1,qi , …++== F
k

D
i jj    

},,2,1},,,,{|min{Which 121 Jkjjjjkk D
i

DDF
k LL =∉= −  

S and D are similar to the formation of the linked-list, not going to repeat here.  
Mutation operator adopts centralized search strategy combined with the neighbor-

hood technology to improve the offspring. D genes will not exceed the change in the 
scheduling of the neighborhood gathered as scheduling x.If x neighborhood than any 
other solution, then x is called scheduling optimization. Mutation process is shown as 
follows: 
 

Begin 
If (rand () <pmutation) 
Take n continuous in a row as the chromosome genes; 
Permutations and combinations of the n genes;  
Check each gene sequence, the genome sequence will be its discarded if it  

unreasonable;  
Assessing all the neighborhood scheduling;  
Neighborhood as the best choice for future generations; 
End 
 

In the process of mutation, two consecutive complete gene permutations and combi-
nations. Of course, there has a violation of constrain sequence. Here can directly be 
discarded, but will not have an impact on the choice of the best neighborhood. This 
method avoids repairing the chromosome after mutation and improves the efficiency of 
the procedure. 

3.6   Fitness Function 

Calculate the shortest duration of tasks, we must first decode chromosome. Calculate 
the earliest starting time, and then find the earliest completion time for each task. Fi-
nally, according to the weight ratio of the various tasks calculate the shortest weighted 
average duration. Reached the objective function formula 8. 
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Since the task is to minimize the total built-constrained Project Scheduling Problem 
issues. We change the original objective function to ensure that the individual is suited 
to meet the greatest value. The current population vk is located k chromosome; g (vk) is 
a fitness function. f (vk) is the original target value. fmax and fmin  are the biggest 
target value and the minimum target value. Conversion methods such as formula 9. 
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Where ε is a positive number, often limited the open interval (0,1).  

3.7   Selection Operator 

The operation that winning individuals are chosen from the group and the bad indi-
viduals are eliminated is named selection. 

Selection is based on the currently popular "breeding pool (Breeding Pool) choice", 
"To adapt to-value ratio of options", "ranking selection (Ranking Selection)", 
"Mechanism based on local competitive choices", and so on. Roulette choice (Roulette 
Wheel Selection) is based on fitness than A choice of the most widely used methods. It 
is the first calculation of the relative fitness of individual fi/∑fi, named Pi, and then 
chooses probability {pi. = 1,2,…, N} a disk cut into N copies, 2лPi fan angle of the 
center of Pi. In making the selection, rotating disk can be assumed that if a reference 
point to fall into the itch fan, then chose individual i. Generation a random number r in 
[0, 1], if  Po+Pi+… +Pi-1<r<Pl+P2… +Pi,  i individual choice, the assumption here 
Po=0. It is easy to see that this was very similar to roulette choice of trouble. For sector 
bigger area, it has the greater the probability fall in and it was an opportunity to be 
chosen.  

Thus, the structure of the gene was likely to pass it on to the next generation greater. 
This paper discusses the use of multi-robin scheduling optimization algorithm choice. 
Every generation of new groups in the use of optimal preservation strategy that will 
preserve the best, so far in the contemporary individual and overcome random sampling 
error.  

4   Experiments and Analysis 

4.1   Experimental Environment 

This paper is to implement the design of optimization algorithm, establishment of 
optimization algorithm model and the realization of optimization algorithm. The  
specific experimental environment is shown as table 1. 

Table 1. Development environment 

Operating System Windows 2003 server 
Programming Tools Visual C++ 6.0 

Processor Quad-Core AMD Opteron(tm) Processor 2384 2.75GHz 
Memory 4G 

4.2   Experimental Data 

The examples of experimental cases in this paper are based on multi-task parallel 
scheduling problem. Assuming that every task has a same network structure, the 
structure is shown as figure 1.Every task has 1202 works and 800 items, the whole 1202 
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works are to share the whole 20 kinds of resources., the resource have mentioned is 
single model, every work uses one of the 20 kinds of resources, and has different con-
struction period and requirements, which are shown as table 2.The type and quantity of 
resource are shown as table 3. 

 

Fig. 1. The map of network structure of project 

Table 2. Type and quantity of resource and operation time required by 50 items or 75 works 

Serial number Starting item Finshing item Time(s) Resource type Quantity 
1 1 2 2 1 7 
2 1 26 2 1 7 
3 2 3 3 2 9 

…… …… …… …… …… …… 
73 47 49 3 11 20 
74 48 49 5 8 11 
75 49 50 3 16 5 

 
Because each 50 items and 75 works in each task used in this paper based on the 

examples of experimental cases have same type and quantity of resource, table 1 only 
make a list of type and quantity of resource required by each 50 items and 75 works in 
each task. This paper simplify each 50 items and 75 works as one work to operate, 
simplified network structure is shown as figure 2. 

 

Fig. 2. The brief map of net structure 
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Table 3. Type and quantity of resource 

Serial number Quantity 
0 40 
1 50 
2 30 

…… …… 
17 40 
18 30 
19 50 

4.3   The Experimental Results and Analysis 

Using the improved genetic algorithm to solve large-scale complex multi-task parallel 
scheduling problem mentioned in this paper, it assumes that population size as 150, the 
maximum evolution population as 100, crossover rate as 0.8, mutation rate as 0.01, and 
neighborhood length of mutation as 4.The experiment is starting from one task (800 
items and 1202 works) to 100 tasks with gradually increasing the number of tasks. In 
the first 25 task, increasing the number of tasks with 1 task and increasing the number 
of tasks with 10 tasks from the 30th to 100th work. In other word, starting from one task 
including 800 items and 1202 works to 100 tasks including 80000 items and 120200 
works. The relationship between operation time and number of tasks are shown as 
figure 3 and figure 4. 

 

Fig. 3. Coordinate graph between operation time and task number with a total of 25 tasks 

Coordinate graphs between operation time and task number are shown as figure 3. 
The number of tasks is from 1 to 25 with one increasing step. From the figure 3 we can 
infer even though the task number reaches 25 including 20000 items and 30050 works, 
the operation time is only 4065.80 seconds or 1.13 hours. 

Coordinate graphs between operation time and task number are shown as figure 4. 
The number of tasks is from 1 to 100 with ten increasing step. From the figure 4 we can 
infer even though the task number reaches 100 including 80000 items and 120200 
works, the operation time is only 65078.28 seconds or 18.07 hours. 
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Fig. 4. Coordinate graph between operation time and task number with a total of 100 tasks 

From figure 3 and figure 4, we can infer that with the increasement of task number 
and algorithmic complexity, the operation time obtained by using improved genetic 
algorithm to solve large-scale complex multi-task parallel scheduling problem men-
tioned in this paper basically present the trend with increasing linearly. If increasing the 
number of tasks and algorithmic complexity, it is feasible to solve large-scale complex 
multi-task parallel scheduling problem using the algorithm mentioned in this paper. 

5   Conclusion 

This paper proposed a new genetic algorithm to solve large-scale complex multi-task 
parallel scheduling problem of resource constraints. It mainly studied the feasibility of 
large-scale complex multi-task parallel scheduling problem. The experimental results 
show that using improved genetic algorithm to solve large-scale complex multi-task 
parallel scheduling problem mentioned in this paper linear increased in the basic, and 
gained better results. It overcame the deficiencies that other algorithms could only 
solve small-scale and low algorithmic complexity multi-task parallel scheduling 
problem. Further, it also show that using improved genetic algorithm had more great 
advantages than others in the field of solving large-scale complex multi-task parallel 
scheduling problem. 
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Abstract. Mission-critical wireless sensor networks (WSNs) have been found 
in numerous promising applications in civil and military fields. However, the 
functionality of WSNs extensively relies on its security capability for detecting 
and defending sophisticated adversaries, such as Sybil, worm hole and mobile 
adversaries. In this paper, we propose a bio-inspired security framework to pro-
vide intelligence-enabled security mechanisms. This scheme is composed of a 
middleware, multiple agents and mobile agents. The agents monitor the net-
work packets, host activities, make decisions and launch corresponding  
responses. Middleware performs an infrastructure for the communication be-
tween various agents and corresponding mobility. Certain cognitive models and 
intelligent algorithms such as Layered Reference Model of Brain and Self-
Organizing Neural Network with Competitive Learning are explored in the con-
text of sensor networks that have resource constraints. The security framework 
and implementation are also described in details.  

Keywords: Multiple Mobile Agent System, Wireless Sensor Networks,  
Security, Intelligent Computation Application. 

1   Introduction 

Wireless Sensor Networks (WSNs) present numerous promising applications in the 
fields of military (battle field surveillance, nuclear, biological and chemical attack 
detection and reconnaissance), environment (forest fire detection), and health (telemo-
nitoring of human physiological data), etc. [1]. The security, survivability and avail-
ability are crucial to mission-critical WSNs. WSNs encounter some security attacks 
such as Denial of Service attack (Jamming) [2], the Sybil attack [3], traffic analysis 
attacks [4], node replication attacks [5], eavesdropping and camouflage [6, 7]. How-
ever, few existing works in the researches research extensively on the intelligence of 
adversaries. For example, the adversaries may dynamically hide themselves, or choose 
a smart moving path during the intrusion. Especially in mission-critical WSNs, we 
have to assume adversaries are more sophisticated to achieve higher level security.  
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One promising way to defend the sophisticated adversaries is to detect and defend 
adversaries in an intelligent manner, called bio-inspired scheme. However, to design a 
bio-inspired defense schemes in WSNs is not straightforward, because the promising 
solutions must consider the unique constrains in WSNs. First, sensor devices are lim-
ited in their energy, computation, and communication capabilities. Second, unlike 
traditional networks, sensor nodes are often deployed in accessible areas, presenting 
the added risk of physical attack. And third, sensor networks interact closely with 
their physical environments and with people, posing new security problems.  

As a basic tool, agent is an important technology to implement intelligent informa-
tion process. An agent is anything that can be viewed as perceiving its environment 
through sensors and acting upon that environment through effectors. Multi-agent 
system consisting of multiple agents can cooperate with each other to reach common 
objectives, while simultaneously each agent pursues individual objectives. Mobile 
agent [8] can migrate across the network. The agent system can be implemented by 
Java, Tcl/Tk or Python. Considering the constraints of the WSNs, the mobile multiple 
agents system is suitable. Multiple agents can provide the intelligent functionalities, 
and mobile agents can improve the robustness of the detection and defense in terms of 
compromise resilience and fault tolerance.  

Recently, many researchers explore the implementation of agent (mobile agent or 
multi-agent) in the WSNs [9], e.g., the intelligent control [10], decision making [11], 
pattern recognition [12] and autonomic behavior [13], but few works address security 
issues in WSNs. In this paper, we propose a novel security framework for WSNs 
based on multiple mobile agents. 

Objective of the paper: The goal of this paper is to investigate an intelligence-
enabled defense framework against sophisticated adversaries at resource-constraint 
sensor nodes in mission-critical WSNs. 

Contributions: We propose a Multiple Mobile Agent based security framework – 
MMASec. The advantages of MMASec are as follows: (1) Self-studying: the frame-
work can detect and defend against previously non-presented attacks; (2) Cooperation 
and robustness: it performs distribute cooperative intrusion or misbehavior detection 
and defense. 

Organization: The remainder of the paper is organized as follows: The related work 
is presented in Section II. Section III presents proposed scheme. Finally, Section IV 
concludes the paper.  

2   Related Work 

Computational Cognitive Modeling (CCM) is one of the most important modeling 
methods in cognitive models. It provides the methods that produce detailed models  
of how humans perform complex cognitive tasks that can be run on a computer.  
Such models can provide a priori performance predictions of how well a certain sys-
tem by assessing factors such as learning ability, workload, and errors. Software 
agents that perform tasks in the same way as humans can be used to evaluate pro-
posed systems. The recent advancement of cognitive model is cognitive informatics 
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model of the brain. They propose A Layered Reference Model of Brain (LRMB)  
[14] for cognitive mechanisms and processes and Real-Time Process Algebra (RTPA) 
[15] to formally and rigorously describe autonomous computing system and cognitive 
behaviors.  

Many intelligence algorithms can be employed in networks such as artificial im-
mune system [16], Evolutionary (Genetic) Algorithms [17] and Cell Biology Based 
Approaches [18].  

At the implementation level, a cognitive architecture specifies the underlying infra-
structure for an intelligent system. It is a blueprint for intelligent agents. It proposes 
artificial computational processes that act like a person, or acts intelligent under  
some definition. The typical examples of cognitive architecture are SOAR [19-20] 
and ICARUS [21]. ICARUS focuses on reactive execution of existing skills rather 
than on problem-space search. Some implementations of middleware for WSNs  
exist, such as Agilla [22], Deluge [23], SensorWare [24], Impala [25] and BiSNET 
[26, 27]. 

3   Proposed Scheme 

3.1   Overview of MMASec 

The cognitive model and intelligent algorithms should be selected because the WSNs 
have many constraints. But to maximize the security of WSNs we must try to  
use more sophisticated algorithms in the system. Hence, the tradeoff between the 
functionality and resource should be considered in the design.  

As an intelligent defense system, the basic design principles of MMASec are as 
follows: 

(1) Distribution: There are no centralized entities in MMASec to control and coordi-
nate agents. Distribution allows the framework to be scalable by avoiding a single 
point of failures.  

(2) Autonomy: Agents sense their local environments, and based on the sensed condi-
tions, they autonomously behave without any intervention from base stations and 
human administrators. 

(3) Natural selection: The abundance or scarcity of stored energy, computation ability, 
and memory in agents affects their behaviors and triggers natural selection.  

(4) Compactness: The system can detect a large set of potentially harmful attacks with 
a reasonably small number of detectors. This is an essential quality for resource-
constrained nodes in sensor networks. 

(5) Diverse and Adaptive: The system can detect previously unknown attacks (by 
some deduction). This ability should be an important feature of the defense frame-
work, as the possible threats cannot be known in advance. 

(6) Cooperation. The mobile agents can migrate between different sensor nodes to 
build a cooperative detection and defense system.  

The framework MMASec has major two parts – agents and middleware, constructed 
over the operating system. The MMASec is shown in Figure 1. 
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Fig. 1. A Framework for MMASec 

3.2   Model and Algorithm Selection 

We propose to implement LRMB [14] in mobile agent architecture due to the re-
source constraints. The main idea of LRMB is based on the contemporary theories on 
memory classification, in which memory is commonly described as the sensory mem-
ory, short-term memory, and long-term memory. Therefore, the logical architecture of 
memories in the brain can be classified into the following four categories: (1) The 
sensory buffer memory (SBM); (2) The short-term memory (STM); (3) The long-term 
memory (LTM); (4) The action buffer memory (ABM). The different memory is 
simulated by a thread in the agent process or by a single agent process. SBM is used 
to store some detection signal, such as message source, message destination, and 
message length. STM stores some temporary analyzed results. LTM store some ma-
ture production rules. STM and LTM can exchange some information. ABM stores 
some further response, such as alerts, reputation-based voting, log action, or audit for 
accountable digest. 

We employ Self-Organizing Neural Network with Competitive Learning (SONN) 
[28] in the system. One of the main advantages of using SONN is that it does not 
require a priori knowledge of the phenomenon being monitored, which is like the 
acquired immune system does not require a priori knowledge of pathogens. Therefore 
it can be applied to a larger set of sensor network applications than standard statistical 
approaches. Moreover, some unknown attacks may be detected by the SONN due to 
its self-organizing properties. It is essential to the detection and defense for the real-
world adversaries. The competitive learning network divides a set of input parameters 
into data clusters and chooses the winning one. The competitive leaning will reserve 
the best knowledge for the detection and defense. For example, sensor nodes collect 
sample readings about the environment, such as temperature, humidity et al. Figure 2 
shows the architecture of SONN used in our study. For n samples, SONN takes a 
(nxp) matrix M, a (pxp) weight matrix W as inputs and produces a (pxp) weight  
matrix W as inputs and produces a (1xp) vector F with its elements equals to the  
Eucledian distances between W and M.  

∑ −= 2)( MWF                                            (1) 
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Fig. 2. Self-Organizing Neural Network with Competitive Learning 

The competitive layer returns a 1xp vector C, with 0s for all neural inputs except 
for the closest elements, which corresponds to a winning neuron. The output for the 
winning neuron is set to one.  
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The weight of the winning neuron is updated by following a learning rule: 

))()(()()1( twtmtwtw iiii −×+=+ λ                             (3) 

Considering the constraints of the sensor nodes, we set )6,05.0(),( =pλ  and  

the number of training epochs to 200. Applying this leaning rule, the weight of a win-
ning neuron is updated to approach to the corresponding input column of M, and 
eventually each cluster will output 1 if a similar vector is presented to SONN and 0 
otherwise. This is the way SONN learns to categorize an input vector it witness. 
Based on the SONN’s output, the monitoring node can identify the most frequently 
winning cluster as the correct sensor readings. The result is a character vector 

]max,[minv 00= , where 0min  and 0max  are the values of a winning neuron, 

which are the minimum and maximum readings learned by this cluster. The vector v 
of the most frequently winning neuron is sent to the central control agents. Once the 
training stage is over, the control agents will have the current characters related to 
sensor readings. These characters will be used to detect abnormal sensor readings.  

The proposed agent is a non-monolithic system and employs several types that per-
form specific functions as follows: (1) Network monitoring: Certain nodes have sen-
sor agents for network packet monitoring, and our design are interested in preserving 
total computational power and communication overhead. (2) Host monitoring: Every 
node on the wireless sensor network is monitored internally by a host-monitoring 
agent. This includes monitoring system-level and application-level activities. System-
level activities include current processes, consuming memory, and CPU cycles.  
Application-level include sensor network functional algorithms, such as routing  
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algorithms, data aggregation algorithms, et al. (3) Decision-making: Every node  
decides on its intrusion threat level from a host perspective. Certain nodes collect 
intrusion information and make global decisions about network-level intrusions. (4) 
Action: Every node has an action module responsible for resolving intrusion situation 
on a host. The classification of agent and interaction in proposed system is shown in 
Figure 3.  

 

Fig. 3. Layered Agent Classification and Interaction 

3.3   Architecture and Functions 

The basic architecture and the functions of the middleware for multiple mobile agents 
are as follows: (1) Automatic fault recognition: The middleware provides basic func-
tions to automatically detect sensor faults or node compromised. Some nodes have 
abnormal behaviors can be recognized. (2) Adaptive network monitoring: The mid-
dleware evolves the monitoring and inference capabilities of the sensor network, so 
that it can adapt to a wide variety of unknown and unpredictable faults. (3) Cooperative 
Response: Network entities should coordinate and respond to various types of faults. 

 

Fig. 4. Architecture and Function for Middleware 
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Our proposed middleware with multiple mobile agents is shown in Figure 4. In 
mobile agent, agent code and data that can be transmitted to an arbitrary neighbor 
node using the pseudo-function ForwardAgent (X). The middleware performs a con-
nection between different agents in one host and mobile agents in different host. The 
functions of data migration and cognitive networking process can also be provided in 
middleware. The mobile ability of the agents can help the detection of the failure node 
or compromised nodes.  

3.4   Implementation Issues 

We will implement our middleware and test it on Crossbow MICA2 motes [29] run-
ning TinyOS or virtual machine, Mate, and in simulation using TOSSIM [30]. The 
motes have 4kB RAM, 128kB program flash, and a 4 MHz 8-bit Atmel ATmega128L 
microcontroller. 

TinyOS is the most prominent platform for sensor network programming. It also 
has gained wide acceptance in the research community due to its open-source distri-
bution and ability to suit off-the-shelf hardware. TinyOS employs a component-based 
architecture that targets resource-constrained nodes by offering only a limited set of 
services and providing a simple concurrency model. TinyOS applications are typically 
programmed monolithically with the same program running on every node. The Mate 
virtual machine, built on top of TinyOS, allows more flexibility in terms of code mo-
tion than TinyOS by allowing code to move and update through the network. Mate 
provides a safe execution environment and permits very compact programs, so we 
chose to use that platform in the implementation of our agent framework. Mate uses a 
stack for implicit parameter passing and can be programmed in a simple language 
called TinyScript. It also provides an efficient framework for global distribution of 
code, which is utilized to facilitate testing.  

Since the real experiments are always none trivial, we develop the simulation 
codes firstly on TOSSIM to evaluate the scalability performance. TOSSIM is a pow-
erful tool that allows us to test our actual implementation. The code written for  
TOSSIM can be compiled and run directly on hardware. The simulator provides an 
empirical radio model that has been found to be representative of real-world  
performance in many situations. 

3.5   Evaluations 

We will test the security improvement of our system in mission critical applications. 
Firstly, the optimization of agent system itself can be evaluated by agent network-
usage graph [31]. Network-usage graph can be generated using AT  and η  to trans-

late information at the agent layer to the host layer: ),( KLHK = , where 

)),(())(),((( ),( hhUbaUL HhLbaK A ∈∈ −= ηη . This graph describes which 

parts of the network are needed to facilitate the agent intended communications. It 
guides the reduction of the communication overhead of the mobile agents. The agent 
network-usage weighting kw , is a function mapping an edge in KL  to the total  
relative value agents place in that part of the network: 
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Secondly, the bio-inspired framework will be compared with the non-intelligence 
security schemes. The overhead from the intelligence enhancement also need to be 
evaluated. The parameter tuning of the intelligent algorithms will be compared in the 
implementation systems. The tradeoff between additional overhead and security in-
crement should be considered to improve the overall performance. For the mission-
critical WSNs, the security always occupies the priority comparing with the overhead. 

4   Conclusion and Future Work 

We presented a bio-inspired security framework - MMASec - by making use of  
multiple mobile agents to detect and defend sophisticated adversaries in mission-
critical WSNs. The cognitive model and intelligent algorithms are selected concerning 
the constraints of the sensor nodes. The design details are also described for the  
concrete implementation. The future work is to make extensive evaluation for the 
implementation components.  
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Abstract. Multi-objective genetic algorithm is proved to be suitable for solving 
multi-objective optimization problems. However, it is usually very hard to bal-
ance the convergence and diversity of a multi-objective genetic algorithm. This 
paper introduces a new algorithm, with both good convergence and diversity 
based on clustering method and multi-parent crossover operator. Meanwhile, an 
initial population is generated by orthogonal design to enhance the search effort 
of the algorithm. The experimental results on a number of test problems indi-
cate the good performance of the Cluster-Based Orthogonal Multi-Objective 
Genetic Algorithm. 

Keywords: Multi-objective Optimization Problem, Multi-objective Genetic  
Algorithm, Orthogonal design, Cluster, Multi-parent Crossover. 

1   Introduction 

Many optimization problems, in scientific research and engineering areas, belong to 
multi-objective optimization problems (MOPs). Very often, the objectives of a MOP 
conflict with each other, and the optimal solutions are a set of solutions. As multi-
objective evolutionary algorithms (MOEAs) are based on population and the solutions 
are a non-dominated solution set. Therefore, they are becoming the most effective ap-
proach to solve MOPs. Since the first multi-objective evolutionary algorithm VEGA[1] 
was proposed by Schaffer in 1985, more and more different MOEAs/ MOGAs have 
been proposed, such as NSGA, NSGA-II, PAES, SPEA and SPEA2 [2]-[6], etc. 

A very important goal in designing a MOEA is that, to improve the convergence 
rate and maintain the diversity of the solutions simultaneously. Many researches are 
being done on this. NSGA introduced a niche technology to maintain the diversity. 
And some techniques such as fitness sharing and crowding distance have been fre-
quently used for maintain the diversity of search [2][7][8]. In 2004, Zheng Jinghua  
proposed a cluster method which was used to select offspring individuals through 
their distances [9]. Chan and Ray suggested using two selection operators in MOEAs, 
one encourages the diversity in the objective space and the other does so in the deci-
sion space [10]. Very recently, Aimin Zhou and Qingfu Zhang proposed a Model-
Based Multi-Objective Evolutionary Algorithm (MMEA) [11]. At each generation, 
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the population was clustered into a number of subpopulations and the PCA technique 
was used to generate new solutions.  

Based on the study and analysis of the above algorithms, this paper proposed a new 
algorithm, which has the following features: a) The orthogonal design method is used 
to generate an initial population. It makes the initial individuals scatter evenly in the 
feasible solution space. b) At every generation, the current population is divided into 
several clusters in the objective space. Genetic operator is implemented in each clus-
ter. Therefore, the search effort and the population diversity can be promoted. c) The 
multi-parent crossover operator is used in the algorithm in order to generate offspring 
individuals. This operator is able to improve the diversity of the population. d) The 
elitism mechanism for selecting offspring population, which is used in NSGA-II, is 
employed in this paper.  

2   Problem Definition 

Generally, continuous multi-objective optimization problem (MOP) can be described 
as follows: 

minimize 1 2( ) ( ( ), ( ),..., ( ))mF x f x f x f x=  

where 1 2( , ,..., ) n
nx x x x R= ∈ , 

[ , ], 1,2,...,i i ix a b i n∈ = , i ia b−∞ < < < +∞ . 

(1)

Here, 1 2( , ,..., ) n
nx x x x R= ∈  is an n-dimension decision variable vector in  

decision space. ( )F x  consists of m objective functions is a m-dimension objective 

variable vector in objective space mR . 

Let 1 2( , ,..., )mu u u u= , 1 2( , ,..., ) m
mv v v v R= ∈  be two vectors in objective 

space, if we say u dominates v , denoted by u vp , only if u v≠ and i iu v≤ for all 

1,2,...i m= . A vector nx R∈ is called Pareto optimal if there is no other 'x  mak-

ing that '( )F x p ( )F x .The set of all the Pareto optimal points is called the Pareto 

set, denoted by PS. The set of all the Pareto objective vectors is called the Pareto 
front, denoted by PF, where PF ={ ( ) | }F x x PS∈ . 

Multi-objective genetic algorithm is designed to construct a set of Pareto optimal 
solutions to approximate the Pareto front and/or Pareto set in every single run. At last, 
it gives a most approximate set to decision-maker for making their final choice. 

3   Algorithm 

3.1   Basic Idea 

Multi-objective genetic algorithm begins with an initial population, orthogonal  
design is used to generate it. The most difference between Cluster-Based Orthogonal 
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Multi-Objective Genetic Algorithm (COMGA) and traditional MOGAs/MOEAs is 
that the Clustering method and multi-parent crossover operator. At every generation 
of the COMGA, we divide the current population based on their distribution, in the 
objective space, into a number of subpopulations (clusters). There are two benefits 
from doing this. a) In traditional multi-objective genetic algorithm, genetic operators 
are usually implemented between individuals chose from the whole population ran-
domly. Hence the operators may be blind, especially when algorithm is approximating 
to convergence. In contrast, in COMGA, genetic operators are implemented in each 
cluster individually, therefore the operators will be more efficient and the conver-
gence can be promoted at the same time; b) the population diversity in the objective 
space can be promoted. After the population was divided into several clusters, we 
implement multi-parent crossover operator to generate offspring. The multi-parent 
crossover operator is very effective on improving the diversity of the population. At 
last, a NDS-selection is used here to generate the offspring population. 

3.2   Algorithm Framework 

The main framework of COMGA is described as follows: 

Step 1 Initialization: Set t = 0. Generate an initial population P(0) by orthogonal 
design. P(t) maintains N individuals. 

Step 2 Clustering: Partition P(t) into K clusters in the objective space, denoted by 
kC , 1,...,k K= . 

Step 3 Offspring Generation: In each cluster kC , generate new solutions by multi-
parent crossover operator and store them in Q(t). 

Step 4 Selection: Select P(t+1) from p(t)UQ(t). 
Step 5 Stopping Condition: If the stopping condition is met, then stop; otherwise go 

to Step 2. 

3.3   Initialization 

Orthogonal design was described systematically in reference [12]. Later in 2001, Leung 
Y W and Wang Y proposed an orthogonal genetic algorithm with quantization to 
solve global numerical optimization problem[13]. Orthogonal design is also introduced 
to solve multi-objective optimization problems[14][15][16][17], the experiment results 
proved that it can promote the performance of the algorithm. 

There are some important properties of orthogonal design. First, it has no two re-
peat experiments. Second, any two results have no comparability. Thus, it is able to 
make experiment representatively. More importantly, orthogonal design provides us a 
set of solutions distributed evenly in feasible solution region, which can make con-
vergence quicker and clustering more efficient.  

From (1), 1 2( , ,..., ) n
nx x x x R= ∈ is a decision variable vector, and ix , 

[ , ]i i ix a b∈  is the i-th factor, so there are n factors here. Suppose there are Q  (Q is 

an odd) levels per factor. The orthogonal design works as follows: 
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Step 1. Set the value of Q , calculate the smallest J by 

1

1

JQ
n

Q

−=
−

. (2)

Then construct orthogonal array ,[ ]i j m nz × , where Jm Q= . 

Step 2. Quantize the orthogonal array ,[ ]i j m nz × by 
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1

( 1)( ) 2 1
1

i

i i
i j i

i

a j

b a
z a j j Q

Q

b j Q

⎧ =
⎪ −⎪= + − ≤ ≤ −⎨ −⎪
⎪ =⎩

. (3)

Step 3. Each row in ,[ ]i j m nz × represents an individual. After Step 2, we get m indi-

viduals, m is larger than the population size N. Therefore, we select N optimal indi-
viduals as initial population by using the selection operator of NSGA-II. 

3.4   Clustering 

Typically, the distribution of Pareto front of a continuous MOPs shows a very impor-
tant regularity. The PF of a m-objective problem is a (m-1)-dimension manifold, 
which means that the points on PF can be represented in (m-1)-dimension space, as 
illustrated in Fig.1. This regularity was used to help us partition the population into 
clusters. The Clustering step works as follows: 

Step 1. Build a (m-1)-dimension simplex S  in the objective space to represent the 
current PF. 

Step 1.1. For 1, 2,...,i m= ( m is the number of objectives of the MOP), find 

the non-dominated solution
ix which has the largest if objective function 

value among all the non-dominated solutions in P(t). 

Step 1.2. Initialize S with vertexes 1( ),..., ( )mF x F x . Then move S along its 

normal direction to a position such that the points in S dominate all solu-
tions in P(t) and the moved distance should be as short as possible. Let 

iV be the vertexes of the moved simplex S .Compute the center O of S , 
where 

1

1 m
i

i

O V
m =

= ∑ . (4) 

Then enlarge S  by moving its vertexes:  

0.25( ), 1,2,...,i i iV V V O i m= + − = . (5)
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The main reason to do so is to make sure that the S can represent the la-
tent PF more exactly and to guide the algorithm to extend its search in the 
objective space.  

Step 2. Choose K  points 1,..., kF F which are uniformly spread on simplex S to 

be K reference points. For each reference point iF , compute its Euclidian 

Distance to all the solutions in P(t) in the objective space. And select 

the 2 /N K closest solutions to reference point iF to constitute the clus-

ter kC . Fig.2 illustrates the procedure when m=2, and S  is a one-dimension 
line segment. 

 

Fig. 1. When m = 2, the points on PF can be represented in one-dimension space 

 

(a)                                       (b)                                                 (c) 

Fig. 2. Build the simplex S when m=2. (a) Find the extreme points. (b) Move the simplex S 
along its normal direction and enlarge it. (c) Partition the population into several clusters. 
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We can find that different clusters are associated with different reference points. 
Therefore, the search effort could be distributed to different reference points of the 
latent PF in a relatively uniform way. A place needed to pay some attention is that 
each cluster has 2 /N K  solutions, but the population size is N . Hence different 
clusters may overlap, which aims at improving the search performance between  
different reference points and the diversity of the algorithm. 

3.5   Offspring Generation 

In this paper, offspring solutions are generated by multi-parent crossover operator. 
Multi-parent crossover operator is a kind of global random search operator based on 
subspace search and groups climbing method. It has some properties as follows: a) To 
generate a new solution needs M parents; b) M parents make up of a non-convex 
linear combination: 

1 1

, 1, 0.5 1.5
M M

i
i i i

i i

x a x where a a
= =

= = − ≤ ≤∑ ∑ . (6)

Through multi-parent crossover operator, the search effort is able to cover the entire 
solution space even including the boundary. In other words, it expands the subspace 
of generating new individuals. It is proved to be able to promote the diversity of the 
algorithm.  

Multi-parent crossover operator works as follows: 

Step 1. Uniformly randomly generate an integer k from {1,2,..., }K , K is the 

number of clusters. 

Step 2. Select 1 2, ,..., Mx x x , M parents randomly from cluster kC . 

    Step 3. Create a new individual x  

1 2
1 2

1

* * ... * , 1 .0 , 0 .5 1 .5 .
M

M
M i i

i

x a x a x a x w h ere a a
=

= + + + = − ≤ ≤∑  (7)

N new individuals are generated through the above algorithm. Then we get a off-
spring population Q(t). 

3.6   Selection 

The selection procedure used in this paper is based on the non-dominated sorting and 
crowding distance sorting of NSGA-II [3]. This selection operator selects N individu-
als from p(t)UQ(t) using a elitism mechanism. 

4   Experiments and Results 

4.1   Test Instances and Performance Metrics 

In this paper, we chose five test benchmark problems (ZDT1, ZDT2, ZDT3, ZDT4, 
ZDT6) to evaluate the performance of our algorithm. The details of the test problems 
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can be found in [3]. In order to measure the algorithm numerically, we used two met-
rics ϒ and ∆ to evaluate the algorithm. The details can be found in [3]. 

,
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min ( , ) /
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i front
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d F F n
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ϒ =∑ . (8)
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∑
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The first metric ϒ measures the extent of convergence to a known set of Pareto opti-
mal solutions. The smaller the value of this metric, the better the convergence toward 
the Pareto optimal front. The second metric ∆  measures the extent of spread 
achieved among the obtained solutions. The closer to 0 of this metric, the better 
spread of the solution. 

4.2   Experimental Results 

In our experiments, we have compared COMGA with several popular algorithms: 
NSGA-II, SPEA and PAES. The experimental results and parameter setting of 
NSGA-II, SPEA and PAES can be found in [3]. The population size of each algo-
rithm is 100, and the max generation is 250. The statistical results are based on 10 
runs of the algorithm. 

Table 1. Mean and variance of the convergence metric ϒ and diversity metric ∆ in ZDT1 
(mean ± std.) 

Algorithm Convergence metric ϒ Diversity metric ∆  

NSGA-II(Real-coded) 0.033482 ± 0.004750 0.390307 ± 0.001875 
NSGA-II(Binary-coded) 0.000894 ± 0.000000 0.463292 ± 0.041622 

SPEA 0.001799 ± 0.000001 0.784525 ± 0.004440 

PAES 0.082085 ± 0.008679 1.229794 ± 0.004839 

COMGA 0.001173 ± 0.000000 0.163814 ± 0.000106 

 
Table 1-5 shows the mean and variance of the convergence metric ϒ and the diver-

sity metric ∆ obtained from the five test problems by using five algorithms. From the 
experimental results, we can see that: a) COMGA is able to converge much better in 

all problems, especially in ZDT4 and ZDT6. This is because ZDT4 has 921 different 
local Pareto-optimal fronts in the search space and it is usually used to test the ability 
of the algorithm of solving multi-peak problems. As introduced in Offspring Genera-
tion part, a multi-parent crossover operator was used in our algorithm and it is very 
good at solving the multi-peak problems. ZDT6 doesn’t distribute evenly on the 
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global Pareto-optimal front, so the diversity of the solution is very important for a 
algorithm to maintain. b) In all case with COMGA, the variance of the convergence is 
very close to 0 (In tables, numbers are just kept to the six places of decimals). c) 
COMGA performs very well in all test problems in diversity. Because in the algo-
rithm, we have used many measures to maintain the diversity of the population.  

In order to demonstrate the working of the algorithm, we also show typical simula-
tion results on the test problems ZDT4, ZDT6 and WFG6. Based on the experiments 
in [18], WFG6 is hard for NSGA-II to converge. Fig. 3-5 illustrates the results. 

Table 2. Mean and variance of the convergence metric ϒ and diversity metric ∆ in ZDT2 
(mean ± std.) 

Algorithm Convergence metric ϒ Diversity metric ∆  

NSGA-II(Real-coded) 0.072391 ± 0.031689 0.430776 ± 0.004721 
NSGA-II(Binary-coded) 0.000824 ± 0.000000 0.435112 ± 0.024607 

SPEA 0.001399 ± 0.000000 0.755148 ± 0.004521 

PAES 0.126276 ± 0.036877 1.165942 ± 0.007682 

COMGA 0.000901 ± 0.000000 0.171969 ± 0.000218 

Table 3. Mean and variance of the convergence metric ϒ and diversity metric ∆ in ZDT3 
(mean ± std.) 

Algorithm Convergence metric ϒ Diversity metric ∆  

NSGA-II(Real-coded) 0.114500 ± 0.007940 0.738540 ± 0.019706 
NSGA-II(Binary-coded) 0.043411 ± 0.000042 0.575606 ± 0.005078 

SPEA 0.047517 ± 0.000047 0.672938 ± 0.003587 

PAES 0.023872 ± 0.000010 0.789920 ± 0.001653 

COMGA 0.001175 ± 0.000000 0.468940 ± 0.001264 

Table 4. Mean and variance of the convergence metric ϒ and diversity metric ∆ in ZDT4 
(mean ± std.) 

Algorithm Convergence metric ϒ Diversity metric ∆  

NSGA-II(Real-coded) 0.513053 ± 0.118460 0.702612 ± 0.064648 
NSGA-II(Binary-coded) 3.227636 ± 0.702612 0.479475 ± 0.009841 

SPEA 7.340299 ± 6.572516 0.798463 ± 0.014616 

PAES 0.854816 ± 0.527238 0.870458 ± 0.101399 

COMGA 0.001049 ± 0.000000 0.163790 ± 0.000110 
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Table 5. Mean and variance of the convergence metric ϒ and diversity metric ∆ in ZDT6 
(mean ± std.) 

Algorithm Convergence metric ϒ Diversity metric ∆  

NSGA-II(Real-coded) 0.296564 ± 0.01313 0.668025 ± 0.009923 
NSGA-II(Binary-coded) 7.806798 ± 0.001667 0.644477 ± 0.035042 

SPEA 0.221138 ± 0.000449 0.849389 ± 0.002713 

PAES 0.085469 ± 0.006664 1.153052 ± 0.003916 

COMGA 0.000600 ± 0.000000 0.151645 ± 0.000194 

 

  

Fig. 3. The Pareto front obtained by 
COMGA on ZDT4 

Fig. 4. The Pareto front obtained by 
COMGA on ZDT6 

   

Fig. 5. The Pareto front obtained by COMGA on WFG6. The Pareto front of the WFG6. 
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5   Conclusion 

In this paper, we have introduced a new method to generate an initial population, 
which can make the solutions scatter evenly in the feasible solutions space. A cluster 
method was used to partition the population into several subpopulations in order to 
enhance the search effort and diversity of the algorithm. And, we have used multi-
parent crossover operator to generate new offspring individuals and improved the 
diversity of the algorithm. The new algorithm in this paper shows very good perform-
ance on several test problems. 
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Abstract. It is well-known that the crossover operator plays an important role in
Genetic Programming (GP). In Standard Crossover (SC), semantics are not used
to guide the selection of the crossover points, which are generated randomly.
This lack of semantic information is the main cause of destructive effects from
SC (e.g., children having lower fitness than their parents). Recently, we proposed
a new semantic based crossover known GP called Semantic Aware Crossover
(SAC) [25]. We show that SAC outperforms SC in solving a class of real-value
symbolic regression problems. We clarify the effect of SAC on GP search in
increasing the semantic diversity of the population, thus helping to reduce the
destructive effects of crossover in GP.

Keywords: Semantic Aware Crossover, Semantic, Constructive Effect, Bloat.

1 Introduction

Genetic Programming (GP) is an evolutionary algorithm, inspired by biological evo-
lution, which finds solutions in the form of computer programs for a user-defined
task [16]. The program is usually represented in the language of a syntactic formalism
such as S-expression trees [16], a linear sequence of instructions, grammar derivation
trees, or graphs [23]. The genetic operators in GP are usually designed to guarantee
the syntactic closure property, i.e., to produce syntactically valid children from syn-
tactically valid parent(s). In this process, GP evolutionary search is conducted on the
syntactic space of programs, with the only semantic guidance coming from the fitnesses
of programs. Although GP has shown its effectiveness in evolving programs for solv-
ing different problems, this practice is somewhat unusual from the perspective of real
programmers. Computer programs are constrained not only by syntax, but also by se-
mantics. In normal practice, any attempt to change to a program should pay heavy
attention to the change in semantics. To see how this would play out in GP, we have re-
cently proposed a semantic-based crossover operator called Semantic Aware Crossover
(SAC) [25]. Our previous results showed that using semantic guidance for the crossover
operator in GP improves performance, measured in terms of successful runs in solving
a particular problem (in our work, we used real-valued symbolic regression problems).
In this paper we extend our previous work by performing a deeper analysis of how SAC
affects GP search and reduces the destructive effects of crossover.

The paper is organised as follows. In the following section, we describe previous
work on semantic based operators. In Section 3, we briefly describe our approach (i.e.,

Z. Cai et al. (Eds.): ISICA 2009, CCIS 51, pp. 56–65, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Semantic Aware Crossover). Section 4 provides details on the experimental setup used
to conduct our analysis. The results presented in this paper are discussed in Section 5.
Finally, conclusions are drawn in Section 6.

2 Previous Work

Using semantic information in GP is not new – there have been a number of related stud-
ies in recent years. The use of semantic information in GP can be grouped into three cate-
gories, on the basis of their use of: grammars [26,3,4]; formal methods [10,11,12,14,13];
and GP representation [1,19,25].

Attribute grammars have been one of the most popular methods to incorporate se-
mantic information into GP. By using an attribute grammar, and adding attributes to
individuals, we can check useful semantic information about individuals during the
evolutionary process. This information can be used to remove bad (i.e., less fit) individ-
uals [4] or to prevent generation of invalid individuals [26,3]. However, the attributes
are problem dependent, and it may be difficult to design attributes for some problems.

Recently, Johnson has advocated formal methods as a means to incorporate semantic
information in the evolutionary process [10,11,12]. In [11], Johnson proposed a number
of possible ways to incorporate semantics of programs. In these methods, the semantic
information that is extracted by using formal methods, mostly based on Abstract Inter-
pretation and Model Checking, is used as a way of measuring the fitness of individuals
for some problems where sampling techniques are difficult to use. Katz and co-workers
used model checking to solve a Mutual Exclusion problem [14,13]. In these works, se-
mantics are extracted/calculated and then incorporated into the fitness of an individual.

With expression trees, semantic information has been incorporated mainly by modi-
fying the crossover operator. Early work focused on the syntax and structure of individ-
uals. In [9], the authors modified crossover to take into account the depth of trees. Other
work modified crossover to take into account the shape of the individual [24]. More re-
cently, context has been used as extra information for determining GP crossover points
[6,17]. However these methods all have to pay the huge time cost of evaluating the
context of all subtrees of all individuals.

In [1], the authors investigated the effects of directly using semantic information
to guide GP crossover on Boolean domains. The main idea proposed in [1] was to
check the semantic equivalence between offspring and parents by transforming the trees
to Reduced Ordered Binary Decision Diagrams (ROBDDs). Two trees have the same
semantic information if and only if they reduce to the same ROBDD. The semantic
equivalence checking is then used to determine which of the individuals participating
in crossover will be copied to the next generation. If the offspring are semantically
equivalent to their parents, then the parents are copied into the new population. By doing
this, the authors argue, there is an increase in the semantic diversity of the evolving
population and a consequent improvement in the GP performance.

In our previous work [25], we proposed a new crossover operator (SAC), based on
the semantic equivalence checking of subtrees. Our approach was tested on a fam-
ily of real-value symbolic regression problems (e.g., polynomial functions). Our em-
pirical results showed that SAC improves GP performance. SAC differs from [1] in
two ways. Firstly, the test domain is real-valued rather than Boolean. For real-value
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domains, checking semantic equivalence by reduction to common ROBDDs is not pos-
sible. Secondly, the crossover operator is guided not by the semantics of the whole
program tree, but by that of subtrees. This is inspired by recent work presented in [19]
for calculating subtree semantics.

3 Semantic Aware Crossover

The aim of our previous work [25] was to extend the ideas in [1,19] to real-value do-
mains. For real domains it is not feasible to compute the semantics by reduction to
canonical form, as it was for the Boolean domain in [1]. Complete enumeration and
comparison of subtree fitness as in [19] is also impossible on real domains. In fact,
the problem of determining semantic equivalence between two real-value expressions
is known to be complete NP-hard [5]. Therefore, we have to calculate the approximate
semantics. In [25], a simple method for measuring and comparing the semantics of
two expressions is used. To determine the semantic equivalence of two expressions, we
measure them against a random set of points sampled from the domain. If the output of
the two trees on the random sample set are close enough (subject to a parameter called
Semantic Sentivity) then they are semantically equivalent, or in pseudo-code:

If Abs(Value On Random Set(P1)-Value On Random Set(P2))<ε then
Return P1 is semantically equivalent to P2.

where Abs is the absolute function and ε is a predefined threshold for semantic sensi-
tivity. This method is inspired by the simple technique for simplifying expression trees
proposed in [21] known as Equivalence Decision Simplification (EDS), where com-
plicated subtrees are replaced by simpler subtrees if they are semantically equivalent.
The semantic equivalence of two subtrees can be used to control the crossover opera-
tion by constraining it so that if the corresponding subtrees beneath the crossover point
are semantically equivalent, the selection is repeated with two new crossover points.
Algorithm 1 shows how SAC works. The motivation behind SAC is to promote GP

Algorithm 1. Semantic Aware Crossover

select Parent 1 P1;
select Parent 2 P2;
choose at random crossover points at Subtree1 in P1;
choose at random crossover points at Subtree2 in P2;
if Subtree1 is not equivalent with Subtree2 then

execute crossover;
add the children to the new population;
return true;

else
choose at random crossover points at Subtree1 in P1;
choose at random crossover points at Subtree2 in P2;
execute crossover;
return true;
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to swap subtrees that have different semantics. In [25], SAC had the best performance
(compared with SC and other semantic checking operators) on a family of real-value
regression problems. The reasons for these good results were not clearly understood.
The following sections will aid in understanding how this mechanism affects GP search.

4 Experimental Setup

We used four real-valued symbolic regression problems, of increasing difficulty, to anal-
yse SAC. The underlying functions, from [8], are shown in Table 1, and evolutionary
parameters in Table 2.

Table 1. Symbolic Regression Functions

F1 = X3 + X2 + X F3 = X5 + X4 + X3 + X2 + X
F2 = X4 + X3 + X2 + X F4 = X6 + X5 + X4 + X3 + X2 + X

Table 2. Run and Evolutionary Parameter Values

Parameter Value Parameter Value
Generations 50 Population size 500
Selection Tournament Tournament size 3
Crossover probability 0.9 Mutation probability 0.1
Initial Max depth 6 Max depth 15
Non-terminals +, -, *, /, sin, cos, exp, log (protected versions)
Terminals X, 1
Number of samples 20 random points from [−1 . . .1]
Successful run sum of absolute error on all fitness cases < 0.1
Termination max generations exceeded
Sensitivities 0.01,0.02,0.04,0.05,0.06,0.08,0.1
Trials per treatment 100 independent runs for each value.

5 Results and Discussion

5.1 Equivalent Crossovers

Because our crossover operator works by analysing semantics of subtrees, we would
like to know how frequently SAC and SC swap equivalent subtrees. We collected statis-
tics of the percentage of such crossover events. Figure 1 shows the percentage of se-
mantically equivalent crossover events with sensitivity = 0.01, averaged over 100 runs,
for each of the four functions, while Table 3 shows the same further averaged over all
generations. We can see that the overall average for SC is around 14.5% whereas for
SAC it is around 8 times smaller at about 1.8%. It is clear that SAC is more semantically
exploratory than SC on these problems. We also conducted an experiment to test how
crossover affects the relative fitness of the offspring compared to their parent when it
swaps two semantically equivalent subtrees. The results indicate that in nearly all cases
(about 98%), such crossover will result in an unchanged fitness.
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Table 3. Average Percentage of Equivalent Crossovers.

Sensitivity 0.01 0.02 0.04 0.05 0.06 0.08 0.1

F1
SC 14.9% 14.9% 14.9% 14.9% 15.1% 15.1% 15.1%

SAC 1.9% 1.9% 1.9% 1.9% 1.9% 2.0% 2.0%

F2
SC 14.1% 14.1% 14.1% 14.1% 14.1% 14.2% 14.2%

SAC 1.7% 1.7% 1.7% 1.8% 1.9% 1.9% 1.8%

F3
SC 14.4% 14.4% 14.4% 14.4% 14.5% 14.5% 14.5%

SAC 1.8% 1.8% 1.8% 1.8% 1.9% 1.9% 1.9%

F4
SC 14.1% 14.1% 14.1% 14.1% 14.3% 14.3% 14.3%

SAC 1.7% 1.7% 1.8% 1.8% 1.8% 1.8% 1.8%
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Fig. 1. Average Percentage of Equivalent Crossovers with sensitivity = 0.01

5.2 Semantic Diversity

In the previous section, we saw that SAC promotes swapping of semantically different
subtrees, encouraging a change in semantics relative to their parents. How well does
SAC promote diversity. Population diversity has been long seen as a crucial factor in
GP [2]. The search process will be more effective if more diversity in the population is
maintained. Two kinds of metrics have been used to measure and control the diversity
of a population: genotypic and phenotypic [7]. The former is based on the syntax (i.e.,
structure) of an individual [22] and the latter on the behavior (i.e., fitness) of an individ-
ual [20]. In this paper, we propose a new measure to measure semantic diversity called
Semantic Crossover Diversity (SCD). SCD works by measuring the difference between
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Table 4. Percentage of Children with Different Fitness from their Parents

Sensitivity 0.01 0.02 0.04 0.05 0.06 0.08 0.1

F1
SC 65.8% 65.8% 65.8% 65.8% 65.8% 65.8% 65.8%

SAC 73.4% 73.0% 72.5% 72.1% 72.4% 72.3% 73.1%

F2
SC 70.5% 70.5% 70.5% 70.5% 70.5% 70.5% 70.5%

SAC 79.0% 79.0% 78.5% 78.3% 78.8% 78.4% 79.1%

F3
SC 70.6% 70.6% 70.6% 70.6% 70.6% 70.6% 70.6%

SAC 80.6% 81.2% 81.6% 82.0% 82.0% 81.7% 82.2%

F4
SC 71.0% 71.0% 71.0% 71.0% 71.0% 71.0% 71.0%

SAC 80.2% 80.0% 80.0% 79.8% 80.0% 80.1% 79.7%
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Fig. 2. The percentage of generating newly children with sensitivity = 0.05

individuals before and after applying crossover. We used SCD to measure the semantic
diversity of SC and SAC by counting the percentage of these crossover events that gen-
erated semantically different offspring from their parents. These results are shown in
Table 4 and figure 2. We can see that at the beginning of the run, SC generates around
80% of different offspring, while SAC generates about 90%. This is important: the early
phase of evolution, is the primary exploration stage, when it is necessary to create se-
mantically new individuals. After a few generations, the percentage decreases in both
cases. However SAC still consistently produces about 10% more difference than SC.
We note that SAC doest not guarantee to generating semantically new offspring. We
believe that there are some fixed semantic subtrees as in the Boolean domain [19].
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Table 5. The average percentage of better children than their parent in crossover

Sensitivity 0.01 0.02 0.04 0.05 0.06 0.08 0.1

F1
SC 11.8% 11.8% 11.8% 11.8% 11.8% 11.8% 11.8%

SAC 15.2% 15.0% 14.7% 15.4% 15.3% 15.5% 15.7%

F2
SC 13.0% 13.0% 13.0% 13.0% 13.0% 13.0% 13.0%

SAC 17.2% 16.7% 16.9% 17.3% 17.4% 17.3% 17.4%

F3
SC 12.9% 12.9% 12.9% 12.9% 12.9% 12.9% 12.9%

SAC 16.9% 16.8% 17.0% 17.1% 17.0% 17.2% 17.0%

F4
SC 12.8% 11.4% 11.4% 11.4% 11.4% 11.4% 11.4%

SAC 16.8% 16.8% 16.7% 17.0% 17.1% 17.0% 17.0%
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Fig. 3. The percentage of constructive crossover with sensitivity= 0.04

5.3 Constructive Effect

If SAC is more semantically productive than SC, then it is interesting to ask whether
this helps the crossover operators to breed better children than their parents (more con-
structive crossover). To answer this, we measured the constructive effect of SAC and
SC, using a method similar to that in [18]. The constructive effect is measured by cal-
culating the percentage of events that generate a better child from its parents through
crossover. The results are shown in Table 5, figure 3 showing the change over the course
of evolution with sensitivity 0.04. We can see that SAC is more fitness constructive,
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Table 6. The average size of individuals

Sensitivity 0.01 0.02 0.04 0.05 0.06 0.08 0.1

F1
SC 44.2 44.2 44.2 44.2 44.2 44.2 44.2

SAC 46.8 46.2 46.7 46.5 46.7 46.9 46.9

F2
SC 46.1 46.1 46.1 46.1 46.1 46.1 46.1

SAC 50.0 49.3 49.1 49.8 49.9 49.9 46.7

F3
SC 44.8 44.8 44.8 44.8 44.8 44.8 44.8

SAC 49.9 48.7 48.3 48.2 48.3 48.4 48.7

F4
SC 48.0 48.0 48.0 48.0 48.0 48.0 48.0

SAC 52.2 51.9 52.4 51.6 51.5 52.0 51.8

Table 7. The average size of subtrees in SAC

Sensitivity 0.01 0.02 0.04 0.05 0.06 0.08 0.1
F1 4.6 4.3 4.4 4.6 4.8 4.6 4.9
F2 4.7 4.5 4.6 4.9 5.0 4.7 4.8
F3 4.7 4.5 4.4 4.6 5.1 4.7 4.9
F4 4.7 4.5 4.7 4.6 5.0 4.6 5.0

often 5% better, than SC. This strongly suggests why the performance of SAC was
better than SC in terms of number of successful runs.

5.4 Code Bloat

The better performance of SAC comes at a cost: it takes time to calculate the subtree
semantics. This is reflected in the slightly higher running time of SAC, as compared
with SC. How much more expensive are these extra calculations? And is this the sole
cause of the extra computational cost, or might code bloat play a role? To determine
which is the main source we collected two statistics from the runs. The first is the
average size of individuals (number of nodes) over 50 generations, averaged over 100
runs, for SAC versus SC. The second is the average size of subtrees which are semantic
equivalence tested in SAC, averaged in the same way. The two statistics are shown
in Table 6, and Table 7 respectively.

It is clear that the higher running time of SAC resulted from both causes: the in-
dividuals were larger. However it also seems that the overheads are acceptable. From
Table 7, we see that the average size of subtrees in SAC is very small in comparison
with the average size of individuals. Therefore, the time needed to calculate and com-
pare subtree fitnes is small (in fact, we could reduce this further by using caching to
improve the efficiency of subtree semantic calculation as in [15]). The average individ-
ual size in SAC was bigger than that of SC but not by a large margin. Nevertheless, we
are interested to incorporate the size of subtrees into the selection of crossover points in
future work, potentially avoiding this issue.
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6 Conclusions

In this paper we have compared Semantic Aware Crossover (SAC) and Standard
Crossover (SC) from a number of perspectives. We have shown that about 15% of SC
operations exchange semantically equivalent subtrees. As a consequence SC tends to
create offspring that are semantically similar to their parents. This weakness can be
amended by preventing the swapping of equivalent subtrees. Our approach, Semantic
Aware Crossover (SAC), adopts this idea. Secondly, we have shown that SAC helps
to promote semantic diversity, so it generates more offspring that are semantically dif-
ferent from their parents. The results also show that SAC is more constructive than
SC. Furthermore, we have seen that the additional computation cost of SAC is almost
negligible.
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Abstract. Hybridization is an extremely effective way of improving the per-
formance of the Univariate Marginal Distribution Algorithm (UMDA). Owing 
to its diversity and memory mechanisms, artificial immune algorithm has been 
widely used to construct hybrid algorithms with other optimization algorithms. 
This paper proposes a hybrid algorithm which combines the UMDA with the 
principle of general artificial immune algorithm. Experimental results on decep-
tive function of order 3 show that the proposed hybrid algorithm can get more 
building blocks (BBs) than the UMDA. 

Keywords: UMDA, artificial immune algorithm, hybridization. 

1   Introduction 

The Univariate Marginal Distribution Algorithm (UMDA)[1] is a simple EDAs which 
uses the univariate marginal distribution model to estimate the joint probability distri-
bution of the selected promising individuals at each generation. It works very well for 
the linear problems and problems without many significant dependencies. However, 
when it encountered problems with strong interactions among variables, the UMDA 
can not get satisfied solutions. 

Hybridization is an extremely effective way of improving the performance of the 
UMDA. Tang and Lau proposed a hybrid algorithm which combined UMDA with the 
hill-climbing algorithm [2]. Santana et al. proposed a hybrid UMDA which combined 
with variable neighborhood search and used in the protein side chain placement  
problem [3]. 

Artificial immune algorithm is another novel biological inspired algorithm which 
has been used in many fields[4,5]. Due to its diversity and memory mechanisms, 
artificial immune algorithm has also been widely used to integrate with other heuristic 
optimization algorithms to enhance their performance. A variety of immune genetic 
algorithms (IGA) have been proposed [4,5]. Hybrid algorithms combined the  
artificial immune algorithm with ant colony algorithm(ACO)[6] and Particle Swarm 
Optimization(PSO)[7] have also been proposed. 

In this paper, a hybrid algorithm which integrated UMDA with the principle of 
general artificial immune algorithm is proposed. In the proposed hybrid algorithm, 
dynamic density regulation mechanism of the artificial immune system is used to 
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maintain the diversity of the population during the evolution of each generation. Ex-
perimental results on deceptive function of order 3 compared with that of the UMDA 
are reported. 

The remainder of this paper is organized as follows: The UMDA is described  
in section 2. The principle of general artificial immune algorithm is analyzed in  
section 3. The performance of the proposed hybrid algorithm on deceptive problem of 
order 3 is shown in section 4. Finally, conclusion is made in section 5. 

2   The Univariate Marginal Distribution Algorithm 

The UMDA was proposed by Mühlenbein and Paaß[1]. UMDA uses the simplest 
model to estimate the joint probability distribution of the selected promising individu-
als at each generation. This joint probability distribution is factorized as a product of 
independent univariate marginal distributions: 
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Usually each univariate marginal distribution is estimated from marginal frequencies 
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A pseudo-code for the UMDA can be seen in Figure 1. 
 

UMDA 

D0←Generate M individuals to form the initial  
population 

Repeat for t=1,2,…until the stopping criterion is met 

1
se

tD − ←Select N<M individuals from 1tD −  according to the 
selection method 

Estimate the joint probability distribution: 

11
1 1 1
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( ) ( ) ( )
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j i i tn n jse
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p x p x D p x

N
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Dt←Sample M individuals to form the new population from 
pt(x)  

Fig. 1. Pseudo-code for the UMDA 
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3   The Artificial Immune Algorithm 

3.1   Principle of the General Artificial Immune Algorithm 

The general artificial immune algorithm adopts the basic frame of evolutionary algo-
rithms, it regards the evolution individuals as antibodies, and antigens represent the 
problem to solve. The algorithm controls the recruitment of antibodies according to 
the immune density regulation and memory library. The flowchart of the general 
artificial immune algorithm is shown in Figure 2. 

 
 

N 

Y

Stop 

Generate initial antibodies

Calculate the affinity 

between antibodies and antigen 

Activating and suppressing of 

antibodies 

Select antibodies to generate 

next generation 

Antigen invades

Update the memory library 

Termination criterion is met? 

 
Fig. 2. The flowchart of the general artificial immune algorithm 
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3.2   Affinity Calculating 

There have two types of affinity in the immune algorithm. First, affinity represents  
the match degree between antigen and antibodies, which means the quality of the 
solutions just like the fitness in GAs. On the other hand, the affinity can also be used 
to evaluate the similarity between different antibodies. In this case, it also named as 
the similarity. Similarity can be measured using Hamming or Euclidean distance and 
information entropy[4,8]. In this paper, we use the information entropy to evaluate the 
similarity between antibodies. Supposing there are N antibodies, the coding length of 
each antibody is l, the size of symbolic aggregate is S, then the information entropy of 
the antibody gene located at position j can be defined as: 

1

( ) log
s

j ij ij
i

H p pη
=

= −∑  (4)

where pij is the probability of the ith symbol appearing on the gene location j, η is the 
number of antibodies.Thus the average entropy H(η) can be obtained by: 
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The similarity between antibody u and v can be defined as Au,v: 

,
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where H(2) is the information entropy between two antibodies u and v. 
The similarity of the whole population can be defined as: 

1
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A N

H N
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3.3   Activating and Suppressing 

As mentioned earlier, the greater similarity value, the greater similarity between anti-
bodies. If the similarity of the population is too high, the search will be focused in 
some region of the search space which often leads the algorithm to premature and, as 
a result, to converge to local optimal solutions. Fortunately, the artificial immune 
algorithm can avoid premature by regulating the similarity of the population through 
activating the individuals with lower density and suppressing those with higher  
density. 

The density of the antibody i, Ci , can be defined as: 

number of antibodies whose similarity with  is higher than 
i

i
C

M

λ=  (8)

where M is the population size, λ is the similarity parameter often with0.9≤λ≤1. 
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Stimulating operator is often used to evaluate the quality of the individuals (anti-
bodies) after being activated and suppressed. So it can be constructed combined the 
affinity between antigen and antibodies with the regulation factor based on density of 
the antibodies. In this paper, stimulating value is defined as: 

( )ifitness' fitness exp k* C= ∗  (9)

where fitness’ is the stimulating value, fitness is the affinity between antigen and 
antibodies, Ci is the density, and k is a factor with a negative number. 

After the stimulating values have been calculated, selection operation can be ap-
plied to select antibodies to construct next generation of population (antibodies). 
The equation (9) indicates the greater the individual affinity, the higher the  
selection probability it possesses; while the greater the density of an antibody, the 
lower the selection probability it possesses. Thus the general artificial immune algo-
rithm can not only maintain the individuals of high affinity, but also guarantee the 
diversity. 

4   The Artificial Immune UMDA 

Based on the mechanisms of the aforementioned general artificial immune algorithm, 
we here propose a hybrid optimization algorithm, named as the Artificial Immune 
UMDA (AIUMDA). In the AIUMDA, UMDA provides antibodies in each generation 
for artificial immune algorithm and then the artificial immune algorithm is used to 
promote and maintain diversity during the evolutional procedures. 

The proposed hybrid algorithm can be described as the following steps: 
 

AIUMDA 

step1. Antigen invades; 

step2. Generate initial antibodies; 

step3. Calculate the information entropy, affinity and 
the similarity; 

step4.  If the similarity A<A0, go to step 7; 

step5. Randomly generate p new antibodies and added to 
the population; 

step6. Calculate the density and stimulating value of 
each antibody; 

step7. Select the promising individuals according to 
the stimulating value and update the memory library; 

step8. Estimate the joint probability distribution; 
 

Fig. 3. Pseudo-code for the AIUMDA 
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step9. Dt←Sample M individuals to form the new popula-
tion from pt(x);  

step10. If the termination criterion is met, stop and 
output the solutions, else go to step3. 

Fig. 3. (continued) 

Apparently, the AIUMDA merges the features of both the UMDA and artificial 
immune algorithm. Furthermore, it is easy to construct other hybrid EDAs with 
artificial immune algorithm when we change the procedure in step 8 to building  
the corresponding probabilistic model and sampling of the probabilistic model in 
step 9. 

5   Simulation Results 

In this paper, a GA-hard problem, Deceptive function of order 3 is used to compare 
the performance of the UMDA and the AIUMDA proposed in this paper. Deceptive 
function of order 3 is defined as[9]: 
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where x is a bit string,  π is any permutation of size n, and f3 is defined as: 
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(11)

In the experiments, population size M is set to be 200, 500, and1000, respectively. We 
use the truncation selection in which the best 50% individuals in the population are 
selected to be the promising individuals. Memory library size is set to be 0.2*M, new 
generated antibodies which used to added to the population is 0.4*M, similarity 
threshold A0 =0.9, λ=0.9, and k=-0.8. 

Figure 4 illustrated the performance of the UMDA without elitist when  
applied to F3deceptive of size n=30 with population size is 500. In this case, the  
building blocks (BBs) UMDA can get decreased to 0 quickly with the evolution 
generations increasing and the similarity of the population raise to 1 quickly, which 
means all the individuals have become the same and fall into the local optimal 
value. 
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Fig. 4. Performance of the UMDA when population size is 500 

Figure 5 represents the performance of the UMDA with elitist strategy when ap-
plied to the same F3deceptive function. Compared with Figure 4, UMDA with elitist can 
get some BBs but the similarity of the population is still very high. 
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(b) Similarity of the population in the UMDA with elitist 

Fig. 5. Performance of the UMDA with elitist when population size is 500 

Figure 6 represents the performance of the proposed AIUMDA. It can be observed 
that the similarity value is dynamic regulated by increasing some randomly generated 
individuals to the population during the evolution, which can explore more search 
space to find better solutions. So it can be seen in Figure 6 (b) that the simulating 
value varied cyclical. 
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Table 1 shows the number of BBs founded by three algorithms with different 
population size, all the results are averaged by 20 runs. We can conclude that the 
AIUMDA performs the best among the three algorithms. 

Table 1. Average number of the BBs founded by three algorithms 

population  size UMDA UMDA with elitist AIUMDA 
200 0 1.3 2.1 
500 0 3.1 3.4 

1000 0 3.8 4.5 

6   Conclusions 

Artificial immune algorithm has been widely used to integrate with other intelligent 
algorithms to create hybrid algorithms with the benefit of combining different para-
digms. In this paper, we proposed a hybrid UMDA which combined the diversity 
maintain mechanism of the general artificial immune algorithm with the UMDA. 
Simulation results on deceptive function of order 3 show that the hybrid algorithm 
performs better than the UMDA and the UMDA with elitist. 

 
Acknowledgments. This work was supported by Nature Science Foundation of Hebei 
Province (F2008001166) and Mentoring Programs of Scientific and Technological 
Research & Development in Hebei Province (072135133). 

References 

1. Mühlenbein, H., Paaß, G.: From Recombination of Genes to the Estimation of Distribu-
tions I. Binary Parameters. In: Ebeling, W., Rechenberg, I., Voigt, H.-M., Schwefel, H.-P. 
(eds.) PPSN 1996. LNCS, vol. 1141, pp. 178–187. Springer, Heidelberg (1996) 

2. Tang, M., Lau, R.Y.K.: A Hybrid Estimation of Distribution Algorithm for the Minimal 
Switching Graph Problem, pp. 708–713. IEEE Computer Society, Washington (2005) 

3. Santana, R., Larranaga, P., Lozano, J.A.: Combining variable neighborhood search and 
estimation of distribution algorithms in the protein side chain placement problem. Journal 
of Heuristics 14, 519–547 (2008) 

4. De Castro, L.N., Timmis, J.I.: Artificial Immune Systems: A New Computational Intelli-
gence Approach. Springer, Heidelberg (2002) 

5. De Castro, L.N., Timmis, J.I.: Artificial immune systems as a novel soft computing para-
digm. Soft Computing 7, 526–544 (2003) 

6. Wang, X., Gao, X.Z., Ovaska, S.J.: A hybrid optimization algorithm based on ant colony 
and immune principles. IJCSA 4, 30–44 (2007) 

7. Afshinmanesh, F., Marandi, A., Rahimi-Kian, A.: A novel binary particle swarm optimiza-
tion method using artificial immune system. Computer as a Tool. In: The International 
Conference on EUROCON 2005, vol. 1, pp. 217–220 (2005) 

8. Chun, J.S., Kim, M.K., Jung, H.K., Hong, S.K.: Shape optimization of electromagnetic 
devices using immunealgorithm. IEEE transactions on magnetics 33, 1876–1879 (1997) 

9. Pelikan, M., Muehlenbein, H.: Marginal distribution in evolutionary algorithms, vol. 98, 
pp. 90–95 (1998) 

 



An Multi-objective Evolutionary Algorithm with
Lower-Dimensional Crossover and Dense Control

Dongdong Zhao, Sanyou Zeng, and Huanhuan Li

School of Computer Science, Research Centre for Space Science & Technology and The State
Key Laboratory of Geological Processes and Mineral Resources, China University of

Geosciences, Wuhan, 430074, Hubei, China
sanyou-zeng@263.net, zhaodongdong1139@yeah.net

Abstract. As it is hard to control the trade-off between fast convergence and
the diversity of the population in designing an EA, this paper proposes an
algorithm that can have a good control of both. The algorithm not only adopts
the Lowerdimensional Crossover algorithm to accelerate the convergence but
also proposes two good methods to keep the wide population distribution for
global search. Also a new method is put forward as an algorithm of repulsing
mechanism, that every solution repulses other solutions in its neighborhood with
a value rt as its radius. With its control of the wide distribution of solutions and
the diversity as well, this algorithm can prevent the solutions from falling into the
local optimization and thus prompt global search for the optimal solutions. Then
another method is used based on the concept of decomposition for the cutoff
operator. As it can choose the solutions better than others in the non-dominated
sets, and sort the solutions with well distributed, it is used to keep diversity of
the population too.

Keywords: evolutionary algorithms; multi-objective optimization; Pareto opti-
mal set; dense control.

1 Introduction

Almost every real-world problem involves several simultaneous and often competing
objectives need to be optimized. Evolutionary algorithm has the ability to find multiple
Pareto-optimal solutions in one single run with several objectives simultaneous. So it
can be adopt to solve multi-objective problems. Representative evolutionary techniques
include vector evaluated genetic algorithm (VEGA)[2], Hajela and Lins genetic algo-
rithm(HLGA) [3], Pareto-based ranking procedure(FFGA) [4], niched Pareto genetic
algorithm (NPGA) [5]( Non-dominated Sorting Genetic Algorithm (NSGA)(Srinivas
and Deb, 1994) and a new effective approach to multi-objective optimization. Recently,
some of the proposed methods have made further progress, for instance, NSGAII [6],
the strength Pareto evolutionary algorithm SPEA2 [7], rMOGAxs [8], Generalized Re-
gression GA (GRGA) [9] and so on.

In this paper, the algorithm is based on OMOEA-II [10],DD(ε; r)EA [11] and the
algorithm of Song-Gao [12]. The linear crossover operator used in OMOEA-II [10]
takes 2 parents. And in the paper of Song Gao, the lower-dimensional crossover operator

Z. Cai et al. (Eds.): ISICA 2009, CCIS 51, pp. 76–87, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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takes 5 parents, but in this paper, 3 parents is taken for the best situation, the experiments
tested for this algorithm show that it is more properly to choose 3 parents to control
the diversity of population and get much better result. The result also shows the dense
control can keep individuals uniform distributed effectively. To have a better diversity of
population, more dominant individuals would be created in the offsprings. On the other
hand, the copy operation used in the algorithm can preserve the dominant individuals
to the next generation, so they can be kept in populations all the time. Doing the cutoff
operator with the method based on the concept of decomposition proposed by Q. Zhang
and H. Li [1] (See algorithm 8) can choose better solutions in the non-dominated sets,
and sort the solutions with well distributed and it can keep diversity of the population.

The rest of this paper is organized as follows: Section II represents the technique
of dynamical controlling of diversity. Section III represents the details of algorithm.
Section V shows numerical experiment results. Finally, Section IV concludes with a
summary of the paper.

2 Introducing Dynamically Controlling Diversity Technique

The diversity of the population may prevent the solutions from falling into the local
optimization and it can prompt global search for the optimal solutions. But usually it is
a big challenge to control the diversity for a high performance evolutionary agorithm.
So a new mechanism is proposed to solve this problem. A repulsing neighborhood with
a repulsing radius rt set in every solution is used to make the them keep a distance
from each other, and the a distance matrix D is built to analogue the environment of
repulsing mechanism. Every solution repulses the other solutions which are staying
in its repulsing neighborhood, and the number of the solutions staying in the repuls-
ing neighborhood is defined as the invaded-degree which may determine the dense of
current solution. The dense matrix ρ is built to store the dense of every solution, it is
treated as a new objective which is the smaller the better, so that it can influence the
evolution of the population.The solution with smaller dense will be hold on the line for
longer time.Obviously, the smaller dense represent more independent, and the repulsing
operator will make the population widely distributed and with good diversity.

Suppose the repulsing radius is rt, the invaded-degree of the current solution is de-
fined as the number of the solutions staying in the current repulsing neighborhood.

Definition 1. Suppose the solutions xi = {xi1 , xi2 , xi3 , . . . , xin} and xj =
{xj1 , xj2 , xj3 , . . . , xjn}, the distance between xi and xj based on the infinity norm
is defined as:

dij = ‖ xi − xj ‖∞ = max{| xi1 −xj1 |, | xi2 −xj2 |, | xi3 −xj3 |, . . . , | xin −xjn |}
(1)

Definition 2. With the repulsing radius rt, the invaded-degree Idij between solutions
xi and xj is defined as :

Idij =
{

1 if ‖ xi − xj ‖∞ ≤ rt

0 else
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Definition 3. According to the invaded-degree Idij between solutions xi and xj , and
the number of the whole solutions N , the invaded-degree of the current solution xi is
added up as follows:

Idi =
N∑

j=0∧j �=i

Idij

Definition 4. With the invaded-degree Idi of the current solution xi, its dense ρi set in
the dense matrix is calculated as:

ρi =
Idi

N
For more, the repulsing radius rt is dynamically varies with the variable t which ac-
counts for the evolutionary generation. The details are as follows:

rt = e−(t/c)2 (2)

Obviously, with the increase of generation, the rt is quickly decreased, if the generation
is large enough, it will satisfied :rt → 0

3 Algorithm Description

3.1 Framework of Algorithm

1. Randomly create population P0 with size Npop.
Let t = 0 and initialize neighborhood radius r0 = r(0)(In this paper r(0) = 1)

2. Choosing Nparent parents(Nparent in this paper it is fixed as 3, see Algorithm 1)
3. Crossover, copy and mutate operator and breeding 3 · Npop offsprings Q(t). (See

Algorithm 2)
4. Unite the offsprings and the population of current generation to be a bigger popu-

lation R(t): R(t) = P (t) ∪ Q(t)
5. Calculate distances of each two individuals and the dense of every individual(See

Algorithm 3)
6. Calculate f(x), where x ∈ R(t)
7. Select N individuals from R(t) as next population P (t+1). (See Algorithm 4,6,7,8)
8. r(t) = r(t + 1)(neighborhood radius varies with the generation), t = t + 1(See

Algorithm 5)
9. If stopping criterion satisfied goto Step 10, else goto Step 2

10. Output P(t)

3.2 Details of Algorithms

Suppose that the size of the population is N and we consider it as:

P (t) = {X1, X2, X3, X4, . . . , Xi, . . . , XN}
Xi = {xi1 , xi2 , xi3 , xi4 , . . . , xin}
Breeding offsprings:
Give a critical individual which is expressed as aParent and the index is (i mod Npop).
Under this circle there are two algorithms to be executed as follows (Algorithm 1,
Algorithm 2 ):
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FOR i = 0 TO nChildren ( it is fixed as 3 · Npop)

Algorithm 1. Choosing parents operator

1. Exponentially Convert distances(in this paper, c is fixed as -4), make them the larger
before the smaller after converting operator, and calculate the sum of the converting
distances, store the sum as variable sumi :

sumi =
Npop∑

j=1,j �=i

ec·dij

2. Sort Nparent individuals which have minimal instances with maximal values after
converting operator to the parent set T:
(a) If |T | < Nparent:

randj=rand(0,sumi)

(b) sum =
∑Npop

k=j ec·dik

(c) IF sum > randj (Chose the individual which is more nearby the critical
individual aParent, and sort the kth individual to the parents set, break out
current circle.)

(d) sumi=sumi − dik(shorten the random dist distance)
(e) If the number of the chosen parents satisfied the criterion, goto the step1 of the

Algorithm 2, else goto step2

In this algorithm the probability of mutation is 0.05, and the probability of copy is
0.05 too.

Algorithm 2. Cross,Mutate and copy operator

1. Empty Q(t)
2. Crossover operator:

Except the critical individual chosen in the Algorithm 1, the Nparent parents :
parent1,parent2,parent3,. . ., parentNparent selected in the algorithm 1 are cho-
sen to be crossed with the critical individual aParent.
(a) Lower-dimensional Crossover operator[12]: Randomly create

a1,a2,a3,. . .,aM in the distance from −1 to M , and make them satisfy:
a1+a2+a3+. . .+aM = 1

(b) Create a new individual newI satisfy :
newI = a1 · xi1 + a2 · xi2 + a3 · xi3 + . . . + aM · xiM .

3. Copy operator :
FOR j = 1 TO n

newI1ij =xij with the probability pc
END FOR j

4. mutative operator :
FOR j = 0 TO n

newI2ij =rand(0,1) with the probability pc.
(rand(0,1) can give a random value that between 0 and 1)

END FOR j
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Dense control

In this paper, the concept of repulsing mechanism is proposed. Obviously, ac-
cording to the section II, the dense of the individuals is the smaller the better, as the
smaller dense is refer to smaller invaded-degree. Suppose that the elements of distance
matrix is express as :

D = [dij ]L×L(i, j = 0, 1, 2, . . . , L) (L is the current size of the population involved
parents and children)

And the elements of the dense matrix is express as:

ρ=[ρi]1×L (i=0,1,...,L)

The rt which is determined by the number of evolutions is the dynamic dense control
parameter(See algorithm 5)

Algorithm 3. Set the distance matrix and the dense matrix

1. Set the distance matrix:
The distance between any two individuals xi and xj is set as the infinite norm of
vector x ( x = |xi − xj| )

dij = ‖xi − xj‖∞=max{(|xik
− xjk

|) | k = 0, 1, . . . , Nx};
2. Set the dense matrix (See definition 4):

If the number of the individuals whose distance from the current individual xi is
smaller than rt is m, the dense of xi is set as:

ρi = m
Npop

While the population is filled with the parents and children, the size of the population
is 400 (in this paper, the number of the parents is 100 and the number of the children
is 300). In order to make the algorithm convergence fast, we need to find out the non-
dominated individuals and add them to the next generation (P(t+1)) for evolution, this
operator can select the superior and eliminate the inferior, the details are as follows :

Algorithm 4. Sort non-dominated sets operator

1. Empty P (t + 1) and initialize i=0
2. WHILE |P (t + 1) ∪ Bi| < Npop

Perform a non-dominated sorting to R(t) by using the algorithm 6, and identify
different non-dominated set :Bi

3. Move Bi from R(t) to P(t + 1) by using the sorting order :
P (t + 1) = P (t + 1) ∪ Bi

4. i = i + 1
5. IF |P (t + 1)| > NExecute the cutoff operator(see Algorithm 8).
6. Output P(t+1)

It is the last operator in evolution,according to the equation (2), the constant dense
parameter rt varies with the generation of population,and is determine by two other
parameters, in this paper, we give one basic parameter c is fixed as 500, t is equal to the
generation of the current population, and we make a little change to the equation(2) in
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order to adjust to this algorithm. We take the other dynamic control integral parameter
as dt. And dt is changed with t but not equal to t, but it also varies with the evolutionary
generation. Another more exactitude control is used to do better control of the diversity,
the concept is that when the number of independent solution is checked to be in less
than the tenth of the size of the population, we consider the diversity of the population
is not good enough, so we will slow down the speed of increase the dynamic control
parameter dt, and else keep the normal speed. The details is as follows:

Algorithm 5. Dynamic control

While evolution once the follow operators are taken one by one:

1. Count the number of the solutions whose dense is equal to zero and store in the
variable ‘nzero’.

2. Change the value of dt with the situation of the population:
IF nzero <

Npop

10
dt = dt + 2

END IF
ELSE

dt = dt + 3
END ELSE

3. Calculate the rt: rt = e−(dt/c)2

As the number of the evaluation in once evolution is about 300 and the total times
is demanded to be 300000, so the rt will decrease to the dist distance arrange from

e−(
300000

300 ·2
500 )

2

= e−16 to e−(
300000

300 ·3
500 )

2

= e−36. So, if we demand the precision is
10−6, the convergence is proper to get the optimal solutions.

Algorithm 6. Non-dominated operator
How to sorting the non-dominated sets from P(t) to R(t) is introduced in this part. Sup-
pose the index of the whole population is from 0 to L.

1. a=0
2. WHILE (|R(t)| < Npop), goto step3
3. FOR i = a TO Npop

Add it to the non-dominated set Bk. and delete it from the set P (t)
when ith individual satisfy :
∀j ∈ (0, L)satisfied : (ρi, fi(x)) ≥ (ρj , fj(x)) (See equation (3 ))

END FOR i
4. R(t) = R(t) ∪ Bk

a = i(Distinguish the non-dominated sets and the dominated sets)
k = k + 1
Goto step2.

Suppose that: fi = fi(x)={fi1 ,fi2 ,. . . ,fik
},and k is the number of the objectives,

x={x1,x2,. . . ,xn}, and n is the dimension of vector

(ρi, fi) ≥ (ρj , fj) = (ρi ≥ ρj , fi1 ≥ fj1 , fi2 ≥ fj2 , . . . , fik
≥ fjk

) (3)
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Method based on the concept of decomposition proposed in [1]

The number of the non-dominate individuals is not equal to the number we demand
(In this paper, the demanded number is 100). So if the number is more than Npop, the
cutoff operator is needed to done and make it proper(Reduce to Npop or increase to
Npop). (Suppose the original population is P (t), and the final population is P (t + 1)).

In this part we set up a random matrix of λ with Npop rows and nv(nv = nf +ng +
nh)columns(nf is the number of the objectives and ng is the number of the inequality
constraints and nh is the number of the equation constraints), we use the elements in
this matrix to be the weights of the objectives when do the cutoff operator to select Npop

better solutions. We make the elements in this matrix to be random created, and make
the elements in each row satisfied equation (4) and (5).

For the the test problems, some problems have two objectives and some have more.
If the problem is a constraint problem, the constraint conditions may be regarded as new
objectives to be compared in the population. λij is the element at the situation of ith
row and jth column, it is set as the weight of the jth objective of the solution whose
index is i, the sequence of the column for objectives from 0 to nv ranges from original
objectives to inequality constraints to equation constraints.

If we choose the different rows to the weights of the objectives when comparing, we
would get the different Paroto-optimal solutions, and these solutions may be well dis-
tributed. The related algorithm called MOEA/D[1] was ever proposed to select optimal
solutions. The method is used in algorithm 7, 8.

Algorithm 7. Set λ matrix

1. Make the front nv rows with nv columns to be an identity matrix.
2. Make the elements of the remanent part under identity matrix produced in Step1 in

the whole dense matrix to be randomly created, and satisfy that:
(si is the sum of the elements in ith crow, and s is the set of si)

s = {si | i = 0, 1, . . . , Npop} (4)

si =
nv∑
j=0

λij ≡ 1 (5)

In this algorithm the inequality constraints and the equation constraints are regard as
new objectives, and they are both stored in the vector v with the original objectives.

Algorithm 8. Cutoff operator

1. Empty P(t + 1)
2. WHILE | P (t + 1) |< Npop goto Step3
3. Calculate the maximal value of the product of the values of objectives and

the weights (in λ matrix)for every solution (It is represented as Maxi or
Maxj down), then chose the solution with the minimal value of the maximal
value MaxiorMaxj in the population,and the index of the solution chosen to
P (t + 1) stores in variable ’mini’:
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FOR i = 0 TO Npop

Random create a index r in the solutions between i and (Npop − 1))
Maxi = max{λrk · vik | k = 0, 1, 2, . . . , nv}
min = Maxi

mini = i
FOR j = i + 1 TO Npop

Maxj = max{λrk · vjk | k = 0, 1, 2, . . . , nv}
IF Maxj < min

min = Maxj

mini = j
END IF

END FOR j
Sorting the solution whose index is mini to P (t + 1)

END FOR i
4. If stopping criterion satisfied goto Step 5,else goto Step 2
5. Output P (t + 1)

4 Numerical Experiments and Discussion

4.1 Test Problems

10 Unconstrained multi-objective optimization test instances for the CEC 2009 Special
Session and Competition are taken to test the algorithm. All the problems are required to
take 30 decision variables. Seven of the test problems have 2 objectives to be minimized
and the rest three problems have 3 objectives. All the test problems are treated as black-
box problems.

4.2 Testing Environment

Parameter setting
For all test instances, parameter settings are the same as follows:

Population size 100
Number of parent in linear crossover 3

Mutation probability 0.05
Copy probability 0.05

The dense basic control parameter 500
Maximal number of function evaluations 300,000

PC Configuration

CPU Intel T2300 , 1.8 GHz
RAM 1 GB, 667MHz

Operating System Windows xp with SP3
Computer Language Visual C++
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Testing method. We use a performance metric[13] to assess the final solutions:

Let P ∗ be a set of uniformly distributed points along the PF (in the objective
space). Let A be an approximate set to the PF, the average distance from P ∗ to
A is defined as:

IGD(A, P ∗) =
∑

v∈P∗ d(v, A)
|P ∗|

where d(v,A) is the minimum Euclidean distance between v and the points in
A. If |P ∗| is large enough to represent the PF very well, IGD(A, P ∗) could
measure both the diversity and convergence of A in a sense. To have a low
value of IGD(A, P ∗), the set A must be very close to the PF and cannot miss
any part of the whole PF.

Due to the population size, 400 final solutions will be produced. We use the same
algorithm as selection operator (Algorithm 4,5,6)and cutoff operator(Algorithm 7,8 )
to reduce them. To meet the requirement of the contest, the numbers of solutions are
reduced to 100 for 2-objective problems, and 100 for 3-objective problem. Then the
metric above is used to assess the 100 solutions.

For each test problem, the algorithm is set to be run independently 30 times. The
average IGD value of 30 test results is the assessed value for a test instance.

4.3 Results

Distribution of obtained solutions (Figure 1(b),1(c),1(d),. . . ,1(k) For each test problem,
we draw a figure of obtained solutions from the test instance who has the best IGD
value. The points for solutions are represented by blue ′·′s. For contrast, the true Pareto
Front represented by red ′·′s are drawn in the same figure. The distribution figures show
the diversity and how close the obtained solution set is close to the true Pareto Front.

Comparing with the results of the algorithm proposed by Song Gao [12], for five
problems (problem 1,2,3,4,8)the results got in this algorithm are much better than Song
Gao’s, it proves that this algorithm is really effective for solving multi-objective prob-
lems. The details of IGD values is shown as follows :

Table 1. Means and Standard Deviations of IGD values

IGD Values
Problem Best Average Worst St. Deviation

Problem 1 0.027623525127422 0.037784160813627 0.054128891555132 0.001272705416217
Problem 2 0.021278985975676 0.024849918816937 0.037602200952890 0.0005359050255922899
Problem 3 0.027927926018305 0.195107258323758 0.475298068314582 0.027745499793497
Problem 4 0.043252508287933 0.044647658050600 0.046253239174811 0.0001617610309870773
Problem 5 0.136459554896640 0.190560516299306 0.204109016453496 0.002116911140209
Problem 6 0.250544433773948 0.288961167481612 0.331121052594927 0.004983837325385
Problem 7 0.013866116969479 0.248626499251028 0.311281906249458 0.012030515069999
Problem 8 0.090892845201290 0.117769278556657 0.213558207387047 0.006168931269290
Problem 9 0.087061492579827 0.244258875974435 0.337257241192212 0.013141605299859

Problem 10 0.243232224316801 0.536013743394762 0.658868876332530 0.012976365345059
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(e) Distribution of obtained so-
lutions for problem 4
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Unconstrained Problem 5 ,it is the 17th run

(f) Distribution of obtained so-
lutions for problem 5
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Unconstrained Problem 6 ,it is the 25th run

(g) Distribution of obtained so-
lutions for problem 6
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Unconstrained Problem 7 ,it is the 15th run

(h) Distribution of obtained so-
lutions for problem 7
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Unconstrained Problem 8 ,it is the 12th run

(i) Distribution of obtained so-
lutions for problem 8
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Unconstrained Problem 9 ,it is the 22th run

(j) Distribution of obtained so-
lutions for problem 9
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Unconstrained Problem 10 ,it is the 18th run

(k) Distribution of obtained so-
lutions for problem 10

5 Conclusions

Use of dense control
The mechanism of repulsing, which can repulse neighborhood of the solution regarding
a value ’r’ as its radius, so that it can make the solutions keep widely distributed and
keep diversity, then the solutions will not falls into the local optimization and prompt
global search for the optimal solutions.
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Use of Lower-dimensional Crossover
The lower-dimensional crossover, which searches a lower dimensional neighbor of the
parents, decreases the complexity of searching. Therefore, the algorithm can converge
fast. Because the parents are selected randomly, and it is the neighborhood but not
convex space is searched, the ability of global search can be ensured [12].

Use of the method based on the concept of decomposition proposed by Q. Zhang
and H. Li
Use the method to cutoff the population when the number of non-dominated solutions
is over the demand. It may keep the algorithm to sort better solutions for the next gen-
eration,as it chooses better solutions in the non-dominated sets, the biggest advantage
is that this method can sort the solutions with well distributed and it can keep diversity
of the population.

Performance. Among the 10 unconstrained problems in [13], the algorithm find solu-
tions are very close to the true Pareo Front for three problems, and for one problem, the
obtained solutions distribute on part of the true Pareo Front. The algorithm performs
preferably, but still has limitations.
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Application in Navigation System 
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Abstract. In designing BP neural network, it is difficult to determine the  
network parameters and weights, or to achieve the best effect under random 
perturbation, and impossible to satisfy the real-time requirement of system. To 
solve these problems, this paper introduces an evolutionary neural network and 
puts forward some improvements on conventional evolutionary programming. 
This algorithm is then used in the integrated navigation system. Experiment re-
sults indicate that BP neural network based on evolutionary programming can 
not only overcome the shortcomings of BP artificial neural network, but also 
avoid problems of genetic algorithms caused by binary-coded and cross opera-
tion. Also the navigation system based on this algorithm can get rid of  
the problems of kalman filter when the outside observation data are unreliable. 
Finally, the normal operation of kalman filter is ensured with a higher  
accuracy. 

Keywords: evolutionary programming; evolutionary neural network; inertial 
navigation; kalman filter; niche technology. 

1   Introduction 

Applications of BP neural network in navigation system have achieved certain effect. 
However, there are problems when designing BP neural network. Such as, difficult to 
determine the network parameters and the weights, can not achieve the best effect 
under random perturbation, and can not meet the real-time requirement of system. 
Researchers at home and abroad have put forward a number of improved algorithms. 
But these improvements have obvious signs of tinkering, and there are no fundamental 
difference and breakthroughs. 

Evolutionary programming is a random search algorithm, which is put forward  
by Fogel. It simulates survival of the fittest and organic evolution mechanism,  
and searches the optimum point in solution space through population search strategy. 
BP neural network optimized by evolutionary programming can not only overcome 
easy enter into local minimum, long training time and other shortcomings of conven-
tional BP neural network, but also avoid problems of genetic algorithm caused by 
binary-coded and cross operation. 
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In this paper, evolutionary programming is used for automatic design of BP neural 
network. Evolutionary programming uses mutation as the only operation for genetic 
recombination. It overcomes the difficulties caused by cross-operation. And it directly 
uses the feasible solution of question to represent the individuals. So it is no longer 
needed to encode on individuals. It not only can avoid expressions in double space,  
but also can naturally express the question. This is the advantage of evolutionary  
programming. So it is more appropriate to design neural network. 

2   Improvements of Evolutionary Programming 

According to characteristics of navigation system, improvements carried on evolu-
tionary programming are as following. 
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Fig. 1. Structure of hierarchical gene 

2.1   Encoding Improvements-Hierarchical Evolutionary Programming 

In Biology, genes of all kinds of biological individuals interact with each other. In some 
cases, some genes are active, while others are dormant. And genes in first-class control 
genes in second-class. Simulation of the biological characteristics and in accordance with 
the characteristics of design evolutionary neural network, genetic structure in this paper to 
design the chromosomes has two classes. And genes in first-class control and affect genes 
in second-class. The specific structures shown in Fig.1.The first-class genes use the binary 
“0”and“1”encoding. “0”indicates that the second-class associated gene is in dormant state, 
and the output is zero. While “1”indicates that the second-class associated gene is in active 
and bringing result in an effective output. The second-class genes use decimal encoding. 
Each expresses a corresponding weight of network. So the chromosome in this structure 
contains more information. Substituting optimization using evolutionary programming 
can directly find the optimal network topology and network parameters. 

2.2   Mutation Improvements-Evolutionary Programming Based on Legal  

Individual 

Found in the experimental process that even if individuals of initial population uni-
formly distributed in the solution space, evolutionary programming can not guarantee  
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that the new individual in it. Especially in the initial stages of evolution search, even 
more individuals outside the solution space, which are called illegal individuals. The 
existence of such illegal solutions will reduce the rate of evolution. 

There are two basic ways to curb illegal solutions. One is to improve the mutation in 
EP to ensure that no illegal solution. The other is to determine the legality of the new 
individuals after mutation, and exclude illegal solutions. Here, mainly discuss the 
second solution. 

In typical EP algorithm, the legality of the new individual is inspected immediately 
after mutation. If the new individual is not legally, it will be removed. There are two 
points worthy of discussion. First, after new illegal individual removed from popula-
tion, whether to allow re-create a new legal individual? Second ,how to re-create a new 
legal individual? 

On the first question, combination of typical EP algorithm, it is not difficult to see, if 
not allow re-create a new legal entity, but only reserve the corresponding father indi-
vidual, then the individual will not evolutes the new population. And if every individual 
must have a legal individual, it will change the evolutionary search process. 

There are two possibilities for producing illegal individual after mutation. One is the 
random parameters in the formula of mutation. The other is the strategy parameters. 
Therefore, for the second question, this paper uses the method of re-creating new legal 
individual. 

2.3   Prevention of Premature Phenomenon-Combination of Niche Technology 

and EP Selection 

From analysis of the premature phenomenon of EP, we can see that, during evolution, 
maintain the diversity of the target vector population can also guarantee that step vector 
not attenuate too quickly. And it is a effective method to prevent the premature phe-
nomenon. Niche technology is more mature and effective means to maintain diversity. 
It can be used to get more than one optimal solution at the same time. Representations 
of it are the sharing function technology and the exclusion technology. However, there 
are shortcomings when applying these technologies separately. Such as too much ad-
ditional calculation, no obvious effect, etc. 

According to characteristics of EP algorithm, integrate niche technology into the 
selection mechanism of EP. New selection process is proposed to maintain the diver-
sity, and prevent premature. 

First, for any two individuals, expressed as 1x and 2x , the definition of their stan-
dardized Euclidean distance is as following. 
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Of which, b and a are the maximum and minimum values respectively. 
Improvement of competitive selection of EP is as follows. In EP algorithm, for a 

selected individual in it to compete with other individuals, if its standardized European 
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distance with one of the individuals less than a predetermined constant, then these two 
individuals do not compare, Then individual will lose a potential opportunity to win. 

After adoption of this measure to reduce the number of individuals who win the 
competition for those relative dense individuals in population, there is less possibility 
of surviving in the next generation for these individuals. While there are virtually no 
impact on the other individuals. In this way, can maintain the existence of a number of 
niches, and maintain the diversity of population. So as to achieve the purpose of the 
prevention of premature. 

Using this method, there are q•µ times of calculation of the standardization 
Euclidean distance in each generation. And it increases the additional calculation 
amount. However, with comparing with sharing function method which needs 

2/)1( −• µµ times of calculation of the standardization Euclidean distance in each 
generation, this increased calculation is very small. Because q normally take for five to 
ten percents of µ . 

3   Design of BP Neural Network Based on Evolutionary 
Programming 

Using above improved evolutionary programming algorithm to design BP neural 
network. According to the navigation system, design of BP neural network aims at 
design the network weights and the structure (that is, the number of neurons in hidden 
layer) of neural network. Assumed that the number of input nodes is n ,the number of 
output nodes is p ,and the number of hidden nodes is m (to be confirmed). 

3.1   Population Initialization 

Use encoding method described above to encode. The genetic structure to design the 
chromosomes has two classes. And genes in first-class control and affect genes in 
second-class. The first-class genes use the binary encoding. Each bit represents a hid-
den node. “0”indicates that the corresponding hidden node is in dormant state. And 
“1”indicates that the corresponding hidden node is in active. The second-class genes 
use decimal encoding. The first dimension on behalf of the weights between the input 
nodes and hidden nodes, and the second dimension represent the weights between the 
output nodes and hidden nodes. 

Select appropriate population has a very important influence on evolutionary pro-
gramming. The size of the population is often taken as ten to one hundred and fifty. 

3.2   Learning Algorithm 

New individual after initialization or mutation may not have suitable parameters. If use 
this kind of network calculate the fitness and select individuals, there may miss the best 
network structure. Therefore, before calculating the fitness, it is necessary to carry out 
certain number network trainings. Here, use BP algorithm. 
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3.3   Fitness Calculation 

Since algorithm used in this paper can automatically simplify the structure, the fitness 
function therefore only considers the learning error of the network. And the formula for 
calculating the individual fitness is as following. 

E
f

1= .                                                                 (2) 

Of which, E is the learning error of individual. And it expressed as following. 
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Of which, sN is the number of training samples, p is the number of the output  

nodes, and t
k

t
k od − is the margin between the desired output and actual output of  

the node k when training the sample t. In order to not be affected by the number of 
output nodes and samples in learning collection, error is divided by these two  
parameters. 

Taking into account that, with same error, network with simples structure should has 
a higher fitness, the final formula of error is expressed as following. 

hN
E

f −×= 610
1

.                                                  (4) 

Of which, hN is the number of hidden nodes, hN− can ensure that network with simpler 

structure has greater fitness. In order to ensure the influence of error is far greater than 

the influence of the complexity of structure, 
E

1
 is multiplied by 610 to ensure 610

1 ×
E  

is far larger than hN . 

3.4   Mutation Operator 

Individuals are randomly varied by mutation rate, which is always between 0.001 and 

0.010.The mutation method for control-class is: if one bit of individual is “0”, then into 

“1”, otherwise into “0”.The mutation method for parameters is the Cauchy mutation 

operator. Then check the legalization of the new individual. If it is legal, then continue. 

Otherwise, re-mutation using other methods. Here, the condition for checking the 

legalization of individuals are as: kk ff ≥' . 
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3.5   Select Operator 

Using q -competitive select method, select µ individuals which have higher scores in 
the collection composed of the parent and offspring individuals. Choice is based on the 
scores of individuals, and the score is the result of competing with the random selection 
competitors. Therefore, the q random selection competitors have a great impact on the 
selection results. Here, uniform random selection method is the q  selection method, 
and q is selected as the 0.1 times of the size of population. In order to prevent premature 
in evolutionary programming, introduce niche technology which is described in 2.3. 

Unless meet the requirement, improved evolutionary programming algorithm  
repeated in accordance with above process. 

3.6   Hybrid Algorithm Design 

Improved evolutionary programming algorithm can converge to the global optimum. 
But it can not effectively make use of local information. So it can not be applied to 
fine-tune the solution, and can not determine their precise location. Therefore, con-
vergence to the global optimal solution may be required a very long time. Here, com-
bine the global search capability of evolutionary programming and the local search 
capability of BP algorithm. 

Adopting the network structure and parameters optimized by evolutionary pro-
gramming as the initial parameters of the network, optimize the neural network using 
BP algorithm until meeting the requirement. 

4   Application of Improved Evolutionary Neural Network in 
Navigation System 

In engineering practice, kalman filter is widely used in navigation system. For the 
system, one of the necessary conditions for the normal operation is having reliable 
outside observation data. However, the actual operating environment is extremely poor. 
So the condition is not easy to meet. This may leads to decrease in navigation precision 
and even leads to divergence. Improved evolutionary neural network is introduced to 
solve this problem. 

Navigation system based on improved evolutionary neural network is shown in 
Fig.2.When observation data is available and reliable, using the navigation parameters 
of SINS as the input variables of the improved evolutionary neural networks, and using 
the errors between parameters of SINS and observation data as the reference output. At 
this time, improved evolutionary neural network at learning sate, and in Fig.2, (1) is 
connected, and (2) is broken. When observation data is unavailable or unreliably, im-
proved evolutionary neural network at forecasting state, forecasts the observation er-
rors of Kalman filter, thereby ensuring the normal operation of kalman filter, even 
overcome the problem of accuracy slipping. And in Fig.2, (1) is broken, and (2) is 
connected. 
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Fig. 2. Navigation system based on evolutionary neural networks 

5   Simulation Results and Conclusions 

Improved evolutionary neural network is applied to the navigation system, and the 
simulation experiments are made. In this simulation, the system has two-hour running 
time. In order to verify the effects of improved evolutionary neural network, supposed 
that the observation data is unavailable during the running time from 1.0 to 1.5.When the 
observation data is unavailable, some person keep the forward data, and some person set 
the observation error to zero. To compare the effects of improved evolutionary neural 
network, this paper also set the observation error to zero, then navigation system at pure 
inertial navigation state. The reliability of the outside observation data is determined by 
the margins between the outside observation data and the navigation parameters. 

Based on experience, as well as the observability of the navigation system, the 
output parameters of SINS are selected as the input variables. That is, 

UNENE VV φφφ 、、、、 . So the number of neurons in input layer is five. And the out-

side observation errors are selected as the reference output variables. That is, 

Uφ∆∆∆ 、、 NE VV . So the number of neurons in output layer is three. The initial pa-

rameters of improved evolutionary programming are as following: neural network are 
as, 10204150 ==−== qeEN EP 、、、 µ . And the initial parameters of BP neural net-

work are as, 1006101.000 min =−==== NeEEn ，，，， η . 

Convergence results of neural network based on BP algorithm and improved algo-
rithm shown in Fig.3 As can be seen from the chart, improved evolutionary algorithm 
in this paper can increase the convergence rate of neural network, and achieve the 
desired object. 

Simulations results with improved evolutionary neural network when the observation 
data is unavailable shown in Fig.4 As can be seen from the chart, BP neural network 
based on evolutionary programming can not only overcome the shortcomings of con-
ventional artificial neural network, but also avoid problems of genetic algorithms caused 
by binary-coded and cross operation. And the navigation system based on this algorithm 
can overcome the problems of kalman filter when the outside observation data is  
unreliable. Then ensuring the normal operation of kalman filter with a higher accuracy. 
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Fig. 3. Convergence results of neural network based on BP algorithm and improved algorithm 

y

 

Fig. 4. Simulations results with improved evolutionary neural networks when the observation 
data is unavailable 
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Abstract. Recent years, emergent disasters have occurred frequently. This has 
attracted more attention on emergency management, especially the multi-
objective emergency facility location problem (EFLP), a NP problem. How-
ever, few algorithms are efficient to solve the probleme and so the application 
of genetic algorithm (GA) can be a good choice. This paper first introduces the 
mathematical models for this problem and transforms it from complex con-
straints into simple constraints by punishment function. The solutions to the ex-
periments are obtained by applying GA. The experiment results show that GA 
could solve the problems effectively. 

Keywords: Multi-objective, Emergency Facility Location Problem, Genetic 
Algorithm, Punishment Function. 

1   Introduction 

Review in 2008 in China, heavy snow disaster in January and 5.12 seismic in Wen-
chuan. Such as emergent disasters lead to enormous human and property loss. Emer-
gent disasters are large intractable problems that test the ability of communities and 
nations to effectively protect their populations and infrastructure, to reduce both 
human and property loss, and to rapidly recover. The most important task in emer-
gency management is transport goods and materials from emergency facility loca-
tions to emergency sites as soon as possible. So, the emergency facility location prob-
lem influent the emergency management greatly.Since1994, many high level study 
results arise continuously in this research field from international academic. Such as 
J.L.Wybo[1], Suleyman Tufekei[2], Luis[3], WLodzimierz[4], C.Subramania[5], 
and our country Hejianmin、Fanglei etc did many significant works in emergence 
field. Literature [6] discussed emergency facility location problem with a definite 
time, only proposed a greedy heuristic method, which can not assure reliability of the 
solution.  

In this paper, we use genetic algorithm to solve multi-objective emergency facility 
location problem. Emergency facility location problem can be modeled as integer 
programming question and have NP-hardness. Evolutionary algorithm is effective 
method in solving NP problems, so here we choose genetic algorithm [7,8] to search 
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for the solution. The rest of this paper is organized as follows: in section 2, we give a 
mathematical model and discuss how to evaluate a solver for emergency facility  
location problem; in section 3, we propose an evolutionary algorithm to solve emer-
gency facility location problem; At last, the conclusions and future work are given in 
section 4. 

2   Mathematical Model of EFLP 

Give some emergency sites and possible emergency facility locations, the time from 
emergency facility location to emergency site we call emergency time, description of 
multi-objective emergency facility location problem as: how to build any emergency 
facility locations with lowest expense and can transport goods and materials from 
emergency facility location to emergency sites in time, when the emergency occurred. 
Generally speaking, there are two objectives in this problem, one is building an emer-
gency facility location with the lowest expense, the other is emergency time must 
achieve minimum. So, this is a multi-objective problem. 

We suppose that S={S1,S2,,…Sm} is the set of possible emergency facility locations, 
E={E1, E2 ,…En} is the set of emergency sites. tij denotes the shortest time from 
emergency facility location Sj to emergency site Ei. Considering the characteristics of 
emergency site Ei , we set ti as the time restriction of Ei when there is an emergency. 
For any },...2,1,|{, njttjNEE iijii =<=∈ denotes the set of possible emer-

gency facilities for Ei. Ci represents the expense of building an emergency, so the 
model [9]of above problem is: 

Min =)(1 xf  j

n

j

jxc∑
= 1

 

Min }max{)(2 ijjtxxf =    ( mi ,...,2,1= )   

1.. ≥

∈
∑ j

n

Nj

xts    

}1,0{∈jx        ( nj ,...,2,1= ) 

 1 if build an emergency facility at Sj 

Here, =jx  

 0   otherwise 

(1)

In order to solve the problem, we define a matrix A={ ija }m*n ,here, 

                        1    if  iij tt ≤  
             ija =  
 0    otherwise 
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The above model can be transformed into the model as follows: 

Min =)(1 xf  j
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Min }max{)(2 ijjtxxf =    

1.. ≥

∈
∑ j

n

Nj

ij xats    ( mi ,...,2,1= )  

}1,0{∈jx        ( nj ,...,2,1= ) 

(2)

The solution of this model can be expressed as X= mxxx ...21 ,in which, jx ( nj ,...,2,1= )  

assume 0 or 1,stand for the jth site is selected as emergency facility locations or not 
Model (2) is a multi-constraints optimization problem, it is very complex to solve it 
directly. So we use punishment function to transform it into simple constraints. Pun-
ishment function [10] is a kind of method of solving constraints in optimization  
theory, which is very effective to deal with inequality constraints in GA. 

Make =)(xgj 1- i

m

i

ij xa∑
= 1

, nj ,...,1= . Take punishment function as 

∑
=

=
n

j

j xgMxp
1

}0),(max{)( , in which M is punishment factor. In the course of solving, 

we can reflect satisfaction degree of model (2)’s constraints using by the value of 
punishment function, the value is bigger, the solution’s feasibility is worse, on  
the contrary, the solution’s feasibility is better. When =)(xp 0, which illustrate the 

solution is real good, if punishment factor M has suitable value, model (2) can be 
transformed into simple constraints multi-objective problem as follows:  

Min =)(1 xf  j

n

j

jxc∑
= 1

 

Min }max{)(2 ijjtxxf =    

Min )(xp  

s.t. }1,0{∈ix     mi ,...,2,1=  

(3)

When X meets the constraints of model (2), 0)( ≤xgj  ( nj ,...,2,1= ) then punish-

ment function  =)(xp 0,that is, we can ignore the third objective of model (2),which 

is show that model (2)and (3) have the same optimal solution and optimal value in 
feasible region, on the contrary, there must exist { }nj ,...,2,1∈ , makes 0)( >xgj , 

this time sufficiently large punishment factor M makes punishment function 
)(xp become very large other than the optimal solution, so, optimization process can 

go on. 
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3   How to Solve EFLP by GA 

3.1   The Choice of Original Individuals 

Produce L original individuals and two weights w 1, w 2 randomly ( w 1+ w 2=1, 
w 1 0≥ ，w 2 0≥ ). Define integrated objective function correspond to original solu-
tions as follows: 

=)(xF )( + )( + )( 2211 xpxfwxfw  (4)

3.2   Fitness Function 

Fitness function is very important in constrained optimization of genetic algorithm, a 
good fitness function can make our algorithm convergent more quickly. Considering 
the constraints of the problem, so we choose the fitness function as follows. 

=)(xF
)( + )( + )( 

1

2211 xpxfwxfw
 (5)

3.3   GA Operators 

Here, we only expound the two most important operators in our algorithm: crossover 
operator and mutation operator. 

1) Crossover operator: We choose the single point across method, for ex-
ample, a: 5 2 4 1 3; b: 1 3 2 4 5, randomly generate a point, if it is n1, 
exchange the right part of the 1st gene between two chromosomes, and 
get a: 5 2 4 1 5; b: 1 3 2 4 3. 

2) Mutation operator: mutation operation can make our algorithm obtain 
better diversification, using changeable mutation probability, when the 
individual’s fitness value is larger than its generation’s average fitness 
value 0.1 times, which show that  the individual is excellent, using  
Pm=0.001,otherwise choosing large mutation probability Pm=0.5. In 
this way, we ensure that the best individual is not damaged, meanwhile, 
maintain the diversity of population. 

3.4   Stopping Criteria 

We consider combining “maximum generation” and “checking fitness value change” 
as the stopping criteria. After the calculation, the chromosome which has the largest 
fitness value is the final solution. 

4   Experiments and Results 

Assuming { }5,4,3,2,1 SSSSSS = is the set of possible emergency facility locations, 

{ }5,4,3,2,1 EEEEEE =  is the set of emergency sites. Ti is the time restriction of Ei 
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when there is an emergency Ti =11( 5,...,2,1=i ), { }15,8,13,11,9=C . the shortest 

times from emergency facilities S  to sites E  are as follows: 
                                  
      11   10   14    4    8 
 25    7     5    13  14 
 9    13   18   10   6  
 15    6    12   11  24  

 10   11   11    7    9 
 
After conversion, we obtain the matrix A as follows： 
     
 1    1     0     1    1 
 0    1     1     0    0 
 1    0     0     1    1 
 0    1     1     1    0 
 1    1     1     1    1 
 
The parameters of GA are set as follows: the mutation probability Pm =0.001, the 

cross probability Pm =0.5 or 0.001 for different fitness value, and the population 
P =50. We did five times 01emulation experiments on this example. Table1 shows 
the emulation results.  

From table1, we can see that when w 1 is 0.892, w 2  is 0.108, our objective func-
tion have minimum 17.944 and we obtain that the solution to the problem is to build 
emergency facilities at 1S , 2S , 4S , and the total expense is 28.    

Table 1. Results of Emulation 

Emulation times w 1 w 2 x 1 x 2 x 3 x 4 x 5 Optimal Objective Value 

1 0.696 0.304 0 1 0 1 1 21.472 
2 0.245 0.755 1 1 0 1 0 25.795 
3 0.065 0.935 1 1 0 1 0 27.415 
4 0.500 0.500 1 1 0 1 0 23.500 
5 0.892 0.108 0 1 0 1 1 17.944 

 
From Figure 1, we can see that, when w 1 and w 2 have the same value that is  

0.500, the objective function, total rescue time and expenses are distributed as  
follows: 

The two functions have consistent change tendency, which show that our algorithm 
can balance the two optimization aims well and approach the approximate optimal 
objective solution to the problem after about the 30th generation. This point is very 
obviously showed from Figure 2, and the best fitness value is 0.042.  
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Fig. 1. The Change of the Objective Function Value 

 

Fig. 2. The Change of the Fitness Function Value 

5   Conclusions 

In this paper, we first give a mathematical model of multi-objective emergency facil-
ity location problem, then propose this model with complex constraints is transformed 
into simple constraints using by punishment function. Subsequently, describe how to 
solve EFLP using by GA, at last after many times emulation experiments, results 
showed that we can obtain the optimal solution to objective function, that is to say, 
our algorithm is effective and efficient for solving this problem. In the future work, 
we will do more experiments in multi-objective emergency facility location problem 
by the application of genetic algorithms. 
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Trigonometric Curve Fitting Based on Genetic Algorithm 
and the Application of Data Processing in Geography 

Baolei Gu 

Baolei Gu, School of Computer Science, China University of Geosciences,  
Lumo Road 388, Wuhan 430074, China 

Abstract. Based on the characteristics of genetic algorithm, the paper provides 
a method of curve-fitting of trigonometric functions on genetic algorithm. It 
also takes geological data as an example to explain the application of the algo-
rithm. At the same time, it improves and optimizes some shortcomings existing 
in the simple genetic algorithm in curve fitting trigonometric functions and the 
convergence speed as well.  

Keywords: genetic algorithm; trigonometric curve fitting; Optimization. 

1   Introduction 

The principle of least squares can be used in fitting linear and simple nonlinear equa-
tions, but there is not often the strict relationship between the relevant variables and 
the independent variables of function. The more basic functions are given in the fit-
ting function, the more closer to the true function, and the better  the effects of fitting. 

GA (genetic algorithm) refers to a kind of evolved randomized search method 
which draws from the laws of Darwin's natural selection and biological evolution 
regularities (genetic mechanism of survival of the fittest). Compared with the tradi-
tional search strategy, genetic algorithm uses the group search strategy, and the  
random function which efficiently searches the encoded parameter space. It is inde-
pendent on the problem of model, the complexity of issues, the inherent implicit par-
allelism, the strong ability of searching for probability and overall situation, and the 
characteristics that can automatically gain, guide, and optimize the searching space, 
and adaptively adjust the searching direction.  

Influenced by such factors as topography, geomorphology, environment, etc, geo-
graphical data have the characteristics, such as huge data, collection difficulties, non-
interval sampling, etc. For the relatively complicated data processing like this, the 
using of principle of least squares fitting would not be very good. But the using of 
genetic algorithms could be better to deal with complex nonlinear problems that can 
not be solved by the traditional search strategies. 

In the genetic algorithm, a set of values of unsettled coefficients is encoded as a set 
of binary strings called chromosome. Each string contains a number of sub-strings. 
Each sub-string is coefficients' binary-coded of the goal fitting function; sub-string's a 
one or several combinations are called a gene. Each group of string stands for the 
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value of the coefficient of objectives of fitting function, which is called an individual, 
a collection of individuals groups.  

Trigonometric functions in general form can be written: 

f(x)=A1*Sin (B1* x+C1)+ A2*Sin (B2* x+C2)+……+ Ai *Sin (Bi * x+Ci )+……+D 
(i=1,2,……,n)                                                                                                               (1) 

As a function approximately describing the data, in which R=( A1,B1, C1, A2, B2, 
C2,……, Ai,Bi,Ci……,D）T is the (3n +1) unsettled coefficients, which can be con-
verted to binary .i.e., chromosome in the genetic algorithm. Obviously, it requires of 
more basic function in the fitting function to achieve better fitting effects. So, the 
more parameters to be determined, the length of the longer chromosomes. 

Set Yi is the measured value at the point xi (i = 1,2, ... ..., n), Y'i is the results of the 
calculation by the fitting function at point xi, the mean square error of the n data 

points is δ= ∑ −
=

n

i
ii YY

1

2)'( ，Obviously, the smaller the value of this function, the better 

the results are. 
Before it constitutes the initial group in the process of random initialization, given 

individuals set the scope of their value. Under general circumstances, according to the 
characteristics of boundary of trigonometric functions, the relationship between the 
maximum pure trigonometric function (A), the maximum (max) and minimum (min) 
of data is: A ≤ (max + min ) / 2; as the periodic characteristics of the trigonometric 
function (period 2π), the Bi * x + Ci data will repeat every 2π, every π positive and 
negative values will be changed. So, Ci and Bi * x 's absolutely value should be less 
than π; considering the accuracy, the minimum spacing between numerical as X is 
determined to be the maximum absolute value of Bi for the π / X; D range of value : 
min ≤ D ≤ max; to determine the size of group is determined by the unsettled numbers 
of coefficients. 

The using of the fitting Trigonometric functions on each individual, by selecting, 
leaves a given number of individuals. Selection means the random selection of indi-
vidual in accordance with the fit value of individual. The individual with the larger 
adapted value is more likely to be chosen. The remaining is made with the process of 
the genetic variation and gene hybridization. Hybridization is a pair of matching cho-
sen randomly based on a certain probability, and then the two chromosomes randomly 
exchange part of the chromosome to form a new gene. Variation refers to the random 
change of the value of certain individuals as a certain degree, that is, the negation 
operator, which prevents the group from the evolution and entering some local area of 
the search space. 

2   The Improvement of Genetic Algorithm in the Trigonometric 
Functions in Curve Fitting 

Starting from various initial points, the genetic algorithm quickly identifies the areas 
where the most advantages lie in as a greater probability of the overall situation, free 
from the interference of the most advantages in the other part. So, the genetic algo-
rithm has the characteristics of the rapid development approaching better individuals 
in the early searching stage. The fixed population size are undergone a series of  
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optimal operations. Once some good individuals have absolute advantages in the 
population, and genetic algorithm will strengthen the advantage, and groups began to 
converge, which has been referred to be the premature convergence of genetic algo-
rithms. Premature convergence has such defects as: there is low efficiency in the latter 
of a global search evolution; the results may not be such as the global optimal solu-
tion. The algorithm using binary coding and a fixed probability and mutation  
probability of hybrid will have a slow convergence, premature convergences or no 
convergences will result the failure of optimization. 

In order to improve shortcomings, mentioned above, maintain the competitive 
mechanism of population and improve the performance of genetic algorithm, the 
efficiency of solving and accuracy, real-coded should be used in the process of  trigo-
nometric function fitting, i.e. the chromosome composed of coefficients directly, not 
by any coding; At the same time, dynamic adjustment probability of adaptive selec-
tion, hybridization, mutation, and the scope of hybridization and mutation, thereby it 
can give the best  unsettled curve fitting coefficients while improving the convergence 
rate. 

(1) Compared with the binary coding, the real coding can not only easily denotes the 
number of large range and accuracy, which is easy to be searched in a larger space; 
but also reduces the complexity of the genetic algorithm and increases the efficiency 
of the computing and accuracy of the reconciliation.  
(2) In order to ensure the convergence of the genetic algorithm in the whole area, a 
sufficient number of groups of different individuals must be maintained by dynamic 
adaptive adjustment of probability and scope of hybridization and so on, in the whole 
process of evolution convergence. However, in order to speed up the algorithm con-
vergence rate, as well as to approach the optimal direction made by the individuals in 
the population, it will be inevitable to reduce the diversity of the population. There-
fore, the dynamic choice of a reasonable probability and the extent of hybridization is 
essential. 

3   The Application of Trigonometric Function Fitting Based on 
Genetic Algorithm in Geological Data 

In the fitting function, it is necessary to make curve fitting infinitely close to a series 
of measured data points. But these discrete data often have some errors because of 
various influences. Geographical data are hard to be collected for the effects of topog-
raphical features so that the data of sampling are often between right and wrong, etc., 
which make data processing more difficult, after the sampling in generally, it will 
making the sampling interval from unequidistant to equidistant by the calculating the 
distance or interpolation to estimate of man-made , and then use some of the standard 
Matlab function to deal with, so after several treatments, not only make the operate 
more complex, also more man-made, which will also make the error become more 
greater. Using trigonometric function fitting based on Genetic algorithm, whether it is 
for equidistant or not, can be one-off best fitting for all the data, a great reduction of 
errors arising.  
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Table 1. Collected Data to Be Processed 

spacing element spacing element spacing element spacing element spacing element spacing element 

0 7.425135 354 4.845237 731 7.255245 1278 7.428311 1917.5 5.875899 2227 6.699579 

45 4.56738 362.5 3.787804 787 7.182292 1306.5 6.993034 1954 2.604043 2256 7.092707 

86 3.747561 371.5 5.499566 859.5 2.618023 1317.5 5.522241 1975 2.56139 2267.5 3.621778 

109 6.462044 382 5.880725 878.5 6.410883 1332.5 2.598815 1985 4.022218 2280.5 7.400677 

131.5 5.361465 455 6.692531 896 5.842771 1357 2.974677 1991.5 6.367731 2304.5 6.140991 

158 4.748363 487 7.266216 914 7.022973 1389 2.581055 1996.5 2.791186 2321 2.561775 

181 5.022002 507.5 4.936225 950.5 5.061488 1419 7.402134 2031.5 2.548389 2330.5 5.848638 

199 3.587373 514 2.898583 997 2.857306 1462 6.426699 2074.5 3.827813 2340.5 7.40747 

226 7.454931 518.5 6.589987 1060 4.737873 1497 7.250375 2083.5 5.475366 2370.5 2.581541 

257 5.448854 544 7.09111 1095 6.009997 1556 5.486433 2109.5 2.888993 2405 4.245001 

268.5 7.369434 554.5 7.288058 1139 3.520794 1612.5 5.580929 2120 2.722976 2457.5 6.159428 

280 4.297244 579 7.447335 1154 6.943517 1841 2.58011 2126.5 2.995164 2471 7.443093 

286.5 6.586145 593 7.410319 1176 6.689479 1853.5 7.264314 2149.5 7.130201 2493.5 3.312651 

309.5 3.588563 619 3.7829 1212 3.863907 1877 4.526973 2190.5 2.61219 2505.5 5.309909 

314 7.209861 679 3.822699 1248 2.594626 1894 2.621175 2203 7.194683 2526 2.840769 

334 2.952888 717 7.025411 1265.5 2.573351 1903.5 5.367431 2219 3.067411 2554 2.549043 

Table 2. Dynamic Adaptive Adjust Probability (%) and Scope of Hybrid and So On 

 adaptability 
probability 
of selection

probability of
hybridization

probability
of variation

scope of 
hybridization 

scope of 
variation 

 well 10 10 10 6.905 6.905 
δ>10 medium 5 20 5 6.905 6.905 
 worse 2 26 2 6.905 6.905 
 well 12 6 12 4 4 
10>δ>1 medium 6 18 6 4 4 
 worse 3 24 3 4 4 
 well 14 2 14 2 2 
1>δ>0.1 medium 7 16 7 2 2 
 worse 3 24 3 2 2 
 well 16 0 14 1 1 
0.1>δ medium 8 14 8 1 1 
 worse 4 22 4 1 1 

On the function (1) take n = 2, that is, f (x) = A1 * Sin (B1 * x + C1) + A2 * Sin (B2 
* x + C2) + D, the length of chromosome is 7 in algorithm. The range of value should 
be determined before the initial group is composed in the process of the random  
initialization. Under the general circumstances, the characteristics of boundary of 
trigonometric functions determines , A ≤ (max + min) / 2 = (7.454931+ 2.548389) /2 
= 5.00166; as the periodic (period 2π) characteristics of the trigonometric function, so 
C ≤ π, B * x ≤ π, considering the question of accuracy, the value of the minimum 
spacing 4.5 as X, determine the maximum absolute value of B is π / 4.5 = 0.698132; 
D range is: 7.454931≤D≤2.548389. 
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Fig. 1. Collected data to be processed 

 

Fig. 2. The higher accuracy of curve fitting 

Set Yi is the measured value at the point xi (i = 1,2, ... ..., n), Y'i is the results of the 
calculation at point xi with the fitting function. Therefore ,the mean square error of the 

n data points  is δ= ∑ −
=

n

i
ii YY

1

2)'( , Obviously, the smaller the value of this function, the 

result is better. Fitness function can be set to f = 1 / (δ +0.0001). 
The result is the higher accuracy of curve fitting after the evolution 200,000 about 

the population.  

4   Conclusion 

Instead of such information as the differential coefficient of the objective function, it 
only requires of the direct value of function and variable, which is easy to use. Curve 
fitting is made only one time in the overall framework, which can greatly reduce the 
error, and be in accordance with the actual situation. Because genetic algorithm  
is random in the process of initialization group, genetic recombination and gene  
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mutation, and it dynamically adaptive adjusts the probability and the extent of hy-
bridization, the local optimum can be avoided by the random process when the 
searching of optimum encounters local optimum, so that the global optimum can be 
reached; at the same time, the use of real-coded can be easily signified the data with 
the wide range and high precision. Therefore, it is feasible to adopt the method the 
genetic algorithm the method using carrying trigonometric function curve fitting of is 
feasible, enough in the search number of circumstances, can work. In the enough 
searching circumstances, a better fitting curve can be reached. 
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Abstract. In recent years the evolution of digital circuits has been intensively 
studied. This paper proposes an elitist pool evolutionary algorithm based on 
novel approach in order to improve evolutionary design of logic circuits in effi-
ciency and capability of optimization. In the process of evolution, a novel 
sub-circuit crossover strategy can improve the local optimization by inheriting 
the better parts of two parental circuits, and an adaptive mutation strategy based 
on importance of gene-position can maintain the diversity of a population. Ex-
periments show that the proposed method is able to design logic circuits  
efficiently. 

Keywords: Evolvable hardware, evolutionary algorithm, logic circuit. 

1   Introduction 

In 1990s, Hugo de Gairs advanced a new hardware design method, evolvable hardware 
(EHW), based on the method of evolutionary computation (EC) and the reconfigurable 
characteristics of FPGA. By simulating the evolution process in nature, EHW is used to 
design physical circuits, especially electronic circuits. As a new multi-discipline re-
search field involved in computer science, electronic engineering and biology, EHW 
provides a feasible method for automation design and improving intelligence of 
hardware systems, such as adaptive filter, intelligent controller, intelligent antenna 
systems, etc [1-3].  

Currently, the research of EHW is mainly on the auto-design of electronic and analog 
circuits. And a great number of algorithms for EHW have been proposed with en-
couraging results. For instance, Koza designed a single uniform approach using genetic 
programming for the automatic synthesis of both the topology and sizing of different 
prototypical analog circuits, including a lowpass filter, a source identification circuit, 
an amplifier, etc [4]. Emanuele Stomeo et al. proposed generalized disjunction de-
composition (GDD) [5] based on rewriting the truth table in such a way that the inputs 
needed to describe the system were decomposed in a lower-level circuit and a multi-
plexer. It is beneficial for solving more complex logic circuits, not obtaining optimized 
logic circuits. Meanwhile, other intelligent approaches such as multi-objective  
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approaches [6-7], variable length chromosome GA [8], and incremental development 
evolution [9-10], were also proposed for automated design of logic circuit. 

In this paper, we investigated a novel elitist pool evolutionary algorithm (EPEA) for 
designing logic circuits. It employs evolutionary strategies to quicken the local opti-
mization and maintain the diversity of a population in terms of the characteristics of 
logic circuits. In section 2, we briefly describe the encoding method of logic circuits. 
Section 3 presents a novel elitist pool evolutionary algorithm, including a novel evo-
lutionary operator, an adaptive mutation strategy and an evaluation strategy. Section 4 
gives some examples to analyze the performance of the proposed approach. Finally, we 
discuss conclusive remarks in Section 5. 

2   Representation of Individual 

We use a matrix structure to represent digital circuits as shown in Fig. 1. The inputs of 
each cell are the original inputs or other cells’ outputs, and the outputs of last column 
are the circuit’s outputs. In order to represent combinational logic circuits fully, defi-
nitions of the function types of cells and the connectivity among cells are required for 
the matrix. In this matrix, each cell represents a logic gate, and some function types of 
gates are shown in Table 1. For the connectivity, we define that only previous cells 
connect to next cells to avoid a circle. The outputs of the cells of the last column in the 
matrix are the outputs of the encoded circuit respectively and the remaining cells of the 
last column are redundant. 
 

 

Fig. 1. The matrix encoding representation for digital circuits 
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Table 1. Function types of basal logic gates 

 Function type   Function type 
0 A* 3 A + B  
1 !A 4 A ⊕ B 

2 A • B 5 A • !C + B • C  

* This function type means the first input of a cell is directly connected to its output, without employing any 

logic operators. 

3   Elitist Pool Evolutionary Algorithm 

In general, local search optimization and the population diversity are two basic prin-
ciples in evolutionary algorithm. Based on the principles and characteristics of logic 
circuits, an elitist pool evolutionary algorithm with a new crossover operator and an 
adaptive mutation strategy is introduced as follows. 

3.1   Sub-circuit Crossover Operator  

The evolution design of logic circuits is a multi-objective optimization problem when 
every output of the circuit is considered as an objective which is a sub-circuit con-
taining some cells and their connections. Therefore, the structure of a circuit can be 
formed by the fusion of all sub-circuits of outputs. Based on the local optimization, a 
sub-circuit of a new individual can be selected from the better parental sub-circuits 
corresponding to the same objective in the process of the crossover. In order to obtain 
correct circuits with the minimized number of logic gates, sharing cells must be 
widely used while all sub-circuits are fused into a whole circuit. Therefore, some 
cells of these selected parental sub-circuits should be implemented by some replacing 
approaches to form a new integrated circuit instead of the collection of all 
sub-circuits. 

In this paper, the replacing method is designed in terms of outputs location. For 
example, the fitness value of each output of two parents with 3 inputs and 2 outputs is 
7/8, 4/8 and 5/8, 6/8 respectively shown in Fig. 2. Each cell is labeled to which 
sub-circuit it belongs. For instance, symbol “1” or “2” respectively denotes that it 
belongs to the first or the second sub-circuit, and symbol “-1” denotes this cell does 
not belong to any sub-circuits but a redundant cell. A cell noted “1,2” means this  
cell is a shared logic gate of both the first and the second sub-circuit. The sub-circuit 
of the first output is firstly selected from the better corresponding sub-circuit  
of parent I, and the sub-circuit of the second output is selected from parent II.  
At the same time, some cells of the first sub-circuit should be replaced when  
these cells are conflicted with the second sub-circuit in the same positions of this 
matrix. 
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Fig. 2. The process of sub-circuit crossover from parents: (A) and (B) are the parents; (C) the first 
sub-circuit of a new individual from parent 1, which is better than parent 2; (D) an new integrated 
individual is produced after the fusion of the three sub-circuits from parents. 

3.2   Adaptive Mutation Strategy  

According to the importance of gene-position in the chromosome, the important genes 
are mutated with a lower rate to enhance the convergence of the algorithm, and the less 
important genes are mutated with a high rate to maintain the diversity of population. In 
terms of the encoding scheme used here, each cell of the rectangular array corresponds 
to a section of genes, and its sharing degree determines its importance. The higher the 
sharing degree is, the lower the rate is. At the same time, considering the function of 
each circuit, the mutation rate of a cell will be increased if its corresponding function of 
a sub-circuit including this cell does not completely match the truth table; otherwise, it 
will be decreased. 

This is essential for the evolution of circuits. It has a bigger chance for the better part of 
the circuit to be reserved while the worse part may be possible to be changed drastically. 

3.3   Framework of Elitist Pool Evolutionary Algorithm  

The main process of elitist pool evolutionary algorithm is as follow: 

Step1: Initialize a host population A and its scale is N. And evaluate each individual of 
this population. 

(A) (B)

Parent 

② 

① 
1,2 2 1 

2 1,2 2 

1 1  

5/8 

6/8 

child

Parent I 

1,2 1 1 

1,2 2 2 

1,2 1,2  

7/8 

4/8
②

①

(C) (D)

1,2 1 1 

1,2   

1,2 1,2  

①

② 

① 
1,2 2 1 

2 1,2 2 

1,2 1,2  



114 G.-l. He, Y.-x. Li, and Z. Shi 

 

Step2: Create M individuals to obtain an elitist pool B by mutating the best individual 
in the host population A, where N>>M. 

Step3: The sub-circuit crossover operator is performed to create a new individual, 
where a parent is randomly selected from the elitist pool and another is selected from 
the host population respectively. Then mutate this new individual. Repeating this step 
N times until obtaining a new host population A. 

Step4: Evaluate the new host population and reserve the best individual. 

Step5: Go to step2 to continue this algorithm until the ending condition is satisfied; 
otherwise, end this algorithm. 

3.4   Evaluation  

In the process of circuit evolution, evaluation criterion is an important part, which 
reflects the performance of an evolved circuit and guides the next evolution. Firstly, it 
is vital for evolved circuits to have correct functions or behaviors. For the function of 
digital circuit, the evaluation model is realized by using testing data set. Secondly, a 
functionally correct circuit with fewer logic gates is usually preferable, which occupies 
fewer areas. And it is also natural to measure a circuit’s efficiency of resource usage by 
the number of gates it uses. 

According to the proposed ideas, in this paper the fitness function F(xi) evaluating an 
encoded circuit xi is defined as follows: 

FI(xi) =H(xi) + w*V(xi) 

Here, H(xi) is defined as the matching degree by comparing the function of all output 
with the truth table; V(xi) is the number of cells whose function type are wires in the 
circuit xi and the redundant cells in the matrix; w is a weight coefficient, which changes 
in the different phases.  

4   Experiment 

Three case studies including 2-bit adder, 2-bit multiplier and 2-bit comparator are 
carried out using EPEA and its parameters are as follow: the population size N=100, 
maximum of number of generations T=20000; the mutation rate is initialized as 0.08 
and the crossover rate is 0.8. Here we use gate-level and function-level evolution to 
design these arithmetic circuits. In order to simplify the function type, in this paper the 
function types of basic gates are shown in Table 1, and the function blocks include 
these basic gates and 2-multiplexers. 

For the 2-bit adder, by function-level method, EPEA could obtain an optimized 
2-bit adder circuit at 100 percent by evolving about 2800 generations when the size of 
the encoding matrix is 3×3, and its circuit is shown in Fig. 3. However, it could not get 
a correct circuit with the same size of the encoding matrix by gate-level method. When 
the size of the encoding matrix increases to 4×4, EPEA could get an optimized 2-bit 
adder circuit as follow in Fig.4. 
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Fig. 3. Circuit design of 2-bit adder with function-level approach 

 
Fig. 4. Circuit design of 2-bit adder with gate-level approach 

For the 2-bit multiplier, the size of the encoding matrix is 4×4, EPEA could get the 
same optimized 2-bit multiplier circuit with 7 gates by gate-level and function-level 
approaches and one of these optimized circuits is shown in Fig.5. 

 
Fig. 5. Circuit design of 2-bit multiplier 

For the 2-bit comparator, the size of the encoding matrix is 5×5. By function-level 
method, EPEA could obtain an optimized 2-bit comparator circuit with 7 gates as shown 
in Fig. 6 while an optimized 2-bit comparator circuit with 9 gates by gate-level evolu-
tion is shown in Fig.7.  

 

Fig. 6. Circuit design of 2-bit comparator with function-level approach 
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Fig. 7. Circuit design of 2-bit comparator with gate-level approach 

On the other hand, the best solutions obtained by NGA [11], MGA [12], KM [13], 
QM [14-15] and EPEA for the forementioned circuits are also compared in Table 2 
(The symbol “Size” represents the size of the matrix, and “Num” denotes the number of 
gates in the optimized circuit). From these results we see that EPEA can similar opti-
mized circuits by representing them with smaller size of the matrix, which is adaptive 
for designing evolvable hardware. 

Table 2. Comparison of the best solutions for combinational logic circuits 

2×2 multiplier 2-bit comparator 2-bit adder Method 
Size Num Size Num Size Num 

KM — 8 — 19 — 12 
QM — 12 — 13 — — 
NGA 5×5 9 6×7 12 5×5 7 
MGA 5×5 7 6×7 9 5×5 7 
EPEA 4×4 7 5×5 9 4×4 7 

5   Conclusion  

In this paper, a novel elitist pool evolutionary algorithm is advanced to design logic 
circuits automatically and efficiently according to the characteristics of logic circuits. 
Experiments on auto-design of some combinational logic circuits show the proposed 
evolutionary strategies can be extraordinarily encouraging in efficiency and capability 
of optimization, and some of evolved circuits can be used as basic macro-blocks to 
design larger logic circuits automatically. 
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Abstract. With the advancement of biotechnology, aptamer-based sensors have 
received intense attention in both research and commercial worlds. This is 
driven by the advantages of small molecule size, chemical stability, and cost  
effectiveness of aptamers over the conventional analyte detection using antibod-
ies. This paper explores the aptasensors from a designer perspective and dis-
cusses the aptasensor design considerations by giving an overview of surface 
functionalization techniques and the existing mechanisms used to detect bio-
molecular interactions. It also expounds the factors that influence the accuracy 
and sensitivity of aptasensors  

Keywords: aptamer, immobilization, aptasensor. 

1   Introduction 

Aptamers are synthetic nucleic acid isolated from large combinatorial libraries of oli-
gonucleotides via an iterative in-vitro selection and amplification. This process is 
known as systematic evolution of ligands by exponential enrichment (SELEX). Ap-
tamers are gaining popularity among molecular biologists due to their inherent advan-
tage of superior specificity in binding a wide variety of protein and non-protein targets. 
Aptamers are smaller in size and have better physicochemical stability compared to 
antibodies. Furthermore, they are less prone to denaturation and can be easily modified 
to facilitate surface functionalization with long storage life. These advantages qualify 
them as an excellent biorecognition element in biosensors. A biosensor comprises of 
two main parts: a biorecognition element and a transducer that translates biorecogni-
tion event into measurable electrical, optical, or mechanical signals. Biosensors that 
employ aptamer as their biorecognition element are known as aptasensors.  

To date, there exist a few excellent review papers [1, 2] that discuss aptasensors 
from different perspective. In this paper, the common surface immobilization tech-
niques as well as the existing methods used to convert the aptamer-binding event into 
measurable signals are described. Factors that influence the analytical performance of 
an aptasensor are also addressed. 

2   Surface Modification 

Modification of the biosensor chip surface is a crucial first step that determines  
the specificity of a biosensor in detecting any analyte of interest. There are various 
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immobilization techniques available, but the self-assembly technique is the most com-
monly employed method by many researchers. Self-assembled monolayer (SAM) 
involves dipping the substrate into a solution to allow adsorption of molecules on the 
surface. Physisorption involves non-covalent interactions between molecules such as 
electrostatic interactions, van der Walls forces and hydrophobic interactions. Surface 
immobilization on gold is usually performed via chemisorptions of three-segment 
thiol-terminated aptamers [3, 4].  The first segment, thiolalkane hydrocarbon, pro-
motes formation of a monolayer on surface. Aptamer is extended from the monolayer 
surface via the second segment, a linker, to enable easy accessibility of aptamer  
binding site to target. The third element is the aptamer molecular probe that  
recognizes the target protein. To ensure proper orientation of surface immobilization 
onto thiol-functionalized silicon oxynitride waveguide, Johnson et al [5] used a  
cysteine-terminated STM scaffold protein.  

Besides thiol, other functional group such as amine, biotin or carboxyl can be used 
to modify the terminus of an aptamer. Amine-terminated thrombin aptamers is im-
plemented by Lee et al [6] to functionalize pyrolyzed carbon working electrode. 
Phosphate buffer saline (PBS) with Triton X-100 is used to remove unreacted func-
tional groups. Non-specific binding of thrombin on the surface is prevented by  
blocking with 1% bovine serum albumin. Meanwhile, Bini et al [7] employed the 
layer-by-layer (LBL) approach.  LBL is another form of self-assembly technique 
whereby multi-layers of biomolecules with opposite charged groups bond uniformly 
on the chemically modified surface. C-reactive protein (CRP) aptamer is immobilized 
via N-hydroxysuccinimide (NHS)-mediated chemical reaction and specific interaction 
between biotin and avidin.  

3   Transduction Approach 

Integration of a transducer in aptasensor is essential to convert the biorecognition 
event into measurable signals. This section will provide an overview of various trans-
duction methods including reporters that assist the detection of aptamer-target binding 
event. 

3.1   Electrochemical 

Aptasensors that implements electrochemical detection consist of three electrodes: 
working, auxiliary, and reference. Detection of analyte of interest is achieved by 
measuring current or voltage changes generated by aptamer-target interactions at the 
electrode. Reporters such as catalytic labels, inorganic or organic catalysts, and 
nanoparticles are integrated in this type of detection system.  

Commonly used electroactive labels are ferricyanide [Fe(CN)6]
4-/3- [8-10], ferro-

cene [11, 12], methylene  blue (MB) [13, 14], and bis-anthraquinone-modified pro-
panediol [15]. This type of detection technique exploits the conformational change of 
aptamer structure upon binding to its target.  As shown in Fig. 1(a), in the signal “on” 
architecture, the electroactive end is distant from the electrode surface, limiting the 
electron transfer. Electron transfer increases upon target binding due to the conforma-
tional change of aptamer bringing the label to the surface. On the other hand, the  
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signal “off” architecture (Fig. 1(b)) yields a lower electron transfer upon target binding 
as the addition of a target disassociates the initially attached redox-tag. 

In the work presented by Li et al. [8], small molecule such as adenosine is detected 
using part of the complementary aptamer strand in electrochemical impedance spec-
troscopy. This approach eliminates the dependence on conformational change of ap-
tamers. Negatively charged adenosine-binding aptamer attached on the surface repels 
the negatively charged probe ([Fe(CN)6]

4-/3- anions. This causes high impedance that 
hinders the interfacial electron-transfer kinetics of redox probes. Impedance is re-
duced upon adenosine binding by releasing its negatively charged aptamer-target 
strand. The sensitivity of electrochemical detection can be amplified by incorporating 
polymerase chain reaction [16]. 

       

(a)       (b) 

Fig. 1. Schematic representation of electrochemical detection based on (a) signal “on” (Adapted 
from [13]), and (b) signal “off” (Adapted from [15]) architectures 

3.2   Electrical 

Ion-sensitive field effect transistors (ISFETs) initially used for measuring pH has ex-
tended their usage in biomolecular interactions detection. This is due to their inherent 
advantage of robustness, small size, and cost effectiveness. Electrical sensing using 
field-effect transistor is a label-free approach. In this system, a reference electrode is 
exposed to the analyte solution. The source and drain deposited on silicon layer is 
separated by a thin insulating layer. The interfacial electron transfer resistance is con-
trolled by the formation of target-aptamer complex. Hence, target molecules are  
identified by measuring the gate potential variations. Fig. 2 illustrates an example of 
ISFET-based aptasensor employed in adenosine detection [17]. 

Instead of using external reference electrode in ISFET-based transducer , Cid and 
co-workers [18] employed a network of single-walled carbon nanotube (CNT) as the 
transduction layer. The use of CNT in FET fabrication is favorable because it exhibits 
superior performance in terms of transconductance and subthreshold slope.  An apta-
sensor based on aptamer-modified CNT-FETs  for immunoglobulin E (IgE) detection 
has been developed by Maehashi et al [19]. Linker molecules are used to covalently 
bind 5′-amino-modified IgE aptamers to CNT. Alternately, So et al [20] modified the 
side wall of CNT with carbodiimidazole (CDI)-Tween for thrombin detection.  
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Fig. 2. Schematic diagram of an ISFET-based sensor (Adapted from [17]) 

Hydrophobic interactions bring Tween to the side walls while 3′-amine group of the 
thrombin aptamer is covalently bound to CDI moiety. The formation of aptamer-
target complex shields the negative charges of aptamer, producing an increased height 
of Schottky barrier between the metal electrodes and CNT channel and thus leading to 
a decrease in the electrical response. 

3.3   Optical 

The most popular optical transduction method is the fluorescence detection.  Fluoro-
phore-quencher label pair is incorporated into DNA aptamer to detect the presence of 
L-argininamide in the work presented by Ozaki et al [21]. The structure of the DNA 
aptamer employed in this work is of a random shape without the addition of a target. 
As illustrated in Fig. 3 (a), when L-argininamide is injected, the binding of the target 
to the aptamer stabilizes the stem loop structure and subsequently quenches the fluo-
rescence. Quantum dots have been implemented as an alternative to the fluorophore-
quencher due to their robustness, stability, and the ability to tune via size variations 
[22]. Other optical transduction methods include the surface enhanced Raman scatter-
ing (SERS) [23] and colorimetric detection by Wang et al [24]. In the SERS method  
 

   

(a)             (b) 

Fig. 3. Schematic representation of: (a) Fluorescent-quencher pair (Adapted from [21]), and (b) 
SERS transduction method (Adapted from [23]) 
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(see Fig. 3(b)), thrombin-aptamer binds to thrombin at one binding site while gold 
nanoparticles (AuNPs) labeled with thrombin aptamer and Raman reporters are bound 
to the other binding site of thrombin target. Electromagnetic hot spots are generated 
on the AuNPs surface when target binds to aptamer. Raman signals are amplified via 
deposition of silver nanoparticles (AgNPs) on AuNPs surface. On the other hand, 
colorimetric detection implements dot-blot assay using aptamer-AuNPs conjugates 
whereby the AuNPs change color from colorless to red upon aptamer-target complex 
formation. The limit of detection can be further enhanced by using silver enhance-
ment solution. 

3.4   Mass 

Formation of aptamer-target complex on the sensor surface generates changes in mass 
on the surface. Acoustics-based sensors measure the changes in mass for the target de-
tection. This type of transduction method is also another form of label-free approaches. 
They operate based on piezoelectric effect and are effective in determining protein affin-
ity on functionalized surfaces. An example of acoustic aptasensor is the quartz crystal 
microbalance (QCM) devised by Yao et al [25] to detect IgE. An electrical potential 
difference is generated between deformed piezoelectric surfaces when a pressure is  
exerted on a small piece of quartz. A detection limit of 2.5µg/l IgE in 5 min is achieved. 
To improve sensor’s sensitivity, Lee et al [26]  increased the amount of analyte  
molecules bound to the surface by implementing zinc oxide nanorod-grown QCM.   

Surface acoustic wave (SAW) is another type of acoustic-based sensors. Interdigi-
tal transducers are employed to produce and detect acoustic waves at the guiding layer 
at the surface of the substrate. Detection of biomolecular binding is performed by 
measuring the frequency or phase change that corresponds to the mass on the surface. 
SAW love-wave sensor implements shear horizontal waves guided in a layer on the 
sensor surface to reduce energy dissipation of the acoustic wave in order to increase 
surface sensitivity. This detection method is employed in the detection of thrombin 
binding [27]. 

Surface plasmon resonance (SPR) spectroscopy [7, 28-30] is a surface-sensitive la-
bel-free technique. This method measures the variations in reflective angle upon ad-
sorption of molecules on the metal surface. Information on the affinity and kinematics 
of biomolecular interaction is obtainable using this technique. Wang et al [31] 
 

 

Fig. 4. Schematic of SPR detection. (Adapted from [31]). 
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implemented curvette-based SPR to characterize the interaction between IgE and ap-
tamer (see Fig. 4) . Streptavidin and anti-IgE antibody are introduced during sensing 
to amplify the SPR signals. Eight-channel SPR sensor based on spectral modulation 
and wavelength division multiplexing is developed by Ostatná et al [29]. These sens-
ing channels are formed by combining the wavelength division multiplexing of pairs 
of sensing channels with four parallel light beams. 

Microcantilever provides a simple and label-free sensing mechanism. When mole-
cules adsorb on to the surface, a difference in surface stress between the upper and 
lower surfaces causes the cantilever to bend [32, 33]. In static microcantilever sens-
ing, this deflection is measured and it can be either positive (bend upwards) or  
negative (bend downwards) depending on the interaction between molecules [34]. As 
illustrated in Fig. 5, attraction between molecules will produce a positive deflection 
while repulsion interaction between molecules generates a negative deflection. Shu et al 
[35] demonstrated a V-shaped microcantilever detection using optical method to measure 
the deflection. This has been employed for the detection of human CDK2 in yeast  
cell lysate. 

Dynamic microcantilever detects the presence of target protein by measuring fre-
quency variations in an oscillating beam. Lu et al [36] incorporated a PZT actuator in 
their microcantilever. Sensitivity of the sensor is improved by separating the PZT 
actuator from the resonant structure to suppress energy dissipation. Q factor tends to 
decrease when cantilevers operate in liquid environment. To overcome this limitation,  
Li et al [37] introduced a new active magnetostrictive cantilever actuated by a  
time-varying magnetic field which exhibits a high Q value in liquid environment.  

 

 
 

Fig. 5. (a) Before immobilization of target. (b) Attraction interaction between molecules causes 
the upward bending of cantilever. (c) Repulsion between molecules causes the downward bend-
ing of cantilever. 
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4   Sensor Performance 

The immobilization procedure will determine the orientation of aptamers on the sur-
face. These procedures directly affect selectivity and binding affinity of aptamers. The 
surface immobilization method is dependent on the functional groups (thiol, amine, or 
biotin) linked to the aptamers. Immobilization procedure that utilizes a linker such as 
avidin-biotin technique produces sensor with a higher sensitivity [38]. With the pres-
ence of linker, the binding site of aptamer is easily accessible to the target. The disas-
sociation constant can be improved by integrating a spacer in between the binding 
moiety and aptamer. Liss et al. [39] achieved an improvement of disassociation  
constant from 8.4 nM to 3.6 nM.  Regeneration of sensor surface is possible in ap-
tamer-based biosensors because aptamers are less susceptible to denaturation com-
pared to its antibody counterpart. This is a valuable characteristic as it allows the  
aptamer biosensor to be reused by removing target analytes using HCl without  
affecting its binding efficiency [12].  

The structure of aptamer binding site is affected by pH. Effect of pH sensing solu-
tion on aptamer binding affinity was investigated using thrombin as the system model 
in [38] and [40].  The pH ranging from 4.7 to 8.5 has been tested. Denaturation of 
some biocomponents under extreme pH generates lower signal and higher back-
ground.  The optimum pH for the thrombin model is found to be at pH 7.5. Binding 
affinity of aptamer is also influenced by ionic strength in the solution. Under non-
optimal conditions, the presence of K+ facilitates the maintenance of structural integ-
rity in thrombin aptasensor [40]. Increased concentration of Na+ in solution shields 
the negative charge on DNA aptamer leads to competitive binding between Na+ and 
methylene blue to the aptamer. In addition, higher Na+ concentration also contributed 
to the lower affinity of the aptamer. Meanwhile, aptamer-CRP complex presented in 
[7] exhibits a lower disassociation constant with the presence of 2 mM Ca2+ in the 
buffer. This is because Ca2+ provides higher stability to the aptamer-target complex.   

5   Summary and Perspective 

For effective detection of the binding of biomolecules, aptasensor needs to have ex-
cellent selectivity, accuracy, as well as stability for practical use. Comprehensive in-
vestigation of factors influencing the sensor performance is utmost important in 
achieving these goals. Immobilization procedure plays a major role in optimizing sen-
sor sensitivity and specificity. Therefore, the selection of the immobilization method 
and type of aptamer linker and spacer to be used needs to be carried out with care and 
take surface regeneration into considerations. Optimal working condition is another 
factor that requires investigation in order to produce maximum sensor response. It is 
envisioned that the demand for high-throughput analysis and cost-effective biosensors 
will drive the development of label-free aptasensors since they circumvent the need to 
understand the mechanism of the binding and the labeling of the aptamer. With the 
advancements in biotechnology and bioengineering, it is anticipated that in future, 
aptasensors will be an integral part of lab-on-a-chip that will make instantaneous out-
put results for quick decision-making. This will significantly advance point-of-care 
diagnosis.   
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Abstract. We use Latent Semantic Analysis as a basis to study the languages of 
life. Using this approach we derive techniques to discover latent relationships 
between organisms such as significant motifs and evolutionary features. Doubly 
Singular Value Decomposition is defined and the significance of this adaptation 
is demonstrated by finding a phylogeny of twenty prokaryotes. Minimal Killer 
Words are used to define families of organisms from negative information. The 
application of these words makes it possible to automatically retrieve the coding 
frame of a sequence from any organism. 

Keywords: Languages of Life, Motifs, Phylogeny, Minimal Killer Words, 
Doubly Singular Value Decomposition, Latent Semantic Analysis, Cross Lan-
guage Information Retrieval, Knowledge Discovery, Data Mining. 

1   Introduction 

Latent Semantic Analysis (LSA) has been successfully used in applications such as 
natural language processing, speech recognition, cognitive modeling, document clas-
sification, search engines, and more recently security [1-8]. A significant application 
is in Cross Language Information Retrieval where direct matching of words is 
unlikely. A set of documents are used to create a reduced dimension space representa-
tion in which words that occur in similar contexts are near one another. This allows a 
query to retrieve relevant documents even if they have no words in common. LSA 
uses the Singular Value Decomposition (SVD) to model relationships between words 
that appear in similar contexts [2-4]. Cross Language LSA has been used to retrieve 
documents in different languages without having to translate the query [2]. From this 
method, queries in one language can retrieve documents in the same language and in 
different languages. 

In this work we use techniques based on LSA to study the languages of life. In the 
second section we briefly describe the mathematical framework. In the third section 
we use cross language information retrieval of the languages of life to extract evolu-
tionary features. The results validate the cross language information retrieval tech-
nique using unnatural languages. The algorithm proposed could be used for several 
applications such as studying the biological relationships between words and genes 
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from various organisms. It is shown how these techniques can be applied to model an 
arbitrary organism’s language. In the fourth section, we validate the Cross Language 
of Life results using a method to extract the most significant motifs in an organism. 
We propose a technique called Doubly SVD to generate a phylogeny of twenty pro-
karyotes and show how this method can be extended to an arbitrary set of organisms. 
Finally we define Minimal Killer Words and describe how they can be used to auto-
matically retrieve the frame of a coding sequence from an organism. 

2   Mathematical Framework 

The rows in our data set represent words and the columns represent gene sequences.  

If nxmM ℜ∈  then we decompose M into three matrices using the Singular Value 
Decomposition: 

TVSUM =  (1)

where nxmU ℜ∈ , mxmS ℜ∈  and mxmTV ℜ∈ . The matrix S contains the singular 
values located in [i, i]1,…n cells in descending order of magnitude and all other cells 
contain zero. The eigenvectors of MMT make up the columns of U and the eigenvec-
tors of MTM make up the columns of V. As a consequence, the singular values are the 
square roots of the eigenvalues of MMT and MTM. The matrices U and V are or-
thogonal, unitary and span vector spaces of dimension n and m, respectively. The 
inverses of U and V are their transposes. 
 

 
 

The columns of U are the principal directions of the genes and the rows of VT are the 
principal directions of the words. In a reduced space the rows of U are the coordi-
nates of the words and the columns of VT are the coordinates of the genes. The princi-
pal directions are ranked according to the singular values and therefore according to 
importance. 

An important theorem by Eckart and Young [9] demonstrates that the error in ap-
proximating M by Mk is given by: 

22
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and is the closest rank-k least squares approximation of M. This theorem can be used 
in two ways. To reduce noise by setting insignificant singular values to zero or by 
setting the majority of the singular values to zero and keeping only the few influential 
singular values. The latter approach allows us to create a reduced space from which 
words used in the same context with one another are represented close together. 

3   Cross Language of Life 

As our training corpus or dual language semantic space we have selected 4000 gene 
sequences from Escherichia coli K12. From the training corpus, we construct a word 
by gene sequence matrix for DNA and Protein languages. The protein language has 
an alphabet of 20 amino acids, 
 

{ }VYWTSPFMKLIHGQECDNRAp ,,,,,,,,,,,,,,,,,,,=α  

and the DNA language has an alphabet of 4 nucleotides,  
 

{ }TGCAd ,,,=α
 

We select an arbitrary gene in both amino acids and nucleotides. We have to consider 
that one trinucleotide codes an amino acid. Therefore, we construct words of length 
three in amino acids and length nine in nucleotides. We use overlapping words. We 
check to see if the word w exists in our lexicon. If it does not, we add this word to our 
lexicon and add a 1 to the cell corresponding to the word and gene. We do this for 
4000 Escherichia coli K12 genes which we use as our training corpus. 

Let D be a word by gene matrix of m DNA sequences and nd nucleotide words and 
P be a word by gene matrix of m protein sequences and np amino acid words. 

⎭
⎬
⎫

⎩
⎨
⎧

=
P

D
M  (4)

Such that M is of size (nd + np) x m where column i is a vector representing amino 
acid and nucleotide words appearing in the union of sequence i expressed in the two 
languages. After we have constructed our word by gene training corpus, we apply the 
Singular Value Decomposition: 
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Where p
k

d
k UandU are k-dimensional vector lexicons for DNA and Protein se-

quences from Escherichia coli K12. In this example, we chose k to be 210. In this 
space, similar DNA and Protein words are given similar definitions, so this vector 
lexicon can be used for cross-language information retrieval. 
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If we have two sets of sequences in both languages denoted dT for DNA sequences 

and pT for Protein sequences, we can retrieve sequences in either languages. As an 
example, we have a query in DNA and want to retrieve similar protein sequences. We 

find the similarity between the DNA query dT1 and the protein database pT  using: 

PD TUSTUSsim 1
1

1 , −−  (6)

Where, 

2121

11
11 ,

pd

pd
pdsim

T

T

=  (7)

This gives us a ranking of the relevant protein sequences. 

3.1   Empirical Results 

In the experiments below we use 4000 genes from Escherichia coli K12 as our dual-
language semantic space. We use a technique called cross-language mate retrieval [2] 
to test the significance of our dual-language semantic space. We extract at random 
1000 nucleotide sequences and their corresponding translated sequences in amino 
acids from Escherichia coli HS. These two strains of Escherichia coli are considered 
very similar. We use Escherichia coli HS as a starting point to see if our choice of k = 
210 is at all reasonable for our dual-language semantic space. 

The cross-language mate retrieval technique works by considering each of the 1000 
nucleotide gene sequences as queries that have only one relevant ‘mate’ sequence in 
the corresponding amino acid language and conversely. We compute the accuracy by 
strictly testing if the cross language mate returned as the most relevant. 

From the 1000 Escherichia coli HS gene sequences the cross-language mate is re-
trieved 94.8% of the time using the nucleotide sequences as queries against the amino 
acid sequences. Similarly, the cross-language mate is retrieved 94.4% of the time 
using the amino acid sequences as queries against the nucleotide sequences. We find 
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Table 1. Results using Escherichia coli K12 as our semantic space where we have genes from 
Escherichia coli HS as queries and sequences in both amino acids and nucleotides 

Semantic 
Space Query Sequences Accuracy 

Escherichia coli HS 
Nucleotide 

Escherichia coli HS 
Amino Acid 

94.8% Escherichia 
coli K12 Escherichia coli HS 

Amino Acid 
Escherichia coli HS 

Nucleotide 
94.4% 

 
that most of the sequences where the mate was not returned as the most significant are 
very short sequences (around 30-40 amino acids or 90-120 nucleotides). From this 
analysis we find that these two strains of Escherichia coli strongly share the same set 
of words of length three and are considered very similar. 

In the experiment below we use the same Escherichia coli K12 dual-language se-
mantic space. As our testing set we select 1000 genes from Shigella sonnei in both 
nucleotides and amino acids. 

The same phenomenon is seen using Shigella sonnei and Yersinia pestis KIM. 
We decided to do an experiment using genes from a wide range of organisms as 

our testing set. We picked up 2800 genes from 34 prokaryotes, 12 eukaryotes and 13 
archaea. From each of these organisms we randomly selected on average 50 genes. 

The cross-language mate is retrieved as the most relevant 59.57% of the time using the 
nucleotide sequences as queries against the amino acid sequences. Similarly, the  
cross-language mate is retrieved as the most relevant 57.78% of the time using the amino 
acid sequences as queries against the nucleotide sequences. Nevertheless, these results 
provide evidence that there exists a structure and similarity in the language that defines 
all organisms. A more systematic study is warranted to find this universal structure [11]. 

Table 2. Results using Escherichia coli K12 as our semantic space where we have genes from 
Shigella sonnei as queries and sequences in both amino acids and nucleotides 

Semantic 
Space Query Sequences Accuracy 

Shigella sonnei 
Nucleotide 

Shigella sonnei 
Amino Acid 

92.00% Escherichia 
coli K12 Shigella sonnei 

Amino Acid 
Shigella sonnei 

Nucleotide 
93.30% 

Table 3. Results using Escherichia coli K12 as our semantic space where we have genes from 
Yersinia pestis KIM as queries and sequences in both amino acids and nucleotides 

Semantic 
Space Query Sequences Accuracy 

Yersinia pestis KIM 
Nucleotide 

Yersinia pestis KIM 
Amino Acid 

88.80% Escherichia 
coli K12 Yersinia pestis KIM 

Amino Acid 
Yersinia pestis KIM 

Nucleotide 
88.10% 
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Table 4. Results using Escherichia coli K12 as our semantic space where we have genes from a 
wide range of organisms as queries and sequences in both amino acids and nucleotides 

Semantic 
Space Query Sequences Accuracy 

Variety of genes 
Nucleotide 

Variety of genes 
Amino Acid 

59.57% Escherichia 
coli K12 Variety of genes 

Amino Acid 
Variety of genes 

Nucleotide 
57.78% 

4   Organism Motifs and Profiles 

We start with a word by protein sequence matrix and compute the Singular Value 
Decomposition. The first few principal directions of U can be interpreted as contain-
ing the most significant characteristics or motifs of a particular organism [8]. As an 
example, the most significant value in the first principal direction provides an indica-
tion of the 'most important' motif of length three in that organism. The first few prin-
cipal directions are viewed as a profile for an arbitrary organism. This can also be 
used to model a particular organism’s language. 

In the table below we select the first principal direction of several organisms in-
cluding a dataset with 59 organisms from the three domains. We extract the ten most 
significant motifs for each organism/dataset. 

Table 5. Ranking of motifs of length three in various organisms 

Organism Top 10 Motifs From Different Organisms 
Escherichia coli 

K12 
KLL, FFA, GAL, GLA, NAA, TAI, TRL, LAA, HLA, TAA 

Shigella sonnei KLL, FFA, GAL, GLA, NAA, TRL, VLL, LAA, PKE, HLA 
Yersinia pestis 

KIM 
VVG, IAL, QLA, CLA, MLL, LLA, CLL, SNL, QLE, MSL 

59 Organisms NVT, GEI, NTI, GRL, MAM, DHK, DIN, PGD, NKQ, HLH 

 
Escherichia coli K12 and Shigella sonnei share most of the significant motifs with 

the exception of a few. Using the dataset with 59 organisms from the 3 domains we 
extract Universal Motifs. These are motifs that can be found in all organisms. A more 
systematic study of the Universal Motifs is needed to find biological meaning. 

5   Phylogeny Using Doubly Singular Value Decomposition 

We start with 20 prokaryotes. From each of these organisms we extract 1000 genes in 
amino acids and construct a word by gene matrix for each organism. We use overlap-
ping words of length three.  

We compute the Singular Value Decomposition for each word by gene matrix (cor-
responding to a prokaryote) and extract the first principal direction of the genes (of U) 
and the first principal direction of the words (of VT) from each organism. From these 
principal directions, we derive two matrices: 
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Computing the SVD of the matrix on the left; we find that the columns of U are the 
principal directions of prokaryotes and the highest absolute value of the principal 
direction of prokaryotes represents the most influential word. The rows of VT are the 
principal directions of words for prokaryotes and the highest absolute value of the 
principal direction of words for prokaryotes represents the most influential prokary-
ote. Similarly, taking the SVD of the matrix on the right; we find that the columns of 
U are the principal directions of genes for prokaryotes and the highest absolute 
value of the principal direction of genes for prokaryotes represents the most influen-
tial prokaryote. The rows of VT are the principal directions of prokaryotes and the 
highest absolute value of the principal direction of prokaryotes represents the most 
influential gene. 

 

Fig. 1. Phylogeny of 20 prokaryotes using the principal direction of words 
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Our technique uses the principal directions of the words to build a comparatively 
accurate phylogenetic tree. We call this method doubly singular value decomposition 
(DSVD). These results are fairly strong. The influence values are close together with 
the exception of Staphyloccoccus aureus. The majority of the organisms are repre-
sented in the first principal direction, while Staphylococcus aureus is more accurately 
represented in the second direction which is orthogonal to the first. This could be due 
to major evolutionary differences between Staphylococcus aureus and the other  
prokaryotes. 

6   Minimal Killer Words 

Let A be a finite alphabet with the symbols {A, C, G, T} and A* be the set of words 
drawn from the alphabet A. 

Let L ⊆  A* be a language consisting of all factors of its words from a given organ-
ism. Let F0, F1 and F2 be sets containing all factors of its words from the frames of an 
organism. A word w ∈  A* is called a Minimal Killer Word for L if w ∉ F0 and w ∈  
F2 and all proper factors of w do not belong to M K (L). We denote by M K (L) the 
language of Minimal Killer Words for L. 

Consider the subsequence AGGCTAGCT. We derive F0, F1 and F2. 
 

F0 = {AGG, CTA, GCT, AGGCTA, AGGCTAGCT} 
F1 = {GGC, TAG, GGCTAG} 
F2 = {GCT, AGC, GCTAGC} 

 

Therefore, M K (L) = {AGC}. The word GCTAGC is not minimal because a proper 
factor is in the set M K (L). 

The following circular codes X0, X1, and X2 have been found as subsets of the ge-
netic code [11-12]. 
 

X0 = {AAC, AAT, ACC, ATC, ATT, CAG, CTC, CTG, GAA, GAC, GAG, GAT, 
GCC, GGC, GGT, GTA, GTC, GTT, TAC, TTC} 
 

X1 = {ACA, ATA, CCA, TCA, TTA, AGC, TCC, TGC, AAG, ACG, AGG, ATG, 
CCG, GCG, GTG, TAG, TCG, TTG, ACT, TCT} 
 

X2 = {CAA, TAA, CAC, CAT, TAT, GCA, CCT, GCT, AGA, CGA, GGA, TGA, 
CGC, CGG, TGG, AGT, CGT, TGT, CTA, CTT} 
 

However, it is the codes  
 

}{}{},,{ 221100 GGGXTandCCCXTTTTAAAXT UUU ===  

that we will consider as their union forms the entire genetic code. These codes have 
remarkable properties and have been used to find a universal coding frame [11]. We 
associate three T-Representations to any coding sequence u: 

The first representation, T, is obtained by replacing each codon by 0 if it belongs to 
T0, 1 if it belongs to T1 and 2 if it belongs to T2. This representation corresponds to 
the coding frame, while the two others represent the shifted frames. The second  
representation T+ is obtained by elimination of the first letter of u and applying the 
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preceding construction. Finally, the third representation T++ is obtained by eliminating 
a second letter from u and again applying the same construction. 

We find the Minimal Killer Words of an organism using the representations T, T+ 
and T++. We arbitrarily selected Escherichia coli K12 and Shigella sonnei to use as a 
starting point. The set of Minimal Killer Words of length nine for Escherichia coli 
K12 and Shigella sonnei are shown below. 
 

M K9 (E) = {122121222, 122222121, 211222122, 212221112, 212221221, 
221221121, 221222121, 222121221, 222122211} 

 

M K9 (S) = {122222121, 211222122, 221222121, 222122211}  
 

Interestingly, the Minimal Killer Words of length nine for Escherichia coli K12 and 
Shigella sonnei are formed from strictly T1 and T2. These words highlight evolution-
ary features in the organisms. As an example, M K9(S) is a subset of M K9 (E)  
indicating similarity. The Minimal Killer Words provide a way to define families of 
organisms using negative information. 

The Minimal Killer Words allow us to automatically retrieve the coding frame of a 
sequence from an organism. This is a direct consequence of the definition and is a 
very powerful property. As an example, consider the set L of coding sequences where 
µ belongs to the set M K (L). Therefore, if µ appears in a coding sequence of L we 
can infer the coding frame of that sequence. 

7   Conclusion 

We describe techniques based on Latent Semantic Analysis to study the languages of 
life. Latent relationships between organisms such as motifs and evolutionary features 
are identified. Using DSVD we build a phylogeny of twenty prokaryotes. The defini-
tion of Minimal Killer Words allows for the retrieval of the coding frame from an 
organism. A more systematic study is warranted to find biological meaning of the 
motifs and Minimal Killer Words. A natural future direction will be to define more 
precisely this universal structure in the language of life. 
 
Acknowledgments. We thank Jean-Louis Lassez for his help in clarifying our ideas 
as well as the many insightful discussions. This work was partly supported by a re-
search fellowship through the National Aeronautics and Space Administration. 

References 

1. Landauer, T.K., Foltz, P.W., Laham, D.: Introduction to Latent Semantic Analysis. Dis-
course Processes 25, 259–284 (1998) 

2. Landauer, T.K., Littman, M.L.: Fully automatic cross language document retrieval using 
latent semantic indexing. In: Cross Language Information Retrieval. Kluwer, Dordrecht 
(1998) 

3. Deerwester, S., Dumais, S.T., Landauer, T.K., Furnas, G.W., Harshman, R.A.: Indexing by 
latent semantic analysis. JSIS 41(6), 391–407 (1990) 

4. Lemaire, B.: Tutoring Systems Based on LSA. AIED, 527–534 (1999) 



 Latent Semantic Analysis of the Languages of Life 137 

 

5. Alter, O., Brown, P.O., Botstein, D.: Singular value decomposition for genome-wide ex-
pression data processing and modeling. PNAS 97, 10101–10106 (2000) 

6. Kintsch, W.: Comprehension: A Paradigm for Cognition. Cambridge University Press, 
Cambridge (1998) 

7. Lassez, J.-L., Rossi, R., Jeev, K.: Ranking Links on the Web: Search and Surf Engines. In: 
Nguyen, N.T., Borzemski, L., Grzech, A., Ali, M. (eds.) IEA/AIE 2008. LNCS (LNAI), 
vol. 5027, pp. 199–208. Springer, Heidelberg (2008) 

8. Lassez, J.-L., Rossi, R., Sheel, S., Mukkamala, S.: Signature Based Intrusion Detection 
System using Latent Semantic Analysis. IJCNN, 1068–1074 (2008) 

9. Eckart, C., Young, G.: The approximation of one matrix by another of lower rank. Psy-
chometrika 1, 211–218 (1936) 

10. Berry, M., Browne, M.: Understanding Search Engines: Mathematical Modeling and Text 
Retrieval. SIAM, Philadelphia (1999) 

11. Lassez, J.-L., Rossi, R.A., Bernal, A.E.: Crick’s Hypothesis Revisited: The Existence of a 
Universal Coding Frame. AINA/BLSC, 745–751 (2007) 

12. Lassez, J.-L.: Circular Codes and Synchronization. IJCIS 5, 201–208 (1976) 
 

 



Protein Folding Simulation by Two-Stage
Optimization�

A. Dayem Ullah1, L. Kapsokalivas1, M. Mann2, and K. Steinhöfel1
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Abstract. This paper proposes a two-stage optimization approach for
protein folding simulation in the FCC lattice, inspired from the phe-
nomenon of hydrophobic collapse. Given a protein sequence, the first
stage of the approach produces compact protein structures with the max-
imal number of contacts among hydrophobic monomers, using the CPSP
tools for optimal structure prediction in the HP model. The second stage
uses those compact structures as starting points to further optimize the
protein structure for the input sequence by employing simulated an-
nealing local search and a 20 amino acid pairwise interactions energy
function. Experiment results with PDB sequences show that compact
structures produced by the CPSP tools are up to two orders of mag-
nitude better, in terms of the pairwise energy function, than randomly
generated ones. Also, initializing simulated annealing with these com-
pact structures, yields better structures in fewer iterations than initializ-
ing with random structures. Hence, the proposed two-stage optimization
outperforms a local search procedure based on simulated annealing alone.

1 Introduction

The question of how proteins fold and whether we can efficiently predict their
structure remain the most challenging open problems in modern science. Proteins
regulate almost all cellular functions in an organism. They are composed of amino
acids connected in a linear chain. These chains fold in three-dimensional space.
The 3D structure of proteins, also referred to as tertiary structure, plays a key
role in their functionality. According to Anfinsen’s thermodynamic hypothesis,
proteins fold into states of minimum free energy and their tertiary structure can
be predicted from the linear sequence of amino acids [2]. In nature, proteins
fold very rapidly, despite the enormous number of possible configurations. This
observation is known as the Levinthal paradox and implies that protein folding
can not be a random search for the global minimum [20].

One of the driving forces of folding, mainly in globular proteins, is the hy-
drophobic interaction, which tends to pack hydrophobic amino acids in the
center of the protein. This effect can be captured by the HP model, a coarse
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grained model, where the twenty different amino acids are classified into two
classes, namely hydrophobic and polar [13]. Protein structure prediction is an
NP-complete problem in the HP model [9]. Consequently, one can resort to con-
straint programming and stochastic local search to tackle this problem. Both
techniques are commonly used to approach NP-complete problems.

Previous approaches using local search methods for protein structure predic-
tion include tabu search [19,6], simulated annealing [3], and a population-based
local search method [16]. Constraint programming techniques have been suc-
cessfully applied to the protein structure prediction [4,11] as well as to resolve
protein structures from NMR data [18].

The constraint programming approach, employed in [4], predicts the optimal
structure of a protein in the HP model in very short computational time. Nev-
ertheless, it is computationally intractable for more elaborate energy functions
such as a 20 amino acid pairwise interactions energy function. Local search ap-
proaches, on the other hand, work well in practice for elaborate energy functions,
despite the large number of iterations required. In this paper we aim to combine
the advantages of both approaches.

We introduce a protein folding simulation procedure that employs two stages
of optimization in order to find structures of minimum energy. The input protein
sequence first collapses to a compact structure and then a slower annealing pro-
cedure follows to find the minimum energy structure. Specifically we employ the
Constraint-based Protein Structure Prediction (CPSP) tools introduced in [22]
to obtain an HP model conformation with maximal number of contacts among
hydrophobic monomers in the FCC lattice. Then the CPSP output is given as
input to a simulated annealing-based local search procedure which employs the
pairwise energy function introduced in [7]. The choice of the FCC lattice is mo-
tivated by the fact that it was shown to yield very good approximations of real
protein structures [23]. Also it does not suffer from the bipartiteness of the cubic
lattice, which allows interactions only between amino acids of opposite parity in
the chain. The two-stage optimization introduced in this paper, produces better
conformations with less computational cost than local search alone that starts
with randomly generated initial structures.

This paper is organized as follows. In Section 2 we first give the outline of the
two-stage optimization as well as useful definitions for the detailed illustration of
the method. In Section 3 we present experimental results for benchmarks along
with a discussion. Finally, Section 4 contains the concluding remarks.

2 The Two-Stage Optimization

The approach works in three phases, namely, the sequence conversion, the con-
straint programming and the local search. The sequence conversion phase takes
as input a protein sequence in the 20 letter amino acid alphabet and returns
a converted sequence in the HP model. The resulting sequence consists of two
kinds of amino acids, namely, hydrophobic and polar. Let us denote the input se-
quence as Sorig and the resulting sequence as SHP . The constraint programming
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Fig. 1. An outline of the two-stage optimization

phase is the first stage of optimization and utilizes the CPSP tool HPstruct for
optimal protein structure prediction in the HP model, introduced in [22]. The
input to this tool is a sequence SHP . For each sequence SHP , the tool provides
a set of structures in the FCC lattice with maximal number of H-monomer con-
tacts. Let us denote this set of structures as LHP to distinguish it from a set of
randomly generated structures Lrand. The final phase is the local search, which
is also the second stage of optimization. It employs the simulated annealing algo-
rithm with the pull-moves for triangular lattices and optimizes a more complex
energy function. During this phase, each sequence SHP is converted back to its
original composition Sorig, first. Then, the local search is executed for a number
of iterations with an initial structure from LHP . In the subsections below we
analyze each phase of the approach.

2.1 Sequence Conversion

The conversion of a 20 letter amino acid sequence into an HP sequence utilizes
the approach in [10]. This approach establishes a classification of the 20 amino
acids into hydrophobic and polar as the result of a hierarchical clustering applied
to the Miyazawa-Jernigan [21] pairwise contact values. In Table 1 we give the
classification of amino acids used in the sequence conversion phase.

Table 1. Amino acid classification for sequence conversion

Hydrophobic Polar
C - Cysteine H - Histidine N - Asparagine
F - Phenylalanine A - Alanine D - Aspartic Acid
I - Isoleucine T - Threonine E - Glutamic acid
L - Leucine G - Glycine K - Lysine
M - Methionine P - Proline
V - Valine S - Serine
W - Trytophan Q - Glutamine
Y - Tyrosine R - Arginine
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2.2 Constraint-Based Optimal Structure Prediction in HP-Models

The Constraint-based Protein Structure Prediction (CPSP) approach enables
the calculation of optimal structures in 3D HP-models [22]. Using its implemen-
tation HPstruct [22], we enumerate for a given sequence SHP a representing set
of optimal structures LHP , all showing a compact hydrophobic core and shape.

The CPSP approach utilizes a database of precalculated (sub)optimal H-
monomer placements (H-cores) [5]. These are sequence independent, defined
by the number of H-monomers and the lattice. For a sequence SHP , a self-
avoiding walk describing constraint satisfaction problem is formulated that in
addition constrains the H-monomers of the sequence to a given H-core. Any so-
lution yields an optimal solution of the optimal structure prediction problem [4].
A screen through all appropriate H-cores enables the prediction of all optimal
structures. For details on the CPSP approach see [4].

2.3 Local Search

Simulated annealing was introduced as an optimization tool independently in
[17,8] (see also [1]). The algorithm traverses the space of conformations employ-
ing the pull-move neighborhood relation in triangular lattices [6]. The objective
function to be optimized is the empirical contact potential described in [7], which
is a 20 amino acid pairwise interactions energy function. A logarithmic cooling
schedule is employed which was shown to converge to optimal solutions [14].

(a) (b)

Fig. 2. 1CTF: (a) Structure produced by CPSP tool. (b) Predicted structure by two-
stage optimization.

3 Experiments

Let us now describe the benchmark selection and the protocol we followed in our
experiments. The protocol serves the purpose of a fair performance comparison
between the two-stage optimization presented above and an optimization proce-
dure, based on local search alone. Although the new approach involves the CPSP
tool in addition to local search, in practice the CPSP tool’s runtime is very short
and can be neglected [22]. Thus, the performance of each method depends on
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Table 2. Benchmark sequences from Protein Data Base (PDB) and the derived
HP-sequences

PDB id: 4RXN
length: 54

Sorig : MKKYTCTVCGYIYDPEDGDPDDGVNPGTDFKDIPDDWVCPL
CGVGKDEFEEVEE

SHP : HPPHPHPHHPHHHPPPPPPPPPPHPPPPPHPPHPPPHHHP
HHPHPPPPHPPHPP

PDB id: 1ENH
length: 54

Sorig : RPRTAFSSEQLARLKREFNENRYLTERRRQQLSSELGLNEA
QIKIWFQNKRAKI

SHP : PPPPPHPPPPHPPHPPPHPPPPHHPPPPPPPHPPPHPHPPP
PHPHHHPPPPPPH

PDB id: 4PTI
length: 58

Sorig : RPDFCLEPPYTGPCKARIIRYFYNAKAGLCQTFVYGGCRAKRNNF
KSAEDCMRTCGGA

SHP : PPPHHHPPPHPPPHPPPHHPHHHPPPPPHHPPHHHPPHPPPPPPH
PPPPPHHPPHPPP

PDB id: 2IGD
length: 61

Sorig : MTPAVTTYKLVINGKTLKGETTTKAVDAETAEKAFKQYANDNGVDGVW
TYDDATKTFTVTE

SHP : HPPPHPPHPHHHPPPPHPPPPPPPPHPPPPPPPPHPPHPPPPPHPPHH
PHPPPPPPHPHPP

PDB id: 1YPA
length: 64

Sorig : MKTEWPELVGKAVAAAKKVILQDKPEAQIIVLPVGTIVTMEYRIDRVRLFVD
KLDNIAQVPRVG

SHP : HPPPHPPHHPPPHPPPPPHHHPPPPPPPHHHHPHPPHHPHPHPHPPHPHHHP
PHPPHPPHPPHP

PDB id: 1R69
length: 69

Sorig : SISSRVKSKRIQLGLNQAELAQKVGTTQQSIEQLENGKTKRPRFLPELASALG
VSVDWLLNGTSDSNVR

SHP : PHPPPHPPPPHPHPHPPPPHPPPHPPPPPPHPPHPPPPPPPPPHHPPHPPPH
PHPHPHHHPPPPPPPHP

PDB id: 1CTF
length: 74

Sorig : AAEEKTEFDVILKAAGANKVAVIKAVRGATGLGLKEAKDLVESAPAALKEGVSK
DDAEALKKALEEAGAEVEVK

SHP : PPPPPPPHPHHHPPPPPPPHPHHPPHPPPPPHPHPPPPPHHPPPPPPHPPPHPP
PPPPPHPPPHPPPPPPHPHP

the energy reached, given a limited number of iterations for the local search. In
other words, we examine the performance of simulated annealing with LHP as
the set of initial structures versus its performance with a randomly generated
set of initial structures Lrand.

Table 2 shows the benchmark sequences that we used for our experiments
and their corresponding derived HP sequences. Benchmarks 4RXN, 4PTI, 1R69
and 1CTF are taken from [7]. In [7], the authors show that the empirical contact
potential we employ in our approach, is able to discriminate the native structures
of these 4 benchmarks. Benchmarks 1ENH, 2IGD and 1YPA are taken from [11].

For each protein sequence we performed 10 independent local search runs
starting with random initial structures (Lrand). Then we performed 10 inde-
pendent runs for the two-stage approach where the initial structures for the
local search phase are taken from the CPSP tool HPstruct, namely, the set of
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Table 3. Comparison between the two-stage optimization and the local search alone

PDB id. Length Method Avg S.E. Avg F.E. B.E. Avg It.

4RXN 54 SA-only -2.405 -161.625 -165.401 1,019,588
2-stage -140.377 -164.483 -167.781 816,844

1ENH 54 SA-only -2.395 -149.456 -152.747 926,785
2-stage -127.347 -151.36 -153.098 904,368

4PTI 58
SA-only -3.4799 -208.969 -215.698 1,056,287
2-stage -179.196 -210.357 -212.500 652,600

2IGD 61
SA-only -2.5611 -178.941 -180.893 1,160,557
2-stage -163.201 -182.564 -183.205 706,773

1YPA 64
SA-only -3.1447 -252.556 -256.017 1,004,750
2-stage -236.895 -256.504 -257.81 1,142,827

1R69 69
SA-only -3.055 -202.338 -215.166 1,073,051
2-stage -188.966 -216.708 -219.402 1,001,264

1CTF 74
SA-only -1.804 -221.713 -228.921 1,176,490
2-stage -176.088 -231.225 -233.86 1,043,517

Avg S.E. - Average Start Energy
Avg F.E. - Average Final Energy
B.E. - Best Energy Observed
Avg It. - Average Iterations

structures LHP . The number of initial structures in LHP per benchmark was
limited to 10 by setting approprietly the argument -maxSol for HPstruct. Each
structure was used to initialize an independent run of simulated annealing for
the two-stage approach. The initial temperature for simulated annealing in both
approaches was set equal to D ∗ ln(2), where D is an estimation for the max-
imum depth of local minima of the underlying energy landscape. In a similar
fashion to [3], D was set equal to n2/3/c, where n is the sequence length and c
was chosen to be 1.5. Moreover, the maximum number of iterations of each run
in local search phase was limited to 1,500,000 for both approaches.

In Table 3, for each protein sequence, the first row corresponds to the results
observed from local search alone, whereas the second row corresponds to the
results observed from the two-stage optimization. Figure 2 shows the best initial
structure provided by the CPSP tools and the best structure obtained by the
two-stage optimization for benchmark 1CTF.

As we can see in Table 3, the average energy of LHP structures for the empir-
ical contact potential is up to two orders of magnitude lower than the average
energy of Lrand structures. We observe that, given the same maximum iteration
limit to both approaches, the two-stage optimization always leads to conforma-
tions of lower energy on average compared to simulated annealing alone. Also,
the two-stage optimization reached lower best energy conformations within the
time limit for all benchmarks except 4PTI. Moreover, it requires on average
less number of iterations to produce conformations within the average final en-
ergy level, except for benchmark 1YPA. In general, the two-stage optimization
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approach outperforms simulated annealing alone, since it reaches better final
conformations in fewer iterations for the majority of benchmarks.

4 Conclusions

In this paper we introduced a two-stage optimization approach for protein folding
simulation which combines the advantages of Constraint-based Protein Structure
Prediction (CPSP) and local search. CPSP is very efficient for the HP model
but computationally infeasible for a 20 amino acid pairwise interactions energy
function. At the same time, local search methods are applicable to the problem,
despite the considerable amount of computational effort required. Experimen-
tal results with PDB sequences show that the CPSP tool HPstruct produces
compact structures, whose energy for the pairwise energy function is up to two
orders of magnitude better than the energy of a randomly generated structure.
Further experimentation with a simulated annealing-based local search proce-
dure starting from these compact structures, shows that better structures are
obtained in fewer iterations compared to simulated annealing with a random
initialization. Hence, the proposed two-stage optimization outperforms a local
search procedure based on simulated annealing alone.
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Abstract. Genetic operators are primarily search operators in Evolution Strate-
gies (ES). In fact, there are two important issues in the evolution process of the 
genetic search: exploration and exploitation. The analysis of  the impact of the 
genetic operators in ES shows that the Classical Evolution Strategies (CES) re-
lies on Gaussian mutation, whereas Fast Evolution Strategies (FES) selects 
Cauchy distribution as the primary mutation operator. With the analysis of the 
basic genetic operators of ES as well as their performances on a number of 
benchmark problems, this paper proposes an Improved Fast ES (IFES) which 
applies the search direction of global optimization into mutation operation to 
guide evolution process convergence, thus making the process quicker. 

Extensive empirical studies have been carried out to evaluate the perform-
ances of IFES, FES and CES. The experimental results obtained from four 
widely used test functions show that IFES outperforms both FES and CES. It is 
therefore concluded that it is important to strike a balance between exploration 
and exploitation. 

Keywords: Search Direction Mutations, Evolution Strategies, Exploration and 
Exploitation. 

1   Introduction 

Evolutionary Algorithms (EAs) are a powerful stochastic search and optimization 
technique based on the mechanism of natural evolution. It is applicable to a wide 
range of problems for which little prior knowledge is available. Genetic operators 
play an important role in EAs. In general, an abstract task which is to be accom-
plished by EAs can be perceived as a search through a space of potential solution. 
Since usually we are following “the best” solution, we can view this task as an opti-
mization process. For large search spaces, the methods of EAs are more sufficient 
than the classical exhaustive methods; they are stochastic algorithms whose search 
methods model some natural phenomena: genetic inheritance and Darwinian strife for 
survival [9]. The best known techniques in the class of EAs are Genetic Algorithms 
(GAs), Evolution Strategies (ESs), Evolutionary Programming (EP), and Genetic 
Programming (GP).  

The Classical ES and Classical EP fist use a Gaussian mutation to generate new 
offspring and then use the deterministic selection to test them. There has been lots of 
work on different selection schemes for ES [1]. However work on mutations has been 
concentrated on self adaptation [2, 3] rather than new operators. Gaussian mutations 
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seemed to be the only choice [2, 3]. Recently, Cauchy mutation has been proposed as 
a very promising search operator due to its higher probability of making long jumps 
[4, 5, 6]. However in [4, 5, 7] a fast EP and a fast ES based on Cauchy mutation were 
proposed. 

It seems that there are two important issues in the evolution process of the genetic 
search: exploration and exploitation. Exploration is the creation of population diver-
sity by exploring the search space; exploitation is the reduction of the diversity by 
focusing on the individuals of higher fitness, in other words, exploiting the fitness 
information (or knowledge) represented within the population. These factors are 
strongly related: an increase in the exploitation decreases the diversity of the popula-
tion or the exploration, and vice versa. In other words, strong exploitation “supports” 
the premature convergence of the genetic search, but has excellent ability to tune 
solutions when they are near optima; a weak exploitation can make the genetic search 
ineffective, because exploration is lack of the power to improve the solution quality.  

Based on the optimization theory, there are two important factors: search direction 
and search step size to affect the performance of the search algorithms.  When the 
search points are far away from the global optimum in the initial search stages, in-
creasing the search step size will increase the probability of escaping from a local 
optimum, and if the search direction is correct, it also has higher probability to reach 
the global optimum. On the other hand, with the progress of search, the current search 
points are likely to move closer and closer towards a global optimum. So it is neces-
sary to restrict the step size in the later stages. However, it is hard to know in advance 
whether the search points are far from the global optimum. Unfortunately, the prob-
ability that a randomly generated initial population is very close to a global optimum 
is quite small in practice. It certainly worth enlarging the search step size in the early 
stages when we use EAs. In the final stages, the population of EAs tends to converge, 
and the step size tends to be reduced. 

The rest of this paper is organized as follows. Section 2 formulates the global func-
tion optimization problem considered in this paper and describes the implementation 
of CES and FES. Section 3 analyzes the impact of the genetic operators on the explo-
ration-exploitation tradeoff. Section 4 describes the implementation of VFES.  
Section 5 presents some discusses the experimental results. Finally, section 6  
concludes with some discussions. 

2   Function Optimization by Classical and Fast Evolution 
Strategies 

A global minimization problem can be formalized as a pair (S, f), where S ⊆  R
n

is 

a bounded set on R
n

and f: S a R is an n-dimensional real-valued function. The 

problem is to find a point x min  ∈S such that f(x min ) is a global minimum on S. More 

specifically, it is required to find an x min  ∈S such that )()(: min xfxfSx ≤∈∀ , 
Where f does not need to be continuous but, it must be bounded. This paper only 
considers unconstrained function optimization.  
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2.1   Classical Evolution Strategies 

According to the description by Bäck and Schwefel [7], in this study (µ,λ)-CES is 
implemented as follows: 

1. Generate the initial population of μindividuals, and set k=1. Each individual 

is taken as a pair of real-valued vectors, ( ) { }µη ,...,2,1,, ∈∀ix ii , where 

ix ’s are variables and iη ’s are standard deviations for Gaussian mutations 

(also known as strategy parameters in self-adaptive evolutionary algorithms). 

2. Evaluate the fitness score for each individual ( ) { }µη ,...,2,1,, ∈∀ix ii , of the 

population based on the objective function, )( ixf . 

3. Each parent ( ) { }µη ,...,2,1,, ∈∀ix ii , creates λ/µ offspring on average, so 

that a totalλ offspring are generated: for i=1,…, µ , j=1,…,n, and k=1,…, λ, 

kx ’(j)= ix (j)+ iη (j) N (0,1)                                 (2.1) 

  kη ’(j)= iη  (j)exp(τ’N(0,1)+ τN j (0,1) )                     (2.2) 

Where ix (j), kx ’(j),  iη (j) and kη ’(j) denote the j-th component of the vec-

tors ix , kx ’,  iη and kη ’, respectively. N(0,1) denote a normally distributed 

one-dimensional random number with mean 0 and standard deviation 1. 

N j (0,1) indicates that a new random number is generated for each value of j. 

The τ and τ’ are commonly set to 
1

2
−

⎟
⎠
⎞⎜

⎝
⎛ n and ( ) 1

2
−

n  [7,8]. 

4. Calculate the fitness of each offspring { }λη ,...,2,1,, ∈∀⎟
⎠
⎞⎜

⎝
⎛ ′′ ix ii . 

5. Sort offspring { }λη ,...,2,1,, ∈∀⎟
⎠
⎞⎜

⎝
⎛ ′′ ix ii  in a non-descending order accord-

ing to their fitness values, and selection the µ best offspring out of λ to be  
parents of the next generation. 

6. Stop if the stopping criterion is satisfied; otherwise, k=k+1 and go to Step 3. 

2.2   Fast Evolution Strategies  

The one-dimensional Cauchy density function centered at the origin is defined by: 

              ∞<<∞−
+

= x
xt

t
xft ,

1
)(

2π      
              (2.3) 

where t>0 is a scale parameter. The corresponding distribution function is  

)arctan(
1

2

1
)(

t

x
xFt π

+= . 
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The FES studied in this paper is exactly the same as CES described in last section 
except for Eq. (2.1) which is replace by the following [6]: 

        ix ’(j)= ix (j)+ iη (j) σ j                                   (2.4) 

Where σ j  is a Cauchy random variable with the scale parameter t=1, and is gener-

ated anew for each value of j. It is worth indicating that we leave Eq.(2.2) unchanged 
in FES in order to keep our modification of CES to a minimum. It is also easy to in-
vestigate the impact of the Cauchy mutation on ES when other parameters are kept 
the same. 

3   Analysis the Impact of the Genetic Operators in ES 

Evolution Algorithms (EAs) is a class of direct probabilistic search algorithm based 
on the model of organic evolution. In general, all EAs are characterized by the fact 
that they work on a population of individuals, each of which represents a search point 
in the space of potential solutions to a given optimization problem. The population 
undergoes subsequent modification steps by means of randomized genetic operators 
that are intended to model recombination (or crossover in GAs), mutation, and selec-
tion. The allocation of responsibilities to the genetic operators is relatively well un-
derstood: Mutation introduces innovations into the population, recombination changes 
the context of already available, useful information, and selection directs the search 
towards promising regions of the search space. Acting together, mutation and recom-
bination explore the search space while selection exploits the information represented 
within the population. Next we will analyze the impact of these different genetic op-
erators or various designs of any genetic operator on the balance between exploration 
and exploitation. 

3.1   The Impact of Selection Operators 

The selection operator uses the fitness information to favor individuals of higher qual-
ity to transfer their information to the next generation of the evolution process. It pro-
vides a mechanism to affect this balance towards exploitation—by increasing emphasis 
on the better individuals; or towards exploration—by providing similar chances to 
survive even for worse individuals. Informally, the term selective pressure is widely 
used to characterize the strong (high selective pressure) or the weak (small selective 
pressure) emphasis of selection on the best individuals. Selection operators guide  
individuals towards the better solutions according to the better search directions.  

3.2   The Impact of Crossover Operators 

The crossover operator usually destroys the links between parents and children. In 
other words, this operator focuses more on exploration but less on exploitation. When 
the population is almost with the same pattern, the crossover operator is lack of the 
power to improve the solution quality. The different crossover operators are analyzed 
in terms of crossover point. Under certain conditions a multi-point crossover is better 
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in exploration than a one-point one, because increasing the number of crossover point 
will increase crossover’s search step size. 

3.3   The Impact of Mutation Operators 

Like crossover, the term step size is used to characterize the different mutation opera-
tors. This is probably due to the fact that the large search step size mutation operator 
can more easily generate offspring that are quite distant from their parents occasion-
ally, and thus more easily escape from local minima as compared with the small 
search step size mutation operator. On the other hand, the small search step size muta-
tion operator could lead to finer local search. 

4   An Improved Fast Evolution Strategies 

Generally, Cauchy mutation performs better when the current search point is away 
from the global minimum, while Gaussian mutation is better at finding a local opti-
mum in a given region. It would be ideal if Cauchy mutation is used when search 
points are far away from the global optimum and Gaussian mutation is adopted when 
search points are in the neighborhood of the global optimum. Unfortunately, the 
global optimum is usually unknown in practice, making the ideal switch from 
Cauchy to Gaussian mutation very difficult. Self-adaptive Gaussian mutation 
[7,2,9,15,16] is an excellent technique to partially address the problem. That is, the 
evolutionary algorithm itself will learn when to “switch” from one step size to an-
other. However, there is room for further improvement to self-adaptive algorithms 
like CES or even FES. 

In this section, we propose an improved FES (IFES) base on mixing (rather than 
switching) different mutation operators. The idea is to mix different search biases of 
Cauchy and Gaussian mutation. The implementation of IFES is very simple. It differs 
from FES and CES only in Step 3 of the algorithm described in Section 2.1. Instead of 
using Eq. (2.1) (for CES) or Eq. (2.4) (for FES) alone, IFES generates two offspring 
from each parent, one by Cauchy mutation and the other by Gaussian. The better one 
is then chosen as the offspring. The rest of the algorithm is exactly the same as FES 
and CES. Chellapilla [10] has presented some more results on comparing different 
mutation operators in EP. 

We define a Boolean function “better” as： 

better (X1, X2) ＝
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If better (X1, X2) is TRUE, this means that the individual X1 is “better” than the indi-
vidual X2.  
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The new algorithm can now be described as follows: 

Begin 

initialize P ＝ {Z1,Z2,…,ZN };   Zi∈
*D ; 

t := 0； 
Zbest  ＝  )(arg

1 iZfMin
Ni≤≤

； 

Zworst ＝ )(arg
1 iZfMax

Ni≤≤
； 

while not abs ( F (Zbest) – F (Zworst)) ≤ε do 
select randomly M  points Z1′, Z2′,…, ZM ′from P to form the subspace 

V; 

select s points randomly *
1Z , *

2Z … *
sZ  from V;   

for i=1,…s  do 
      for j=1,…p+q  do 

*
GiZ (j) := *

iZ (j)+ iσ (j)N j (0, 1) 

*
CiZ (j) := *

iZ (j)+ iσ (j)C j (1) 

iσ (j) := iσ (j)exp( ))1,0(')1,0( jNN ττ +  

                            endfor 

if  better( *
GiZ , *

CiZ )  

then   :   else   : *'**'*
CiiGii ZZZZ == ; 

endfor 
Z′= )(arg

1 iZfMin
Ni≤≤

 ； 

if  better (Z′, Z worst)   then  Zworst  := Z′； 
t := t + 1;  

Zbest  ＝ )(arg
1 iZfMin

Ni≤≤
； 

Zworst ＝ )(arg
1 iZfMax

Ni≤≤
； 

if abs (f(Zbest)- f (Zworst)) ≤η .and.  M ≥3  then 
          M := M -1； 

endwhile 
output t , Zbest , f(Zbest) ； 

end 

Where *
GiZ (j), *

CiZ (j) and iσ (j) denote the j-th component of the vectors *
GiZ , *

CiZ  

and iσ , respectively. N(0,1) denotes a normally distributed one-dimensional random 

number with mean zero and standard deviation one. N j (0, 1) indicates that the Gaus-

sian random number  is generated anew for each value of j. C j (1) denotes a Cauchy 

distributed one-dimensional random number with t=1.  



152 G. Lin, X. Lu, and L. Kang 

 

The factors τ  and 'τ  have commonly set to 
1

)(2
−

⎟
⎠
⎞⎜

⎝
⎛ + qp  and ( ) 1

)(2
−

+ qp . 

The new algorithm has the two important features: 

(1) This algorithm is an ergodicity search. During the random search of the sub-
space, we employ a “non-convex combination” approach, that is, the coefficients ai of 

Z’=∑
=

m

i
ii Za

1

' are random numbers in the interval [-0.5，1.5].  This ensures a non-zero 

probability that any point in the solution space is searched. This ergodicity of the 
algorithm ensures that the optimum is not ignored. 

(2) The monotonic fitness decrease of the population (when the minimum is re-
quired). Each iteration (t→t+1) of the algorithm discards only the individual having 
the worst fitness in the population. This ensures a monotonically decreasing trend of 
the values of objective function of the population, which ensures that each individual 
of the population will reach the optimum.  

5   Experimental Studies 
In order to further explain the impact, we have studied some functions by our research 
on ESs.  

Also we drew some conclusions from the results of the comparison of the different 
genetic operators. The following sets of functions were studied: 
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A typical ES utilizes Guassian mutation as the primary search operator. That 
means the variance is generated by normal (Gaussian) distribution. In order to com-
pare, we adopt another mutation operator: Cauchy mutation. That mutation operator 
means the variance is generated by Cauchy distribution (obtained by a variable of 
normal distribution divided by another variable of normal distribution). Clearly, the 
search step size of Cauchy mutation is larger than the one of Gaussian mutation. In 
order to avoid the above case of F2 , we design an improved algorithm called the 

improved FES(IFES) and the original ESs with Gaussian mutation is called GES. 
IFES generates two offspring from each parent, one by Cauchy mutation and the other 
by Gaussian mutation. The better one is then chosen as the offspring. In this study, the 
number of parent is 10, the number of descendants is 100, the selection operator is (µ, 
λ) selection, the recombination operator is discrete recombination of pairs of parents. 
The following table shows the results of the studies, taken over 20 trials for each 
function respectively. 

Table 1. Comparison between IFES and FES on
 
F1 - F4 . All results have been averaged  

over 20 runs, where “Mean Best” indicates the mean best function values found in the last 
generation. 

Function No. of 
Gen. 

IFES 
Mean Best      

FES 
Mean Best       

F1  50 -295.43          -290.35          

F2  50 2.43239e-06   0.362848       

F3  50 2.73408e-12   8.78729e-12  

F4  50 1.72527e-11   5.13986e-10  

 
From above table, we can see that the improved algorithm (IFES) can gain effi-

ciencies for every function somewhat, especially for F2 .  

6   Conclusion 

Except genetic operators, there are other strategy parameters to impact on the balance. 
For example, the population size also has impact on the diversity of the population, so 
it can impact the balance as well. Also we can change the object function by increas-
ing or decreasing penalty coefficients for violated constraints to strike the tradeoff.  
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As EAs implement the idea of evolution, and as evolution itself must have evolved 
to reach its current state of sophistication, it is natural to expect adaptation to be used 
in not only for finding solutions to a problem, but also for tuning the algorithm to 
strike the balance for efficiency. In EAs, not only do we need to choose the algorithm, 
representation and operators for the problem, but we also need to choose parameter 
values and operator probabilities for the evolutionary algorithm, so that the algorithm 
will find the solution finally and, what is also important, find it efficiently. Research-
ers have used various ways of finding good values for the strategy parameters to 
strike the balance between exploration and exploitation, as these can significantly 
affect the performance of the algorithm. They tried to modify the values of strategy 
parameters during the run of the algorithm; it is possible to do this by using some 
(possibly heuristic) rule (deterministic) [11], by taking feedback from the current state 
of the search (adaptive), for example, Rechenberg’s ‘1/5 success rule’, or by employ-
ing some self-adaptive mechanism [12]. Clearly, by changing these values while the 
algorithm is searching for the solution of the problem, further efficiencies can be 
gained. 

Evolutionary Computation can solve many large search space problems that the 
traditional methods cannot handle. But if we want to make the Evolutionary Algo-
rithms more efficient, we must handle this problem from the main part of EC: Genetic 
Search. By analyzing the evolution progress of genetic search, we find two factors 
that impact the behavior or the performance of EAs: Exploration and Exploitation. 
Through the analysis of genetic operators and discussion of implementation, we can 
conclude that in the early stage of the EA, we’d better focus on exploration, because it 
can avoid the local optimum and premature convergence; in the later stage of the EA, 
we have to emphasize on exploitation, for its ability to improve the solution quality. 
Once the balance between the two factors is struck, further efficiencies of EAs can be 
gained. 
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Abstract. Genetic algorithms (GAs) have the inherent nature of parallel search. 
With the advantage of the computing power of PCs, GA computing 
environment can be shifted from a single machine to Internet. Topology, the 
organization of the peers, as well as their dynamic change and maintaining 
mechanisms, is important to organize an efficient and stable topological 
structure. A new topology is proposed in this paper to create a hybrid structure 
for large scale of peers. The whole structure is divided into two layers. The 
upper part is composed by super nodes, while the lower part is composed by the 
ordinary nodes. Testing shows that it is good for maintaining the platform stable 
and scalable. 

Keywords: peer-to-peer network, topology, super node, ordinary node. 

1   Introduction 

Genetic algorithms (GAs) have been demonstrated to be an effective problem-solving 
tool. The evolutionary process has the inherent nature of parallel search. There is an 
approach of reducing computational workload is to develop a GA computing 
platform, which is running in many PCs over network. Paper [1] brings forward a 
layered architecture for this job by K.C. Tan and M.L. Wang, etc. However, how to 
organize the topology is not clearly defined. 

For the advantages of non-centralization, scalability, robustness, load balancing, 
and etc, P2P [2] technology has become more and more popular. With the 
advancement of hardware and network, end nodes which are considered at the edge of 
Internet have better performance and bigger bandwidth. As end nodes wish and have 
ability to share resources, the traditional Client/Server (C/S) model is challenged by 
the Peer-to-Peer (P2P) model. End nodes are organized in application layer of 
Internet, which forms the overlay network.  

1.1   Related Works 

We can divide P2P overlay network into four modules according to their topology, 
which are centralized topology, decentralized unstructured topology, decentralized 
structured topology, and partially decentralized topology. 
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The biggest advantage of centralized topology is simple maintaining and efficient 
discovery. Because resources discovery depends on centralized catalog system, the 
algorithm is effective and supporting complex inquiry. The most major problem is 
similar to the traditional client/server structure, which is easy to result in the server 
breakdown, situation of visiting hotspot. 

The distributed unstructured model distributes the resources in each peer. There is 
no centralized server, and every peer in the network is equally. Its disadvantage is that 
in order to search some resources, the request packets may pass through the entire 
network or at least a very great scope. 

Distributed Hash Table, called DHT [3] for short, is actually an enormous hash 
table maintained by a large number of peers in a wide area. Peers will dynamic join 
and leave DHT structure adaptively, and it has the advantages of scalability, 
robustness, uniform distribution of node ID, and self-organizing capacity. The biggest 
problem is that maintenance of DHT is complex, especially when peers join and leave 
frequently, it will greatly increase the cost of maintenance. Another problem is that 
DHT only supports precise search, but not complex enquiries based on content or 
semantic. 

Hybrid topology [4], is also called partially decentralized topology, is a balance of 
centralized structure and distributed structure, utilizing both of their merit. The 
advantages of this model is that compared to distributed model, it will reduce inquiry 
packets from dissemination, and compared to centralized model, it will reduce the 
influence of failure in the centre node. The main disadvantage is that it is difficult to 
partition super peer and ordinary peer [5]. Besides, the two kinds of peers are not easy 
to manage. 

1.2   Contribution of This Work 

Even though the hybrid model is popular currently, it also faces the following 
drawback: 1. How to judge peers’ service ability and partition SN and ON rationally; 
2. How to manage peers on upper layer, locating near neighbors fast, and avoiding 
isolated peers; 3. How to reduce churning of peers on lower layer when peers leaving 
on upper layer; 4. How to reduce searching packets from flooding in the network, 
improving search efficiency. 

This paper introduces a novel hybrid topology, which is as follows: 1. Ring based 
topology of super peers, providing fast search of neighbors and avoiding isolated 
peers; 2. Ordinary peers will maintain backup father nodes, reducing churning when 
some father nodes leave; 3. Based on peers’ value of relative ability, partitioning SN 
and ON according to the size of peers’ number, balancing the system’s load as far as 
possible. 

2   Design of Overlay 

2.1   System Overview 

The overall topology adopts the popular two-tier structure, as shown in Figure 1. The 
upper layer is composed by those peers with strong power, called super node (SN for 
short), while the lower layer is composed by the others, called ordinary node (ON for 
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short). The hierarchical structure not only reduces the size of distributed peers on 
upper tier, but also disperses pressure of the central peers. It integrates the advantages 
of central and distributed structure. 

 

Fig. 1. Overlay Topology 

Neighbor peers of super node are organized as a serial of rings based on delay. On 
the one hand, it is used for searching low delay neighbors, and on the other hand it 
avoids isolated node group from keeping sampling neighbor peers of delay in every 
interval. 

Besides, there is also a distributed hash table (called DHT for short) for managing 
all super nodes. It is used for searching precise resources. It can find the specified 
resource within Log(n) hops in a DHT network of n nodes. This mechanism is a 
supplement of the searching strategy. It not only avoids the searching packets from 
flooding over the entire network, but also ensures scarce resources to be found with 
high probability. 

The management of ONs is like centralized approach. Every ON should connect to 
a SN, and only keeps the relation with its father nodes. This structure will take low 
overhead of ONs, because they need neither maintain neighbor peers, nor manage 
resources, and most of this work is done by their father SNs. 

2.2   Super Node Structure 

Each SN will maintain a certain number of neighbor nodes, and each node is placed in 
a specified ring according to the delay, as is shown in Figure 2. 

Peer A will randomly select some neighbors such as peer B from each ring 
periodically. Then A will send B a packet containing some other peers from its rings. 

When peer B receives the packet from peer A, it will measure the delay with A and 
all the peers in the packet, and then add new peers in its rings, or update the old peers’ 
delay. 

This ring structure is different from former methods that only maintaining the near 
neighbor. It improves the coverage of each node. In the search process, it reduces the 
frequency of communication between peers effectively, reducing system load too. On 
neighbor’s discovery mechanism, we use Gossip protocol [6]. 
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Fig. 2. Maintenance of ring structure 

2.3   Ordinary Node Organization 

ONs are on the lower layer of the system, because of their weak service capability, 
they only maintain their own resources, and don’t transmit packets for other peers. 
This will not only reduce the radius of the entire network, increase search coverage, 
but also balance performance of all peers, improve efficiency of the whole system. 

Every ON must connect to a SN, taking the SN as its father node, and the SN will 
process most of its request, including searching for neighboring nodes, publishing 
resources, searching resources, and so on. Therefore, the upper SN nodes are 
important to the lower ONs. If father node leaves, and the ON can’t quickly find 
another father node to replace the former one, it will make the ON instability. So how 
to manage the ONs effectively is very important for the users on this layer. 

3   Performance Evaluations 

Test environment is shown in Table 1. The network environment is LAN. There is 
one Bootstrap server, one Landmark server, and 120 client peers. 

Table 1. Test Environment 

Node OS CPU Memory Bandwidth 
Bootstrap 
server 

Red Hat9.0 P4 2.4G Hz 1GB 100Mbps 

Landmark 
server 

Windows XP Celeron(R) 
1.70G Hz 

256MB 100Mbps 

Client peer Windows XP Athlon(tm) 
XP 2500+ 

512MB 100Mbps 

… … … … … 
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3.1   Neighbor Distribution 

Figure 3 shows SNs’ number of neighbors in their rings and ONs’ number of father 
nodes. 
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Fig. 3. Distribution of neighbor/father nodes 

Because we limit the maximum number of SN’s neighbors is 20, we can see from 
the figure that they are almost between 17 and 20, indicating the efficient and stable 
structure of neighbor peers in the system. 

In addition, as can be seen from the figure, almost all the number of ONs’ father 
nodes is 3, because we assign a primary father node and two backup father nodes to 
an ON. When an ON logins successfully, it will fetch information of other SNs from 
its primary father node. So the peers on the lower layer will not be jittering by the 
departure of peers on the upper layer. 
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Fig. 4. Distribution of value of actual/relative ability 
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3.2   SN/ON Partition 

The partition of SN and ON is according to their service ability. Our goal is that those 
peers with high value of ability act as SN, and those with low value of ability act as 
ON. Besides, the proportion of SN and ON should be controllable, avoiding 
imbalance for peers dynamic joining and leaving. 

Figure 4 shows the distribution of peers’ value of actual ability and value of 
relative ability namely random number. 

4   Conclusion 

This paper proposes a new P2P topology based on current existing mode for GA 
distributed computing environment. The whole structure is divided into two layers, 
and the upper part is composed by those peers with strong power, called super nodes, 
while the lower part is composed by the others, called ordinary nodes. Testing shows 
that it is good for maintaining the platform stable and scalable, as well as processing 
joining and leaving of the peers. Besides, it improves the system’s load balancing. 

However, there are still some thorough problems to be solved. For example, how to 
figure out the upper limit of neighbors on SN is a question that should be solved 
according to actual network environment. Moreover, the choice of Landmark servers 
in large-scale environment is also difficult to determine. 

In the near future, we will shift some implementation of GA, such as TSP problem, 
to this overlay network.  
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Abstract. This paper discusses shunting inhibitory cellular neural net-
works (SICNNs) with time-varying and distributed delays. It introduces
the establishment of some new suffcient conditions for the existence and
exponential stability of the almost periodic solutions without assuming the
global Lipschitz conditions of activation functions. Finally, it presents a nu-
merical example to demonstrate the effectiveness of the obtained result.

Keywords: Almost periodic, Shunting inhibitory cellular neural net-
works, Stability.

1 Introduction

Recently, the dynamical behaviors of almost periodic solutions for shunting in-
hibitory cellular neural networks (SICNNs) have been extensively studied (see
[1−11]), due to SICNNs have been extensively applied in psychophysics, speech,
perception, robotics, adaptive pattern recognition, vision, and image processing.
Many important results have been established and successfully applied to sig-
nal processing, pattern recognition, associative memories, and so on. However,
in the existing literatures (see [1 − 3, 5 − 9]), almost all results on the stabil-
ity of almost periodic solutions for SICNNs are obtained under global Lipschitz
neuron activations. When neuron activation functions do not satisfy global Lip-
schitz conditions, people want to know whether the SICNNs is stable. In prac-
tical engineering applications, people also need to present new neural networks.
Therefore, developing a new class of SICNNs without global Lipschitz neuron
activation functions and giving the conditions of the stability of new SICNNs
are very interesting and valuable.

Consider the following SICNNs with time-varying and distributed delays:

x′
ij(t) = − aij(t)xij(t) −

∑
Ckl∈Nr(i,j)

Ckl
ij (t)f(xkl(t − τ(t)))xij (t)

−
∑

Ckl∈Nq(i,j)

Bkl
ij (t)

∫ ∞

0
Kij(u)f(xkl(t − u))duxij(t) + Lij(t), (1.1)

Z. Cai et al. (Eds.): ISICA 2009, CCIS 51, pp. 162–170, 2009.
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where i = 1, · · · , m, j = 1, · · · , n, Cij is the cell at the (i, j) position of the
lattice, the r-neighborhood Nr(i, j) of Cij is

Nr(i, j) = {Ckl : max(|k − i| , |l − j|) ≤ r, 1 ≤ k ≤ m, 1 ≤ l ≤ n} ,

Nq(i, j) is similarly specified. xij is the activity of the cell Cij , Lij(t) is the
external input to Cij , aij(t) > 0 is the passive decay rate of the cell activity,
Ckl

ij (t) ≥ 0 and Bkl
ij (t) ≥ 0 are the connections or coupling strengths of postsy-

naptic activity of the cells in Nr(i, j) and Nq(i, j) transmitted to the cell Cij ,
respectively. The activity function f(xkl) is a continuous function representing
the output or firing rate of cell Ckl, and τ(t) ≥ 0 is the transmission delay.

Throughout this paper, we will assume that τ(t) : R → R is an almost periodic
function, and 0 ≤ τ(t) ≤ τ , where τ ≥ 0 is a constant.

Set {xij(t)} = (x11(t), · · · , x1n(t), · · · , xm1(t), · · · , xmn(t)), for ∀x = {xij(t)}
∈ Rm×n, we define the norm ‖x‖ = max

(i,j)
{|xij(t)|}.

Set B = {ϕ | ϕ = {ϕij(t)} = (ϕ11(t), · · · , ϕ1n(t), · · · , ϕm1(t), · · · , ϕmn(t))},
where ϕ is is an almost periodic function on R. For ∀ϕ ∈ B, we define the
norm ‖ϕ‖B = sup

t∈R
‖ϕ(t)‖, then B is a Banach space.

The initial conditions associated with system (1.1) are of the form

xij(s) = ϕij(s), s ∈ (−∞, 0], i = 1, · · · , m, j = 1, · · · , n, (1.2)

where ϕ = {ϕij(t)} ∈ C((−∞, 0], Rm×n).

Definition 1.1. Let k ∈ Z+. A continuous function u : R → Rk is called almost
periodic if for each ε > 0 there exists a constant l(ε) > 0 such that every interval
of length l(ε) contains a number δ with the property that

‖u(t + δ) − u(t)‖ < ε for all t ∈ R.

Definition 1.2. Let x ∈ Rn and Q(t) be a n× n continuous matrix defined on
R. The linear system

x′(t) = Q(t)x(t) (1.3)

is said to admit an exponential dichotomy on R if there exist positive constants
k, α, projection P and the fundamental solution matrix X(t) of (1.3) satisfying∥∥X(t)PX−1(s)

∥∥ ≤ ke−α(t−s) for t ≥ s,∥∥X(t)(I − P )X−1(s)
∥∥ ≤ ke−α(s−t) for t ≤ s.

Lemma 1.1[12]. If the linear system (1.3) admits an exponential dichotomy,
then almost periodic system

x′(t) = Q(t)x(t) + g(t) (1.4)

has a unique almost periodic solution x(t), and

x(t) =
∫ t

−∞
X(t)PX−1(s)g(s)ds −

∫ +∞

t

X(t)(I − P )X−1(s)g(s)ds.
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Lemma 1.2[12]. Let ci(t) be an almost periodic function on R and

M [ci] = lim
T→+∞

1
T

∫ t+T

t

ci(s)ds > 0, i = 1, · · · , n.

Then the linear system x′(t) = diag(−c1(t), · · · ,−cn(t))x(t) admits an exponen-
tial dichotomy on R.

2 Existence of Almost Periodic Solutions

Theorem 2.1. Assume that
(H1) For i = 1, · · · , m, j = 1, · · · , n, the delay kernels Kij : [0,∞) → R are
continuous and integrable, aij , C

kl
ij , Bkl

ij , Lij ∈ B;
(H2) there exists a continuous function L : R+ → R+ such that for each r > 0,

|f(u) − f(v)| ≤ L(r) |u − v| , |u| , |v| ≤ r.

(H3) there exists a constant r0 > 0 such that

D[|f(0)| r0 + L(r0)r2
0 ] + L ≤ r0, D |f(0)| + 2DL(r0)r0 < 1,

where D = max
(i,j)

{

∑
Ckl∈Nr(i,j)

C
kl
ij +

∑
Ckl∈Nq(i,j)

B
kl
ij

∫ ∞
0

|Kij(u)| du

aij

} > 0, L = max
(i,j)

Lij

aij

,

Lij = sup
t∈R

|Lij(t)|, C
kl
ij = sup

t∈R
Ckl

ij (t), B
kl
ij = sup

t∈R
Bkl

ij (t), aij = inf
t∈R

aij (t) > 0.

Then SICNNs (1.1) has a unique almost periodic solution in the region E :=
{ϕ ∈ B : ‖ϕ‖B ≤ r0} .

Proof. For any given ϕ ∈ B, we consider the following almost periodic differ-
ential equation:

x′
ij(t) = − aij(t)xij(t) −

∑
Ckl∈Nr(i,j)

Ckl
ij (t)f(ϕkl(t − τ(t)))ϕij (t)

−
∑

Ckl∈Nq(i,j)

Bkl
ij (t)

∫ ∞

0
Kij(u)f(ϕkl(t − u))duϕij(t) + Lij(t). (2.1)

Then, notice that M [aij ] > 0, from Lemma 1.2, the linear system

x′
ij(t) = −aij(t)xij(t), i = 1, · · · , m, j = 1, · · · , n, (2.2)

admits an exponential dichotomy on R. Thus, by Lemma 1.1, we obtain that
the system (2.1) has exactly one almost periodic solution:

xϕ(t) =
∫ t

−∞
e−

∫
t
s

aij(u)du

(
−

∑
Ckl∈Nr(i,j)

Ckl
ij (s)f(ϕkl(s − τ(s)))ϕij (s)

−
∑

Ckl∈Nq(i,j)

Bkl
ij (s)

∫ ∞

0
Kij(u)f(ϕkl(s − u))duϕij(s) + Lij(s)

)
ds.
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Now, we define a nonlinear operator on B by T (ϕ)(t) = xϕ(t), ∀ϕ ∈ B. Next, we
will prove T (E) ⊂ E. For any given ϕ ∈ E, it suffices to prove that ‖T (ϕ)‖B ≤ r0.
By (H2) and (H3), we have

‖T (ϕ)‖B = sup
t∈R

max
(i,j)

{|
∫ t

−∞
e−

∫
t
s

aij(u)du

(
−

∑
Ckl∈Nr(i,j)

Ckl
ij (s)f(ϕkl(s − τ(s)))ϕij(s)

−
∑

Ckl∈Nq(i,j)

Bkl
ij (s)

∫ ∞

0
Kij(u)f(ϕkl(s − u))duϕij(s) + Lij(s)

)
ds |}

≤ sup
t∈R

max
(i,j)

{|
∫ t

−∞
e−aij(t−s)

( ∑
Ckl∈Nr(i,j)

C
kl

ijf(ϕkl(s − τ(s)))ϕij (s)ds

+
∑

Ckl∈Nq(i,j)

B
kl

ij

∫ ∞

0
Kij(u)f(ϕkl(s − u))duϕij(s)ds

)
|} + max

(i,j)

Lij

aij

≤ sup
t∈R

max
(i,j)

{|
∫ t

−∞
e−aij(t−s)

( ∑
Ckl∈Nr(i,j)

C
kl

ij (|f(0)| + L(r0) | ϕkl(s

− τ(s)) |) |ϕij(s)| ds +
∑

Ckl∈Nq(i,j)

B
kl

ij (|f(0)| + L(r0) |ϕkl(s − τ(s))|)·
∫ ∞

0
|Kij(u)| du |ϕij(s)| ds

)
|} + L

≤ sup
t∈R

max
(i,j)

{|
∫ t

−∞
e−aij(t−s)

( ∑
Ckl∈Nr(i,j)

C
kl

ij (|f(0)| + L(r0)r0)r0ds

+
∑

Ckl∈Nq(i,j)

B
kl

ij (|f(0)| + L(r0)r0)r0

∫ ∞

0
|Kij(u)| duds

)
|} + L

≤ D[|f(0)| r0 + L(r0)r2
0 ] + L ≤ r0.

Therefore, T (E) ⊂ E.
Taking ϕ, ψ ∈ E, combining (H2) and (H3), we deduce that

‖T (ϕ) − T (ψ)‖B = sup
t∈R

‖T (ϕ)(t) − T (ψ)(t)‖

= sup
t∈R

max
(i,j)

{|
∫ t

−∞
e−

∫
t
s

aij(u)du
∑

Ckl∈Nr(i,j)

−Ckl
ij (s)

(
f(ϕkl(s − τ(s)))ϕij(s)

− f(ψkl(s − τ(s)))ψij (s)
)

ds | + |
∫ t

−∞
e−

∫ t
s

aij(u)du
∑

Ckl∈Nq(i,j)

−Bkl
ij (s)·

∫ ∞

0
Kij(u)

(
f(ϕkl(s − u))duϕij(s) − f(ψkl(s − u))duψij(s)

)
ds |}

≤ sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nr(i,j)

C
kl

ij |f(ϕkl(s − τ(s))) || ϕij(s)−ψij(s) | ds}
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+ sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nr(i,j)

C
kl

ij | f(ϕkl(s − τ(s))) − f(ψkl(s

− τ(s))) | · | ψij(s) | ds} + sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nq(i,j)

B
kl

ij ·
∫ ∞

0
| Kij(u)f(ϕkl(s − u))du | · | ϕij(s) − ψij(s) | ds}

+ sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nq(i,j)

B
kl

ij

∫ ∞

0
| Kij(u)

(
f(ϕkl(s − u))

− f(ψkl(s − u))
)

du | · | ψij(s) | ds}

≤ sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nr(i,j)

C
kl

ij (|f(0)| + L(r0)r0)ds} · ‖ϕ − ψ‖B

+ sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nr(i,j)

C
kl

ijL(r0)r0ds} · ‖ϕ − ψ‖B

+ sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nq(i,j)

B
kl

ij (|f(0)| + L(r0)r0)
∫ ∞

0
|Kij(u)| duds}

· ‖ϕ − ψ‖B

+ sup
t∈R

max
(i,j)

{
∫ t

−∞
e−aij(t−s)

∑
Ckl∈Nq(i,j)

B
kl

ijL(r0)r0

∫ ∞

0
|Kij(u)| duds} · ‖ϕ − ψ‖B

≤ D(|f(0)| + L(r0)r0) · ‖ϕ − ψ‖B + DL(r0)r0 · ‖ϕ − ψ‖B

≤ [D |f(0)| + 2DL(r0)r0] · ‖ϕ − ψ‖B < ‖ϕ − ψ‖B

So T is a contraction from E to E. Since E is a closed subset of B, T has a
unique fixed point in E, which means system (1.1) has a unique almost periodic
solution in E.

3 Exponential Stability of the Almost Periodic Solution

Theorem 3.1. Suppose (H1) − (H3) hold, let x∗(t) =
{
x∗

ij(t)
}

be the unique
almost periodic solution of SICNNs (1.1) in the region ‖ϕ‖B ≤ r0. Further we
assume that
(H4) there exists a constant r1 ≥ r0 such that

|f(0)| + L(r0)r0 + L(r1)r1 <
1
D

;

(H5) For i = 1, · · · , m, j = 1, · · · , n, there exists a constant λ0 > 0 such that∫ ∞

0
|Kij(s)| eλ0sds < +∞.
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Then there exists a constant λ > 0 such that for any solution x(t) = {xij(t)} of
SICNNs (1.1) with initial value sup

t∈(−∞,0]
‖ϕ(t)‖ ≤ r1,

‖x(t) − x∗(t)‖ ≤ Me−λt, ∀t > 0,

where M = sup
t∈(−∞,0]

‖ϕ(t) − x∗(t)‖.

Proof. Set

Γij(α) =α − aij +
∑

Ckl∈Nr(i,j)

C
kl

ij (|f(0)|+L(r0)r0 + L(r1)r1e
ατ ) +

∑
Ckl∈Nq(i,j)

B
kl

ij ·

[
(|f(0)| + L(r0)r0)

∫ ∞

0
|Kij(s)| ds + L(r1)r1

∫ ∞

0
|Kij(s)| eαsds

]
where i = 1, · · · , m, j = 1, · · · , n. It is easy to prove that Γij are continuous
functions on [0, λ0]. Moreover, by (H4) and (H5), we have

Γij(0) = − aij +
∑

Ckl∈Nr(i,j)

C
kl

ij

( |f(0)| + L(r0)r0 + L(r1)r1
)

+
∑

Ckl∈Nq(i,j)

B
kl

ij

[ |f(0)| + L(r0)r0 + L(r1)r1
] ∫ ∞

0
|Kij(s)| ds < 0.

Thus, there exists a sufficiently small constant λ > 0 such that

Γij(λ) < 0, i = 1, · · · , m, j = 1, · · · , n. (3.1)

Take ε > 0. Set Zij(t) =
∣∣xij(t) − x∗

ij(t)
∣∣ eλt, i = 1, · · · , m, j = 1, · · · , n. It

follows that: Zij(t) ≤ M < M + ε, ∀ t ∈ (−∞, 0], i = 1, · · · , m, j = 1, · · · , n. In
the following, we will prove that

Zij(t) ≤ M + ε, ∀ t > 0, i = 1, · · · , m, j = 1, · · · , n. (3.2)

If this is not true, then there exist i0 ∈ {1, · · · , m} and j0 ∈ {1, · · · , n} such that

{t > 0 | Zi0j0(t) > M + ε} = ∅. (3.3)

Let

tij =
{

inf {t > 0 | Zij(t) > M + ε} , {t > 0 | Zij(t) > M + ε} = ∅,
+∞, {t > 0 | Zij(t) > M + ε} = ∅.

Then tij > 0 and

Zij(t) ≤ M + ε, ∀ t ∈ (−∞, tij ], i = 1, · · · , m, j = 1, · · · , n. (3.4)

We denote tph = min
(i,j)

tij , where p ∈ {1, · · · , m} and h ∈ {1, · · · , n}. From (3.3),

we have 0 < tph < +∞. It follows from (3.4), we have

Zij(t) ≤ M + ε, ∀ t ∈ (−∞, tph], i = 1, · · · , m, j = 1, · · · , n. (3.5)
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In addition, noticing that tph = inf {t > 0 | Zph(t) > M + ε}, we obtain

Zph(tph) = M + ε, and D+Zph(tph) ≥ 0. (3.6)

Since x(t) and x∗(t) are solutions of Eq.(1.1), combining with (3.5)-(3.6), (H2)
and (H3), we have

0 ≤ D+Zph(tph) = D+[
∣∣xph(t) − x∗

ph(t)
∣∣ eλt] |t=tph

≤ ∣∣xph(tph) − x∗
ph(tph)

∣∣λeλtph − aph

∣∣xph(tph) − x∗
ph(tph)

∣∣ eλtph

+
∑

Ckl∈Nr(p,h)

C
kl

ph | f(xkl(tph − τ(tph)))xph(tph) − f(x∗
kl(tph−τ(tph)))x∗

ph(tph)| ·

eλtph +
∑

Ckl∈Nq(p,h)

B
kl

ph |
∫ ∞

0
Kij(u)f(xkl(tph − u))duxph(tph)

−
∫ ∞

0
Kij(u)f(x∗

kl(tph − u))dux∗
ph(tph) | eλtph

≤ (λ − aph)Zph(tph) +
∑

Ckl∈Nr(p,h)

C
kl

ph | f(x∗
kl(tph − τ(tph))) | · | xph(tph)

− x∗
ph(tph) | eλtph +

∑
Ckl∈Nr(p,h)

C
kl

ph | f(xkl(tph − τ(tph)))

− f(x∗
kl(tph − τ(tph))) | · | xph(tph) | eλtph +

∑
Ckl∈Nq(p,h)

B
kl

ph

∫ ∞

0
|Kij(u)| ·

|f(x∗
kl(tph − u))| du· | xph(tph) − x∗

ph(tph) | eλtph +
∑

Ckl∈Nq(p,h)

B
kl

ph·
∫ ∞

0
|Kij(u)| · | f(xkl(tph − u)) − f(x∗

kl(tph − u)) | du· | xph(tph) | eλtph

≤ (λ − aph)(M + ε) +
∑

Ckl∈Nr(p,h)

C
kl

ph(|f(0)| + L(r0)r0) · Zph(tph)

+
∑

Ckl∈Nr(p,h)

C
kl

phL(r1) |xkl(tph − τ(tph)) − x∗
kl(tph − τ(tph))| ·

eλ(tph−τ(tph))eλτ(tph) · r1 +
∑

Ckl∈Nq(p,h)

B
kl

ph(|f(0)| + L(r0)r0)·
∫ ∞

0
|Kij(u)| du · Zph(tph) +

∑
Ckl∈Nq(p,h)

B
kl

phL(r1)
∫ ∞

0
|Kij(u)| ·

|xkl(tph − u) − x∗
kl(tph − u)| eλ(tph−u)eλudu · r1
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≤ (λ − aph)(M + ε) +
∑

Ckl∈Nr(p,h)

C
kl

ph(|f(0)| + L(r0)r0) · (M + ε)

+
∑

Ckl∈Nr(p,h)

C
kl

phL(r1)r1e
λτ · (M + ε) +

∑
Ckl∈Nq(p,h)

B
kl

ph

( |f(0)|

+ L(r0)r0
) · ∫ ∞

0
|Kij(u)| du · (M + ε)

+
∑

Ckl∈Nq(p,h)

B
kl

phL(r1)r1

∫ ∞

0
|Kij(u)| eλudu · (M + ε)

It follows that:

λ − aph +
∑

Ckl∈Nr(p,h)

C
kl

ph(|f(0)| + L(r0)r0 + L(r1)r1e
λτ ) +

∑
Ckl∈Nq(p,h)

B
kl

ph·

[
(|f(0)| + L(r0)r0)

∫ ∞

0
|Kij(u)| du + L(r1)r1

∫ ∞

0
|Kij(u)| eλudu

] ≥ 0,

that is Γph(λ) ≥ 0. This contradicts with (3.1). Hence, (3.2) holds, i.e.,∣∣xij(t) − x∗
ij(t)

∣∣ eλt = Zij(t) ≤ M + ε, ∀ t > 0, i = 1, · · · , m, j = 1, · · · , n.

Therefore,

‖x(t) − x∗(t)‖ = max
(i,j)

∣∣xij(t) − x∗
ij(t)

∣∣ ≤ (M + ε)e−λt, ∀ t > 0.

Let ε → 0, we get
‖x(t) − x∗(t)‖ ≤ Me−λt, ∀ t > 0.

4 Illustrative Example

Consider SICNNs (1.1) descried by i, j = 1, 2, 3, τ(t) = cos2t, f(x) = x4+1
6 ,

Kij(u) = e−u sin u, aij(t) =

⎛
⎝5 + |sin t| 5 +

∣∣sin√
2t
∣∣ 9 + |sin t|

6 + |sin t| 6 + |sin t| 7 + |sin t|
8 + |sin t| 8 + |sin t| 5 +

∣∣sin√
3t
∣∣
⎞
⎠, Cij(t) =

Bij(t) =
∣∣sin√

3t
∣∣
⎛
⎝ 1

10
3
10

1
2

1
5

1
10

1
5

1
10

1
5

1
10

⎞
⎠, Lij(t) =

⎛
⎜⎝

sin t sin t cos t
sin t+sin

√
2t

2 cos t cos t

cos t cos t+cos
√

3t
2 sin t

⎞
⎟⎠.

Obviously , let L(r) = 2
3r3 and r0 = 1, then we get D ≤ 0.6, L = 0.2, so

D[|f(0)| r0 + L(r0)r2
0 ] + L ≤ 0.7 < 1 = r0, D |f(0)| + 2DL(r0)r0 ≤ 0.81 < 1.

From Theorem 2.1, the system in example has a unique almost periodic solution
in the region ‖ϕ‖B ≤ 1.

Take r1 = 4

√
51
50 , then D[|f(0)| + L(r0)r0 + L(r1)r1] < 1. From Theorem 3.1,

all the solutions with initial value sup
t∈[−1,0]

‖ϕ(t)‖ ≤ r1 converge exponentially to

the unique almost periodic solution in the region ‖ϕ‖B ≤ 1 as t → +∞.
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5 Conclusion

In this paper, some new sufficient conditions are established to ensure the ex-
istence and exponential stability of almost periodic solutions for SICNNs with
time-varying and distributed delays. Since we do not need the neuron activations
to satisfy global Lipschitz conditions, the result in this paper is new, and it is
also valuable in the design of neural networks which is used to solve efficiently
problems arising in practical engineering applications.
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Abstract. Remote sensing image analysis, such as image segmentation, image 
classification and feature extraction, is a very hard task because there are many 
uncertainties in remote sensing and there is not a definite mathematical model 
in remote sensing image data. It is difficult for traditional methods to deal with 
this problem. Therefore, many scholars try to solve the problem by introducing 
computational intelligence techniques to remote sensing image analysis. This 
paper surveys the applications of some computational intelligence techniques in 
remote sensing image analysis, including neural networks, fuzzy systems, evo-
lutionary computation, swarm intelligence, artificial immune systems.  

Keywords: Computational Intelligence, remote sensing image analysis, neural 
networks, fuzzy systems, evolutionary computation, swarm intelligence, artifi-
cial immune systems. 

1   Introduction 

With the rapid development of aerospace technologies, remote sensing sensor tech-
nologies, communication technologies and information technologies, images of the 
earth surface have been obtained more frequently and quickly than before. There-
fore, remote sensing images have significant applications in different areas such as 
land use/land cover, soil investigations, surveys and mapping, crop inventory, de-
tection of crop injury, crop residue evaluation and yield prediction, vegetation 
change, climate studies, assessment of forest resources, examining marine environ-
ments etc. Remote sensing image analysis, especially image segmentation and im-
age classification and feature extraction, is a very important task in the applications 
of remote sensing images. It is very difficult to develop detailed analytical models 
for solving the problems because of complexities and uncertainties in remote sens-
ing images analysis. Therefore, it is necessary to use computational intelligence 
techniques in remote sensing image analysis.  

IEEE Computational Intelligence Society defines its subjects of interest as neural 
networks, fuzzy systems and evolutionary computation, including swarm intelligence. 
The book Computational Intelligence: An Introduction [1] defines computational 
intelligence as “the study of adaptive mechanisms to enable or facilitate intelligence 
behavior in complex and changing environments. As such, the author thinks  
that computational intelligence includes artificial neural networks, evolutionary  
computing, swarm intelligence and fuzzy systems”. Wlodzislaw Duch [2] thinks that 
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computational intelligence studies problems for which there are no effective algo-
rithms, either because it is not possible to formulate them or because they are NP-hard 
and thus not effective in real life applications. The objective of this paper is to intro-
duce the applications of computational intelligence in remote sensing images analysis 
for those experts in remote sensing fields.  

The remainder of the paper is organized as follows: Section 2 introduces the appli-
cation of neural networks in remote sensing image analysis. Section 3 introduces the 
application of fuzzy systems in remote sensing image analysis. Section 4 introduces 
the application of evolutionary computation in remote sensing image analysis. Section 
5 introduces the application of swarm intelligence in remote sensing image analysis. 
Section 6 introduces the application of artificial immune systems in remote sensing 
image analysis. Finally, the conclusion is given in section 7. 

2   Neural Networks  

About the applications of Neural Networks in remote sensing image, there are a very 
good summary in the literature [3] and [4]. Traditional parametric statistical ap-
proaches, such as Parallelepiped, Minimum Distance and Maximum Likelihood,  
depend on the assumption of a multivariate Gaussian distribution for data to be classi-
fied. However, remote sensing image data may not follow the assumed model. One of 
the main advantages of neural networks for classification is that they don’t depend on 
any specific distribution. Neural networks are applied widely in remote sensing image 
because it has the following four abilities [3]: (1) perform more accurately than other 
techniques such as statistical classifiers, particularly when the feature space is com-
plex and the source data has different statistical distributions; (2) perform more rap-
idly than other techniques such as statistical classifiers; (3) incorporate a priori 
knowledge and realistic physical constraints into the analysis; (4) incorporate differ-
ent types of data (include those from different sensors) into the analysis, thus facilitat-
ing synergistic studies. There are some problems in Neural Networks that impact its 
application in remote sensing image analysis. Firstly, it needs large computation time, 
because the “learning process” of the Neural Networks is some sort of “try and error”. 
Secondly, it is not easy to find a good working architecture of the Neural Networks 
for an application, such as which type Neural Networks to choose? How much neu-
ron? How many layers? Thirdly, Convergence to the global minimum of the risk 
function (squared error) can not be guaranteed. That is to say, it may be trapped a 
local minima. Neural network is a black-box system. It may be seen as data trans-
formers. It will produce a corresponding output results when you give it any input. 
But it can not explain why this decision is reached and how reliable it is. Although 
Neural Networks models have some shortcomings, because it can implicitly detect 
complex nonlinear relationships between variables, it is still studied by many scholars 
and is applied in different fields.    

3   Fuzzy Systems 

There are many uncertainties in remote sensing. Uncertainty starts with noisy sensor 
measurements with limited accuracy, degrading signal processing methods for data 
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compression and filtering, ambiguous feature extraction and classification and ends 
with imprecise concepts of land cover and land use classes [5]. Uncertainties involve 
uncertainties of the sensor, uncertainties of image generation, uncertainties of image 
understanding, uncertainties of parameters, uncertainties of model, etc [5] [6]. It is 
natural to apply the principles of fuzzy systems theory in remote sensing image analy-
sis because of these uncertainties in remote sensing. A famous algorithm, Fuzzy C 
Means (FCM) clustering algorithm [7] was proposed in 1984. The FCM algorithm 
can generate fuzzy partitions for any set of numerical data. These partitions are useful 
for corroborating known substructures or suggesting substructure in unexplored data. 
The clustering criterion used to aggregate subsets is a generalized least-squares objec-
tive function. Features of this algorithm include a choice of three norms (Euclidean, 
Diagonal, or Mahalonobis), an adjustable weighting factor that essentially controls 
sensitivity to noise, acceptance of variable numbers of clusters, and outputs that in-
clude several measures of cluster validity. In the paper [8], NEFCLASS, a  
neuro-fuzzy system for the classification of data was presented. NEFCLASS com-
bines Neural Networks and Fuzzy Systems. NEFCLASS uses a supervised learning 
algorithm based on fuzzy error back propagation. It can derive fuzzy rules from data 
to classify patterns into a number of classes. In the paper [9], authors used the NEF-
CLASS algorithm to classify remote sensing images landsat7 ETM+ in the field of 
land cover. In the paper [10], authors did image mining based on the idea of neuro-
fuzzy system for accident prediction in two vehicles scenario. In the paper [11], au-
thor presented a fuzzy supervised classification algorithm for Landsat MSS remote 
sensing images. The algorithm consists of two major steps: the estimate of fuzzy 
parameters from fuzzy training data, and a fuzzy partition of spectral space. Partial 
membership of pixels allows component cover classes of mixed pixels to be identified 
and more accurate statistical parameters to be generated, resulting in higher classifica-
tion accuracy. In the paper [12], authors presented an improved edge detection algo-
rithm of remote sensing images based on fuzzy logic theory and conventional Pal. 
King Algorithm. A hierarchical fuzzy expert system was developed for the remote 
sensing image classification in the paper [13]. In the paper [14], author presented a 
method for improving remote sensing image analysis through fuzzy information rep-
resentation. In the paper [15], authors presented several spatial fuzzy relationships 
based on fuzzy set theory and suggested some potential applications in image seg-
mentation and image retrieval. In the paper [16], authors introduced the application of 
fuzzy theory in remote sensing image classification, including classification methods 
(unsupervised classification, supervised classification, and fuzzy convolution), defini-
tion and verification of the training areas and classification procedure. In the paper 
[17], authors compared three fuzzy knowledge acquisition methods and evaluated 
their classification performances. In the paper [18], authors proposed an object-based 
image classification procedure which is based on fuzzy image-regions instead of crisp  
image-objects. The approach includes three stages: (1) fuzzification in which fuzzy 
image-regions were developed, resulting in a set of images whose digital values ex-
press the degree of membership of each pixel to target land-cover classes; (2) feature 
analysis in which contextual properties of fuzzy image-regions were quantified; and 
(3) defuzzification in which fuzzy image-regions were allocated to target land-cover 
classes. In summary, Fuzzy Systems techniques have obtained great successes in the  
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applications of remote sensing image analysis. The commercial software (eCognition) 
based on the idea of fuzzy systems techniques has been developed [5] and had many 
successful applications. 

4   Evolutionary Computation 

Evolutionary computation comprises genetic algorithms, evolutionary programming, 
evolution strategy, genetic programming, etc. Genetic algorithms are one of the most 
important techniques in the applications of remote sensing images analysis. Genetic 
algorithms are search and optimization algorithms based on natural selection and 
natural genetics [19]. Genetic algorithm is a population-based method, which operates 
on a population of individuals called chromosomes. Each chromosome represents a 
solution to the given problem. Each chromosome is associated with a "fitness" value 
that evaluates the performance of a possible solution the chromosome represents. 
Instead of a single point, genetic algorithms usually keep a set of pints as a popula-
tion, which is then evolved repeatedly toward a better overall fitness value. The 
chromosomes evolve through successive generations and two genetic operators are 
used to produce offspring: crossover and mutation. The resulting offspring update the 
population according to a fittest function. In the paper [20], authors used a genetic 
algorithm to improve an unsupervised MRF-based (Markov Random Field) segmenta-
tion approach for multi-spectral textured images. The proposed hybrid approach has 
the advantage that combines the fast convergence of the MRF-based iterative algo-
rithm and the powerful global exploration of the genetic algorithms. In the paper [21], 
authors used genetic algorithms to handle larger search spaces for finding the optimal 
configuration of the sub-pixels. There are two reasons: (1) It will produce the fraction 
values with a random configuration for every pixel. (2) It is very difficult to enumer-
ate all possible configurations for larger search spaces. In the paper [22], authors used 
a genetic algorithm to do image feature extraction for remote sensing applications. 
Authors described their basis set of primitive image operators, presented their chro-
mosomal representation of a complete algorithm and discussed the choice of evolu-
tionary control parameters. In the paper [23], a genetic-algorithm-based selective 
principal component analysis (GA-SPCA) method was proposed and tested using 
hyperspectral remote sensing data and ground reference data collected within an agri-
cultural field. The proposed method used a global optimizer, the genetic algorithms, 
to select a subset of the original image bands, which first reduced the data dimension. 
A principal component transformation was subsequently applied to the selected 
bands. By extracting features from the resulting eigenimage, the remote sensing data, 
originally high in dimension, would be further reduced to a feature space with one to 
several principal component bands. Subsequent image processing on the reduced 
feature space could thus be performed with improved accuracy. In the paper [24], 
authors used genetic algorithms to obtain the best representative feature for each 
group band, in the sense of maximizing the separability among clusters. In the paper 
[25], supervised color image segmentation using a binary-coded genetic algorithm 
identifying a region in Hue-Saturation-Intensity color space for outdoor field weed 
sensing was successfully implemented. In the paper [26], authors used variable string 
genetic algorithms with chromosome differentiation to design a nonparametric  
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classifier. The classifier is able to evolve automatically the appropriate number of 
hyperplanes efficiently for modeling any kind of class boundaries optimally. It im-
plemented a partition for different land cover regions with complex class boundaries. 
In the paper [27], real-coded variable string length genetic fuzzy clustering with auto-
matic evolution of clusters was used for pixel classification. The cluster centers were 
encoded in the chromosomes, and the Xie–Beni index was used as a measure of the 
validity of the corresponding partition. In the paper [28], a multiobjective optimiza-
tion algorithm was utilized to tackle the problem of fuzzy partitioning where a num-
ber of fuzzy cluster validity indices were simultaneously optimized. The resultant set 
of near-Pareto-optimal solutions contains a number of non-dominated solutions, 
which the user can judge relatively and pick up the most promising one according to 
the problem requirements. Real-coded encoding of the cluster centers was used for 
this purpose.  

5   Swarm Intelligence 

Swarm intelligence comprises particle swarm optimization and ant colony optimiza-
tion. J. Kennedy and R. C. Eberhart brought forward particle swarm optimization 
(PSO) inspired by the choreography of a bird flock in 1995 [29]. Unlike conventional 
evolutionary algorithms, PSO possesses the following characteristics: (1) Each indi-
vidual (or particle) is given a random speed and flows in the decision space; (2) each 
individual has its own memory; (3) the evolutionary of each individual is composed 
of the cooperation and competition among these particles. Since the PSO was pro-
posed, it has been of great concern and become a new research field. PSO has shown 
a high convergence speed in single objective optimization, and it is also particularly 
suitable for multi-objective optimization. In this paper [30], a new coarse-to-fine 
registration framework is proposed. In coarse registration step, Quantum Particle 
Swarm Optimization (QPSO) was used as optimizer to find best rigid parameters. The 
similarity measure is the Mutual Information of whole images. In this paper [31], 
firstly, authors selected the road’s extremities. Secondly, authors calculated the each 
pixel’s road membership value using local road detector in the original SAR images. 
Thirdly, authors used particle swarm optimization to obtain the optimal B-spline con-
trol points from the result of road detection. Finally, according to the optimal B-spline 
control points, authors obtained the B-spline curve that is the result of road extraction. 
In this paper [32], a new method which combines the feature texture knowledge with 
BP neural network trained by PSO was presented. In the paper [33], an image classi-
fication algorithm based on PSO was proposed. The algorithm finds the centroids of a 
user specified number of clusters, where each cluster groups together similar pixels. 
The image classifier has been applied successfully to three types of images to illus-
trate its wide applicability. In the paper [34], authors presented a framework to  
hybridize the rough set theory with PSO. Authors treated image segmentation as a 
clustering problem. Each cluster was modeled with a rough set. PSO was employed to 
tune the threshold and relative importance of upper and lower approximations of  
the rough sets. Davies–Bouldin clustering validity index was used as the fitness func-
tion, which was minimized while arriving at an optimal partitioning. Ant Colony 
Optimization (ACO) algorithm [35] is based on the following model [36]:  
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(1)An ant runs more or less at random around the colony;  
(2)If it discovers a food source, it returns more or less directly to the nest, leaving in 

its path a trail of pheromone;  
(3)These pheromones are attractive, nearby ants will be inclined to follow, more or 

less directly, the track;  
(4)Returning to the colony, these ants will strengthen the route;  
(5)If two routes are possible to reach the same food source, the shorter one will be, in 

the same time, traveled by more ants than the long route will  
(6)The short route will be increasingly enhanced, and therefore become more  

attractive;  
(7)The long route will eventually disappear, pheromones are volatile;  
(8)Eventually, all the ants have determined and therefore "chosen" the shortest route.    

In the paper [37], authors applied ACO algorithm to generate the optimal mask for 
texture classification. In the paper [38], authors used a colony of artificial ant search 
for an optimal labeling of image pixels that maximizes a posteriori probability esti-
mate of the labeling space, then implemented discrete optimization in MRF-based 
image segmentation. In the paper [39] [40], authors proposed an ACO scheme which 
jointly estimates the regularized classification map and the optimal nonstationary 
neighborhood. The ants collect information through the image, from one pixel to the 
others. The choice of the path is a function of the pixel label, favoring paths within 
the same image segment. In the paper [41], authors presented a method based on 
ACO for remote sensing image classification. In the method, authors combined gray 
feature and texture feature to construct feature vector. 

6   Artificial Immune Systems  

The human immune system, which is a complex system of cells, molecules, and or-
gans, symbolizes an identification mechanism capable of perceiving and combating 
dysfunction from our own cells and the action of exogenous infectious microorgan-
isms. This immune system protects the body from infectious agents such as viruses, 
bacteria, fungi, and other parasites. Any molecule that can be recognized by the adap-
tive immune system is known as an antigen. The gamma globulin proteins that are 
used by the immune system to identify and neutralize foreign objects, such as bacteria 
and viruses, are known as antibodies. Antibodies are found in blood or other bodily 
fluids of vertebrates. Artificial immune systems (AIS) are computational systems 
inspired by the principles and processes of the vertebrate immune system. The algo-
rithms typically exploit the immune system's characteristics of learning and memory 
to solve a problem. There are some applications based on AIS in remote sensing im-
age analysis. In the paper [42], AIS was used for aerial image segmentation. In the 
paper [43], an unsupervised artificial immune classifier was proposed and was suc-
cessfully applied for the classification of remote-sensing imagery. In the paper [44], 
an unsupervised classification algorithm based on the paradigm of the nature immune 
systems was designed and implemented. The algorithm was successfully applied for 
classification of multi/hyperspectral remote sensing images. In the paper [45], a su-
pervised classification algorithm based on a multiple-valued immune network was 
presented and was successfully applied for classification of remote sensing images. In 
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the paper [46], a supervised classification algorithm based on AIS was presented and 
was successfully applied for classification of land cover. In the paper [47], a  
supervised classification algorithm for remote sensing image classification based on 
artificial immune B-Cell network was proposed. 

7   Conclusions 

This paper overviews the applications of some computational intelligence techniques 
(neural networks, fuzzy systems, evolutionary computation, swarm intelligence,  
artificial immune systems) in remote sensing image analysis, There are two character-
istics in these applications: (1) The combination of computational intelligence tech-
niques and traditional techniques (statistics methods). (2) The combination of various 
computational intelligence techniques. 
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Abstract. In media content analysis, the semantic concepts are often treated as 
a separate class label. However, many visual semantic concepts are semanti-
cally related and so class labels are correlated. This paper presents a mining 
method for media semantic concept. Semantic frequent label set are selected 
when their occurrence frequency of several labels in one shot is greater than or 
equal to the support threshold. Then, semantic frequent item sets are used to 
generate association dependency relation. The correlations of more than two 
concepts could be directly obtained by this method. Finally, the mining results 
of association relation are applied to improve classification performance for 
concepts. Experiments on real-world media data show that the method can ef-
fectively extract potential association and dependency relations among semantic 
concepts. 

Keywords: association relations mining, multimedia concept, media content 
analysis, semantic content. 

1   Introduction 

Often, the concepts, including high-level video concept and middle-level video  
concept, in one shot have strong correlation and dependence each other. The co-
occurrence of concepts is positive correlations and vice versa. To improve the per-
formance of individually video concept classifier is very difficult. But, making use of 
the correlations and dependence between concepts is a relatively easy way to increase 
the detection performance. For instance, sky and ocean concept are resemble in visual 
feature. Thus, it is very difficult to distinguish these two concept based on visual fea-
tures alone. If there is one region is blue in color. It is not easy to class it to sky or 
ocean class. It is common sense that the grass and sky are usually simultaneity appear 
in landscape video. Therefore, grass and sky have strong correlation because of the co-
appearance of them. However, if we are confident the appearance of grass concept in 
the same shot, then it is more likely that a region of blue in the frame should be anno-
tated as “sky” rather than “ocean”. 

Many media content applications, such as video content analysis and image under-
standing, regard the semantic concept category as mutually exclusive class. Although 
some encouraging progresses have been made with the development of association mine 
in web mining, the methods suiting for media concept association and dependency  
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relation mining are very few. The typical method for video concept in multimedia con-
tent analysis is Correlative Multi-Label (CML) [1]. CML method could directly extract 
the correlations mutual information between each pair concepts. But, the correlation 
relations of three or more concepts could not be indirectly extracted, which must be 
indirectly got from pair concepts correlation.  

More researchers focus on the intensive study in individual video concept classifi-
cation and learning technique. Few researchers consider the inter correlations and 
dependence relation between video concepts. In this paper, the strong correlation and 
dependence between concepts will be mining. Although some previous work such as 
method in paper [1] shares similar spirit of using inter-concept correlations relation-
ship to improve multi-label video concept detection, most of them integrated such 
ideas into their framework only using pair concept correlation. Whereas, the distinctly 
difference is the correlations of more than two video concepts could be directly got by 
compound label in this paper. This correlation among classes can be helpful for pre-
dicting class labels of test concept examples. 

The remaining paper is arranged as follows: Section 2 explores mining method of 
association and dependence relation. Section 3 is about the mining example for video 
concept. Section 4 reports about the experiment. 

2   Association and Dependence Mining 

Video data has typical structure. Frame is the base unit. Several or more frames con-
sist of shot. Scene is composed of one or more shots. Thus, one video data must be 
decompressed and segmented. Before the video content understanding, video must be 
segmented into shot, decompressed into key-frames. In multimedia understanding, 
Shots are the basic semantic units for annotation and concept extraction. To extraction 
semantic concept, the train shot set must be are annotated by people.  

Let Concept= {c1, c2, ..., cm} is the set of video concepts. Sometimes, C is called 
video concept items. In the set, the subscript m means the concept number that the 
system attempts to extract. Let Shot = {s1, s2,... si, ..., sn} be the train samples of n 
video shot. In the Shot set, si is the i-th shot in the train set. Each shot have an id, 
which is denoted as SID. Label= {l1, l2,... l i, ..., l n} is a set of semantic concept labels, 
in which l i is the annotation label corresponding to si shot. In video analysis, it is 
common that several concepts will appear in one shot. Thus, the annotated label l i is a 
subset of Concept ( )il ⊆ C . X Y→  means the strong association and dependency 

relation among concept X and Y, . Where, X ⊆ C , Y ⊆ C , X Y = ∅I . The support 
of X Y→  is the percentage of shots that containt contain X also contain Y. The con-
fidence of X Y→  is the percentage of annotations containing X that also contain Y.A 
set of items is referred to as semantic label itemset. In this paprer, labels to each shot 
means itemset. An itemset containing k items is called k-itemset. An itemset can also 
be seen as a conjunction of items (or a predicate) Suppose min_sup is the minimum 
support threshold. An itemset satisfies minimum support if the occurrence frequency 
of the itemset is greater than or equal to min_sup. If an itemset satisfies minimum 
support, then it is a frequent itemset. Any subset of frequent itemset must be frequent. 
In this paper, the frequent itemsets is used to generate strong association and depend-
ency relation of video concepts. 
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Fig. 1. Mining of association relation 

The relations that satisfy both a minimum support threshold and a minimum confi-
dence threshold are called strong association and dependency. Frequent itemsets is 
used to generate association dependency relation. The frequent itemsets have mini-
mum support. A subset of a semantic frequent itemset must also be a frequent itemset. 
For example, if the video semantic label {L1,L2} is a frequent itemset, both concept 
{L1} and concept {L2} should be a frequent itemset.  

To find semantic frequent itemsets is an iterative process, which have cardinality 
from 1 to k (k-itemset). The iterative process of extraction strong association and 
dependency relation for video semantic have Join and prune steps [2, 3], illustrating in 
Figure 1.  

(1) Join Operation: To find Lk, a set of candidate k-itemsets is generated by joining 
Lk-1with itself. 

(2)Prune Step: Any (k-1)-itemset that is not frequent cannot be a subset of a fre-
quent k-itemset 

Given the train video shot set Shot = {s1, s2,... si, ..., sn} and the minimum support 
threshold min_sup, the strong association and dependency relation Sassoc. is extracted 
by the above method. 
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3   Mining Instance of Video Strong Association and Dependence 
Relation 

Table 1 is a train shot set of video concept, annotated semantic label. Li(i=1,…,4) is 
annotation label set. The following will shows the process of relation extraction. Sup-
port threshold is 50％. 

Table 1. Train video shot set 

Shot Semantic label(video concept) 
S1 L1= { ocean, ship, beach, sky } 
S2 L2={ ship, sky } 
S3 L3={ ocean, beach, mountain } 
S4 L4={ ship, beach, mountain } 

 
For the concision of extraction, A= ocean, B= ship, C= beach, D= mountain and 

E= sky. The set of frequent 1-itemsets, L1, consists of the candidate 1-itemsets satisfy-
ing minimum support 3, illustrated in Table 2. 

Table 2. Frequent 1-itemsets L1 

Semantic Item set { ocean } { ship } { beach } { sky } 
Support count 2 3 3 3 

L1={ ocean, ship, beach, sky } 

 
The process of generating 2-itemset frequent is illustrated by Figure 2.  
Join step is used to generate a candidate se Ck. Pseudo code of Join step is: 

Insert into Ck 
Select p.item1 , p.item2 , … , p.itemk-1,q.itemk-1 

Form Lk-1 p , Lk-1 q 
Where p.item1 = q.item1 , … , p.itemk-2 = q.itemk-2 , p.itemk-1 < q.itemk-1; 

 

Prune step helps to avoid heavy computation due to large Ck. Pseudo code of 
prune step is: 

for itemsets c ∈ Ck do 
forall (k-1)-subsets s of c do 
if (s ∈ Lk-1) then 
delecte c form Ck; 

 

To discover the set of frequent 2-itemsets, L2, the algorithm uses L1 Join L1 to gen-
erate a candidate set of 2-itemsets, C2. Next, the transactions in D are scanned and the 
support count for each candidate itemset in C2 is accumulated. The set of frequent 2-
itemsets, L2, is then determined, consisting of those candidate 2-itemsets in C2 having 
minimum support.  
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Fig. 2. Generating 2-frequence semantic itemset 
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Fig. 3. Generating of Sassoc 

The generation of the set of candidate 3-itemsets, C3, involves use of the Apriori 
Property. In order to find C3, we compute L2 Join L2.After join step, prune step will 
be used to reduce the size of C3. Prune step helps to avoid heavy computation due to 
large Ck. 

Figure 3 is the generating of strong association and dependency compound label 

.assocS . the final strong association and dependency compound label is 

. { , }assocS ocean beach ship beach sky= ∧ ∧ ∧ . To illuminate the semantic association and 

dependency relation in video shot, the confidence of video concept ocean and beach is: 

                       

( ) 2( ) 100%2( )
s beach ocean

c ocean beach
s beach

→ = = =                       (1) 

                        

( ) 2( ) 67%3( )
s ocean beach

c beach ocean
s ocean

→ = = =                       (2) 

The relation ocean beach→  means the co-occurrence of ocean concepts in a shot 
implies the presence of beach concepts in that shot. From (1), we could draw that 
100% of the shots whose annotations contain ocean also contain beach. Equation (2) 
shows that 67% of the shots whose annotations contain beach concept also contain 
ocean concept in the train data. Therefore, the semantic concept ocean and beach 
have strong association and dependence relation. The method in this paper will re-
gards the ocean and beach as one compound label ocean∧beach in the process of 
learning, which will improve the performance of classifier. From the deduce, we 
could get: 
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                                ( ) ( )c ocean beach c beach ocean→ ≠ →                                  (3) 

BCE= ship∧beach∧sky, the relation of each other as follow: 

                       

( , )
( , ) 67%

( )
ships beach sky

c ship beach sky
s ship

→ = =                        (4) 

                        
( , )

( , ) 100%
( , )

skys ship beach
c ship beach sky

s ship beach
→ = =                          (5) 

                         
( , )

( , ) 100%
( , )

ships ship sky
c beach sky ship

s beach sky
→ = =                            (6) 

Equation (4) are the percents of the shots whose annotations contain one of the three 
concepts also contain another two concepts in the train data. Equation (5)-(6) illustrate 
the percents of shots in train set that contain two compound concepts (such as ship 
and beach) among the three concepts also contain another concept. 

4   Experiment 

The experimental data is MediaMill [5].The MediaMill video data have 101 concept 
lexicon evaluated in the TRECVID benchmark. The items vary from pure format like a 
detected split screen, or a style like an interview, or an object like a horse, or an event 
like an airplane take off. Any one of those brings an understanding of the current con-
tent. At present, the researchers are trying to extend to a thesaurus of 500 concepts. 
MediaMill data scene are available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/. 
Another attributes of mediamil are showed in Table 3. For all samples, 3039 are trained 
and 12941 are testing sample. The features number is 120. Different data set have 
different attribution. The attribution between the number of labels of each example and 
the total semantic category number will be represented by label cardinality and label 
density [4]. 

Association mining is very important for media content analysis. In this experi-
ment, the method proposed in this paper is applied to multi-label classification. Asso-
ciation and dependency relation mining method presented above will be used in the 
process of multi-label classification in video data. Let dX R=  denote the input space 
and 1 2{ , , , }LL L L L= L  denote the finite set of possible video semantic labels. Given a 

multi-label training set 1 1 2 2{( , ),( , ), ,( , )}m mx L x L x LL , where ix X∈  is a single instance 

and 
1

( ) ( ) ( )
2( , , , )

i

i i i
ll l l= LiL  is the label set associated with xi, the goal of multi-label learn-

ing is to learn a function : 2Lh X → , which can predicts a set of labels for an unseen 
example.The most common problem transformation method learns |Y| binary classifi-
ers : { , }h y yχ → ¬ , one for each different label y in Y [4], which denotes as PT 
Method for short. It transforms the original data set into |Y| data sets D

y 
that contain all 

examples of the original data set, labelled as y if the labels of the original example 
contained y  and as y¬ otherwise. 



186 W. Wei, B. Ye, and Q. Li 

 

Table 3. Another Attributes of mediamill 

Data name Density Distinct Labels  num. Cardinality 
Mediamill 0.043 6555 101 4.376 

 
In the experiment, the method presented above be applied to multi-label semantic 

concept analysis. Firstly, multi-labels with strong association and dependency relation 
are extraction. Then multi-labels will be looked as a single compound label. Finally, 
PT method is used to the compound multi-label learning. Comparing with the method 
in this paper, ML-kNN [6] is used to directly multi-label semantic concept learning.  

Table 4. Experimental results between the compared method and the method in this paper 

Evaluation metrics Method in this paper Direct PT method 
Hammloss↓ 0.139 0.141 
One-error↓ 0.211 0.215 

Ranking loss↓ 0.186 0.189 
Average precision↑ 0.793 0.781 

Coverage↓ 7.680 7.683 

 
Supposing the minimum support threshold is 50％. Strong association and depend-

ency compound label .assocS  are generated. The final labels include strong association 

and dependency compound label .assocS  and the labels which are not in .assocS . To 

compare the performance of directly multi-label semantic concept classification and 
the multi-label classification method in this paper, the experiment results are showed 
in Table 4. Contrast data of two methods directly using ML-kNN[6], the performance 
of multi-label learning using the presented method are better. 

The evaluation metrics in this experiment are hammloss, one-error, ranking loss, 
average precision and coverage [7, 8]. For each evaluation criterion, ↓ indicates “the 
smaller the better” while ↑ indicates the bigger the better. Because more media se-
mantic concepts have strong association and dependency relation in each other, the 
proposing method can improve the performance. That is the fundamentality of the 
method. 

5   Conclusion 

Semantic concepts in media present a context, which are latent association and de-
pendence. The relations can be used to infer the presence of a concept based on the 
presence of other associated semantic concepts. 

In this paper, one association relation mining method for media is proposed. Se-
mantic frequent label set are selected and used to generate association dependency 
relation.It makes use of the rich correlations between the semantic concepts. Experi-
ment results shows that the mining method could effectively extracted the association 
among media concepts. 
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Abstract. Serious types of vascular diseases such as carotid stenosis,
aneurysm and vascular malformation may lead to brain stroke, which are
the third leading cause of death and the number one cause of disability.
In the clinical practice of diagnosis and treatment of cerebral vascular
diseases, how to do effective detection and description of the vascular
structure of two-dimensional angiography sequence image that is blood
vessel skeleton extraction has been a difficult study for a long time. This
paper mainly discussed two-dimensional image of blood vessel skeleton
extraction based on the level set method, first do the preprocessing to the
DSA image, namely uses anti-concentration diffusion model for the effec-
tive enhancement and uses improved Otsu local threshold segmentation
technology based on regional division for the image binarization, then
vascular skeleton extraction based on GMM (Group marching method)
with fast sweeping theory was actualized. Experiments show that our
approach not only improved the time complexity, but also make a good
extraction results.

Keywords: medical DSA image, vessel skeleton extraction, anti-
concentration diffusion, level set method, threshold segmentation.

1 Introduction

The human cerebrovascular system is a complex 3-D anatomical structure. Se-
rious types of vascular diseases such as carotid stenosis, aneurysm and vascular
malformation may lead to brain stroke, which are the third leading cause of
death and the number one cause of disability. An accurate model of the vascu-
lar system from DSA data set is needed to detect these diseases at early stages
and hence may prevent invasive treatments. Over the years, three-dimensional
reconstruction of blood vessels by digital subtraction has been a very active
research direction, with the goal of using computer vision method to describe
three-dimensional vascular qualitative or quantitative. This process is basically
composed of the following four steps [1]: (1) Accession and correction of digi-
tal subtracted images; (2) Segmentation of vascular and structural description

Z. Cai et al. (Eds.): ISICA 2009, CCIS 51, pp. 188–198, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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in image (skeleton extraction); (3) The matching between a sequence (different
time) of subtracted images; (4) Three-dimensional reconstruction and display.
The key step is the matching between the subtracted images, but the strategy
to be taken and its realization depend on the second step of a great extent.
The overall framework of vascular structure three-dimensional reconstruction
relies heavily on the effective detection and structure description of the vascular
between the images.

Skeleton (or axis) has very important applications in many areas, such as ob-
jects expression, data compression, computer vision and animation. Use skeleton
express the original image, the original image can be retained in the topology
and shape characteristics, under the premise of reducing redundant information.
Skeletons extraction algorithm can generally be divided into three categories:
First one is the topology thinning algorithm, which detects topology relativity
to the objects data rather than the shape of geometric features. The second
method is looking the axis as the geometry bisectrix, calculating using Voronoi
diagram, but the calculation is fairly complex. The third method is the distance
transform for calculating objects borders.

Distance transform can be calculated by the Fast Marching Method (FMM)
[2], FMM evolution meets the distance transform by a fixed rate along the normal
direction of border. Then as the axis for the transformation from singular point,
the singular point of distance transformation can be detected. But how to detect
the distance transform singular point is a major difficulty. Singular point direct
calculation is unstable; there is usually a row of discrete points. Siddiqi [3], who
is tracking the marked point on the evolution interface, skeleton point is the
point which conservation of energy had been destroyed, although this method
are more stable than direct detection to the singular point, there is a great
amount of caculation. Martin [4] detected skeleton use the moment analysis
by the distance transformation obtained from the FMM, there is also a great
amount of computation.

In this paper, blood vessel skeleton extraction based on the level set model
and anti-concentration diffusion model is proposed. Anti-concentration diffusion
model enhances the blood vessels effectively, and after using improved Otsu
local threshold segmentation technology based on regional division for the image
binarization, we get the purpose of vascular skeleton accurate extraction based
on GMM (Group marching method) with fast sweeping theory.

2 Anti-concentration Diffusion to Enhance the Blood
Vessels

As the differences between vessel diameters, and different contrast agent thick-
ness in the blood vessels, the DSA images shows the thicker the vessel is, the
higher the gray value , while the more exiguous the vessels is, the lower the gray
value. Gray-scale inconsistency and the impact of noise, making it difficult to
extract blood vessels skeleton better from the DSA images, such as missing part
of the skeleton and serious burr phenomenon. In order to segment the capillar-
ies, see the gray image information as the concentration information, Pixels with
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high gray value represent the high concentration regions, Pixels with low gray
value represent the low concentration regions, anti-concentration diffusion model
is as followed [5]: 1)Diffuse from low concentration regions to high concentration
regions; 2)The shorter the distance is, the greater the diffuse quantity is in a
certain period of time; 3)The higher the concentration difference is, the greater
the diffuse quantity is in a certain period of time; 4)The lower the concentration
is the greater diffuse outside in a certain period of time; 5)After the diffusion,
the regional concentration of high become higher, regional concentration of low
become lower; 6)Regional material increase of high concentration in the total is
equal to regional material decrease of lower concentration in the sum equivalent;
7)regional differences in concentrations are larger final for the diffusion. Model
formula is as follows:

F = EXP (
−εu0(x, y)

u0(x, y) − u0(x̄, ȳ)
) × EXP (

−d2

2σ2 ) (1)

F is the anti-concentration diffusion quantity, ε is the control coefficient, u0(x, y)
is the gray value as the current pixels, u0(x̄, ȳ) is the gray value as the diffuse
pixels, andu0(x, y) < u0(x̄, ȳ). EXP (−d2

2σ2 ) is the Gaussian function, for d is the
distance between the two pixels, σ is the standard deviation. Expression (1)
shows the relationship of anti-concentration diffusion quantity F, concentration
difference, |u0(x, y)−u0(x̄, ȳ)| distance d and the gray value of the current pixels
u0(x, y): 1)The greater the concentration difference is, the bigger the F; 1)The
greater the distance is, the smaller F ; 2)The greater the current pixels gray value
is, the smaller F. Please always cancel any superfluous definitions that are not
actually used in your text. If you do not, these may conflict with the definitions
of the macro package, causing changes in the structure of the text and leading
to numerous mistakes in the proofs.

3 Otsu Local Threshold Segmentation Based on Regional
Division

Otsu [6] brought forward the OTSU method in 1979 (also known as the Dajin
method) has been considered as the best practices in the method of threshold
selected automatically. OTSU method is simple, under certain conditions, not
be influenced by image contrast and brightness changes, which has been widely
applied in image processing. However, due to uneven illumination, more infor-
mation is losing while using OTSU method. We hope that we can make some
improvements on this basis to gain better results.

First of all, we use the standard Mallat DWT algorithm to decompose image
[7], which radix wavelet is three B-shape wavelet [8]. The original image is A1,
the j-1 layer of sub-image as Aj−1, wavelet decomposition followed along the line
and row direction using low-pass filter or high-pass filter to sub-image Aj−1, we
will get four sub-images: detail sub- images D1

j , D2
j , D3

j and a similar sub-image
Aj (j = 2,3, J), only on the top-level (the Jth layer) using the complete form of
Mallat multi-resolution analysis, geting similar sub-images and detail sub-images
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at the same time, while other layers simply through the low pass filter, geting
the similar corresponding sub-images of Aj .

We divide image domain Ω into M target sub-regions Ωi (i=1, 2M, M N) and
a background sub-region Ωb, that is Ω =

∑M
i=1 Ωi + Ωb. The target sub-region

includes a target in the sub-region, sub-regionΩs meet:Ωs ∩Ωi = φ, Ωs ∩Ωj = φ
(i=1,2. . .N, j=1,2. . .N, M≥N, i=j); Background sub-region is not including any
target, sub-regionΩsmeet: Ωs ∩Ωi = φ(i=1,2. . .N). Sub-region division is in the
layer J. First along the horizontal, vertical and 45o direction detect the details
sub-images (D1

j , D2
j , D

3
j ) to determine the edge pixels, and then through the

connectivity of edge pixels gain the sub-regions.
Select the best threshold r, make the best separability between different types

[9]. First get the division of probability of all segment characteristic based on the
histogram, and divide segment characteristic into two categories by the threshold
r, and then seek the type of variance and covariance of each category, select r
as the best threshold making the type of variance largest between the categories
and the variance smallest inside categories. Namely:

σ2
T = σ2

B + σ2
W (2)

η(t) =
σ2

B

σ2
T

(3)

t = Arg max
0≤t≤L−1

η(t) (4)

σ2
w is the variance inside categories,σ2

B is the variance between categories, σ2
T is

the overall variance, L is the gray levels of original gray images. The judgment
criteria based on the gray histogram of the first order statistics, so it gains
high computing speed. The whole image of Ostu threshold is r1, one of the
regional Ostu threshold is r2, then the regional binarization used by the threshold
r′ = k1r1 + k2r2, (k1 + k2 = 1). The weight k meets: 1)The smaller the inside
category variance is, the greater the weight is; 2)The change of regional edge
threshold can not be too much.

4 Vascular Skeleton Extraction Based on GMM and Fast
Sweeping Method

FMM algorithm is used to calculate T, the distance from border, the human
visual will be able to distinguish the skeleton we need easily. But in fact, if this
process completed by computer simulation, get precise and rational framework
exists considerable difficulties [10]. We hope bypassed this complex work, using
a relatively fast GMM combine fast sweeping method to get the cerebrovascular
skeleton.

We discusse how to improved algorithm on the basis of GMM, combined
the spirit of fast sweeping method, using relatively simple calculation get the
cerebrovascular skeleton directly. By document [11] we know that, skeleton is
the compact boundary line, the points disappear in the course of dissemination
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Fig. 1. Initialization sketch map of Wm

of the interface. In other words, all the spread points on interface are from the
border, each point inside the border has a source point on the border. Therefore,
we need only ascertain each point on the evolution curve from which points on
the border.

Given object border Φ, distance transform defined as:

DISTANT (x) = min
y∈Φ

(dist(x, y)) (5)

The distance distribution for each point x from the nearest point y on the border,
dist(x, y) = ||x − y||2. By calculating the distance value DISTANT by GMM,
FDT is introduced in the DISTANT of two parameters each point and get this
value’s boundary points y.

FDT (x) = {DISTANT (x), {y}}, y = arg min
y∈Φ

(dist(x, y)) (6)

We recorded the distance between any two points x and y as PDF0(y-x), the
distance equation for each point PDF0: δ2 − δ.

We introduce a boundary parameters W: Wm(0 < m < n + 1), initially, only
select an arbitrary point at the border of the T = 0, from the point Wm = 1,
we along the boundary line to increase 1 monotonously, as shown in Figure 1.

After initialization of Wm on the border, we get W of the whole image from
Wmwith iteration by GMM.

With the evolution of surface, the spread of Wm marked the initial border
of the Wm arrived each grid point inside the region surrounded by the initial
border, therefore the whole image will have a W.

If the current point of the four neighborhood points greater than
√

2, that
means they do not come from neighboring points, because the largest value Wm
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Fig. 2. Largest margin of Wm of adjacent pixels

of adjacent two points is
√

2, as shown in Figure 2. We only have to promote
the neighborhood of current points’ Wm to further place.

Once all grid points’ W are computed out, S is the skeleton of the image:

S(Φ, W ) = {(i, j)|max(|Wm(i+1, j)−Wm(i, j)|, |Wm(i, j +1)−Wm(i, j)|) > s}
(7)

wp = Wm(i + 1, j) − Wm(i, j) (8)

wq = Wm(i, j + 1) − Wm(i, j) (9)

v = max(|wp|, |wq|) (10)

We chose the skeleton threshold s for filtering, the retain points is the skeleton
points. Practice has proved that the skeleton operator v is very strong, and we
can get the consecutive skeleton points. In fact, if the margin value Wm1 and
Wm2 of the adjacent point p1, p2 over a given threshold s, it must have the
margin value of Wm of adjacent point y of point p1 or p2 and its adjacent points
more than the value of s. Intuitive to say that is because as each grid T value is
calculated to meet the time equation. If there is a hole in the image: initialize
Wm from different directions, and there are Wm1 and Wm2. Skeleton function is:

min(S(Φ, Wm1), S(Φ, Wm2)) (11)

Algorithm can be summarized as follows:

1 initialize DISTANT to max value
2 initialize Wm on boundary
3 for all boundary points x
4 for every point y
5 if (PDF0(y − x) < DISTANT (y))
6 DISTANT (y) = PDF0(y − x)
7 Wm(y) = Wm(x)
8 if there is a hole S(Φ, W ) = min(S(Φ, Wm1), S(Φ, Wm2))

else

S(Φ, W ) = {(i, j)|max(|Wm(i+1, j)−Wm(i, j)|, |Wm(i, j+1)−Wm(i, j)|) > s}
The skeletons which are filtered out through the threshold appear branch we do
not need (we can call it Burr). In the initialization of the border point of the
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Wm, border point at Wm = 1 is selected randomly, the Wm we have received all
will have a number of non-continuous lines, after the threshold filtering, these
branches are not filtering out. We hope cutting these error branches of the skele-
ton caused by initial points. The solution is: select two different initial points
which Wm = 1, and then use the two algorithms above respectively, we can get
same skeleton after ignored the wrong branches in theory, but wrong branches in
the different positions, and then we retain the same skeleton, cut different ones.

5 Experiment and Analysis

5.1 Enhancement Effect of Vessel Using Anti-concentration
Diffusion

Figure 3 is the original image of the vessel to be enhanced, Figure 4 is the result
using Sobel arithmetic operators, Figure 5 is the result using anti-concentration
diffusion and the parameters are: σ=10, ε=0.125, w=5, λ=10, k=5. Compared
to Figure 3, Figure 4, Figure 5, we can find that adopting anti-concentration
diffusion model gets a good enhancement effect and has an obvious advantage
than Sobel method.

Fig. 3. DSA original image

Fig. 4. Enhancement effect by Sobel method
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Fig. 5. Enhancement effect using anti-concentration diffusion model

5.2 Effect of Regional Division Otsu Local Threshold Segmentation

Using local threshold segmentation method based on Otsu, we can see that smaller
the divided regions are, better the effect should be in theory, but the amount of
computation will be larger and the speed will be slower. Compared to the overall
threshold segmentation effect in Figure 6, we can see that: 1) little information is
lost at the end of the vessels and maintain its basic integrity, 2) the small vessels
and the big ones are not confusing with each other in the middle region, and the
basic structures of big vessels are not damaged. As shown in Figure 7.

Fig. 6. Overall threshold segmentation effect

Fig. 7. Regional division Otsu local threshold segmentation effect
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5.3 Effect of Skeleton Extraction

The effects of skeleton extraction of the two DSA cerebrovascular images are
shown in Figure 8 is the effect using the thinning algorithm, Figure 9 is the effect
using our method. Compared to thinning algorithm, our method has obvious
advantages:

1) The axis result gotten from the classical thinning algorithm is influenced by
border noise obviously, the axis level of smooth is not good and has more
burr. The axis of vascular structure is very complex;

2) Improved GMM algorithm can set a different filter width and extract frame-
works fitting with different requirements can ignore the capillary vessels.

Figure 10, Figure 11, Figure 12 is the results of the comparison of the main
artery of the brain blood vessels adding salt and pepper noise, fine lines and
broad-brush noise interference.

Figure 10 are the extraction results of the thinning algorithm and our algo-
rithm after adding salt and pepper noise in the original image.

Figure 11 are the extraction results of the thinning algorithm and our algo-
rithm after adding fine lines noise interference in the original image.

Figure 12 are the extraction results of the thinning algorithm and our algo-
rithm after adding broad-brush noise interference in the original image.

The results show that in dealing with salt and pepper noise, the traditional
thinning method has the similar effect with our algorithm. By adding fine line

Fig. 8. Extraction effect by thinning algorithm

Fig. 9. Extraction effect by our method
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Fig. 10. (a) original (b) thinning (c) our method

Fig. 11. (a) original (b) thinning (c) our method

Fig. 12. (a) original (b) thinning (c) our method

interference noise, our algorithm is superior to thinning algorithm apparently
at the aspect of the assurance of skeleton topology and integrity. By adding
broad-brush noise interference, only use this paper’s algorithm can eliminate the
broad-brush noise interference, and the skeleton remains good integrity, but the
thinning algorithm was interfered obviously, can not achieve the ideal extraction
of the skeleton basically, and our algorithm’s advantage is reflected obviously.
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6 Conclusion

This paper proposes blood vessel skeleton extraction based on the level set model
and anti-concentration diffusion model has the following advantages: (1)Due
to the anti-concentration diffusion model to do the preprocessing, enhance the
vascular information in the DSA image effectively; (2) Use improved Otsu local
threshold technology based on regional division for the image segmentation to
vascular DSA images, makes blood vessels information loss less, divide the small
blood vessels from large blood vessels well, and not undermine the basic structure
of the large vessels. (3) Then extract vascular skeleton based on GMM with fast
sweeping theory, greatly reducing the extraction time. This method not only
applies for DSA cerebral vascular images, but also for skeleton extraction of all
vessel images, such as cardiovascular CT images and so on.
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Abstract. As circumstance temperature of space camera changes, flex of struc-
tural components and distortion of optical components lead to change of focal 
length and image quality. Radial Basis Function (RBF) network is used to ap-
proximate the complex nonlinear relation between focalization quantity, image 
quality, temperature level and axial temperature difference of space camera.  
After the RBF Network is trained with thermo-optical experiment data, tem-
perature level and axial temperature difference could be input to the network to 
obtain  colder value of best image position. In this way focusing forecast under 
different temperatures can be realized. Results of focusing forecast experiment 
validate this method.  

Keywords: Space camera, Neural network, Radial basis function, Focusing. 

1   Introduction 

Space cameras for earth observation usually work on circular orbits and stay at a fixed 
altitude, which is different from cameras used in other fields. Circumstance tempera-
ture of space camera changes according to position relative to sun and other celestial 
bodies. As temperature changes, deformation of structural components lead to change 
of distance between Optical components. Distortion of optical component surface and 
change of refractive index bring on aberration. All these result in change of focal 
length and image quality. In addition to temperature level, axial temperature differ-
ence is another important factor that influences image quality of optical system[1-
3].So image quality of space camera has a complex nonlinear function relationship 
with image plane position, temperature level and axial temperature difference. 

Generally on-orbit focusing was performed according to people’s experience and 
analyses of on-ground thermo-optical experiments data, which is rather subjective and 
inefficient. Radial basis function (RBF) networks are capable of approximating any 
function with a finite number of discontinuities. As far as function approximation 
ability and learning speed are concerned, RBF networks are superior to BP networks 
and have been successfully applied in many fields [4-5]. In this paper RBF network 
was used to approximate the complex nonlinear function relations among image qual-
ity, image plane position, temperature level and axial temperature difference. Conse-
quently the ideal image position with best image quality at a specific temperature 
level and axial temperature difference could be acquired as the output of Radial basis 
network. In this way space camera focusing forecast can be realized. 
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2   Analysis of Network Model 

Image quality of space camera can be measured by Modular Transfer Function (MTF) 
at Nyquist space frequency fn. MTF is the modulus of optical transfer function (OTF), 
which represents response function of space camera to space frequency[6-7]. Coder 
installed on focus control indicated current position of image plane. As instructions 
were sent to camera controller, step motor drove focus control to move image plane 
and coder recorded current image position. Thermistors attached to different sections 
of space camera measured current temperature level and axial temperature difference. 
From above analysis MTF of space camera at Nyquist space frequency MTFn can be 
described as formula (1). 

MTF  = ( , , )n i m adF C T T                                       (1) 

coder value

Temerature level

axial temperature
 difference

Radial basis
function network

Image quality

Ci

Tm

Tad

MTFn

 

Fig. 1. RBF network for space camera focusing forecast 

RBF network for space camera focusing forecast is as Fig.1 shows. Code value Ci, 
temperature level Tm and axial temperature difference are inputs of the network, while 
MTFn serves as output of the network. After having been trained, if only current tem-
perature level and axial temperature difference are known, MTFn  at each image posi-
tion inside focusing range can be calculated. In result best image position with highest 
MTFn can be acquired by scanning focusing range. 

Swatch data for training RBF network were acquired from thermo-optical experi-
ments.Fig.2 is sketch of thermo-optical experiments. Space circumstance simulator 
provided vacuum and thermal circumstance for space camera. Temperature of space 
camera could be adjusted by the simulator. Remote control and test system sent in-
structions to camera controller and acquired camera temperatures. Collimator pro-
duced parallel light to simulate target at infinity. Camera data acquisition and monitor 
system gathered output of charge couple device (CCD) and formed image of reticle. 

Reticle was designed to meet the Nyquist space frequency fn, which is determined 
by pixel size of CCD and could be calculated by formula (2). Fig.3 shows structure of 
reticle .Width of black stripe D should meet formula (3). 
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Fig. 2. Sketch of thermo-optical experiments 
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Fig. 3. Structure of reticle 
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Where a is pixel size of CCD. fp  and fs is respectively focal length of collimator and 
space camera. MTFn can be calculated from image of reticle by formula (4). 
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n
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π − += ⋅ ⋅
+ −

                                     (4) 

Iws and Ibs are respectively gray scale value of white stripe and black stripe. Iwb and Ibb 

are respectively gray scale value of white block and black block. 
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3   Training of RBF Network 

From thermo-optical experiments hundreds of swatch data were obtained. Some of 
them is as Table 1 shows. 

Table 1. Partial swatch data for training RBF network 

Ci Tm (℃) Tad (℃) MTFn 
8322 24.67 -0.20 0.4314 
8418 24.67 -0.20 0.4494 
8448 24.67 -0.20 0.4552 
8512 24.67 -0.20 0.3866 
8544 24.67 -0.20 0.3476 
8575 24.67 -0.20 0.3049 
8607 24.67 -0.20 0.2587 
8640 24.67 -0.20 0.2189 
8130 21.38 -0.55 0.3519 
8193 21.38 -0.55 0.3989 
8226 21.38 -0.55 0.4155 
8256 21.38 -0.55 0.4270 
8288 21.38 -0.55 0.4328 
8384 21.38 -0.55 0.4104 
8417 21.38 -0.55 0.3902 

 
In order to train RBF network more efficiently, swatch data were preprocessed be-

fore training. Inputs and targets were scaled to fall in the range [-1,1].Neural network 
toolbox in MATLAB has provided the function premnmx( ) to complete such pre-
process[8]. Two design functions of RBF network can be used in neural network 
toolbox. Function newrbe( ) produces a network with as many hidden neurons as 
there are input vectors and does not return an acceptable solution when many input 
vectors are needed to properly define a network. Function newrb( ) creates neurons 
one at a time and is more efficient than function newrbe( ). At each iteration the input 
vector that results in lowering the network error the most, is used to create a neuron. 
Function newrb( ) was used in this paper as  there were many input vectors to train the 
network.  

Fig.4 and Fig.5 are respectively training curve without preprocess and training 
curve without preprocess as SPREAD =1. Obviously the RBF network converged 
more quickly with preprocess than without preprocess.It’s very important to select the 
spread constant SPREAD for the radial basis layer in training of RBF networks. 
SPREAD should be large enough so that the active input regions of the radbas neu-
rons overlap enough, which makes the network function smoother and results in better 
generalization for new input vectors occurring between input vectors used in the train-
ing. Whereas if SPREAD is too large the radial basis neurons will output large values 
for all the inputs used to training the network and any information presented to the 
network becomes lost. 
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Fig. 4. Training curve without preprocess as spread=1 
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Fig. 5. Training curve with preprocess as spread=1 

Fig.6 and Fig.7 are respectively training curve with preprocess as SPREAD=0.8 
and training curve with preprocess as SPREAD=0.4.As SPREAD=1 it took 22 epochs 
for Mean square Error(MSE) to reach the goal 0.02 and the network has 22 neurons. 
When SPREAD=0.4 it took 23 epochs for Mean square Error(MSE) to reach the goal 
0.02 and the network has 23 neurons. However it took only 19 epochs for Mean 
square Error(MSE) to reach the goal 0.02 as SPREAD=0.8. So SPREAD=0.8 was 
used in this paper. 
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Fig. 6. Training curve with preprocess as spread=0.8 
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Fig. 7. Training curve with preprocess as spread=0.4 

4   Result of Focusing Forecast Experiments 

In order to validate the RBF network having been trained, focusing forecast experi-
ments were made. Experiment circumstance was similar to that of thermo-optical 
experiments. Firstly space circumstance simulator was adjusted to make the space 
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camera reach a certain temperature level. Then the temperature level and axial tem-
perature difference were input to the RBF network. While various coder value during 
focusing range was input to the network to find the max output MTFn.. At last image 
plane was moved to the position of coder value corresponding to max RBF network 
output. Real MTFn   was measured by camera data acquisition and monitor system at 
that position. The RBF network can be validated by checking if Real MTFn  is coin-
cide with output MTFn..As the swatch data had been preprocessed before the RBF 
network was trained. It’s required that inputs to the network in focusing forecast ex-
periments be preprocessed in the same way as swatch data for training. Because out-
puts in swatch data had been preprocessed, outputs of the RBF network in focusing 
forecast experiments should be postprocessed before used.  
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Fig. 8. MTF-Coder value curve at 22.09℃ 

For example, when temperature level of space camera was adjusted to 22.09℃ and 
axial temperature Was -0.12℃.MTF-Coder value curve could be drawn as Fig.8 by 
scanning focusing range with the RBF network. According to the curve Best image 
position was at 8335 coder value and MTFn reached 0.4448. Then the camera was 
focused to 8335 coder value. Real MTFn was measured to be 0.4473 by image, which 
is coinciding with the output of the RBF network. 

Test Result of focusing forecast experiments is as Table.2 shows. Ta and Tadf are re-
spectively temperature level and axial temperature difference of space camera in focus-
ing forecast experiments. Cf is coder value searched to be best image position. MTFf  is 
output of the RBF network while MTFr is real MTFn  measured at Cf .It can be con-
cluded that output of the RBF network is coincide with real value. Space camera  
focusing forecast based on radial basis network is valid. With this method efficiency of 
on-bit focusing will be improved and better remote sensing image will be obtained. 
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Table 2. Result of focusing forecast experiments 

Ta (℃) Tadf (℃) Cf MTFf MTFr 
22.09 -0.12 8335 0.4448 0.4473 
23.52 -0.06 8366 0.4631 0.4589 
20.60 -0.29 8268 0.4278 0.4254 
19.04 -0.14 8208 0.4312 0.4302 
18.55 -0.11 8195 0.4323 0.4361 
17.03 -0.36 8154 0.4285 0.4321 
16.49 -0.23 8135 0.4255 0.4298 
14.03 -0.17 8038 0.4273 0.4235 

5   Conclusions 

RBF network was used in this paper to approximate the complex nonlinear relation 
between focalization quantity, image quality, temperature level and axial temperature 
difference of space camera. After the network was trained with SPREAD=0.8, tem-
perature level and axial temperature difference measured by sensors could be input to 
the RBF network to get coder value of the best image position. Result of focusing 
forecast experiments proved feasibility of this method. On-bit focusing of space  
camera will be much more efficient with this method and better image can be obtained. 
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Abstract. Defects in wooden material reduce the value of timber. In order to save 
and improve the utilization of the timber, many studies are carried out on the ways 
to detect defects in wood. The recent development of computer technology, data 
processing technology and signal processing technology provides researchers 
with more damage identification problem solution ideas and methods. This article 
studies the vibration characteristics of wood. With an exploration of the wavelet 
analysis and artificial neural network for the wood composite material defects 
based on non-destructive testing, an artificial neural network model is established 
for wood-based composite materials non-destructive testing technology. 

Keywords: neural network; wood; non-destructive; vibration frequency. 

1   Introduction 

Defects in wood materials including natural defects, drying defects, machining defects, 
biological hazards defects[1]. These defects affect the wood material, reducing the 
value of timber[2-3]. In order to save and improve the utilization rate of timber, it has 
been studying ways to detect defects in wood. In recent years, computer technology, 
data processing technology and signal processing technology, providing researchers 
with more damage identification problem solution ideas and methods, such as modal 
analysis, wavelet theory, neural network and genetic algorithm[4-5]. Despite the 
damage identification in the field of theoretical study of these has just launched, but 
these methods have their unique advantages, their applications to address the structural 
damage identification of a number of new solutions[6-10]. 

This article research the vibration characteristics of wood. Explore the wavelet 
analysis and artificial neural network for the wood composite material defects based on  
non-destructive testing, build an artificial neural network model for wood-based 
composite materials non-destructive testing technology. 

2   Material and Method 

Specimen used for Larix. In the bending vibration of the nodes (0.224L) the specimen 
with string hanging. The use of percussion hammer one end of the sample to produce 
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vibration, the other side of the sample by measuring the vibration microphone signal, 
convert it to electricity signal; signal processing circuit to power the microphone signal 
shaping, conversion, filter processing into the standard signal; data acquisition card 
acquisition signal of the voltage signal processing circuit, and converted to a computer 
can handle the digital signal; through device drivers, digital signal into the industrial 
machine;in the LabVIEW platform, the call signal processing sub-templates, vibration 
signals acquisition and FFT analysis of vibration signals obtained spectrum, the sample 
can be the resonant frequency. Sampling frequency of the tests for 10KHz, for the 2048 
sampling points. 

3   Artificial Neural Network Damage Detection 

3.1   Damage Detection Based on Wavelet Packet Energy Changes in the Artificial 
Neural Network  

The sample is divided into three modules. A total of 260 vibration signal acquisition, 
which left 30 group of defects, defects in the middle of the 200 groups, 30 group of 
defects in the right side. Use of wavelet packet signal in this group of 260 three-wavelet 
packet transform, the signal in the high-frequency and low frequency components of 8 
and 8 to calculate this component in various energy band occupied by the ratio of the 
energy rate to be as a neural network input samples. In this set of data in 260, out of 16 
sets of data (left-3 group, the middle of 10 groups, the right end of the 3 groups), as a 
test to promote the ability of neural network simulation samples. Another group of 244 
samples as the training network. Optional four-BP network, neural network input layer 
nodes is 8, the corresponding signal after wavelet packet decomposition of the 8-band 
energy ratio, the output layer nodes is 3, corresponding to defects in the extreme left, 
the right end of the defects and deficiencies in the middle of the three models. The first 
node of hidden layer neurons is set to 10,12,15,18,20, and the second hidden layer 
nodes is 6 for training. Analysis of these five characteristics of the network of training 
and promotion of performance, in order to identify the best network structure. Network 
training, the left defects in the middle of the right end of the defects and deficiencies in 
the target output of the three models, respectively [1 0 0], [0 1 0], [0 0 1]. Network 
Sigmoid transfer function for the tangent function, the output layer transfer function  
for the pure linear function, learning algorithm for the Levenberg-Marquarat 
back-propagation algorithm. Network training, simulation of the neural network output 
and target output to do linear regression analysis, three different locations on the 
simulation of bubble defects, such as the correlation coefficient Table 1. 

As can be seen from the table, the central defect of the test results very satisfactory, 
with the goal of their output in the correlation coefficient above 0.9, the detection of 
defects in the results of the extreme left and the target output of the correlation coeffi-
cient is also high in between 0.859-0.983. Defects in the right side of the test results 
with the target output in the correlation coefficient between 0.676-0.784 is not very 
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Table 1. Correlation coefs of five networks with different hidden nodes 

Actual output and target output of the regression 
correlation coefficient 

The first hidden 
layer node 

The second 
hidden layer 

nodes Left Middle Right 
10 6 0.983 0.934 0.676 
12 6 0.929 0.990 0.784 
15 6 0.881 0.991 0.726 
18 6 0.859 0.901 0.683 
20 6 0.904 0.938 0.678 

satisfactory. From 16 groups (3 groups left, the middle of 10 groups, the right end of the 
3 groups) of the sample did not participate in training to promote the performance of  
the network authentication. According to the actual network output and target output of 
the contrast from 0.6 to the experience of identification to determine whether the value 
of the actual output for the correct identification of greater than 0.6, less than 0.6 can 
not correctly identify.Figure 1,2,3,4,5 in the black solid line is the ability to correctly 
identify the standard line defects. 

The first hidden layer node 10, the network structure of the 8 × 10 × 6 × 3, the 
network output after training on their simulation results and the target output for linear 
regression analysis. The promotion of a performance test network in Figure 1. As can 
be seen from the figure, there is a middle and a right side of the defect can not be 
identified defects, accounting for a total of 16 samples of 12.5%. 

The first hidden layer node 12, the network structure of the 8 × 12 × 6 × 3, the 
network output after training on their simulation results and the target output for linear 
regression analysis. The promotion of a performance test network in Figure 2. From the 
figure we can see that there is only one defect in the right side can not be identified, 
accounting for a total of 16 samples of 6.25%. 

 

0 2 4 6 8 10 12 14 16

0.0

0.2

0.4

0.6

0.8

1.0

1.2

N
e
u
r
a
l
 
n
e
t
w
o
r
k
 
o
u
t
p
u
t

Sample size

Defects left Defects in the middle Defects right 

 

Fig. 1. Defects location by network of 10 hidden nodes first 
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Fig. 2. Defects location by network of 12 hidden nodes first 

The first hidden layer node 15, the network structure of the 8 × 15 × 6 × 3, the 
network output after training on their simulation results and the target output for linear 
regression analysis. The promotion of a performance test network in Figure 3. As can 
be seen from the figure, there were two defects in the left and right side can not be 
identified, accounting for a total of 16 samples of 12.5%. 
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Fig. 3. Defects location by network of 15 hidden nodes first 

The first hidden layer node 18, the network structure of the 8 × 18 × 6 × 3, the 
network output after training on their simulation results and the target output for linear 
regression analysis. The promotion of a performance test network in Figure 4. As can 
be seen from the figure, there were four in the left, middle and right side of the defect 
can not be identified, accounting for a total of 16 samples of 25%. 

Based on wavelet packet energy changes in the neural network found a comparative 
analysis of different hidden layer nodes, Tangent Sigmoid transfer function for four of 
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Fig. 4. Defects location by network of 18 hidden nodes first 

five BP network in different locations to identify deficiencies in the training bubble 
characteristics and the promotion of performance has the following characteristics. 

The defects in the middle of five network simulation best, the correlation coefficient 
above 0.9, the simulation of the extreme left coefficient between 0.859-0.983. Defects 
in the right side of the test results with the target output in the correlation coefficient 
between 0.676-0.784 is not very satisfactory. 

The wavelet packet decomposition to extract the rate of signal energy in different 
frequency bands eigenvectors as input samples of neural network for training and learn-
ing network, training the BP network model can be achieved at different positions of the 
automatic recognition of bubble defects. Defects of the middle of the recognition rate of 
over 90% of the extreme left and the right side of the recognition rate in more than 80%. 

Characteristics of network training, and promotion of performance considerations 
and other factors, defects of different automatic identification of the optimal location of 
network model for the first hidden layer of 12, the second hidden layer nodes is 6, the 
transfer function of Tangent Sigmoid function, the output layer transfer function for the 
pure linear function, learning algorithm for the Levenberg-Marquarat back-propagation 
algorithm, the network of defects in the recognition rate reached 93.75 percent. 

3.2   Based on the Frequency of Types of Structural Damage Detection Indicators  

Larix for a sample divided into three defect unit, the extent of defect were 30%, 50%, 
70% and 90% respectively. Table 2 for the various modules of different degrees of 
defect changes in modal frequency values. As can be seen from the table Larix defec-
tive beam, the modal frequency decreases. Frequency changes from the absolute and 
relative changes can be seen that the changes in modal frequencies with the degree of 
injury increases, but the modal frequency of the different bands of different changes in 
the sensitivity of the location of injury are not the same, without the same laws. From 
the frequency shift can easily determine the existence of defects, but if no further 
analysis could not determine the location and size of defects. 
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Table 2. Variance of frequency of different defect level 

The first-order  The second-order  The third-order  The fourth-order  

Defect unit
Defect  

extent  
Absolute 

change 

Relative 

change 

Absolute 

change 

Relative 

change 

Absolute 

change 

Relative 

change 

Absolute 

change 

Relative 

change 

30% 83.75 0.077 175 0.063 312.5 0.062 362.5 0.048 

50% 93.75 0.083 218.75 0.076 375 0.073 425 0.055 

70% 150 0.128 362.5 0.124 475 0.099 512.5 0.075 
1 

90% 281.25 0.243 562.5 0.202 625 0.131 906.25 0.132 

30% 62.5 0.053 125 0.043 187.5 0.038 287.5 0.041 

50% 125 0.128 212.5 0.084 337.5 0.073 437.5 0.063 

70% 156.25 0.135 287.5 0.099 406.25 0.083 468.75 0.066 
2 

90% 250 0.216 312.5 0.110 781.25 0.157 812.5 0.113 

30% 62.5 0.053 218.75 0.075 312.5 0.062 406.25 0.056 

50% 112.5 0.096 256.25 0.088 331.25 0.063 531.25 0.068 

70% 158.75 0.141 343.75 0.120 425 0.082 625 0.083 
3 

90% 212.5 0.201 412.5 0.140 612.5 0.128 812.5 0.113 

The square of the frequency change is related to deficiencies in more than just the 
location of the volume and frequency of changes in structural damage of the monotone 
function can be a direct reflection of the extent of injury. But it is very difficult rela-
tionship with a function to defective expression and function of the location and extent 
of the relationship between changes. And neural networks to solve a collection to an-
other collection of non-linear mapping relationship between an effective way. Neural 
network through the learning and memory to simulate one of the working principle of 
neurons, found between the input and output of the internal relations and with the 
approximation function to be a powerful tool. Considering the above factors, the fol-
lowing structure to identify indicators of the frequency of injury as a neural network 
vector of input parameters, the location of the defects and deficiencies in the level of 
recognition at the same time. From the data in Table 2 can be constructed neural  
network training and testing samples. 

3.3   Damage Detection Based on the Frequency in the Neural Network  

The sample which 1,2,3 units to 30%, 50%, 90% of 10 at the time of defect indicators as 
the frequency of defect in the importation of samples of neural network, neural network 
input layer nodes is 10. Corresponding neural network output of the ideal vector is defined 
as (y1, y2, y3), one of y1 on behalf of a unit of the injury situation, y2 on behalf of units of 
the two injuries, y3 unit 3 on behalf of the injuries. For example, the network output for the 
(0.3,0,0), on behalf of modules there is a degree of 30% of the damage occurred; (0,0.5,0), 
on behalf of modules there are two of the 50 percent level of injury, we can see the output 
of neural network nodes 9. This constitutes a neural network input and output, the network 
training. The use of three neural networks, neurons in hidden layer nodes were selected as 
training 6,8,10,12,14,16,18,20, in order to find the best network structure. 

Network training, simulation of the neural network output and target output to do 
linear regression analysis, the location of different defects and deficiencies in the 
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simulation of the degree of correlation coefficient as shown in Table 4. As can be seen 
from the table, hidden layer nodes for the 16 test results are satisfactory, with the target 
output of the correlation coefficient in the more than 0.979, the training step 21. More 
than 16 nodes network training, the results changed little. 

Table 3. Correlation coefs and training epochs of five networks with different hidden nodes 

The actual network output and target output of the 
correlation coefficient 

Neurons in 
hidden layer 

nodes Left Middle Right 
Training step 

6 0.863 0.937 0.786 27 

8 0.792 0.884 0.779 24 

10 0.816 0.951 0.880 15 

12 0.846 0.951 0.852 17 

14 0.995 0.996 0.966 38 

16 0.979 0.999 0.984 21 

18 0.942 0.989 0.940 20 

20 0.906 0.944 0.931 20 

After training the neural network simulation analysis and promotion test, 
10,12,14,16 hidden layer nodes for the neural network simulation results and the actual 
output of the linear regression between the target value analysis. when the network 
training, the network after the success of network simulation to be the actual output and 
the target coefficient of linear regression between the hidden layer nodes with increases 
in the hidden layer nodes is 16, the linear regression correlation coefficient of 0.98, the 
best training effect. 

Nodes of the neural network for the 16 simulation results shown in Table 5. Judging 
from the table of the sample to identify the location of injury, resulting in entirely 
correct, of varying degrees of damage identification results are correct, the network to  
 

Table 4. Identify result of network with 16 hidden nodes 

Samples Ideal output of network actual output of network  Error 

0.3 0 0 0.2801 -0.0067 -0.0249 3.32% 
0.5 0 0 0.5193 -0.0278 0.0071 1.93% Unit 1  
0.9 0 0 0.9842 0.0103 -0.1952 9.35% 

0 0.3 0 0.0212 0.3079 -0.1776 2.63% 
0 0.5 0 0.0045 0.4988 -0.0037 0.24% Unit 2  
0 0.9 0 -0.0038 0.9009 0.0031 0.1% 

0 0 0.3 0.0211 -0.0060 0.2827 5.77% 
0 0 0.5 -0.0088 0.0074 0.5023 0.46% Unit3 
0 0 0.9 0.0849 -0.0186 0.8304 7.73% 

Average identification error 3.5% 
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identify the average error is 3.5%. The degree of cell injury in the first 90% of the time, 
9.35 percent maximum error. Based on the frequency of changes in the rate of injury 
indicators to identify defects in neural network is feasible, but two or more samples to 
determine the defects, but also the need to further improve the structure of neural network. 

4   Conclusion 

(1)The use of artificial neural network can detect the location of defects. Five kinds of 
network simulation of defects in the middle of the best. 

(2)The frequency and mode shape parameters of the neural network as input, using BP 
neural network to achieve the degree of damage and damage location identification.  

(3)Based on the frequency of changes in the rate of defect indicators to identify defects 
in neural network is feasible, but two or more samples to determine the defects need to 
further improve the structure of neural network. 
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Abstract. Differential evolution (DE), a fast and robust evolutionary algorithm
for global optimization, has been widely used in many areas. However, the suc-
cess of DE for solving different problems mainly depends on properly choosing
the control parameter values. On the other hand, DE is good at exploring the
search space and locating the region of global minimum, but it is slow at exploit-
ing the solution. In order to alleviate these drawbacks of DE, this paper proposes
an improved self-adaptive control parameter of DE, referred to as ISADE, for
global numerical optimization. The proposed approach employs the individual
fitness information to adapt the parameter settings. Hence, it can exploit the in-
formation of the individual and generate the promising offspring efficiently. To
verify the viability of the proposed ISADE, 10 high-dimensional benchmark
problems are chosen from literature. Experiment results indicate that this ap-
proach is efficient and effective. It is proved that this approach performs better
than the original DE in terms of the convergence rate and the quality of the final
solutions. Moreover, ISADE obtains faster convergence than the original self-
adaptive control parameter of DE (SADE).

Keywords: Multiobjective optimization, Immune algorithm, Similar individuals,
Evolutionary algorithm.

1 Introduction

Differential Evolution (DE) [1] is a simple yet powerful population-based, direct search
algorithm with the generation-and-test feature for global optimization problems using
real-valued parameters. DE uses the distance and direction information from the current
population to guide the further search. It won the third place at the first International
Contest on Evolutionary Computation on a real-valued function test-suite [2]. Among
DE’s advantages are its simple structure, ease of use, speed and robustness. Price and
Storn [1] gave the working principle of DE with single scheme. Later on, they suggested
ten different schemes of DE [2], [3]. However, DE has been shown to have certain
weaknesses, especially if the global optimum should be located using a limited number
of fitness function evaluations (NFFEs). In addition, DE is good at exploring the search
space and locating the region of global minimum, but it is slow at exploitation of the
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solution [4]. Moreover, the parameters of DE are problem dependent and the choice of
them is often critical for the performance of DE [5].

In order to remedy these drawbacks of DE, in this paper, we propose an improved
self-adaptive control parameter of DE, referred to as ISADE, for global optimization.
Our work is an extension of the self-adaptive control parameter of DE (SADE) [6].
First, the self-adaptive control parameter is adopted to alleviate to choose appropri-
ately control parameter values for different problems. Second, our approach employs
the individual fitness information to adapt the parameter settings. And hence, it can ex-
ploit the information of the individual and generate the promising offspring efficiently.
To verify the viability of the proposed ISADE, 10 high-dimensional benchmark prob-
lems are chosen from literature. Experimental results indicate that our approach is ef-
ficient and effective. Our approach performs better than the original DE in terms of
both the convergence rate and the quality of the final solutions. Moreover, ISADE ob-
tains faster convergence rate than the original self-adaptive control parameter of DE
(SADE).

The rest of this paper is organized as follows. Section 2 briefly introduces the DE al-
gorithm and the related work in control parameter of DE. In Section 3 presents our pro-
posed approach in detail. Followed by the experimental results and the analysis shown
in Section 4. In the last section, Section 5, we denote the conclusion and our future
work.

2 Differential Evolution

Consider the following optimization problem:

Minimize f(X), X ∈ S (1)

where S ⊆ �D is a compact set, and D is the dimension of the decision variables.
The DE algorithm [1] is a simple EA that creates new candidate solutions by com-

bining the parent individual and several other individuals of the same population. A
candidate replaces the parent only if it has better fitness. This is a rather greedy selection
scheme that often outperforms the traditional EAs. In addition, DE is a simple yet pow-
erful population-based, direct search algorithm with the generation-and-test feature for
globally optimizing functions using real-valued parameters. Among DE’s advantages
are its simple structure, ease of use, speed and robustness. Due to these advantages,
it has many real-world applications, such as data mining [7], [8], pattern recognition,
digital filter design, neural network training, etc. [3], [9].

The DE algorithm in pseudo-code is shown in Algorithm 1. D is the number of de-
cision variables, NP is the size of the parent population P ; F is the mutation scaling
factor; CR is the probability of crossover operator; U i is the offspring; rndint(1, D) is
a uniformly distributed random integer number between 1 and D; Xr1

j is the j-th vari-
able of solution Xr1 ; and rndj [0, 1) is a uniformly distributed random real number in
[0, 1). Many schemes of creation of a candidate are possible. We use the DE/rand/1/bin
scheme (see lines 6 - 13 of Algorithm 1) described in Algorithm 1 (more details on
DE/rand/1/bin and other DE schemes can be found in [2] and [3]).
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Algorithm 1. DE algorithm with DE/rand/1/bin
1: Generate the initial population P
2: Evaluate the fitness for each individual in P
3: while The halting criterion is not satisfied do
4: for i = 1 to NP do
5: Select uniform randomly r1 �= r2 �= r3 �= i
6: jrand = rndint(1, D)
7: for j = 1 to D do
8: if rndj [0, 1) > CR or j == jrand then
9: U i

j = Xr1
j + F × (Xr2

j − Xr3
j )

10: else
11: U i

j = Xi
j

12: end if
13: end for
14: Evaluate the offspring U i

15: if U i is better than P i then
16: P i = U i

17: end if
18: end for
19: end while

From Algorithm 1, we can see that there are only three control parameters in this
algorithm. These are NP , F and CR. As for the terminal conditions, one can either fix
the maximum NFFEs Max NFFEs or the precision of a desired solution VTR (value to
reach).

Since the parameters of DE are problem dependent and the choice of them is of-
ten critical for the performance of DE [5], [10]. Adapting the DE’s control parameters
is one possible improvement. Liu and Lampinen [10] proposed a Fuzzy Adaptive DE
(FADE), which employs fuzzy logic controllers to adapt the mutation and crossover
control parameters. Brest et al. [6] proposed self-adapting control parameter settings.
Their proposed approach encodes the F and CR parameters into the chromosome and
uses a self-adaptive control mechanism to change them. Salman et al. [11] proposed a
self-adaptive DE (SDE) algorithm that eliminates the need for manual tuning of control
parameters. In SDE, the mutation weighting factor F is self-adapted by a mutation strat-
egy similar to the mutation operator of DE. Nobakhti and Wang [12] proposed a Ran-
domized Adaptive Differential Evolution (RADE) method, where a simple randomized
self-adaptive scheme was proposed for the mutation weighting factor F . Das et al. [13]
proposed two variants of DE, DERSF and DETVSF, that use varying scale factors. They
concluded that those variants outperform the original DE. Teo [14] presented a dynamic
self-adaptive populations DE, where the population size is self-adapting. Through five
De Jong’s test functions, they showed that DE with self-adaptive populations produced
highly competitive results. Brest and Maučec [15] proposed an improved DE method,
where the population size is gradually reduced. They concluded that their approach
improved efficiency and robustness of DE.
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3 Our Approach: ISADE

As mentioned above, there are many works for adapting the control parameters of DE.
Despite its simplicity, the SADE method [6] seems to have good performance for a
various set of test problems. However, the performance of this self-adaptive control pa-
rameter strategy proposed in [6] can be further improved to obtain faster convergence
rate. Based on this consideration, in this work, we propose an improved self-adaptive
control parameter method for the DE algorithm. Inspired by the ideas in [16], in our
approach the fitness information of each individual is considered to adapt the CR and
F values. Thus, it can exploit the information of the individual and generate the promis-
ing offspring efficiently. Our approach, referred to as ISADE, is presented in detail as
follows.

3.1 Improved Self-adaptive Control Parameter

Similar to [6], the individual is represented by a D-dimensional vector in the following
way:

X i = (X i
1, X

i
2, · · · , X i

j , · · · , X i
D, CRi, F i)T (2)

where X i
j is the j-th variable of the i-th individual; and the values of scaling factor F i

and crossover probability CRi are initially randomly generated between 0 and 1.
In our proposed improved self-adaptive parameter control, the fitness information of

each individual is considered. It is introduced as follows:

F i =

⎧⎪⎨
⎪⎩

0.1 + (F i − 0.1) × f(Xi)−fmin

favg−fmin
, rnd[0, 1] < τ1 and f(X i) < favg

rnd[0.1, 1], rnd[0, 1] < τ1 and f(X i) ≥ favg

F i, otherwise

(3)

CRi =

⎧⎪⎨
⎪⎩

CRi × f(Xi)−fmin

favg−fmin
, rnd[0, 1] < τ2 and f(X i) < favg

rnd[0, 1], rnd[0, 1] < τ2 and f(X i) ≥ favg

CRi, otherwise

(4)

where rnd[a, b] is the uniform random variable between a and b. τ1 and τ2 indicate
probabilities to adjust factors F i and CRi. favg and fmin are the average fitness and
the minimal fitness of the current population, respectively.

The main idea of the modification is that when the fitness of the individual is lower
than the average fitness in the current population, its CR and F values are shrunken
occasionally. The offspring generated by the CR and F is located in the neighborhood
of its parent. And hence, the offspring can exploit the useful information of the good
parent and accelerate the convergence rate. Compared with SADE [6], our method does
not add any additional parameters. To maintain the diversity of the population [17], the
lower bound of F i is 0.1, which is the same as used in SADE.

3.2 Handling the Boundary Constraint of Variables

After using the DE/rand/1/bin scheme to generate a new solution, if one or more of
the variables in the new solution are outside their boundaries, i.e., Xj /∈ [lj , uj ], the
following repair rule is applied:
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Xj =
{

lj + rndj [0, 1]× (uj − lj) if Xj < lj
uj − rndj [0, 1] × (uj − lj) if Xj > uj

(5)

where rndj [0, 1] is the uniform random variable from [0,1] in each dimension j. And
lj and uj are the lower bound and upper bound of the j-th variable, respectively.

4 Experimental Results

In order to evaluate the performance of our method 10 benchmark functions (f01−f10)
were used. The test functions are described in Table 1. All of the functions are minimiza-
tion problems with D = 30. Functions f01 − f04 are high-dimensional and unimodal
problems. Also function f04 is a noisy quartic function, where random [0,1) is a uni-
formly distributed random variable in [0,1). Functions f05 − f10 are high-dimensional
and multimodal problems with many local minima, where the number of local min-
ima increases exponentially with the problem dimension. They appear to be the most
difficult class of problems for many optimization algorithms.

Table 1. The 10 benchmark functions used in our experimental study, where D is the number of
variables, “optimal” is the minimum value of the function, and S ⊆ �D . A detail description of
all functions can be found in [18].

Test Functions D S optimal

f01 =
D∑

i=1
x2

i 30 [−100, 100]D 0

f02 =
D∑

i=1
|xi| +

D∏
i=1

|xi| 30 [−10, 10]D 0

f03 =
∑D−1

i=1 (�xi + 0.5�)2 30 [−100, 100]D 0

f04 =
D∑

i=1
x4

i + random[0, 1) 30 [−1.28, 1.28]D 0

f05 =
D∑

i=1
(−xi sin(

√ |xi|)) 30 [−500, 500]D -12569.48662

f06 =
D∑

i=1
(x2

i − 10 cos(2πxi) + 10) 30 [−5.12, 5.12]D 0

f07 = −20 exp(−0.2

√
1
D

D∑
i=1

x2
i )

− exp( 1
D

D∑
i=1

cos(2πxi)) + 20 + exp(1)

30 [−32, 32]D 0

f08 = 1
4000

D∑
i=1

x2
i −

D∏
i=1

cos( xi√
i
) + 1 30 [−600, 600]D 0

f09 = π
D {10 sin2(πyi)

+
D−1∑
i=1

(yi − 1)2 · [1 + 10 sin2(πyi+1)] + (yD − 1)2}

+
D∑

i=1
u(xi, 10, 100, 4)

30 [−50, 50]D 0

f10 = 1
10 {sin2(3πx1)

+
D−1∑
i=1

(xi − 1)2[1 + sin2(3πxi+1)] + (xD − 1)2[1 + sin2(2πxD)]}

+
D∑

i=1
u(xi, 5, 100, 4)

30 [−50, 50]D 0
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Table 2. Best error values of DE, SADE, and ISADE on all test functions with D = 30 after
300, 000 NFFEs. Where “Mean” indicates the mean best error values found in the last generation;
“Std Dev” stands for the standard deviation.

F
DE SADE ISADE

Mean Std Dev SR Mean Std Dev SR Mean Std Dev SR

f01 2.03E-33 5.48E-33 50 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50
f02 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50
f03 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50
f04 3.54E-03 9.40E-04 50 3.31E-03 9.00E-04 50 3.20E-03 7.25E-04 50

f05 3.81E+02 6.51E+02 3 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50
f06 1.54E+01 1.05E+01 0 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50
f07 4.14E-15 0.00E+00 50 4.14E-15 0.00E+00 50 4.14E-15 0.00E+00 50
f08 1.87E-03 4.03E-03 40 0.00E+00 0.00E+00 50 0.00E+00 0.00E+00 50
f09 1.04E-02 6.02E-02 48 1.57E-32 0.00E+00 50 1.57E-32 0.00E+00 50
f10 3.89E-03 1.93E-02 48 1.35E-32 0.00E+00 50 1.35E-32 0.00E+00 50

4.1 Experimental Setup

For all experiments, we use the following parameters unless a change is mentioned.

– Population size: NP = 100;
– τ1 = τ2 = 0.1;
– DE scheme: DE/rand/1/bin;
– Value to reach: VTR = 10−8, except for f04 of VTR = 10−2;
– Maximum NFFEs: Max NFFEs = 300, 000.

Moreover, in our experiments, each function is optimized over 50 independent runs. We
also use the same set of initial random populations to evaluate different algorithms in a
similar way done in [4]. All the algorithms are implemented in standard C++.

4.2 Performance Criteria

Five performance criteria are selected from the literature [19], [20] to evaluate the per-
formance of the algorithms. These criteria are described as follows.

– Error [20]: The error of a solution X is defined as f(X) − f(X∗), where X∗

is the global optimum of the function. The minimum error is recorded when the
Max NFFEs is reached in 50 runs. Also the average and standard deviation of the
error values are calculated.

– NFFEs [20]: The number of fitness function evaluations (NFFEs) is also recorded
when the VTR is reached. The average and standard deviation of the NFFEs values
are calculated.

– Number of successful runs (SR) [20]: The number of successful runs is recorded
when the VTR is reached before the max NFFEs condition terminates the trial.

– Convergence graphs [20]: The convergence graphs show the mean error perfor-
mance of the total runs, in the respective experiments.
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– Acceleration rate (AR) [19]: This criterion is used to compare the convergence
speeds between ISADE and other algorithms. It is defined as follows: AR =
NFFEsother
NFFEsISADE

, where AR > 1 indicates ISADE is faster than its competitor.

4.3 General Performance of ISADE

In order to show the superiority of our proposed ISADE approach, we compare it
with the original DE algorithm and the SADE algorithm. The parameters used for DE,
SADE, and ISADE are the same as described in Section 4.1. The control parameters of
DE are set as F = 0.5 and CR = 0.9. All functions are conducted for 50 independent
runs. Table 2 shows the best error values of DE, SADE, and ISADE on all test functions.
The average and standard deviation of NFFEs are shown in Table 3. The best results are
highlighted in Bold face. In addition, some representative convergence graphs of DE,
SADE, and ISADE are shown in Fig. 1.

When compared with DE: From Table 2 it can be seen that ISADE can obtain the
optimal or close-to-optimal solutions for all test functions. And the standard deviations
for all functions are very small, which means that our proposed ISADE method is very
robust. It can solve these functions over all 50 runs. However, for DE it fails to solve
two functions (f05 and f06). For three functions (f08, f09, and f10), DE locates the local
minima some times. Table 3 shows that ISADE is able to achieve faster convergence rate
for all test functions. Additionally, it is apparent that ISADE obtains higher convergence
velocity than DE according to Fig. 1.

When compared with SADE: Table 2 shows that both SADE and ISADE can solve
these functions over 50 runs. Nevertheless, from Table 3 and Fig. 1 we can see that
ISADE converges faster than SADE. It needs less NFFEs to reach the VTR for all test
functions.

In summary, our proposed ISADE approach can achieve better performance than DE
in terms of both the convergence rate and the quality of the final solutions. Both SADE

Table 3. NFFEs Required to obtain accuracy levels less than V TR. “NA” indicates the accuracy
level is not obtained after 300, 000 NFFEs. Where “1 vs 3” means “DE vs ISADE” and “2 vs 3”
indicates “SADE vs ISADE”.

F
DE SADE ISADE AR AR

Mean Std Dev Mean Std Dev Mean Std Dev 1 vs 3 2 vs 3

f01 6.92E+04 1.55E+03 5.43E+04 1.03E+03 4.90E+04 9.73E+02 1.41 1.11
f02 1.04E+05 1.98E+03 7.56E+04 1.44E+03 6.46E+04 1.12E+03 1.62 1.17
f03 2.54E+04 1.86E+03 2.06E+04 7.84E+02 1.89E+04 7.43E+02 1.35 1.09
f04 1.07E+05 3.16E+04 1.11E+05 2.01E+04 1.02E+05 2.34E+04 1.04 1.09

f05 2.72E+05 1.55E+04 8.94E+04 2.27E+03 7.77E+04 1.98E+03 3.50 1.15
f06 NA NA 1.14E+05 3.59E+03 8.62E+04 2.61E+03 NA 1.32
f07 1.07E+05 1.85E+03 8.26E+04 1.73E+03 7.36E+04 1.22E+03 1.45 1.12
f08 7.22E+04 2.79E+03 5.74E+04 2.84E+03 5.13E+04 1.97E+03 1.41 1.12
f09 6.32E+04 3.34E+03 5.00E+04 1.26E+03 4.65E+04 1.25E+03 1.36 1.07
f10 8.03E+04 2.09E+04 6.03E+04 1.79E+03 5.58E+04 1.49E+03 1.44 1.08
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Fig. 1. Mean error curves of DE, SADE, and ISADE for 8 selected functions. (a) f01. (b) f02. (c)
f03. (d) f05. (e) f06. (f) f07. (g) f08. (h) f10. Log-scale of Y axis is to make the comparison more
clearly for all functions.
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and ISADE obtain similar results with respect to the best error values. While ISADE is
able to converge faster than SADE. The experimental results confirm that our proposed
improved self-adaptive control parameter can exploit the fitness information of each
individual efficiently. It can enhance the performance of the original DE algorithm.

5 Conclusion and Future Work

In this paper, we propose an improved self-adaptive control parameter for the DE algo-
rithm. Our proposed method is an extension of SADE. In our approach the fitness infor-
mation of each individual is used to adapt the CR and F values of DE. In this manner,
our proposed approach can exploit the useful information of its parent, and hence, it can
accelerate the convergence rate compared with the original SADE method.

In order to verify the viability of our proposed ISADE method, 10 high-dimensional
benchmark functions are chosen from literature. Moreover, five performance criteria
are employed to compare the performance of ISADE with those of DE and SADE.
Experimental results indicate that ISADE can achieve better performance than DE in
terms of both the convergence rate and the quality of the final solutions. Both SADE
and ISADE obtain similar results with respect to the best error values. While ISADE is
able to converge faster than SADE.

Our future work will test our approach on more various functions. In addition, using
ISADE for the constrained optimization is another direction in our future work.
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Abstract. Distributed Evolutionary Algorithms (dEAs) are stochastic search 
methods applied successfully in many searches, optimization, and machine 
learning problems. This paper proposes a dEA based on IGT. The dEA uses a 
ring topology ,with each population choosing a random individual from it in a 
migration interval. The individual will be sent to next population and replace 
the worst individual of the population. It can be seen from the experiment that 
dEA with Ring transmission can produce better solutions when the population 
size of a TSP problem is large enough. The numerical results show the  
utility, versatility, efficiency and potential value of the proposed distributed 
evolutionary algorithm. 

Keywords: TSP; distributed evolutionary algorithms; PVM; cluster computing; 
ring topologies. 

1   Introductin 

The Traveling Salesman Problem (TSP)[2] is a problem in combinatorial optimization 
studied in operations research and theoretical computer science. Given a list of cities 
and their pair wise distances, the task is to find a shortest possible tour that visits each 
city exactly once.  

In the theory of computational complexity, the decision version of TSP belongs to 
the class of NP-complete problems. Thus, it is assumed that there is no efficient algo-
rithm for solving TSP problems. A variety of algorithms have been proposed for TSP 
problem, such as exhaustive search, greedy method, dynamic programming, Branch 
and Bound Algorithm, minimum Spanning Tree. All of these algorithms have a com-
mon problem. TSP is used as a paradigm for a wide class of problems having  
complexity due to the combinatorial explosion. TSP has become a target for the Evo-
lutionary Algorithms(EAs) [1] community, because it is probably the central problem 
in combinatorial optimization and many new ideas in combinatorial optimization have 
been tested on the TSP. 

Because of the large population size, the serial EA needs more individuals to carry 
out more genetic and evolutionary operations. The computing process of evolution 
will be slow which hard achieve on the requirements of computing speed. Otherwise 
we should note that the EAs use individual collection for computing objects and all 
various genetic manipulations have some mutual independence, so the EAs have an 



226 S. Huang et al. 

inherent parallelism. Therefore, developing a DEA is an effective way to improve the 
performance of EAs. 

The goal of this paper is to give a DEA to TSP based on cluster of PC. We do the 
experiments by PVM using a distributed environment of PC cluster. The numerical 
results show that compared with serial evolutionary algorithms which use some 
chromosomes, hybridization and mutation and local optimization methods the algo-
rithm achieves near linear speedup performance at a certain range. 

2   Distributed Evolutionary Algorithms 

2.1   PVM  

The PVM [3] is a software system that supports the message-passing paradigm and 
permits the utilization of a heterogeneous network of parallel and serial computers as 
a single general and flexible concurrent computational resource. PVM offers a suite of 
user interface primitives for communication and other chores. Application programs 
are composed of components that are subtasks at a moderately large level of granular-
ity. The advantages of PVM are its wide acceptability and its heterogeneous comput-
ing facilities, including fault-tolerance issues and interoperability. Managing a  
dynamic collection of potentially heterogeneous computational resources as a single 
parallel computer is the real appealing treat of PVM.  

2.2   Algorithm Model of dEAs 

A dEA is a island model performing sparse exchanges of individuals among the ele-
mentary populations[4]. This model can be readily implemented in distributed memory 
MIMD computers, which provides one main reason for its popularity. A migration 
policy controls the kind of dEA being used. The migration policy must define the 
island topology, when migration occurs, which individuals are being exchanged, the 
synchronization among the subpopulations, and the kind of integration of exchanged 
individuals within the target subpopulations.  

2.3   Ring Topology 

A ring topology is a network topology in which each node connects to exactly two 
other nodes, forming a single continuous pathway for signals through each node - a 
ring. Data travels from node to node, with each node along the way handling every 
packet. 

2.4   Master-Slave Model   

Based on PVM technology and island model, we design the parallel algorithm by a 
master-slave model[5]. This computing model has a control process which called mas-
ter process. The master process is responsible for the process of generation, initializa-
tion, and collection and displays the results. The others are called sub process which 
does the real calculation. The load of sub process is distributed by either master  
process or the distribution process itself. 
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In the mode, the sub processes evolve independently in a species island and the 
master process is responsible to change information in the islands. 

The procedure of the DEA for solving the TSP problem is described as follows: 

Master Process: 
Step1. Initialize each sub processes. 
Step2. Block and wait for the messages of the sub process. 
Step3. Process the messages received from sub processes and then send the result 

to the sub processes. 
Step4. Block and wait for the messages of the sub process. If the message is an end 

message then go to step 5, otherwise go to step 2. 
Step5. Send an end message to each sub progress. 

Sub process: 
Step1. Evolve independently. 
Step2. If the condition sent to the master process meets the master process then 

sent a message to master process, otherwise block and wait for the messages of the 
master process. 

Step3. Put the message received from master process in the population. 
Step4. If the condition meets the end condition then send a end message to master 

process, otherwise go to step 1. 
Step5. Wait for the end massage of master process. 

2.5   Migration Strategy 

Each population which evolves on their own islands forms a ring topology. Each 
population should choose a random individual from it in a migration interval. The 
individual will be sent to next population and replace the worst individual of the 
population. 

The rule of information transmission is described as follows: 

1. Conditions of submission: Each process evolves independently in a species is-
land and submits the immigration at same time in a migration interval. 

2. Choose an individual at random in each population of islands. 
3. Information processing way: 
a. The master process sends the individual of a sub process to the next sub process 

after it receives all the random individual of sub process. 
b. Each sub process put the individual received from the master process in a right po-

sition of the population. Because chromosomes are arranged in accordance with good 
and bad at the same generation, the individual is inserted into the appropriate place. 
Following chromosomes are moved to one backward and worst will be eliminated. 

2.6   Load Balancing  

LAN consisting of PC cluster with star topology is used under current experiment 
condition. Under this condition, each PC is the same, their performances are similar 
and network communication speed is relatively high, assigning processes to every  
host averagely seems a reasonable distribution strategy. Obviously, in such a distribu-
tion strategy, each PC which runs PVM has difference, and can also has the processes 
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which are nothing to do with the calculation, so it will cause the unbalance between 
different hosts. Then the PC which has a faster process has to wait the PC which runs 
the slower process. We have to solve the load unbalancing problem in our algorithm 
in case increasing unnecessary time cost. At the beginning of the calculation, the scale 
of the population of each sub-process is equal. When the immigration time arrives, 
each sub-process submits the individuals and the cost of time it consumes. Main proc-
ess compares the consuming time of each sub-processes. If the difference between 
Maximum and minimum value has surpassed threshold level D, we punish the worst 
a% advancement, simultaneously rewards the best a% advancement. The method is 
that the master process reduces the subpopulation size of the process which punished, 
migrates these individuals to another process which rewarded. 

The number of migration individuals Pt is decided by the following formula: 

Pt = Pt-1[1- (b% - nb/Na)] (1)

Pt is the number of individuals after sub-process are punished or rewarded and Pt-1 is 
the number of individuals before sub-process are punished or rewarded. N is the total 
of processes. a% is percentages of rewards and punishment processes. b% is the big-
gest percentage of rewards and punishment processes. The worst Na% processes 
(taking N = 0, 1, 2, 3……) sort by the time consumed, and then the individuals are 
received in turn by the best Na% processes. The threshold level can not be too small 
or too large and we must choose the balance point between the Load Balancing and 
the overall load[5]. 

3   Experiments and Outcome Analysis 

IGT [6](Improved Guo Tao algorithm) uses a new genetic operator basis on GI(Guo 
Tao algorithm).IGT makes some changes of GI [7] in order to improve the conver-
gence rate of algorithm. Because IGT is capable of attaining the best answer in small 
scale of TSP, the larger scales from ad198 to fl1577 problems are introduced to com-
pare the performance of IGT and two kinds of parallel IGT. This paper proposes a 
dEA based on IGT. 

Paper [5] mentioned a star topology migration strategy. The subpopulations send 
their best individual to the master process and the master process also sends a best indi-
vidual in all the individual have been received to the subpopulations. The best individual 
replaces the worst individual of the population. According to the strategy, the best indi-
vidual has submitted to the master process and returned to the subpopulations are simi-
lar or even near the same. This way reduces the evolved advancement greatly. The best 
individual of whole population is copied to every subpopulation and population multi-
plicity reduces rapidly. The evolved computation advancement becomes slow even bogs 
down and cannot get a better solution. In the paper, the dEA use a ring topology and 
each population chooses a random individual from it in a migration interval. The indi-
vidual will be sent to next population and replace the worst individual of the population. 
This way reduces the evolved advancement slowly and gets a better solution. 

Experiment 1. Evolutionary parameters: Population Size=100, Edge Speed=50, 
Mutation Probability=0.02, Mapping Probability =0.05.Parallel parameters: Process 
Quantity=10, Migration Interval=5000. 
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Table 1. Result of ad198 (10 times running) 

      Algorithm/ 
Process Quantity

    Worst  
Outcome 

 Best Outcome Average 
    Standard 
Deviation 

       T-test of 
Ring/ 
Traditional 

     IGT /1 15776.911963  15754.002036    15756.293029 6.872978  
    Traditional/20 15754.002036  15754.002036    15754.002036 0.0 
     Ring/20 15754.002036  15754.002036    15754.002036 0.0 

   0.000000  

 
Experiment 2. Evolutionary parameters: Population Size=100, Edge Speed=50, 

Mutation Probability=0.02, Mapping Probability =0.05.Parallel parameters: Process 
Quantity=20, Migration Interval=40000. 

Table 2. Result of lin318 (10 times running) 

Algorithm/ 
Process Quantity

    Worst  
outcome 

Best outcome Average 
Standard 
deviation 

   T-test of 
   Ring / 
Traditional 

    IGT /1 42574.776257 42062.478575 42233.313253 167.878322 
   Traditional/20 42042.535089 42042.535089 42042.535089 0.0 
    Ring/20 42042.535089 42042.535089 42042.535089 0.0 

0.000000  

 
Experiment 3. Evolutionary parameters: Population Size=300, Edge Speed=50, 

Mutation Probability=0.02, Mapping Probability =0.05.Parallel parameters: Process 
Quantity=20, Migration Interval=100000. 

Table 3. Result of pcb442 (10 times running) 

Algorithm/ 
Process quantity

    Worst  
outcome 

Best outcome Average 
Standard 
deviation 

   T-test  
of Ring / 

Traditional 
  IGT /1 51548.695651  50831.233207  51029.757875 200.665507 
  Traditional/20 50933.869965  50787.381005 50872.182607 50.581691  
   Ring/20 50921.280677  50787.381005 50835.179522 41.921837  

     - 
1.781147 

Experiment 4. Evolutionary parameters: Population Size=300, Edge Speed=10, 
Mutation Probability=0.02, Mapping Probability =0.05.Parallel parameters: Process 
Quantity=20, Migration Interval=80000. 

Table 4. Result of rat783 (10 times running)  

Algorithm/  
Process quantity

   Worst  
outcome 

Best outcome Average 
Standard 
deviation 

T-test of 
  Ring / 
Traditional 

    IGT /1 8969.611595 8857.736489 8883.102277 33.818643 
    Traditional/20 8857.637994 8845.033817 8850.944948 4.128772 
    Ring/20 8846.773936 8842.994960 8844.413300 1.057577 

    - 
4.846211 
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Experiment 5. Evolutionary parameters: Population Size=100, Edge Speed=30, 
Mutation Probability=0.02, Mapping Probability =0.05.Parallel parameters: Process 
Quantity=20, Migration Interval=500000. 

Table 5. Result of vm1084 (10 times running)  

Algorithm/ 
Process quantity

Worst outcome Best outcome Average 
    Standard 
deviation 

  T-test  
of Ring / 

Traditional 
   IGT /1 245490.040923  239483.378193 241902.217199  1748.515757  
  Traditional/20 239059.947755  238774.054341  238908.848844  85.861968  
  Ring/20 238967.144098  238751.225126  238807.154679  78.955034 

     - 
2.498043  

 
Experiment 6. Evolutionary parameters: Population Size=100,Edge Speed=100, 

Mutation Probability=0.02, Mapping Probability =0.05.Parallel parameters: Process 
Quantity=20, Migration Interval=2000000. 

Table 6. Result of fl1577 (5 times running) 

Algorithm/ 
Process quantity

Worst outcome Best outcome Average 
   Standard 
deviation 

         T-test  
of Ring / 

  Traditional 
   IGT /1 22542.542350  22446.638561  22471.335115 36.140533  
  Traditional/20 22422.312092  22406.834538  22415.817560 5.450847 
   Ring/20 22412.780630  22402.795325  22408.684660 3.241397  

     - 
1.676670 

  
It can be seen from the experiment that distributed EA with Ring transmission can 

get better answers when the parameters are the same when the scale of a problem is 
large enough. Furthermore, the standard deviation shows that the answers of new 
algorithm fluctuates little comparing with that of the traditional one. Of course, this 
new algorithm needs more generations to achieve final convergence. The experiment 
shows, to solve above problems, the needful generations in new algorithm are about 
40% more than traditional distributed EA. 

4   Conclusions 

In this Paper, we proposed new distributed evolutionary algorithm to solve the Travel-
ing Salesman Problem. As we know EAs need to solve the problems of the slow 
computation and the low success rate. With the development of network technology, 
designing a efficient dEA by using a cluster in the same local area network under the 
PVM environment becomes possible. 

Because the LAN have a faster transfer rate and the algorithm is compute-
intensive, the communication holding time will not increase along with the host ma-
chine obviously increases in some ration interval, but is paused in the some order of 
magnitude. Therefore this algorithm may obtain the close linear acceleration ratio in 
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certain expansion scope. In the paper, each population chooses a individual randomly 
and the individual is sent to next population and replace the worst individual of the 
population. This way will reduce similar or the same individual in the subpopulation 
greatly. The computation convergence rate also greatly reduces, so we can get a better 
solution.  

The next most urgent work is optimizes some parameters such as transport ratio, 
migration strategy and further enhance the algorithm efficiency.  
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Abstract. It had been discovered that the same self-adaptation used
in fast evolutionary programming (FEP) and classical evolutionary pro-
gramming (CEP) had shown quite different behaviors on optimizing the
same test functions from the same initial populations. The experimen-
tal results presented in this paper suggest that the strategy parameters
in FEP generally could not rise as high as their values in CEP in the
rising stage, but dropped faster than their values in CEP in the falling
stage. Such different behaviors were led by the strong correlation existing
between mutations and self-adaptation in CEP and FEP.

1 Introduction

The step size is crucial for the performance of a search operator in evolutionary
programming (EP) [1,2,3]. Different search operators often have different step
sizes, and thus are appropriate for different problems as well as different evo-
lutionary search stages for a single problem [1,4,5,6]. Since the global optimum
is generally unknown in real world applications, it is impossible to know a pri-
ori what step sizes should be applied in an EP. Self-adaptation was therefore
adopted in Gaussian mutation in which the strategy parameters are encoded
and evolved together with each individual in EP [7,8,9]. Through evolving the
strategy parameters, step sizes could therefore be controlled in EP. For an one-
dimensional Gaussian mutation, its step size is actually a product of a strategy
parameter and the absolute value of a random number generated from a Gaus-
sian distribution used in the mutation. Step sizes of mutations are therefore also
controlled by the distributions of random numbers besides the strategy parame-
ters. Different random distributions lead to the different step sizes of mutations.
For example, for Gaussian mutations using Gaussian random number with stan-
dard deviation 1 and Cauchy mutations applying Cauchy random number with
the scale parameter 1 [10], Cauchy mutations would tend to generate larger step
sizes than Gaussian mutations on average if the values of the strategy parameters
used in the two mutations were the same [1].

It was assumed in [1] that the different performance between fast evolutionary
programming (FEP) and classical evolutionary programming (CEP) was merely
caused by Cauchy mutations and Gaussian mutations when no any explicit change
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c© Springer-Verlag Berlin Heidelberg 2009



Self-adaptation in Fast Evolutionary Programming 233

has been made in self-adaptation. However, such an assumption turned out not to
be true. The observation results from the evolution of self-adaptation explored an-
other discovery that there existed a strong correlation between mutations and self-
adaptation [11]. Self-adaptation had been found to show quite different behaviors
in CEP and FEP in which the strategy parameters in FEP had often had much
smaller values than those in CEP. The smaller strategy parameters in Cauchy mu-
tations had made it possible that effective Cauchy mutations in FEP could have
the smaller step sizes than effective Gaussian mutations in CEP.

The rest of this paper is organized as follows. Section 2 describes the major
steps of CEP and FEP discussed in this paper. Section 3 describes the exper-
imental setup, and presents the explanations of different behaviors of strategy
parameters in both CEP and FEP with self-adaptation. Finally, Section 4 con-
cludes with some remarks and future research directions.

2 Function Optimization by Classical Evolutionary
Programming

A global minimization problem can be formalized as a pair (S, f), where S ⊆ Rn

is a bounded set on Rn and f : S �→ R is an n-dimensional real-valued function
[12]. The problem is to find a point xmin ∈ S such that f(xmin) is a global
minimum on S. More specifically, it is required to find an xmin ∈ S such that

∀x ∈ S : f(xmin) ≤ f(x),

where f does not need to be continuous but it must be bounded. This paper
only considers unconstrained function optimization.

According to the description by Bäck and Schwefel [7,1], CEP with self-
adaptation for function optimization is implemented as follows:

1. Generate the initial population of µ individuals, and set k = 1. Each individ-
ual is taken as a pair of real-valued vectors, (xi, ηi), ∀i ∈ {1, · · · , µ}, where
xi’s are objective variables, and ηi’s are standard deviations for Gaussian
mutations, which is known as strategy parameters in self-adaptive evolu-
tionary algorithms.

2. Evaluate the fitness score for each individual (xi, ηi), ∀i ∈ {1, · · · , µ}, of the
population based on the objective function, f(xi).

3. Each parent (xi, ηi), i = 1, · · · , µ, creates a single offspring (xi
′, ηi

′) by: for
j = 1, · · · , n,

ηi
′(j) = ηi(j) exp(τ ′N(0, 1) + τNj(0, 1)) (1)

xi
′(j) = xi(j) + ηi(j)Nj(0, 1), (2)

where xi(j), xi
′(j), ηi(j) and ηi

′(j) denote the j-th component of the vectors
xi, xi

′, ηi and ηi
′, respectively. N(0, 1) denotes a normally distributed one-

dimensional random number with mean 0 and standard deviation 1. Nj(0, 1)
indicates that the random number is generated anew for each value of j. The

factors τ and τ ′ are commonly set to
(√

2
√

n
)−1

and
(√

2n
)−1

[7].
4. Calculate the fitness of each offspring (xi

′, ηi
′), ∀i ∈ {1, · · · , µ}.



234 Y. Liu

5. Conduct pairwise comparison over the union of parents (xi, ηi) and offspring
(xi

′, ηi
′), ∀i ∈ {1, · · · , µ}. For each individual, q opponents are chosen uni-

formly at random from all the parents and offspring. For each comparison, if
the individual’s fitness is no larger than the opponent’s, it receives a “win.”

6. Select the µ individuals out of (xi, ηi) and (xi
′, ηi

′), ∀i ∈ {1, · · · , µ}, that
have the most wins to be parents of the next generation.

7. Stop if the halting criterion is satisfied; otherwise, k = k+1 and go to Step 3.

FEP discussed in this paper is exactly the same as CEP except for Eq.(2)
which is replaced by the following [1]:

xi
′(j) = xi(j) + ηi(j)δj , (3)

where δj is a Cauchy random variable with the scale parameter t = 1 [10], and
is generated anew for each value of j. It is worth indicating that self-adaptation
defined in Eq.(1) was left unchanged in FEP in order to keep the modification
of CEP to a minimum.

3 Experimental Studies

3.1 Benchmark Functions and Experimental Setup

Twenty-three benchmark functions used in [1,7,13] were tested in our experimen-
tal studies. Among the twenty-three benchmark functions, there are unimodal
functions f1 to f7, multimodal functions f8 to f13 with many local minima, and
low-dimensional multimodal functions f14 to f23 with a few local minima.

In all experiments, the same self-adaptive method (i.e., Eq.(1)), the same
population size µ = 100, the same tournament size q = 10 for selection, the
same initial η = 3.0, the same lower bound 0.001 for η, and the same initial
population was used in both CEP and FEP. In each run of CEP and FEP, the
initial population was generated uniformly at random in the specified ranges for
each test function in Table 1.

3.2 Self-adaptation of Strategy Parameters

Figures 1 and 2 display the evolution of the mean of the average values of η
defined by Eq. 1 from each individual in the population at each generation from
50 runs for both CEP and FEP. η had grown very quickly at the beginning in
both CEP and FEP for most of the test functions except for f2 and f9. Since the
offspring after mutation should stay in the search domain, the mutation steps
cannot be too large if the search domain is small. Correspondingly, η cannot be
too large either on target functions with small domains, such as f2 in [−10, 10]n

and f9 in [−5.12, 5.12]n. It is the reason that η did not rise much at the beginning
of evolution in both CEP and FEP on f2 and f9.

The initial solutions in the populations are normally rather different, in which
some are much better than others. No matter what mutations had been taken, the
offspring from the better individuals were often better than other poor
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Table 1. The 23 benchmark functions used in our experimental study, where n is the
dimension of the function, fmin is the minimum value of the function, and S ⊆ Rn.

Test function n S fmin

f1(x) =
∑n

i=1 x2
i 30 [−100, 100]n 0

f2(x) =
∑n

i=1 |xi| + ∏n
i=1 |xi| 30 [−10, 10]n 0

f3(x) =
∑n

i=1(
∑i

j=1 xj)2 30 [−100, 100]n 0
f4(x) = maxi{|xi|, 1 ≤ i ≤ n} 30 [−100, 100]n 0
f5(x) =

∑n−1
i=1 [100(xi+1 − x2

i )2 + (xi − 1)2] 30 [−30, 30]n 0
f6(x) =

∑n
i=1 (�xi + 0.5�)2 30 [−100, 100]n 0

f7(x) =
∑n

i=1 ix4
i + random[0, 1) 30 [−1.28, 1.28]n 0

f8(x) =
∑n

i=1 −xi sin(
√|xi|) 30 [−500, 500]n −12569.5

f9(x) =
∑n

i=1[x
2
i − 10 cos(2πxi) + 10)] 30 [−5.12, 5.12]n 0

f10(x) = −20 exp
(
−0.2

√
1
n

∑n
i=1 x2

i

)
− exp

(
1
n

∑n
i=1 cos 2πxi

)
30 [−32, 32]n 0

+20 + e

f11(x) = 1
4000

∑n
i=1 x2

i −∏n
i=1 cos

(
xi√

i

)
+ 1 30 [−600, 600]n 0

f12(x) = π
n

{
10 sin2(πyi) +

∑n−1
i=1 (yi − 1)2[1 + 10 sin2(πyi+1)] 30 [−50, 50]n 0

+(yn − 1)2
}

+
∑n

i=1 u(xi, 10, 100, 4),
yi = 1 + 1

4
(xi + 1)

u(xi, a, k, m) =

⎧⎨
⎩

k(xi − a)m, xi > a,
0, −a ≤ xi ≤ a,
k(−xi − a)m, xi < −a.

f13(x) = 0.1
{
sin2(3πx1) +

∑n−1
i=1 (xi − 1)2[1 + sin2(3πxi+1)] 30 [−50, 50]n 0

+(xn − 1)[1 + sin2(2πxn)]
}

+
∑n

i=1 u(xi, 5, 100, 4)

f14(x) =
[

1
500

+
∑25

j=1
1

j+
∑2

i=1(xi−aij)6

]−1

2 [−65.536, 65.536]n 1

f15(x) =
∑11

i=1

[
ai − x1(b2i +bix2)

b2i +bix3+x4

]2

4 [−5, 5]n 0.0003075

f16(x) = 4x2
1 − 2.1x4

1 + 1
3
x6

1 + x1x2 − 4x2
2 + 4x4

2 2 [−5, 5]n −1.0316285
f17(x) =

(
x2 − 5.1

4π2 x2
1 + 5

π
x1 − 6

)2 + 10
(
1 − 1

8π

)
cos x1 + 10 2 [−5, 10] × [0, 15] 0.398

f18(x) = [1 + (x1 + x2 + 1)2(19 − 14x1 + 3x2
1 − 14x2 2 [−2, 2]n 3

+6x1x2 + 3x2
2)] × [30 + (2x1 − 3x2)2(18 − 32x1

+12x2
1 + 48x2 − 36x1x2 + 27x2

2)]
f19(x) = −∑4

i=1 ci exp
[
−∑4

j=1 aij(xj − pij)2
]

4 [0, 1]n −3.86

f20(x) = −∑4
i=1 ci exp

[
−∑6

j=1 aij(xj − pij)2
]

6 [0, 1]n −3.32

f21(x) = −∑5
i=1[(x − ai)(x − ai)T + ci]−1 4 [0, 10]n −10

f22(x) = −∑7
i=1[(x − ai)(x − ai)T + ci]−1 4 [0, 10]n −10

f23(x) = −∑10
i=1[(x − ai)(x − ai)T + ci]−1 4 [0, 10]n −10

individuals and their offspring. When offspring by mutations with large step sizes
could survive, η was allowed to become larger at the beginning of evolution. After
the fast rise at the beginning, η turned to decrease quickly in the early evolution.
The reason for the η’s fast declining is that offspring by large mutations only had
some chances to survive at the beginning when there are some poor solutions in
the population. When the whole population became a little better after a few gen-
erations, offspring by mutations with large step sizes could hardly survive because
large mutations could rarely generate better offspring. Therefore, η was forced to
be smaller through self-adaptation in order to make the mutation step size smaller.
At the late evolution, η became rather stable when its value was smaller. Because
of lower bound 0.001 was set for η in the experiments, the average values of η did
not decrease further in the late evolution.
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Fig. 1. Comparison between EP and FEP on the mean of the average values of η over
all individuals in the population at each generation from 50 runs on unimodal functions
f1 to f6. The vertical axis is the value of η, and the horizontal axis is the number of
generations.
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Fig. 2. Comparison between EP and FEP on the average of the values of η from 50
runs on multimodal functions f8 to f13. The vertical axis is the value of η, and the
horizontal axis is the number of generations.
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Although the evolution trends of η in CEP and FEP had been similar, the
values of η in CEP and FEP are quite different. For the most of test functions,
η in CEP was much bigger than its values in FEP. Especially, η in CEP turned
to be very large at its initial rising period, while η in FEP could only manage to
increase a little bit. The larger random values generated by Cauchy mutations
were the driving force that prevented η in FEP from being very large. If η
had been very large in Cauchy mutations, the step sizes would be too large for
Cauchy mutations to generate either valid solutions within the search ranges
or good offspring to be selected to the next generation. Meanwhile, the smaller
Gaussian random values would permit η to be large as long as offspring by
Gaussian mutations with large η could survive.

In the falling period of η, the larger Cauchy random numbers pushed η to be
even lower because offspring by mutations with smaller step sizes were likely to
survive. It should be pointed out that Cauchy mutations with lower η in FEP
still had larger average step sizes than the Gaussian mutations with higher η in
nearly all the test functions. Only effective Cauchy mutations had hold smaller
step sizes than effective Gaussian mutations with the help of smaller η in FEP
for the most of test functions.

4 Conclusions

It has been found that effective Cauchy mutations had often had shorter step
sizes than effective Gaussian mutations. The force on the shorter effective Cauchy
mutations came from the strong correlation between mutations and
self-adaptation in EP. There were normally a brief rising stage in the early
evolution, and a long falling stage thereafter for the strategy parameter η in
self-adaptation. It had long been assumed that self-adaptation had behaved in
a similar way in CEP and FEP. However, different mutations, such as Gaussian
mutations and Cauchy mutations, could actually alter the same self-adaptation
so differently that the parameters η in FEP generally could not rise as high as
their values in CEP in the rising stage, but dropped faster than their values
in CEP in the falling stage. Very small parameters η at the later evolution are
also the reason that neither CEP nor FEP could likely escape from the found
local minimum. Simple methods of trying to dynamically increase or decrease
η might not help much in escaping from local minima. The behaviors of self-
adaptation explored in this paper are expected to help researchers in developing
better self-adaptation in EP.
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12. Törn, A., Žilinskas, A.: Global Optimisation. In: Törn, A., Žilinskas, A. (eds.)
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Abstract. Satisfiability (SAT) problem is an NP-complete problem. Based on the 
analysis about it, SAT problem is translated equally into an optimization problem 
on the minimum of objective function. A hybrid differential evolution algorithm 
is proposed to solve the Satisfiability problem. It makes full use of strong local 
search capacity of hill-climbing algorithm and strong global search capability of 
differential evolution algorithm, which makes up their disadvantages, improves 
the efficiency of algorithm and avoids the stagnation phenomenon. The experi-
ment results show that the hybrid algorithm is efficient in solving SAT problem.  

Keywords: SAT Problem; Differential Evolution Algorithm; Hill-climbing  
algorithm; Hybrid differential evolution algorithm. 

1   Introduction  

Satisfiability problem (SAT) is not only the very important central issue of the com-
puter science, but also the first NP-complete problem [1] to be proved. Many problems 
in many research fields such as artificial intelligence, database retrieval, computer 
network system design, VLSI design, computer-aided design problems are transferred 
to the SAT problem. Therefore improving the method of solving the SAT question has 
important theoretical and practical significance. At present the methods of solving SAT 
problem is divided into two classes: the complete algorithm and the incomplete algo-
rithm [2]. The complete algorithm can guarantee to find the solution absolutely, but its 
efficiency is very low, the average computing time is the multinomial, the worst 
situation is an exponential. So it does not suit to solve the large-scale SAT problem. 
The advantage of the incomplete algorithm [3,4] is that it has quicker speed than the 
complete algorithm, but it can not assured to find the solution in few cases. Because the 
efficiency of complete algorithm is low, finding an efficient and practical incomplete 
algorithm has become a research focus.  

In this paper, the SAT problem is translated into an optimization problem of solving 
the minimum of polynomial in binary coded space. A hybrid differential evolution 
algorithm is proposed to solve the Satisfiability problem. It makes full use of strong 
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global search capacity of hill-climbing algorithm and strong local search capability of 
differential evolution algorithm, which makes up their disadvantages, improves the 
efficiency of algorithm and avoids the stagnation phenomenon. The experiment results 
show that the hybrid algorithm is efficient in solving SAT problem.  

2   SAT Problem and Its Transformation  

2.1   SAT Problem  

The basic elements of SAT problem contains the true value, text, clause, conjunctive 

normal form[5].  

Let U={u
1
,u

2
,…,u

P
} be the boolean variable set.  

(1) True Value  
The truth assignment on the U is a function: t: U→{T, F}. If t (u) = T, then u gets the 
true value under the assignment t. If t (u) = F, then u gets the false value under the 
assignment t. The truth assignment may be denoted simply by a boolean variable group.  

(2) Text  
If u is a variable of U, then u and ┐u are text. Text u takes the true value under as-
signment t if and only if variable u takes true value under assignment t. Text ┐u takes 
the true value under assignment t if and only if variable u takes false value under  
assignment t.  

(3) Clause  
The clause on U is the disjunction of some text of U. The clause takes the true value 
under assignment t if and only if at least one text of the clause takes the true value under 
assignment t. The k-clause expresses that the clause contains k texts.  

(4) Conjunctive Normal Form (CNF)  
CNF on the U is the conjunction of some clauses on U. CNF takes the true value under 
assignment t (also called that CNF is satisfiability under assignment t) if and only if all 
the clauses of CNF take the true value under assignment t.  

The SAT problem is defined as follows:  
Given variable set U and CNF C on the U, if there exists assignment t which satisfies 

C, then SAT problem is called satisfiability, else it is called unsatisfiability.  
If the length of every clause in CNF C is k, then the SAT problem is called the 

K-SAT problem.  

2.2   SAT Problem Is Translated into an Optimization Problem Based on {0,1}  

Regarding a concrete evaluation based on U, assume the evaluation function of CNF 
C= c

1
∧c

2
∧…∧c

n 
is as follows： 

f =
1

( )
n

i
i

f c
=
C  
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Where f(ci) expresses the value of clause ci. If all the ci are true, then f = 1. If there exists 

at least a ci 
is false, then f = 0.  

Take the opposite value for each uij 
of each clause ci. If we regard the “and” opera-

tion as plus operation, regard the "or" operation as multiplication operation, regard ┐ui 

as real parameter χi 
of a function, then the SAT problem is translated into an optimi-

zation problem on sloving the minimum of corresponding real function [6]. The func-

tion T expresses the transformation, which definition is as follows:  

T(A)=T(c
1
∧…∧c

i
…∧c

n
)= T(c

1
)+ ……+ T(c

i
)+ ……+ T(c

n
)  

T(c
i
)=T(u

i,1
∨u

i,2
∨…u

i,k
∨……u

i,j
)  

=T(u
i,1

) T(u
i,2

) ……T(u
i,k

) …… T(u
i,j

)  

T(u
i
)=1－χ

i 
T(┐u

i
)=χ

i 
(χ

i
∈[0,1] 1≤i≤n)  

T(T)=1 T(F)=0  

For example, let CNF B=c
1
∧c

2, 
where c

1
= u

1
∨┐u

2  
c

2
=┐u

1
∨┐u

2 .
 

The SAT problem of CNF B will be transformed into the minimum optimization 

problem of function T (B) , the transformation process is as follows:  

T(B)=T(c
1
∧c

2
)  

=T(c
1
)+ T(c

2
)  

=T(u
1
∨┐u

2
)+T(┐u

1
∨┐u

2
)  

=T(u
1
)T(┐u

2
)+T(┐u

1
)T(┐u

2
)  

=(1－χ
1
)χ

2
+χ

1
χ

2
 

3   Solving SAT Problem with Hybrid Differential Evolution 
Algorithm  

3.1   Chromosome Structure  

It is convenient to use binary code to describe the SAT problem. In this paper, a 
chromosome is equivalent to the truth assignment of p logical variables.  

3.2   Differential Evolution Algorithm  

Differential Evolution Algorithm(DEA) [7] 
 
is a kind of evolutionary algorithm based 

on real encoding. Its integral structure is similar to the genetic algorithm. The main 
difference between them is mutation operation. The mutation operation of DEA is 
based on differences vectors of chromosome. The rest genetic operations are similar  
to the genetic algorithm’s. And there are also several critical parameters must be  
determined in advance. In the following DEA is introduced to solve SAT problem.  
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3.2.1   Parameters  
DEA mainly involves four parameters: ① population scale, ② individual (also called 
variable) dimension, ③ mutation factor, ④ crossover probability. The Literature [7] 
indicated that the general population size ranged from 5 to 10(the dimension of variable 
is determined by the actual issues). The mutation factor is between 0 and 2 and we take 
0.5 generally. Crossover probability is between 0 and 1. In general, the greater the 
crossover probability is, the faster the convergence is, but it is easy to premature, easy 
to fall into local optimum and the worse the stability of algorithm is. We believe the 
better choice is 0.3. Of course, these are just the experience and it is not rigorously 
proved. For some specific issues it may have better results if we take other parameter 
values. Initial Population is generated randomly with size N.  

3.2.2   Mutation Operation  
Mutation Operation of DEA is the main feature to differ with other evolutionary algo-
rithms. Its mutation operation is based on differences vectors of chromosome. Its main 
idea is to use the differences between individual information to narrow the differences 
between the various entities. In general, the differences among individuals are larger in 
early time, but with the evolution generation increasing, the differences between indi-
viduals gradually reduce duo to the addition of noises, which can guarantee the con-
vergence of algorithm. DEA has several evolution patterns. In this paper we choose the 
most powerful mutation mode DE/rand/1/bin with global search capability. The con-
crete mutation operation is to add noise to every individual of the current generation. 
Firstly, randomly select three individuals X

a 
, X

b
, X

c
, where i≠a≠b≠c, then we get 

the noise for H
ij
(t+1)=[x

aj
(t)+F(x

bj
(t)-x

cj
(t))] mod 2, where H

ij 
is the new individual after 

mutation, x
bj

(t)-x
cj
(t) is difference vector, F is the scalling factor and it can control the 

speed of convergence, mod is operation of complement computation. Because the 
encoding form of individual is binary mode, it is need to ask-odd through molding 2.  

3.2.3   Crossover Operator  
The crossover operation is to increase the diversity of population. The specific opera-
tions are as follows:  

If rand
ij
CR or j=rand(i)，then the value of V

ij
(t+1) is h

ij
(t+1). If rand

ij
>CR or j≠

rand(i) , then the value of V
ij
(t+1) is X

ij
(t). rand

ij 
is the random decimal between 0 and 1. 

CR is crossover probability where CR∈[0,1]. rand(i) is random integer between 1 and 
n. This strategy will ensure that at least one component of X

i
(t+1) is dedicated by 

corresponding component of X
i
(t).  

3.2.4   Selection Operator  
Let X

i
(t+1) and Xi(t) respectively be the individuals of t+1 generation and t generation, 

V
i
(t+1) be the i

th 
individual of t+1 population. The selection operator is defined as follows:  
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3.3   The Hill-Climbing Algorithm 

Hill-climbing algorithm is a heuristic searching method of artificial intelligence
[8] 

which is commonly used to find the local optimal solution. It has better versatility for 
solving various optimization problems, simply and nimbly. When using DEA to solve 
SAT problem, the speed of convergence in early stage is fast, however, it is easy to fall 
into local optimum in late stage. Thus, hill-climbing algorithm is introduced in later 
period. The specific steps of hill-climbing algorithm are as follows:  

Step1 To randomly assign for variables which cause the SAT function value  
stagnate;  

Step2 Calculating function value of the SAT after randomly assignment for  
variables which cause the SAT function value stagnated;  

Step3 If the new function value <the best individual fitness value, then update the 
best fitness value of individual.  

3.4   Hybrid Differential Evolution Algorithm  

When we use differential evolution algorithm to solve SAT problems, in the evolution 
later period, the diversity of population gradually reduces, the similarity between in-
dividual increases and the successfully effective gene's reorganization probability 
obviously reduces. Thus the improvement speed of optimal solution drops much and 
falls into the status of a local optimum. And hill-climbing algorithm is commonly used 
to seek for the local optimal solution. So in the paper we integrate hill-climbing algo-
rithm with DEA. We call it Hybrid differential evolution algorithm(HEDA). The 
HEDA has strong global search capability of differential evolution algorithm, enhances 
the capability of local optimization and the calculating efficiency of the latter. Its ro-
bustness is stronger than the difference evolution algorithm. The specific steps of 
HDEA are as follows:  

Step1 Determine population size N, mutation factor F and crossover rate CR;  
Step2 Initial Population is generated randomly with size N;  
Step3 Carry out Mutation, crossover and selection operation according to section 

3.2.2 --3.2.4;  
Step4 Judge whether the termination condition is satisfied, that is to determine 

whether the SAT function value is 0, and if so, then output the result and the algorithm 
ends;  

Step5 Determine whether SAT function optimum value is bogging down in some 
value and to determine whether the optimization number exceeds the maximum of the 
termination, and if so, then switch to step6 and carry out local climbing optimize, 
otherwise switch to step3;  

Step6 Find all the individuals (Y
i
,1≤i≤N ) which cause algorithm optimization 

result bogging down. Let j=1;  
Step7 Circulation: when j<=k and there is no optimum value, then repeat Step7.1, 

Step7.2; 6 Liu KunqiP1,2P Zhang JingminP2 PLiu GangP3P P PKang LishanP1,4  
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Step7.1 For individual Y
j
, carry on the climbing optimization operation according to 

Step1~Step3 of section 2.3. If the SAT function value achieves the optimum value, then 
climbing is successful, then output the result, the algorithm ends;  

Step7.2 j=j+1;  
Step8 If j>k, then climbing is fail, else switch to step2.  

4   Experiment  

In order to test the computation effect of HDEA, we use the randomly generated 3-SAT 
model(the length of each of the words L = 3, and the variables of the words is different 
each other) as an example. HDEA and DEA are all programed by C language and run in 
Intel (R) Celeron (R) CPU 1.7GHZ computer. The run time is 300 (s), sample number 
of each test example is 20. In order to obtain the good experimental performance, the 
parameters of each algorithm have been optimized. The analysis and comparison are 
carried by the average execution time of the calculation and the number of satisfied 
sample. The result is shown in Table 1 and it should be comprehensive and convincing.  

From Table 1 we know when the number of clauses increase, computing speed of 
HDEA is quicker than that of DEA(we can see it from average execution time of sat-
isfied examples of 20 examples). Therefore HDEA is better than DEA in the optimi-
zation results, computational efficiency and robustness. Therefore, it is feasible and 
highly effective to solve the large-scale SAT question with the HDEA algorithm.  

Table 1. Comparison of HDEA and DEA  

CNF Average execution time (s) the number of satisfied 

m n L HDEA DEA HDEA DEA 
100 200 3 0.2 0.6 20 20 
100 250 3 1.41 1.6 20 20 
100 300 3 4.36 5.47 20 19 
100 350 3 13.2 21.4 15 14 
100 380 3 10.3 12.3 7 7 
100 400 3 11.3 14.0 6 5 
100 410 3 19.3 22.3 4 3 

5   Conclusion 

In the paper a hybrid differential evolution algorithm is proposed. It integrates 
hill-climbing algorithm with DEA. The experimental results indicate the HDEA could 
find the globally optimal solution quickly in a short time. It can avoid premature and the 
stagnation in later period of DEA, and enhance reliability and speed. The HDEA can 
quickly and easily find the optimal solution of the SAT problem. However, further  
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proof of the theory and experiment of other problem are needed in order to guarantee 
the general effectiveness of HDEA .  
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Abstract. In this paper, a novel algorithm which combines a deterministic and 
random algorithm is used to optimize Earth to Mars double impulse orbit opti-
mization function. While the deterministic algorithm uses branching technique 
and the stochastic algorithm takes advantage of evolution programming. Based 
on the analysis of Evolution-Branching Algorithm, we propose an improved al-
gorithm (OEBA). The OEBA is a new branching technology: the standard bi-
section method. It generates the initial population with orthogonal design so 
that the individuals yield a more representative distribution of the feasible solu-
tions. The experiment results show that the novel algorithm is very effective for 
Earth to Mars double impulse orbit optimization. At the same time, it provides a 
possibility for solving more complex optimization problems.  

Keywords: evolution programming, branching technique, orthogonal design, 
global optimization. 

1   Introduction 

In an ecliptic reference frame centered into the Sun and considering the gravity action 
of the Sun only, the dynamic of a spacecraft is governed by the following differential 
system[1]: 

_

_

3

r v

v r
r

µ
=

= −
 (1)

Where µ is the gravity constant of the Sun, γ is the position vector of the spacecraft 

and v is its velocity vector. Now in the hypothesis of Keplerian motion taking two 
points in space and fixed a time of flight (TOF) T, Lambert’s problem[2][3][4] consists 
of finding the transfer arc from one point to the other in the given time. If this is ap-
plied to the problem of finding the optimal transfer trajectory from Earth to Mars, an 
infinite number of trajectories can be generated, each one characterized by a different 

departure date from the Earth 0t , a different time of flight T. Therefore the following 

objective function can be defined: 

E Mf V V= ∆ + ∆  (2)
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Where Ev∆ is departure velocity from the Earth and Mv∆  is arrival velocity at Mars. 

f is the cost in terms of propellant to transfer a spacecraft from the Earth to Mars, 

which must be minimized with respect to the departure time and transfer time. 

If we defined 0t in the interval [3000, 6000] expressed in Modified Julian Day (i.e. 

number of days from 1st January 2000) while the TOF is defined in the interval [100,400] 

expressed in days, then the objective function f can be showed in Fig.1 and Fig.2. 

      
Fig. 1. Three-dimensional plot of the objective function f  

 
Fig. 2. Two-dimensional plot of the objective function f  

The less the function f value is, the less cost we spend. Therefore, it is very sig-

nificance to find the global minimum. Since the problem is generally highly non-
linear and not necessary differentiable in all the solution space, it is a very difficult 
optimization problems.  

In this paper, a mixed approach combining a branching technique and a particular 
implementation of evolution programming (EP) is proposed to solve Earth to Mars 
double impulse orbit. EP is used to explore local information, to select promising 
branches.  
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2   Evolution Programming 

The present evolution programming simulates the action of people migrating from one 
region to the other region. When its implement is based on four fundamental opera-
tors: mutation, migration, mating and filtering. 

2.1   Generate an Initial Population by Orthogonal Design 

In reference[5], Yiu-Wing leung proposed an orthogonal genetic algorithm with quan-
tization to solve numerical optimization for continuous variables. Some researchers 
introduced the orthogonal design to multi-objective optimization problems[6][7][8][9]; 
the experiment results proved that it can improve the performance of the algorithm. 

Orthogonal design has some properties. First, it has no two repeat experiments. 
Second, any two results have no comparability. Thus, orthogonal design is able to 
guarantee the representativeness of experiment. 

2.2   Migration 

A person in one region has a active region. In the active region, he (or she) wants to 
find a better life-style. So his (or her) active trend is to find the best-style. 

The implement of the active region is migration region. The migration process [8] 
generates a subpopulation in a neighborhood of an individual y . If the best individual 
in the subpopulation is better than the parent y , survives to the next generation  
instead of the parent. The subpopulation is generated using mutation and mating. 

If i
kf is the fitness value associated to and individual i at generation k and 1

i
kf + the 

fitness value associated to the same individual at generation k+1, the differential  
improvement as: 

1
i i i

k kdf f f+= −  (3)

The migration radius is defined as: 

( )

l ( )

i
ji

j i

len y

en D
ρ =  

(4)

Where i
jρ is the j-th dimensional radius of individual i, ( )i

jlen y  is the j-th dimensional 

length of individual i, and ( )jlen D  is the j-th dimensional length of the whole domain. 

During convergence the change of migration radius depend on the fitness of the in-
dividuals inside the migration region and the differential improvement of the individ-
ual from one generation to another:  

If none of the children of the subpopulation is better than the parent the radius is 
reduced. 

([ 8, ])min min j

j
j min j

max le y if y

if y

δ δ ερ
ρ

ερ δ ερ
− ≥⎧⎪= ⎨ <⎪⎩

 (5)
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Where ε has been set to 0.5 and minyδ  is the distance of the best child *y , among 

the ones in the migration, from the parent i, normalized with respect  to the dimen-
sions of the migration region: 

*

1

( )
in

j j
min i

j j

y y
y

S
δ

=

−
= ∑  (6)

Where i
jS  is the difference between the value of the upper bound and of the lower 

bound. 
If from generation k to generation k+1 the differential improvement increases, then 

the migration radius is recomputed according to the prediction: 

1 ( 1)i i
k k log e iρ ρ η+ = + −  (7)

Where η is equal to 2 in this implementation. 

2.3   Mutation 

Mutation operates [10] in three different ways: 

①. Generate a random number, taken form a Gaussian distribution   
②. Exchanges a random component of the individual with one of the bounds. 

③. Generate a symmetric perturbation of a selected component iy  with respect to 

its original value within an interval in a neighborhood of y  

2.4   Mating 

The mating procedure takes two individuals and generates one or two children mixing 
the genotypes of the two parents. Three schemes are used to mate individuals: 

①. Single point crossover which simply exchange part of the genes between the 
two parents 
②. Arithmetic crossover, which generate a new individual with an interpolation of 

the two parents: chosen two individual 1y  and 2y and a random numberα , the re-

sulting child will be given by: 

3 2 1(1 )y y yα α= + −  (8)

③. Extrapolation generates a new individual on the side of the best individual  
between the two parents at a distance from the best parents equal to the vector  
connecting the two parents: 

3 2 1 2( )y y y yα= − +  (9)
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2.5   Filtering 

If a person in one region don’t satisfy his life (or live in the lowest level), he may 
migrate to another region. Or after his efforts, he may access to the higher level.  

The implement of the action is the filtering operator. Different from traditional se-
lection mechanisms based on fitness, the filtering operator allow each individual to 
survive from one generation to another provided that it remains inside the filter. The 
filter ranks all the individuals on the basis of their fitness from the best to the worst. 
All the individuals with fitness worse than a given threshold will mutate to another 
place, while migration is applied to all individuals within the filter. 

3   Branching Technique 

Because of the stochastic nature of evolution algorithm, we can not guarantee to find 
the global optimal solution when the algorithm converges. Therefore, a deterministic 
technology, branching technique[11][12], is taken on the basis of the output of the  
evolution algorithm. 

3.1   Branching Procedure 

Step 1: Initialization  

            Let { }F D=  

Step 2: Node selection 

        Let θ be a function which associates a value to each node H F∈ . Then,  

select a node H F∈  such that 

arg ( )
H F

H min Hθ
∈

∈     

Step 3: Evaluation 
        Evaluate the selected node H through evolution programming described 

above. 

Step 4: Node branching 

Subdivide H into η  nodes iH , 1,...,i η=  for some integer 2η ≥ , and  

update F as follows: 

1( \{ }) { ,..., }F F H H Hη= U  (10) 

Step 5: Node deletion 
Delete nodes from F according to some rule. 

Step 6: Stopping rule 

If F = ∅ , then stop. Otherwise, go back to Step 1. 

Note that in the scheme above each node corresponds to a subdomain. 
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3.2   Node Branching 

First we call that each subdomain is a hyper rectangle. Branching can be done through 
many different methods, such as standard bisection, divided through the worst indi-
vidual which is out of filter.  

In this paper, we use the standard bisection method: the (relative) largest edge of 
the domain to be subdivided is selected and two new subdomains (i.e., 2η = ) are 

obtained by splitting with respect to its midpoint. More formally, let 

1 1[ , ]*...*[ , ]n nH a b a b=  (11)

Be the domain to be subdivided. Let 

1,..,
arg max i i

i n
i i

b a
j

D d=

−∈
−

 

Where id  and iD  denote respectively the lower and upper bounds for variable ix in 

the original domain D. Let 
_

2
j j

j

a b
x

+
=  

be the midpoint of edge [ , ]j ja b . Then, we define the two subdomains: 

_

1 1, 1[ ]*...*[ , ]*...*[ , ]jj n nH a b a x a b=  

_

2 1, 1[ ]*...*[ , ]*...*[ , ]j j n nH a b x b a b=  

(12)

3.3   Node Evaluate 

Before defining the node evaluate functionθ , we need to introduce two other func-

tions ω
 
and ϕ . Let H be a given subdomain and H be its father. Function ω  is 

defined as follows for H : 

max{ ( ),1} ( )
( )

( )

N H D
H

N H
ω = l

l
 (13)

Where ( )N H is the number of individuals in the node H , N is the size of popula-

tion. Function l is defined as follow: 

1

( ) ( ( ))nD Vol D=l  (14)
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As can be seen from the formula definition, the function ω  is similar to the density 

of node H . Small values for ω  means a low density of node H , so it has more 
chance to be explored. 

Function ϕ is defined as follows for H : 

( ) 0
( )

1

H
best best

worst best

f f
if N H

H f f

otherwise

ϕ
⎧ − >⎪= −⎨
⎪
⎩

 (15)

Where bestf  and worstf are respectively the best (lowest) and worst (highest) function 

values observed up to now by the EP within the feasible region, and H
bestf  are the best 

function values within H. For ( ) 0N H > , ϕ  returns a value between 0 and 1, while 

for ( ) 0N H =  the ϕ  value is simply set to 1.  

Now, we are ready to define the functionθ : 

( ) ( ) (1 ) ( )H H Hθ σω σ ϕ= + −  (16)

Where [0,1]σ ∈  is a parameter which controls the relative weights of ω  andϕ . 

That the choice of σ  allows us to balance global and local exploration of the  
algorithm. If σ is close to 0, ϕ  has a higher weight and nodes where good function 

values have been observed are favored (local exploration), while when σ is close  
to 1, ω  has the higher weight and nodes with low density are favored (global  
exploration). 

The procedure is shown as follow(Fig. 3): 
 

 
Fig. 3. The sketch of branching procedure 
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3.4   Node Deletion 

In this paper, a simply rule is used to delete node: all nodes are deleted at the same 
time when the number of explored subdomains reaches a predefined number, then 
algorithm stop. 

4   Experiments 

At first, only the EP algorithm without branching technique is tested to verify the 
effectiveness and efficiency of the new operators. The problem is solved by running 
the EP several times, with no branching step. 

Because the EP algorithm will be combined with the branching technology in the 
next, the size of initial population of EP should not be too large. In this experiment, 
the initial population is set to 10 individuals, while the size of filter is 7. So the popu-
lation should be good diversity with more local information. Thus, an orthogonal 
design is used to generate the initial population.  

Since the nature of the method is stochastic, 20 runs have been performed and evo-
lution generations are 200 in each run. The results are showed in Table 1. 

Table 1. Comparison of the probability of finding the global minimum 

Value SGA[13] EP OEP 
f(km/s) 5.6695 5.6695 5.6695 

0t (MJD) 3573.5 3573.2 3573.0  

TOF(day) 324.0 324.2 324.1 
Success Times 1 12 14 
probability 5% 60% 80% 

              (SGA: simple Genetic algorithm, OEP: orthogonal design EP). 

From the table 1, we can see that EP and OEP show good performance on finding 
the global one. OEP has higher probability than EP, which approve that orthogonal 
design can improve the performance of EP. 

The second experiment use combined of EP and branching technique to solve the 
E-M double impulse function. The number of branch is 20, the balance factor σ is 
0.5 and evolution generations are 100. Each algorithm runs 20 times. 

The results are showed in Table 2. 

Table 2. Comparison of the probability of hybrid algorithms 

Value SGBA EBA OEBA EPIC[11] 

0t (MJD) 3573.5 3573.2 3573.0  3573.5 

TOF(day) 324.0 324.2 324.1 324.3 
Success Times 4 20 20 ------ 
probability 20% 100% 100% 75% 

    (SGBA: simple genetic-branching algorithm, EBA: evolution-branching algorithm 
   OEBA: orthogonal design EBA, EPIC: Evolution Programming and Interval Computation). 
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Fig. 4. Characterization of one of the OEBA branch result 

It can be seen that the algorithm combining of EP and branching technique  
have higher probability than pure EP algorithm. The bisection method combined 
with EP has higher probability than EPIC, which result in the table 2 is from  
reference [11]. 

5   Conclusions 

Earth to Mars double impulse thrust optimization function is generally highly non-
linear and not necessary differentiable in all the solution space. And it is very signifi-
cance to find the global minimum. In this paper, a novel algorithm combining EP and 
branching technique is used to solve the hard and significative problem. Base on the 
study and analysis of Evolution-Branching Algorithm, we introduced a new method 
to generate an initial population: orthogonal design, which can make the initial popu-
lation scatter evenly in the feasible solutions space. At the same time, a new branch-
ing technique, bisection method, is used to combine with OEP. The experiments show 
OEBA has better performance than EPIC. 

Although the hybrid algorithm is quite effective as a general tool for Earth to Mars 
double impulse transfer trajectory, an extension to treat more complex constraints is 
under development. 
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Abstract. Traditional genetic algorithms (GA) displays a disadvantage of early-
constringency in dealing with scheduling problem. To improve the crossover 
operators and mutation operators self-adaptively, this paper proposes a self-
adaptive GA at the target of multitask scheduling optimization under limited re-
sources. The experiment results show that the proposed algorithm outperforms 
the traditional GA in evolutive ability to deal with complex task scheduling  
optimization. 

Keywords: self-adaptive, genetic algorithm, Complex Task Scheduling, opti-
mization of network planning. 

1   Introduction 

The key point of project management is scheduling problems. Optimization of sched-
uling has been a hot research topic that domestic and foreign experts and scholars 
focus on. It determines the profit of the project. Feng[1], Li and Love[2] were the first 
to use genetic algorithm to solve the scheduling optimization problem. And in Bibli-
ography[3-6], Xiang Li gained better results, using an improved genetic algorithm and a 
hybrid genetic algorithm to solve the multi-task scheduling problem. But the quanti-
ties of data in those experiments are small, and network planning is assumed to be 
relatively simple, therefore it impacts little to the optimization when the algorithm 
converges early. However, when the number of works increases to a large scale, the 
shortcoming of the algorithm will be showed out, and causes unsatisfactory optimiza-
tion of scheduling. Therefore, this paper presents a self-adaptive genetic algorithm to 
solve the complex multi-task scheduling. 

2   Resource-Constrained Project Scheduling Model 

Suppose there are some parallel projects and a shared resource library, including some 
kinds of renewable resources. All resources have only limited supply, and projects are 
independent with each other in addition to shared resources. In order to facilitate the 
descriptions of problems, now a mathematical model is established as follows: the 
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multi-task scheduling problem have P independent tasks, and No.k task contains nk+1 
works, among which No.nk+1 work is the virtual termination working of the task, 
occupying no resource and time. The all tasks share M kinds of renewable resources, 

among which the total volume of the No.m resource is mR . iW  stands for working 

sets of the No.i task, 
ijW  stands for the No.j working of the No.i task, whose working 

period is ijd , ijmr  stands for demand for the No.m resource, ,i jS  marks the start time 

of the task, and ijP  marks the collection formed by all pre-tasks. In time of t  all 

ongoing tasks are marked as ( )I t . In view of different importance degree of different 

projects, 
k∂  represents weight of the No.k task. Given the above assumptions and 

symbols adopted, the multi-task scheduling problem agianst the background of  
resource constraint can be described as: 

∑
=

+∂
P

k
nkk k

S
1
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3   Using Self-adaptive Genetic Algorithm to Solve the Problems of 
Complex Task Scheduling 

3.1   RCPSP Problems 

As it is a sharing of common resources among the work of multiple projects, its solu-
tion is different from that of solving the sharing of common resources among the 
work of individual projects. Of the solutions to solve this problem, there is a bi-level 
decision-making method for Multi-Resource Constrained Multi-task Scheduling put 
forward in literature [3], however, the method has two major flaws. 

First, the assumption prerequisite of the method is that the duration of work of 
shared resources in each task is decided by the allocated resource volume. The dura-
tion of work of shared resources is inversely proportional to the volume of resource 
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allocation(such as 2 machines work for 6 days, 4 machines works for 3 days), that is, 
the duration of the work = work capacity ÷ resources volume. But in real life, the 
work capacity is not cumulative, that is, the duration of the work ≠ Work capacity ÷ 
resources volume, so the model is unable to solve the problems of non-cumulative 
work capacity in project. 

Second, the model adopts a specific resource-allocation strategy among tasks. The 
resources will always belong to the project after they are allocated to it, and other 
projects can no longer use this part of the resources. This resource-allocation method 
results in a great waste of resources as resources among projects cannot exchange. 
When a project has some idle resources which cannot be used by any other projects, it 
is wasted. 

The method in Literature [8] finally is combining the multi-project network plans 
into one network plan to solve. And it reduces the solving efficiency and flexibility. 

And the method proposed in this paper is now able to solve the multi-task problems 
of non-cumulative work capacity; and as the resources among projects are dynamic 
and exchangeable, the method will not waste idle resources and is able to dispatch each 
task and makes all tasks completed in the shortest possible period according to the 
weight of each task. Not the combination of each task network plan but only the infor-
mation like duration of time and resources of each task is needed for the completion. 

3.2   Self-adaptive Genetic Algorithm Design 

The Fig.1 shows the flowchart of the self-adaptive genetic Algorithm. And this paper 
will solve the Resource-constrained multi-task scheduling problems as the process of 
the flowchart. 

 

Fig. 1. Flowchart of the self-adaptive genetic Algorithm 
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(1) Structure of chromosome 
The problem of multi-project scheduling under resource constraints can also be seen 
as the scheduling problem subject to certain constraints. The key to solve this problem 
is how to find a suitable order for all the work of multi-projects with genetic algo-
rithm. Here we ranked all work lists according to a certain order for chromosome 
encoding the issues. With m projects and n works in each project, there will be m * n 
work, that is, the length of the chromosome is m * n. Make Vk stands for the NO.K 
chromosomes in current population and Pkij a gene for the chromosome that stands for 
the work of NO.pk task in j chromosome location. The chromosome can be expressed 
as follows:  

Vk = [P1i1, ..., P1ii, ..., P1in, ..., Pki1, ..., Pkii, ... Pkin, ..., Pmi1, ..., Pmii, ..., Pmin] 

The Pkij can be arbitrarily ordered in the premise of meeting constraints.  

(2) Initialization population 
For the Chromosomes initialization, this paper is divided into two parts. One is ran-
domly generating various chromosomes by the topological scheduling, the other is 
generating chromosome through a variety of heuristic methods. 

Method 1: Randomly generated initial chromosome 
Similar with the optimal scheduling method with the shortest Resource Constrained 
time of the single task, the only difference is that for every work. Firstly judge the 
task to which it belongs, and then determine the constraint relationship. It is deter-
mined the first consider work by a Left to Right approach with a fixed sequence. At 
each stage of the work order has been maintained and assembled Scheduling can work 
and completely random from a pool selected to work in the pool. This process is  
repeated indefinitely until all the work was arranged.  

In each iteration of the process all the work at one of the following three  
conditions:  
1. The work has index: Part of the chromosome structure in the work.  
2. The work can schedule: All immediate works are ordered. 
3. Free work: All of work 

Where, t
kv is a part of chromosome, including t activities. 

tQ is in phase t with a cor-

responding arrangements can be made to the activities set, Pi is all the activities set, 
with a corresponding set of arrangements can be made activity set 

tQ is defined as 

formula 7. 

{ }t
kit vPjQ ⊂= |  (7)

It includes specific arrangements in the end nodes, and it is all competition activity 
set. 

Method 2: Initializing chromosome through various heuristic methods: 
Bai Sijun listed 31[7] heuristic methods. Based on the resources 11 more effective 
heuristic ones are picked out here. Application of these 11 heuristic methods gener-
ates a good number of chromosomes of relatively activation effects. 
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The 11 heuristic criteria are as follows:  

(1) Minimum total time difference priority standard (MinTS), according to the ear-
liest starting time if they are same. 

(2) Maximum total time difference priority standard (MinTS), according to the ear-
liest starting time if they are same. 

(3) Minimum criteria for priority period (SOF), according to the numbers of work 
if they are same. 

(4) Maximum criteria for priority period (SOF), according to the numbers of work 
if they are same. 

(5) LS priority minimum standard (MinLS), according to the numbers of work if 
they are same. 

(6) EF priority minimum standard (MinEF), according to the numbers of work if 
they are same. 

(7) LF priority minimum standard (MinLF), according to the numbers of work if 
they are same. 

(8) ACTIM standard, the different between the length of the critical path and the 
latest starting time, the greater the value has the priority.  

(9) Maximum priority greatest resource requirements standard (MaxR).  
(10) Minimum priority greatest resource requirements standard (MinR). 
(11) Most intended tight works priority criterion (MostIS).  

The literature [9] also makes some heuristic criteria considered: First considering 
the work on the critical path. If there are conflicts among several key tasks, consider-
ing the following programs: 

(1) The smallest total time priority.  
(2) First start priority.  
(3) First completion priorities.  
(4) Priority for the most intense work, the remaining processing time and delivery 

time ratio is smaller becomes tenser.  

(3) Self-adaptive crossover and mutation 
Standard GA exists the shortcoming of constringing optimal value partially, which is 
hard to get over. The selection of crossover probability Pc and mutation probability 
Pm is the key to capability of GA and influences the constringency directly. Srinvivas 
present a self-adaptive GA that automatically adjusts Pc and Pm with fitness function. 
Self-adaptive parameter formula as follows: 
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( )

( )( )
( )

C avg

C C C avg
C avg

avg

P f f

P P P f f
P f f

f f

⎧ <
⎪

= − −⎨ − ≥⎪ −⎩

 
(8)

max

max min
max

max

( )

( )( )
( )

M avg

M M avgM
M avg

avg

P f f

P P f fP
P f f

f f

<⎧
⎪ − −= ⎨ − ≥⎪ −⎩

 
(9)



262 L. Zhu et al. 

 

Where, maxCP  is max value of the crossover probability; minCP  is min value of the 

crossover probability; maxMP  is max value of the mutation probability; minMP  is min 

value of the mutation probability; maxf  is The largest population fitness value; avgf  

is the average fitness value in each generation; 'f  is the larger of the two individual 

fitness value; f  is individual fitness value。 

(4) Fitness function 
Requiring the minimum period of a number of tasks, first we will decode the chromo-
some and calculate the possible earliest time to start all work, and then we calculate 
the earliest completion time and afterwards the earliest completion time of each pro-
ject. Finally we calculate the shortest average duration in accordance with the ratio of 
the weight. We come to the objective function as follows: 

∑
=

+∂
P

k
nkk k

S
1

, )1(*min
 

(10)

Since the RCPSP problem is to minimize total task duration, it is needed to convert 
the original objective function to ensure that appropriate individuals have the greatest 

fitness. Make kv  the NO.K chromosome in current population, ( )kg v  the fitness 

function, ( )kf v  the original target, maxf  and minf  the biggest and the smallest 

target of the current population respectively conversion method: 
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Of which ε  is arithmetic number which is usually limited in open interval (0,1). 

(5) Selection Operator 
The operation that winning individuals are chosen from the group and the bad indi-
viduals are eliminated is named selection. 

4   Experiments and Analysis  

4.1   Experimental Description 

The experiment in this paper is to solve complex multi-task scheduling problem 
through self-adaptive genetic algorithms. It assumes that each task shares the same 
flowchart structure, and each task has 800 items and 1202 works, Fig.2 only shows 
one part of the flowchart structure of the task; It also assumes all tasks in one experi-
ment share the same resource distribution as shown in Table.2 with the total resource 
capacity unchanged. The resource here mentioned is single-patterned, which is to say, 
each task uses one type of resource. The period, resource type and quantity of the all 
works in one task are showed in Table 1. 
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Fig. 2. One part of the network flowchart in this experiment 

Table 1. Period, resource type and quantity 

Serial 
number 

Starting Item Finishing Item Period Resource type Resource 
quantity 

1 1 2 2 1 7 
2 2 3 3 2 9 
3 3 4 2 3 3 

…… …… …… …… …… …… 
1200 797 799 3 11 20 
1201 798 799 5 8 11 
1202 799 800 3 16 5 

Table 2. Type and quantity of resource 

type  Quantity 
1 42 
2 50 
3 36 

…… …… 
29 32 
30 48 

This paper designs the optimization algorithm through the Visual C++6.0, under 
Windows 2003 server operating system. The type of processor is Quad-Core AMD 
Opteron(tm) Processor 2.75GHz, and the memory size is 4G. 

4.2   The Experimental Results and Analysis 

The experiments compared the results between the traditional GA with the self-
adaptive GA in this paper, on solving the problems of complex task scheduling. Both 
of the population sizes are 150, the max evolution algebras are 100, and the lengths of 
the neighborhood in mutation operation are 4. The differences are that the Crossover 
probability and mutation probability are set as 0.8 and 0.01 in traditional GA, but in 
self-adaptive GA we adopt an adaptive approach. It is calculated form 1 task which 
includes 800 items and 1202 works, to 15 tasks gradually, in this experiment. Fig.3 
shows the comparison of the average periods between traditional GA and self-
adaptive GA on solving the Resource-constrained multi-task scheduling problem. 
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Fig. 3. The comparison of the average periods between traditional GA and self-adaptive GA 

When the number of tasks is from 1 to 3, resources can be better allocated to all 
works. This means the average periods of these tasks differs little. But when the num-
ber grows, the average periods show a linear growth. When the number is 15, the 
periods of the tasks from task 1 to task 15 after optimized by traditional GA are: 1890, 
1890, 1892, 1895, 1895, 1897, 1900, 1900, 1902, 1905, 1905, 1907, 1910, 1910, 
1912, and the average period is 1900. The periods of the tasks from task 1 to task 15 
after optimized by self-adaptive GA are: 1823, 1836, 1836, 1837, 1840, 1839, 1854, 
1852, 1849, 1862, 1863, 1855, 1868, 1863, 1870, and the average period is 1850. 
Therefore, the self-adaptive GA can gain a better result than traditional GA on solving 
the problems of complex task scheduling. 

5   Conclusion 

Traditional GA has the weakness of converging partial optimal value too early. 
Proposed self-adaptive GA automatically adjust crossover probability Pc and muta-
tion probability Pm, and ensure the community diversity and convergence. The 
results of experiment demonstrate that the self-adaptive GA is preferable to tradi-
tional GA on large scale complex multitask scheduling problems with limited re-
sources. The proposed method overcomes the shortcomings of other algorithms, 
such as dealing only with small scale task and early constringency, which indicates 
its feasibility. 
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Abstract. This paper proposes a new methodology for designing Fuzzy Cogni-
tive Maps using crisp decision trees that have been fuzzified. Fuzzy cognitive 
map is a knowledge-based technique that works as an artificial cognitive net-
work inheriting the main aspects of cognitive maps and artificial neural net-
works. Decision trees, in the other hand, are well known intelligent techniques 
that extract rules from both symbolic and numeric data. Fuzzy theoretical tech-
niques are used to fuzzify crisp decision trees in order to soften decision 
boundaries at decision nodes inherent in this type of trees.  Comparisons be-
tween crisp decision trees and the fuzzified decision trees suggest that the later 
fuzzy tree is significantly more robust and produces a more balanced decision 
making. The approach proposed in this paper could incorporate any type of 
fuzzy decision trees. Through this methodology, new linguistic weights were 
determined in FCM model, thus producing augmented FCM tool. The frame-
work is consisted of a new fuzzy algorithm to generate linguistic weights that 
describe the cause-effect relationships among the concepts of the FCM model, 
from induced fuzzy decision trees. 

1   Introduction 

Nowadays, the knowledge acquisition and representation constitutes a major knowl-
edge engineering bottleneck. A large number of techniques in the field of artificial 
intelligence used to represent knowledge: production rules, decision trees, rule-based 
architectures semantic nets, frameworks, fuzzy logic, causal cognitive maps, among 
others. The decision trees gained popularity because of their conceptual transparency. 
The well-developed design methodology comes with efficient design techniques sup-
porting their construction, cf. [1-3]. The decision trees generated by these methods 
were found useful in building knowledge-based expert systems. Due to the character 
of continuous attributes as well as various facets of uncertainty one has to take into 
consideration, there has been a visible trend to cope with the factor of fuzziness when 
carrying out learning from examples in the case of tree induction. In a nutshell, this 
trend gave rise to the name of fuzzy decision trees and has resulted in a series of de-
velopment alternatives; cf. [4-6]. The incorporation of fuzzy sets [7-10] into decision 
trees enables us to combine the uncertainty handling and approximate reasoning ca-
pabilities of the former with the comprehensibility and ease of application of the  
latter. Fuzzy decision trees [10,11] assume that all domain attributes or linguistic 
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variables have pre-defined fuzzy terms for each fuzzy attribute. Those could be de-
termined in a data driven manner. The information gain measure, used for splitting a 
node, is modified for fuzzy representation and a pattern can have nonzero degree of 
matching to one or more leaves [12,13].  

Fuzzy logic and causal cognitive maps, in the other hand, are some of the main 
topics of artificial intelligence on representation of knowledge and approximation of 
reasoning with uncertainty [14]. The choice of a particular technique is based on two 
main factors: the nature of the application and the user’s skills. The fuzzy logic the-
ory, based on representation of knowledge and approximation of reasoning with un-
certainty, is very close to the expert’s reasoning, and it is well known as artificial 
intelligence-based method, especially in the field of medical decision making. An 
outcome of this theory is fuzzy cognitive maps [15,16]. Fuzzy cognitive maps are 
diagrams used as causal representations between knowledge/data to represent events 
relations. They are modeling methods based on knowledge and experience for de-
scribing particular domains using concepts (variables, states, inputs, outputs) and the 
relationships between them. FCM can describe any system using a model having 
signed causality (that indicates positive or negative relationship), strengths of the 
causal relationships (that take fuzzy values), and causal links that are dynamic (i.e. the 
effect of a change in one concept/node affects other nodes, which in turn may affect 
other nodes).  

Most decision tree induction methods used for extracting knowledge in classifica-
tion problems do not deal with cognitive uncertainties such as vagueness and ambigu-
ity associated with human thinking and perception. Fuzzy decision trees represent 
classification knowledge more naturally to the way of human thinking and are more 
robust in tolerating imprecise, conflict, and missing information.  

In this work, a new algorithm for constructing fuzzy cognitive maps by using pre-
generated fuzzy decision trees is proposed. The methodology is partly data driven and 
knowledge driven so some expert knowledge of the domain is required. 

The fuzzy decision tree approach is used to implement the fuzzy algorithmic meth-
odology in order to assign new linguistic weights among the FCM nodes as well as 
new paths between FCM nodes that enhance their structure and improve their opera-
tional ability to handle with complex modeling processes. This naturally enhances the 
representative power of FCMs with the knowledge component inherent in fuzzy deci-
sion trees rule induction.  

2   Main Aspects of Fuzzy Decision Trees 

Fuzzy decision trees are an extension of the classical artificial intelligence concept of 
decision trees. The main fundamental difference between fuzzy and crisp trees is that 
with fuzzy trees, gradual transitions exist between attribute values [7]. The reasoning 
process within the tree allows all rules to be fired to some degree, with the final crisp 
classification being the result of combining all membership grades. Recent ap-
proaches to developing such trees were through modifications to the ID3 algorithm 
[3,5,6,8,18]. Sison and Chong [3] proposed a fuzzy version of ID3 which automati-
cally generated a fuzzy rule base for a plant controller from a set of input–output data. 
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Umano et al. [5] also proposed a new fuzzy ID3 algorithm. This algorithm generates 
an understandable fuzzy decision tree using fuzzy sets defined by the user. The fuzzy 
tree methodologies proposed by [3,5] require the data to have been pre-fuzzified be-
fore the fuzzy decision trees are induced.  

More recent work by Janikow involves the induction of fuzzy decision trees di-
rectly from data sets by the FID algorithm [10,11]. The [10] takes a detailed introduc-
tion about the non fuzzy rules and the different kind of fuzzy rules. 

In this point it is essential to refer that the data (real values) are partitioned into 
fuzzy sets by experts. 

This approach consists on the following steps: 

Step 1: A fuzzy clustering algorithm is used for input domain partition. The super-
vised method takes into account the class labels during the clustering. Therefore the 
resulted partitions, the fuzzy membership functions (fuzzy sets) represent not only the 
distribution of data, but the distribution of the classes too. 

Step 2: During a pre-pruning method the resulted partitions could analyze and com-
bine the unduly overlapped fuzzy sets. 

Step 3: The results of the pre-pruning step are input parameters (beside data) for the 
tree induction algorithm. The applied tree induction method is the FID (Fuzzy Induc-
tion on Decision Tree) algorithm by C. Z. Janikow.  

Step 4: The fuzzy ID3 is used to extract rules which are then used for generating 
fuzzy rule base.  

Step 5: While the FID algorithm could generate larger and complex decision tree as it 
is necessary, therefore a post pruning method is applied. The rule which yields the 
maximal fulfillment degree in the least number of cases is deleted.   

This method provides compact fuzzy rule base that can be used for building FCM-
DSS. 

2.1   Fuzzy Cognitive Mapping Causal Algebra 

Fuzzy cognitive maps are an intelligent modeling methodology for complex decision 
systems, which originated from the combination of Fuzzy Logic and Neural Networks 
[14]. An FCM describes the behavior of an intelligent system in terms of concepts; 
each concept represents an entity, a state, a variable, or a characteristic of the system 
[15]. FCM nodes are named by such concepts forming the set of concepts C = 
{C1,C2, . . . ,Cn}. Arcs (Cj,Ci) are oriented and represent causal links between  
concepts; that is how concept Cj causes concept Ci Weights of arcs are associated 
with a weight value matrix Wn·n, where each element of the matrix wji taking values 
in [-1, . . .,1].  Kosko has developed a fuzzy causal algebra that describes the causal 
propagation and combination of concepts in an FCM. The algebra depends only on 
the partial ordering P, the range set of the fuzzy causal edge function e, and on gen-
eral fuzzy-graph properties (e.g., path connectivity). Kosko notes that this algebra can 
be used on any digraph knowledge representation scheme. 

A causal path from some concept node Ci to concept node Cj, say Ci--~Ck1, Ckl--
~… Ckn, Ckn --~Cj, can be indicated by the sequence (i, k, . . . . . kn,j). Then the  
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indirect effect of  Ci on Cj is the causality C~I imparts to Cj via the path (i, kl . . . . . 
kn,j). The total effect of Ci on Cj is the composite of all the indirect-effect causalities 
C~ imparts to Cj. If there is only one causal path from Ci to Cj, the total effect C~ 
imparts to Cj reduces to the indirect effect. 

The indeterminacy can be removed with a numeric weighting scheme. A fuzzy 
causal algebra, and hence FCMs, bypasses the knowledge acquisition processing 
tradeoff.  

 

Fig. 1. A cognitive map with fuzzy labels at the edges 

A simple fuzzy causal algebra is created by interpreting the indirect effect operator 
I as the minimum operator (min) and the total effect operator T as the maximum op-
erator (max) on a partially ordered set P of causal values. Formally, let ~ be a causal 
concept space, and let e: ~ × ~ P be a fuzzy causal edge function, and assume that 
there are m-many causal paths from Ci to Cj: (i, k~ ..... k~, j) for 1 ~< r ~< m. Then 
let Ir(Ci, Cj) denote the indirect effect of concept Ci on concept Cj via the rth causal 
path, and let T( i, Cj) denote the total effect of Ci on Cj over all m causal paths. Then 

I~(Ci,Cj)=min{e(Cp,Cp+,):(p,p+ 1) ~ (i,k~ . . . . . k,~,j) } 
T(Ci,Cj)= max( Ir(Ci,Cj)) , where l <~r<~m 

where p and p + 1 are contiguous left-to right path indices. 
The indirect effect operation amounts to specifying the weakest causal link in a 

path and the total effect operation amounts to specifying the strongest of the weakest 
links. For example, suppose the causal values are given by P = {none, weak, medium, 
strong, v.strong} and the FCM is defined as in Figure 1. There are three causal paths 
from C1 to C5: (C1, C3, C5) , (C1, C3, C4, C5) , (C1, C2, C4, C5).  

The three indirect effects of C1 on C5 are: 

I1(C1,C5) = min {el3 , e35 ) = min {strong, v.strong} = strong 
12 (C1 ,C5) = min{e13,e34,e45}= weak, 
I3(C1,C5) = min{e12,e24,e45}= weak. 

Hence, the total effect of C 1 on C5 is:  

T(C1,C5) = max {I1,(C1,C5), I2(C1,C5), I3(C1,C5) } 
= max {strong, weak, weak} = strong. 

In words, C1 can be said to impart strong causality to C5. 

C1 C2

C3 C4

C5

weak

strong v.strong

weak

v.strong medium
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3   Novel Approach on Designing Augmented Fuzzy Cognitive 
Maps 

There is a necessity to develop a framework extracting fuzzy interconnections among 
attributes from available data using knowledge extraction techniques and then insert 
these fuzzy linguistic interconnections to restructure the fuzzy cognitive map model 
producing a new augmented FCM tool for medical decision making. The framework 
can incorporate any decision tree algorithm, but for the purpose of this work C4.5 has 
been chosen as it is a well-known and well-tested decision tree induction algorithm 
for classification problems [17]. As it has already been stated, the central idea of the 
proposed method is to combine a fuzzy decision tree to extract the available knowl-
edge of data and to generate fuzzy linguistic weights. The resulted fuzzy relationships 
among leaf nodes are applied to restructure the FCM model. Among the different 
fuzzy inference techniques we selected for our approach the Zadeh’s union and inter-
section parameters. The derived FCM model is subsequently trained using an unsu-
pervised learning algorithm to achieve improved decision accuracy. The inference 
algorithm of FCMs remains the same and only the weight matrix multiplied with 
previous concept values was changed. Figure 2 illustrates the proposed framework 
with the corresponding steps and final decision.  

The algorithmic approach for the restructure of FCM using fuzzy decision trees is 
consisting of the following steps: 

Step 1: For all the M experts, set credibility weight bk = 1 

Step 2: Each of the M experts is asked to suggest and describe each of the N concepts 
that comprise the FCM. 

Step 3: For all the ordered pair of concepts (Ci and Cj) each kth of the M experts is 
asked to make the following statement (using an if-then rule):  

IF the value of concept Ci {increases, decreases,is stable} THEN causes value of 
concept Cj to {increase, decrease, nothing} THUS the influence of concept Ci on 
concept Cj is T(influence) 

Through this step a number of linguistic weights have been assigned by experts. 

Step 4: If quantitative data (numeric or symbolic) are available, the approach of using 
fuzzified crisp decision trees (presented in above section 2.1) is implemented into the 
data set to derive the available structure of fuzzy decision trees and the fuzzy labels in 
the branches Di. 

Step 5: From the created fuzzy decision trees, a number of causal paths among the 
branches i, connecting leaf nodes Di to Dj, is determined. These causal paths trans-
ferred in FCM model as causal paths interconnecting concepts Ci to Cj, through a 
number of direct positive relationships.  

Step 6: Using the fuzzy causal algebra, an indirect effect operator I used as the mini-
mum operator (min) on an ordered set P of causal values. The simple fuzzy causal 
algebra is created by interpreting the indirect effect operator I as the minimum opera-
tor (min) on the set P of fuzzy values, corresponding to the above designed causal 
paths among the FCM concepts. Then the max operator T is applied to the resulted 
effect operators I, and a new linguistic weight produced among Ci and Cj. The overall 
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linguistic weight is the sum of the path products. Thus a new linguistic weight is as-
signed between the concepts Ci and Cj. 

Step 7: IF for one interconnection between the concepts Ci and Cj, more than 3M/4 
different linguistic weights are suggested THEN ask experts to reassign weights for 
this particular interconnection and go to step 3. 

 

Fig. 2. Framework for constructing augmented FCMs by complementary use of fuzzy decision 
trees 

Step 8: Aggregate all the linguistic weights proposed for every interconnection using 
the SUM method where the membership function µ suggested by kth expert is multi-
plied by the corresponding credibility weight bk. Use the COG defuzzification method 
to calculate the numerical weight Wij for every interconnection. 

Step 9: IF there is an ordered concept pair not examined go to step 3, 
ELSE construct the weight matrix W whose are the defuzzified weights Wij 
END. 

Using the above algorithm, someone could use fuzzy decision trees to pass avail-
able knowledge into FCM reconstructed them by paths. Experts construct fuzzy sets 
and fuzzy membership functions for each problem and these fuzzy sets are used into 
the fuzzy decision tree algorithm due to compatibility reasons. This happens in the 
case of FCMs to derive the respective linguistic variables and then make the neces-
sary comparisons. 
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The causal paths of the leaf nodes used to determine new causal paths in the FCM 
model. Thus the FCM model was augmented as new direct and indirect relationships 
among concepts determined. 

 
 

  
Fig. 3. Example FCM model with initial linguistic labels on interconnections (weights) 

4   An Illustrative Generic Example 

An illustrative example, of FCM model with eight concepts and eleven interconnec-
tions among concepts, with fuzzy labels at the edges of connections, is presented in 
Figure 3. This initial FCM will be restructured using the proposed methodology and 
the available knowledge from fuzzified decision trees. Only for implementation rea-
son, we consider that using the fuzzified decision trees on the available data which 
have been fuzzified, the following tree is produced in Figure 4. 

The produced tree has a number of three paths for C1 to C8, two paths for C2 to 
C8, and one path of each one of the other concepts to C8, thus defining new intercon-
nections and/or update the initial ones of the FCM model. 

 

Fig. 4. Example Fuzzy decision tree induced from the data showing membership grades at each 
branch 
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Here, the causal effect of C1 to C8 is determined by taking the minimum of the at-
tached labels of the individual paths. Let I1, I2 and I3 denote the effect of C1 to C8 
through the paths 1 to 3 respectively, and eij be the label attached with edge from node 
ith to node jth. Then, to determine the total effect of C1 to C8, we take the maximum of 
paths I1 through I3 causal paths. 

Path 1 from C1 to C8: c1 c3  c6  c8 
I1(C1 to C8)=min(low, med, high)=low 
Path 2 from C1 to C8:c1 c2  c5  c7 c8 
I2(C1 to C8)=min(high, low, v.low, med)=v.low 
Path 3 from C1 to C8: c1 c2  c4 c8 
I3(C1 to C8)=min(high, med, low)=low 

Thus total effect of C1 to C8, denoted by T(C1,C8) is computed below: 

T(c1,c8)=max{I1,I2,I3}=max{low,v. low,low}=low 

In words, c1 imparts low causality to c8. 
To determine the total effect of C2 to C8, we take the maximum of paths I4 

through I5.  

Path 4 from C2 to C8: c2  c5  c7 c8 
I4(C2 to C8)=min(low, v.low, med)=v. low 
Path 5 from C2 to C8: c2  c4 c8 
I5(C2 to C8)=min(med, low)=low 

Thus total effect of C2 to C8, denoted by T(C2,C8) is: 
T(c2,c8)=max{I4,I5}=max{low, v. low}=low 

In words, c2 imparts low causality to c8. 

Path 6 from C6 to C8: c6 c8: I6=high 

To determine the total effect of C6 to C8, we take the maximum of path I6.  
In words, c6 imparts high causality to c8. 

Path 7 from C4 to C8: c4 c8: I7=low 

The total effect of C4 to C8 is determined by taking the maximum of path I7.  
In words, c4 imparts low causality to c8. 
To determine the total effect of C5 to C8, we take the maximum of path I8.  

Path 8 from C5 to C8: C5  C7 C8: I8(C5 to C8)=min(v.low, med)=v.low 

Thus total effect of C5 to C8, denoted by T(C5,C8) is computed: 
T(C5,C8)=max{I8}=v. low 

In words, C5 imparts v.low causality to C8. 
Summarizing, new causal paths describing the interconnections among concepts as 

well as some interconnections have updated their initial values due to the above paths. 
After the implementation of the investigating methodology, the FCM model was 

restructured and a new FCM model was produced illustrated in Figure 5. Where each  
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branch has fuzzy labels, fuzzy values derived from corresponding fuzzy sets as they 
have been initially prescribed by experts. 

Some of the important points in the proposed approach are: 

 Each attribute is represented by a fuzzy set. 
 All branches will fire to some degree. 
 Multiple input-single output fuzzy if-then rules. 
 Each case passes through the tree fires all rules to some degree. 

 

Fig. 5. The new restructured FCM model using the proposed framework 

Some of the limitations of the proposed approach are the way of data fuzzification 
which has to be done automatically from data and without the experts’ intervention. 

The proposed algorithm and the methodology for constructing FCMs using com-
plementary the fuzzy decision trees as knowledge extraction methods can be used for 
decision making tasks especially in the medical field. In medical decision making 
there is enough knowledge hidden in data and the experts-physicians have difficulty 
to recognize and suggest this knowledge. Thus though the complementary use of 
fuzzy decision trees as knowledge extraction algorithm and the knowledge representa-
tion model of FCMs, an advanced decision making tool with sufficient accuracy and 
interpretability can be produced. This tool keeps the advantages of FCMs and FDTs 
coming to a promising task. 

5   Conclusion 

In this study, it was shown the role of the fuzzy decision tree framework in the design 
and analysis of augmented fuzzy cognitive maps. We discussed the role of the fuzzy 
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decision tree in the determination of fuzzy linguistic weights and causal paths of 
FCM. It was stressed that this technique takes advantage of the available experimental 
data. We proposed a detailed design algorithm producing augmented FCMs that offer 
a comprehensive interpretation of the cognitive model. In particular, the formalism of 
fuzzified crisp decision trees helped us come up with endowing the medical decision 
making results with meaningful models. 
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Abstract. In the course of design, decision making and other problems alike be-
ing settled, parameter, whose value is limited to a Real-interval, can often be 
found. Such parameters are named Uncertain Parameters in this paper. The 
value of such a parameter is usually determined by several factors, which are 
named Decisive Factors of the parameter. The research in this paper aims at 
how to specify an uncertain parameter if it fails to get a function about the Un-
certain Parameter and its decisive factors, it can only get a group of production 
rules expressing the restrictive relationship between the decisive factors and the 
uncertain parameter. To settle this problem, a method based on Fuzzy Compre-
hensive Decision is proposed in this study. Another method based on the Com-
bination Rule in Dempster-Shafer Theory of Evidence (called “D-S Rule” for 
short) is also proposed to solve the problem. Usually, the results of the two 
methods are similar to each other. Relatively, the former one is simpler and 
with less calculation work. 

Keywords: uncertain parameter, the limit of real-interval, fuzzy comprehensive 
decision, D-S Rule. 

1   Introduction 

There was a specific problem in the design process of rotary subminiature electro-
magnetic relay. 

The resistance of contact point on relay, which was denoted as ∗R , was an index 
about reliability. And its value was calculated by the equation as follows. 

),,( IupfR ∆=∗  

It was an uncertain parameter for p , where ∈p [0.5, 0.8]. It was voltage drop of 

contact point for u∆ . It was rated current for I . It was the restrictive relation between 

CR and p , u∆ and I for f . 

But it could not be expressed by specific mathematical function expression for f , 
so it only could be abstracted a group of production rule as follows. 

1R :  If the value of I is lager, then p is smaller; otherwise p is lager. 

2R :  If the value of u∆ is lager, then p is smaller; otherwise p is lager. 
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They were production rules for 1R and 2R . They were fuzzy language for “larger” 

and “smaller”.  
In the actual design, the expression of I and u∆  wasn’t always fuzzy languages 

such as “larger” and “smaller”, but it was a numeric value, for example, a real  
number. Therefore the numeric values must be translated into fuzzy language val-
ues. In that process, established the corresponding fuzzy sets of fuzzy language 
values.  

The characteristic of the above-mentioned problem was that p was an uncertain 

parameter in a certain real interval, as p could be evaluated by domain knowledge of 

a group of production rules. These problems in design, decision, control and other 
fields were very common. So the method based on fuzzy comprehensive decision and 
the Combination Rule could be proposed to research further in this paper. 

2   The Solution Method of Uncertain Parameter p  Based on Fuzzy 
Comprehensive Decision 

2.1   The Instruction of Principle  

In order to describe the method conveniently, there were some terms that were de-
scribed as follows. 

It was called uncertain parameter for p  and its limited interval was defined 

[ ap , bp ]. For example, it was defined as [ ap , bp ]=[0.5, 0.8] in rotary subminiature 

electromagnetic relay. 
The factor called decisive factor had a decisive role for p , such as u∆  and I . The 

set of decisive factor of p  was recorded as Z ={ mjj ,,2,1z L= }. 

The status of “larger” and “smaller” all were fuzzy, and the set of fuzzy status was 
denoted as },,2,1Y{Y nii L== . Y was also called domain of fuzzy status, and iY  

was a fuzzy status and it also represented a subset of a fuzzy status. 
The value of uncertain parameter p was calculated as follows. 

Step 1: completed the preparatory work as follows. 
Determined the decisive factor set Z  for p and the weight set W = 

{ mjwj ,,2,1 L= } for Z , where 0>jw  and ∑
=

m

j
jw

1

=1,  established the memebership 

functions the fuzzy status set Y  for p  and each factor in Z ,  acquired a group of 

production rules, 1R , 2R , ,L mR  describing the relationship of p  and Z .  

Most of the above works have relationship with the domain knowledge. The 
knowledge could be provided by experts and could also be acquired by using technol-
ogy of data mining and knowledge discovery. For example, Z  could be determined 
based on attribute reduction [1,2]; W could be acquired based on the methods such as 
mathematical statistics [3], entropy [4], neural network [5], rough set theory [6], and  
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so on; the production rule jR could be acquired based on computational intelligence 

methods such as fuzzy logic, neural network, genetic algorithm [7,8], rough set 
[9,10]. 

Step 2: chosed 1−c   real numbers from interval [ ap , bp ] which devided 

[ ap , bp ]into c  subintervals. Subsequently, a real number set could be established as 

follows. 

Θ = },1,2,,0θ{ ckk L= . 

c

k
ppp abak )(θ −+=  . 

(1)

The intent using the above equation was to disperse the infinite set [ ap , bp ] as the 

finite set Θ . 

Step 3: established the membership function of each fuzzy status for p , so as to ob-

tain a series of fuzzy distributions over Y  for the members belonging to Θ . 

},,2,1Y{Y nii L== . The membership function of iY  was denoded as )()(Y xpi
µ . 

The fuzzy distribution of kθ Θ∈  over Y  was as follows. 

( ))θ(,),θ(),θ(θ kkkk n21 dddD L=  . 

)θ( kid =
ki xp x θ)(Y )( =µ  

(2)

where, )θ( kid  was the membership degree that kθ  belongs to fuzzy set iY . 

Step 4: constructed a matrix to describe the fuzzy status of all the elements in 
Θ = },1,2,,0θ{ ckk L= , and denoted the matrix as )1( +×ℜ cn  whose elements located at 

No. 1+k  line were constructed by T
θk

D . 

)1( +×ℜ cn = [ ]T
θ

T
θ

T
θ

T
θ 210 C

DDDD L = ( ) )1()θ( +× cnkid . (3)

Where ni ,,2,1 L= , ck L1,2,,0= . The transpose of matrix and vector was denoted 
as “ T ”. 

Step 5: established the membership functions of various fuzzy status for each decisive 
factor, and determined the current status of each decisive factor according to its charac-
teristic value, represented the status of each factor as a fuzzy distribution over Y  as well. 

Where, Z ={ mjj ,,2,1z L= }, denoted membership function of jz  about fuzzy 

status iY  as )()z(Y x
ji

µ , characteristic value of jz  as 
j

vz . The fuzzy distribution of 

j
vz  over Y  was as follows. 

( ))z(,),z(),z( jjjz j n21 dddD L= . (4)
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If 
j

vz was a real number, then )z( jid  was the membership degree of 
j

vz  to 

)()z(Y x
ji

µ , on the other hand, if 
j

vz  was a fuzzy number, then )z( jid  was the close-

ness degree of 
j

vz  and )()z(Y x
ji

µ . 

Step 6: determined the impaction of jz to the status of p  according to the production 

rule jR , and constructed a matrix according to 
jzD  which described the fuzzy status 

of various decisive factors. Denoted  the matrix as nm×ℜ′ . 

According to the impaction of jz  to p , the group of rules could be divided into 

two classes. The first class of rules could be expressed as “if the value of jz  is larger, 

then p  is larger”, its meaning is that “if the status of jz  is iY , then the value of p  is 

iY ”, as well the second class of rules could be expressed as “if the value of jz  is 

larder, then p  is smaller”, its meaning is that “if the status of jz  is iY , then the 

value of p  is in −+1Y ”. 

The construction principle of nm×ℜ′  was that the row j  of nm×ℜ′  was constructed 

by all the components of 
jzD  in equation (4), but the order of elements of 

jzD  in 

nm×ℜ′  was different for the two classes of rules. 

The component )z( jid  of 
jzD = ( ))z(,),z(),z( jjj n21 ddd L  was used as an ele-

ment of nm×ℜ′ , which located at No. j  row, No. i  line in nm×ℜ′ , ni ,,2,1 L=  and 

mj ,,2,1 L= , if the rule relating with jz  belong to the first class. 

The component )z( jid  was used as the element of nm×ℜ′  which located at No. j  

row, No. in −+1  line, if the rule relating with jz  belong to the second class. 

Step7: denoted the weight vector of Z  as W = ),,,( 21 mwww L , the subsequent algo-

rithm was as follows. 

∗ℜ = ][ 210
∗∗∗∗
crrrr L = ( ))1( +×× ℜℜ′ cnnmW oo . (5)

Where ∗
kr  is nonnegative real number, ck L1,2,,0= ; “ o ” was the composite  opera-

tor of matrixs and the Sum-product model was selected here. 

Step8: determined the parameter p  according to ∗ℜ  and the relational algorithm was 

as follows. 
Let 

A = )( c210 a,,a,a,a L . 

∑
=

∗

∗

=
c

k
k

k
k

r

r
a

0

, ck ,,2,1,0 L= . 
(6)
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Simultaneously, transformed the finite set Θ = },1,2,,0θ{ ckk L=  acquired by discret-

ing [ ap , bp ] as vector Θ′ , as follows. 

Θ′ = )( c210 θ,,θ,θ,θ L . 

c

k
ppp abak )(θ −+= . 

Therefore 

p = oA Θ′ =∑
∑=

=

∗

∗

⎥⎦
⎤

⎢⎣
⎡ −+

c

k
abac

k
k

k

c

k
ppp

r

r

0

0

)( . 
(7)

2.2   An Example of Application 

The processing results of knowledge and information for the problem in the design of 
electromagnetic relay were as follows according to the above 8 steps. 

(1) the available knowledge and information included: p ∈ [0.5, 0.8], 

Z ={ 1z , 2z }={ I , u∆ }, 1R  and 2R ,but it was not enough to solve p . So the neces-

sary information was supplied as follows. The weight set of Z  was 
W ={ 1w , 2w }={0.6, 0.4} and the set of fuzzy status was Y = }5,,2,1Y{ L=ii  

={small, smaller, slight small, general, slight large, larger, large}. 
(2) divided the limited interval [0.5, 0.8] of p  into 10 subintervals, which was de-

noted as Θ = }01,1,2,,0θ{ L=kk , where kθ =0.5+0.03 k  

(3) the membership functions of fuzzy status for p  were illustrated in Figure 1. 

The fuzzy distribution of kθ  over Y  was as follows, 10,,2,1,0 L=k .  

0θ
D =(1,0,0,0,0,0,0)；    

1θ
D =(0.4,0.6,0,0,0,0,0)；

2θ
D =(0,0.8,0.2,0,0,0,0)； 

3θ
D =(0,0.2,0.8,0,0,0,0)； 

4θ
D =(0,0,0.6,0.4,0,0,0)；

5θ
D =(0,0,0,1,0,0,0)； 

6θ
D =(0,0,0,0.4,0.6,0,0)； 

7θ
D =(0,0,0,0,0.8,0.2,0)；

8θ
D =(0,0,0,0,0.2,0.8,0);  

9θ
D =(0,0,0,0,0,0.6,0.4)；

10θD =(0,0,0,0,0,0,1) 

 
 
 

 

 

Fig. 1. The membership function of p  with respect to each fuzzy status 
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(4) acquired the matrix 117×ℜ  as follows. 

117×ℜ = [ ]T
θ

T
θ

T
θ

T
θ 10210

DDDD L  

      =

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

14.0000000000

06.08.02.00000000

002.08.06.0000000

00004.014.00000

0000006.08.02.000

00000002.08.06.00

0000000004.01

. 

(5) according to the characteristic value of 1z  and 2z , the fuzzy distribution 
1z

D  

and
2zD over Y  could be calculated.  

here, assumed 
1z

D =(0.5,1,0.4,0,0,0,0); 
2zD =(0,0,0.1,0.8,0.3,0.05,0). 

(6) according to rule 1R  and 2R , the matrix describing the fuzzy status of 1z  and 

2z  was as follows. 

72×ℜ′ = ⎥
⎦

⎤
⎢
⎣

⎡
001.08.03.005.00

00004.015.0
 

 

(7) according to the above calculated results and the weight vector W = (0.6, 0.4) 

of Z , ∗ℜ  could be acquired as follows.  
∗ℜ = ( )11772 ×× ℜℜ′ ooW  

  =(0.300, 0.492, 0.568, 0.412, 0.344, 0.320, 0.152, 0.032, 0.008, 0, 0). 

 

(8) The normalization vector of ∗ℜ  was as follows.  

A =(0.114, 0.187, 0.216, 0.157, 0.131, 0.122, 0.058, 0.012, 0.003, 0, 0). 

The result of p  was as follows. 

p = TΘA ′o =0.114×0.5+0.187×0.53+0.216×0.56 +0.157×0.59 +0.131×0.62  

     +0.122×0.65+0.058×0.68+0.012×0.71+0.003×0.74 +0×0.77 +0×0.80 
=0.580. 

3   The Solution Method of Uncertain Parameter Based on D-S 
Rule 

The basic theory of this method was that: firstly a group of mass-functions, based on 
the knowledge and information with determinant factors in Z ={ mjj ,,2,1z L= }, 
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were established over frame of discernment, and then the group of mass-functions 
were combined based on D-S Rule. So the uncertain parameter p could be calculated.  

The frame of discernment and mass-function were the basic concept based on D-S 
Rule. The discernment frame of a problem was defined as the finite set of all “alterna-
tive answer”. The frame of discernment was defined as follows. 

Θ = },1,2,,0θ{ ckk L= , where kθ =
c

k
ppp aba )( −+ , ∈p [ ap , bp ]. 

Assumed that  

⊆′∀θ Θ , if it satisfied ∑
⊆′

=′
Θθ

1)θ(m , )Φ(m =0, 

then it was a mass-function for →Θ2:m [0,1] over Θ , that was rewrote m  for short. 
It was used to combine mass-function by D-S Rule. So the rule is argued about the 

problem in this paper.  
Assumed that 1m and 2m were two mass-functions overΘ .  

Where 

1m : ( ))Θ(),θ(,),θ(),θ( 111101 mmmm cL . 

2m : ( ))Θ(),θ(,),θ(),θ( 221202 mmmm cL . 

Then D-S Rule was described as follows. 

∗m = 21 mm ⊕  

∗m : ( ))Θ(),θ(,),θ(),θ( 10 ∗∗∗∗ mmmm cL  

∑
≠
=

∗ +=
ji

ji
jkikkk mmKmKmm

2,1,
21 )Θ()θ()θ()θ()θ(  

)Θ()Θ()Θ( 21 mKmm =∗  .                                     (8) 

Where ck ,,2,1,0 L= ; It was an orthogonal sum operator to combine these two mass-
functions for ⊕ ; it was normalization factor for K , so 

∑
=

∗∗ +
c

k
kmm

0

)θ()Θ( =1. 

The uncertain parameter p could also be calculated by the method of Step1~ Step6 in 

part 2 based on D-S Rule. The next calculation steps were as follows. 
(1) Let 

                      )1( +×× ℜℜ′ cnnm o = )1( +×
∗ℜ′ cm . 

)1( +×
∗ℜ′ cm = T

21 ][ mDDD L . 

jD = ),,,,( 210 cdddd L , mj ,,2,1 L= .           (9) 

(2)A mass-function was constructed over Θ by jD  and recorded as jm . The equa-

tion was described as follows.  
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jm : ( ))Θ(),θ(,),θ(),θ( 10 jcjjj mmmm L . 

∑
=

=
c

k
k

kj
kj

d

dw
m

0

)θ( , mj ,,2,1 L= . ck ,,2,1,0 L= . 

jj wm −= 1)Θ( .                                         (10) 

(3) The above mass-function was constructed based on D-S Rule and the value of 
p was acquired by the combined result, so they were recorded as follows. 

mmmmm ⊕⊕⊕= L21 . 

m : ( ))Θ(),θ(,),θ(),θ( 10 mmmm cL  . 

p =∑ ∑
= =

⎟
⎠

⎞
⎜
⎝

⎛c

k

c

k
kkk mm

0 0

)θ()θ(θ  

=∑ ∑
= =

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ −+

c

k

c

k
kkaba mm

c

k
ppp

0 0

)θ()θ()(  .              (11) 

For the example in part 2 of this paper, the uncertain parameter p was calculated 

under the same preconditions so the result was p =0.572 by equation (8) ~ (11).  

4   Conclusion 

Two methods of calculating uncertain parameter were proposed respectively based on 
fuzzy comprehensive decision and D-S Rule in this paper. The reasonable result was 
acquired by the method when the function relationship couldn’t be acquired between 
uncertain parameter and its decisive factor and only a group of production rule of 
fuzzy status could be acquired. The example in this paper was effectively tested by 
the method.    

Two methods are compared as follows. The method based on fuzzy comprehensive 
decision is simple and has small computational amount, but it is absent for D-S Rule. 
The method based on fuzzy comprehensive decision could process the fuzziness of 
related knowledge and information, but it couldn’t process the other uncertainty so 
that is its limitation.  

It is an effective uncertain reasoning model for D-S theory, its character is that ran-
domness, fuzziness and other uncertainties can be processed by it. The fuzziness of 
the uncertain parameter solving was processed by the Combination Rule in D-S the-
ory. In fact, the potential superior of D-S theory could be reflected in some more 
complicated situations such as some kinds of uncertainty existed at the same time. 
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FAHP-Based Fuzzy Comprehensive Evaluation of  
M&S Credibility 
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Ken1983414@126.com 

Abstract. Credibility evaluation of modeling and simulation (M&S) applica-
tions is becoming increasingly important as M&S applications get larger and 
more complex currently. To perform the M&S credibility evaluation efficiently, 
cost-effectively and successfully, this research establishes a hierarchical evalua-
tion model of M&S credibility and proposes a methodology of FAHP-based 
fuzzy comprehensive evaluation (FCE). Aslo a hierarchical evaluation model of 
M&S credibility is built up based on a detailed discussion of credibility evalua-
tion indicators. Meanwhile a methodology of FAHP-based FCE model is intro-
duced to reduce the effect of individual subjective judgment and favoritism on 
the evaluation results,. Finally, a case study is presented to prove the feasibility 
and validity of the proposed approach. 

Keywords: credibility evaluation; verification and validation; fuzzy compre-
hensive evaluation. 

1   Introduction 

Credibility evaluation of M&S applications is becoming increasingly more important 
as M&S applications are used more and more for complex system design evaluation, 
M&S-based acquisition, problem solving, military training, and critical decision mak-
ing [1]. However, both the size and complexity of M&S application are growing; the 
domains of application continue to expand; the larger M&S projects are requiring 
increased levels of involvement of people with diverse capabilities and background; 
the expected lifetime of M&S application is continually increasing [2]. All these 
changes introduce more uncertainties and complexities into M&S credibility evalua-
tion, which make credibility evaluation more difficult and intractable. 

Therefore, in order to proper execute M&S credibility evaluation, we should re-
think the following problems in the simulation community: what is M&S credibility? 
how to establish a generic hierarchical evaluation model of M&S credibility? aiming 
at the uncertainties and fuzziness involved in credibility evaluation, which evaluation 
method could be selected to properly perform the M&S credibility evaluation. 
                                                           
∗ Jing Wu is a Ph.D. student. He studies in Missile Institute, Air Force Engineering University, 

Sanyuan, Shaanxi, China. His current research interests include M&S credibility evaluation 
and VV&A. His email address is < ken1983414@126.com >. 
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Aiming at the problems stated above, on one hand, some existing related standards, 
guidelines, and views about M&S credibility are presented as follows: Balci and 
Saadi [3] present the M&S development life cycle evaluation processes for certifica-
tion to help engineers, analysts, and managers to formulate a certification decision for 
a large-scale complex M&S application. Brade [4] proposes a phase-wise credibility 
building process and presents the dependencies between verification and validation 
(V&V) related terms. The decision to use the simulation1 will depend on the simula-
tion’s capabilities and correctness, the accuracy of its results, and its usability in the 
specified application [5]. Liu et al. [6] present that at least five metrics contribute to 
the evaluation of simulation credibility, which are validity, correctness, reliability, 
usability and interoperability, and proposes a credibility metrics driven verification, 
validation and accreditation (VV&A) process. However, how to integrate  
existing related standards, guidelines, and views and set up a generic hierarchical 
evaluation model of M&S credibility is an important problem for current credibility 
evaluation. 

On the other hand, M&S credibility evaluation is a very complex process, in-
volves the measurement and evaluation of hundreds of qualitative and quantitative 
elements, mandates subject matter expert evaluation, and requires the integration of 
disparate measurements and evaluations [3]. Fuzzy analytic hierarchy process 
(FAHP)-based fuzzy comprehensive evaluation (FCE) is a combination of qualitative 
and quantitative evaluation method. And it is an effective method especially to the 
complex simulation system involving multi-hierarchies and fuzzy factors. Therefore, 
this paper explores the credibility evaluation of M&S applications based on the 
method. 

The remainder of this paper is organized as follows: Section 2 describes the hierar-
chical evaluation model of M&S credibility; a brief introduction of FAHP-based FCE 
model is provided in Section 3; Section 4 gives a case study; and Section 5 gives the 
conclusions and future work perspectives. 

2   Hierarchical Evaluation Model of M&S Credibility 

2.1   M&S Credibility 

Proper execution of M&S credibility evaluation is on the basis of comprehending the 
M&S credibility systematically and thoroughly. The credibility of a model or simula-
tion is an expression of the degree to which one is convinced that a particular model 
or simulation is suitable for an intended purpose. The M&S credibility is established 
stage by stage in the entire M&S development process. Influencing factors, V&V 
process, and credibility evaluation indicators all play an important role in building the 
M&S credibility. Therefore, the concept of M&S credibility is established, as  
depicted in Fig. 1. 

M&S credibility depends on the four primary influencing factors, namely as follows: 
credibility of the data, credibility of the model, credibility of the model operation,  
 

 



 FAHP-Based Fuzzy Comprehensive Evaluation of M&S Credibility 287 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. M&S credibility 

and credibility of the simulation results. Those influencing factors have a certain ef-
fect on each other and couldn’t be separate from each other. 

V&V process is a process of applying incremental review, analysis, evaluation, and 
testing to M&S products for the purpose of improving credibility. It includes five 
process, namely as M&S requirements verification, conceptual model validation, 
system design verification, implementation verification, and simulation results valida-
tion. The primary purpose of the V&V effort is to establish the credibility of the 
model or simulation [7]. Therefore, M&S credibility has a close relationship with 
V&V process. 

The credibility of a model or simulation is an expression of the degree to which 
one is convinced that a particular model or simulation is suitable for an intended pur-
pose. The degree of confidence in the model or simulation is only based on some 
indicators that reflect the property of the model or simulation [6]. 

2.2   Hierarchical Evaluation Model of M&S Credibility 

The hierarchical evaluation model of M&S credibility is the synthetic representation 
of influencing factors, V&V process and credibility characteristics. In order to per-
form credibility evaluation efficiently and successfully, based on the V&V process, 
combined with credibility evaluation indicators, the hierarchical evaluation model of 
M&S credibility is set up (see Fig. 2). 

The dependencies between V&V process and credibility evaluation indicators are 
also depicted in Fig. 2. Validation activities in V&V process mainly deal with the 
examination of validity fidelity and accuracy. Verification activities in V&V process 
mainly deal with the examination of completeness consistency traceability and inter-
operability. System operation activities mainly deal with the examination of reliabil-
ity, maintainability and usability. 

 

M&S
Credibility

V&V
Process

Credibility Evaluation
Indicators

Influencing 
Factors
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Fig. 2. Hierarchical evaluation model of M&S credibility 

3   FAHP-Based FCE Model 

The traditional AHP method usually constructs the judgment matrix based on one-to-
nine scale method, which could not describe the fuzziness and ambiguity of human 
judgments validly. Therefore, Van proposes a method based on the triangular fuzzy 
number to construct the judgment matrix and extend the AHP method to FAHP 
method [9]. In this section, based on a brief introduction of triangular fuzzy number 
and its operation laws, a methodology of FAHP-based FCE is proposed. 

3.1   Triangular Fuzzy Number and Its Operation Laws 

A triangular fuzzy number, a special case of a trapezoidal fuzzy number, is very 
popular in fuzzy applications. The triangular fuzzy number M  represented by 
( , , )l m u  is often used to represent the fuzzy relative importance and the membership 
function of triangular fuzzy numbers can be described as [10]: 

( ) 0M

x l
l x m

m l
x otherwise

u x
m x u

u m

µ

−⎧ ≤ ≤⎪ −⎪
= ⎨
⎪ −⎪ ≤ ≤

−⎩

 (1)

with l m u−∞ < ≤ ≤ < ∞ . 
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The main operation laws for two triangle fuzzy numbers 1 1 1 1( , , )M l m u=  and 

2 2 2 2( , , )M l m u=  are as follows: 

( ) ( ) ( )1 2 1 1 1 2 2 2 1 2 1 2 1 2, , , , , ,M M l m u l m u l l m m u u⊕ = ⊕ = + + +  (2)

( ) ( ) ( )1 2 1 1 1 2 2 2 1 2 1 2 1 2, , , , , ,M M l m u l m u l l m m u u⊗ = ⊗ =  (3)

( ) ( ), , , ,M l m u l m uλ λ λ λ λ= =  (4)

where Rλ ∈  

1 1 1 1
, ,

M u m l
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (5)

The possible degree of 1 2M M≥  is defined as follows: 

( )
1 2

2 1
1 2 1 2 2 1

1 1 2 2

1

,
( ) ( )

0

m m

l u
V M M m m l u

m u m l

otherwise

⎧ ≥
⎪ −⎪≥ = < ≤⎨ − − −⎪
⎪⎩

 (6)

3.2   FAHP-Based FCE Model 

To reduce the effect of individual subjective judgment and favoritism on the evalua-
tion results and integrate disparate measurements and evaluations, a methodology of 
FAHP-based FCE is proposed. The detailed steps are as follows: 

a). Confirm the factors set (evaluation indicators) of the evaluation object 

1 2{ , , , }nU u u u= L  and the remark set 1 2{ , , , }mV v v v= L . 

b). Execute single factor evaluation and confirm the fuzzy evaluation matrix. The 
fuzzy relation between factor sets and remark sets can be described by the evaluation 
matrix 

11 12 1

21 22 2

1 2

m

m

n n nm

r r r

r r r
R

r r r

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

L

L

M M M M

L

 

Where ijr  representing the grade of membership of factor iu  aiming at remark jv . 

c). Confirmation of evaluation weight 1 2{ , , , }nA a a a= L . Based on the definition 

and operation laws of the triangular fuzzy number, the detailed steps of FAHP are as 
follows: 
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Step1: construct fuzzy judgment matrix ( )ij n n
A a

×
=  using the triangular fuzzy number. 

Step2: calculate the fuzzy synthesis degree iS  of each element in every fuzzy judg-

ment matrix. Let j
EiM  be the synthesis degree which the ith object corresponding to 

the jth target, thus the synthesis degree which the ith object corresponding to m targets 
could be obtained from the follow formula: 

1

1 1 1

m m m
j j

i Ei Ei
j i j

S M M

−

= = =

⎡ ⎤
= ⊗ ⎢ ⎥

⎣ ⎦
∑ ∑∑  (7)

Step3: calculate the weight allocation. As to each fuzzy judgment matrix, the possibil-
ity degree of iA  is important than others is calculated by the follow formula: 

( )
1,2, , ,

' min ( ) , ( 1,2, , )i i j
j n j i

d A V S S i n
= ≠

= ≥ =
L

L  (8)

Thus the weight allocation ( ) ( ) ( )( )1 2, , ,
T

nW d A d A d A= L , where ( )id A is the nor-

malization of ( )' id A . 

d). Single level fuzzy comprehensive evaluation result is obtained from the follow-
ing equation: 

1 2{ , , , }mB W R b b b= =o L  (9)

The symbol ‘ o ’ expresses the fuzzy operator. Different definitions of fuzzy operator 
will lead to different fuzzy comprehensive evaluation models. In this paper, we use 
the fuzzy operator ( ),M ∧ ∨ , and its formula is given below: 

( ) ( ) ( ) ( )1 1 2 2
1

max min , ,min , , ,min ,
n

j i ij j j n nj
i

b a r a r a r a r
=

⎡ ⎤= ∨ ∧ = ⎣ ⎦L  (10)

e). Multi-level fuzzy comprehensive evaluation. For example, evaluate the ad-
vanced layer. Normalize B  to 'B , the overall evaluation result C  is that ' 'C W B= o  
( 'W is the weight set of the advanced layer). 

4   Case Study 

Based on the hierarchical evaluation model of M&S credibility, we apply the pro-
posed method to credibility evaluation of a steering flight visual simulation system 
(SFVSS) [11]. In order to improve the development quality of the M&S program and 
ensure the M&S credibility, we integrate V&V with credibility evaluation in the  
entire M&S development process. 

First of all, we should confirm the weight allocation based on FAHP method. Tak-
ing the 1st layer indicators of the hierarchical evaluation model of M&S credibility 
(see Fig. 2) for example, the fuzzy judgment matrix A  is constructed (see Table 1). 
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Table 1. Fuzzy judgment matrix of the 1st layer indicators 

 C1 C2 C3 C4 C5 
C1 (1,1,1) (1/2,1,2) (2/5,1/2,2/3) (2/7,1/3,2/5) (2/9,1/4,2/7) 
C2 (1/2,1,2) (1,1,1) (2/3,1,2) (1/3,1, 2/3) (1/4,1/3,2/5) 
C3 (3/2,2,5/2) (1/2,1,3/2) (1,1,1) (2/3,1,2) (1/3,1/2,2/3) 
C4 (5/2,3,7/2) (3/2,2,3) (1/2,1,3/2) (1,1,1) (1/2,1,7/4) 
C5 (7/2,4,9/2) (5/2,3,4) (3/2,2,3) (4/7,1,2) (1,1,1) 

Calculating the fuzzy synthesis degree iS  of each element in the fuzzy judgment 

matrix according to formula (7): 

1S =(2.4079, 3.0833, 4.3524) ⊗ (43.3357, 31.4167, 24.2294)=(0.0556, 0.0981, 

0.1796); 2S =(0.0635, 0.1220, 0.2504); 3S =(0.0923, 0.1751, 0.3164); 4S =(0.1385, 

0.2546, 0.4437); 5S =(0.2093, 0.3501, 0.5984). 

According to formula (8), ( )1 1
1,2, , , 1

' min ( )j
j n j

d A V S S
= ≠

= ≥
L

=min(0.8295, 0.5317, 

0.2083, 0.5429)= 0.2083. 

Thus, ( ) ( ) ( )( )' ' ' '
1 2 7, , ,W d A d A d A= L =(0.2083, 0.1525, 0.3795, 0.7105, 1). 

Normalize 'W  to W , the weight allocation is obtained: W =(0.0850, 0.0622, 0.1549, 
0.2899, 0.4080). 

Similarly, the rest weight allocation can be deduced (see Table 2). 

Table 2. The rest weight allocation 

Indicator Sub-indicators Weight 

1C  4D , 5D , 6D , 7D  1W =(0.3548, 0.2849, 0.2131, 0.1471) 

2C  1D , 3D  2W =(0.6299, 0.3701) 

3C  4D , 5D , 6D , 7D  3W =(0.5090, 0.3048, 0.0786, 0.1077) 

4C  4D , 5D , 6D , 7D  4W =(0.4563, 0.2482, 0.1746, 0.1210) 

5C  1D , 2D , 3D , 8D , 9D , 10D  5W =(0.2994, 0.0560, 0.2994, 0.1943, 

0.1352, 0.0158) 

Confirm the remark set, as shown in Table 3. 

Table 3. Confirmation of remark set 

Remark set 
1v  2v  3v  4v  5v  

Score 0.85–1 0.70–0.85 0.55–0.70 0.40–0.55 0–0.40 
Credibility level Highest Higher Medium Lower Lowest 
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Invite subject matter experts (SMEs) to measure and evaluate the single factor 
based on Table 2. Thus, the single level normalized judgment matrix is confirmed re-
spectively as follows: 

1

0.51 0.23 0.19 0.05 0.02

0.45 0.18 0.23 0.09 0.05

0.53 0.13 0.26 0.07 0.01

0.44 0.24 0.20 0.08 0.04

R

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

, 2

0.45 0.35 0.15 0.03 0.02

0.48 0.25 0.15 0.08 0.04
R

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

, 

3

0.50 0.23 0.20 0.03 0.04

0.45 0.20 0.21 0.06 0.08

0.50 0.16 0.26 0.06 0.02

0.44 0.24 0.20 0.08 0.04

R

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

, 4

0.50 0.27 0.17 0.04 0.02

0.52 0.22 0.23 0.02 0.01

0.53 0.15 0.23 0.08 0.01

0.60 0.24 0.10 0.05 0.01

R

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

, 

5

0.45 0.30 0.20 0.03 0.02

0.48 0.25 0.15 0.08 0.04

0.60 0.24 0.10 0.05 0.01

0.56 0.30 0.10 0.01 0.03

0.54 0.30 0.10 0.05 0.01

0.44 0.24 0.20 0.08 0.04

R

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

The comprehensive evaluation result of 1B  based on formula (9) is 1 1 1B W R= o  
=(0.3548, 0.2300, 0.2300, 0.0900, 0.0500). Similarly, we can obtain 2B – 5B  respectively. 

Normalize ( 1, 2, ,7)iB i = L  and establish the overall evaluation transfer matrix 

0.3716 0.2409 0.2409 0.0943 0.0524

0.4206 0.3271 0.1402 0.0748 0.0374

' 0.4545 0.2091 0.1909 0.0727 0.0727

0.4320 0.2556 0.2177 0.0757 0.0189

0.3346 0.3346 0.2235 0.0626 0.0447

B

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

Then, execute credibility evaluation of the top layer. The overall evaluation result 
C  is obtained as follows: 

'C W B= =o (0.3346, 0.3346, 0.2235, 0.0850, 0.0727) 
The credibility quantitative vector is constructed by Table 3 as follows: V =(1, 

0.85, 0.70, 0.55, 0.40). Thus, the final credibility score is that TF CV= =0.851, which 
means that the credibility level of SFVSS is the highest according to Table 3. 

5   Conclusions 

A credibility evaluation effort must be cost-effective, responsive, and sufficient to 
succeed. Establishing a generic M&S credibility evaluation model with a valid  
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evaluation method is essential to credibility evaluation. Based on a detailed discussion 
of credibility evaluation indicators, a hierarchical evaluation model of M&S credibil-
ity is established. In order to integrate disparate measurements and evaluations from 
SMEs, this paper explores the credibility evaluation of M&S applications based on 
FAHP-based FCE method. 

To maintain a balance between application requirements and real-world con-
straints, the M&S credibility evaluation model should be tailored to fit the purpose 
of the application and the type(s) of simulation(s) involved. M&S credibility evalua-
tion based on FAHP-based FCE is a very complex process, and it is perceived  
as taking too long and costing too much. Therefore, to improve the efficiency of  
it, the next step would be to develop an automated support tool of credibility  
evaluation. 
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Indirect Dynamic Recurrent Fuzzy Neural Network and 
Its Application in Identification and Control of 

Electro-Hydraulic Servo System 
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Abstract. As the affine nonlinear system is characterized by differential relations 
between the states, an adaptive dynamic recurrent fuzzy neural network 
(ADRFNN) taking only the measurable states as its inputs and describing the 
system’s inner dynamic relation by its feedback matrix is proposed to evaluate 
the unknown dynamic nonlinear functions including nonlinearity, parameter 
uncertainty and load disturbance. The adaptive laws of the adjustable parameters 
and the evaluation errors’ bounds of ADRFNN are formulated based on 
lyapunov stability theory. Also the stable indirect ADRFNN controller 
(ADRFNNC) with gain adaptive VSC (GAVSC) for the estimation errors by 
ADRFNN and the load disturbance are synthesized. It can overcome the short-
comings of the structural expansion caused by larger number of inputs in tradi-
tional adaptive fuzzy neural networks (TAFNN) taking all states as its inputs. 
The application in electro-hydraulic position tracking system (EHPTS) shows 
that it has an advantage over the TAFNN controller (TAFNNC) in steady char-
acteristics of system. Furthermore， the chattering of the system’s control effort 
is weakened and so the system possesses greater robustness. 

Keywords: Indirect ADRFNN; EHPTS; GAVSC; secondary uncertainty. 

1   Introduction 

Fuzzy system, neural network and VSC are widely used in the solution of uncertainty 
and nonlinearity’s affect on the performance of the EHPTS. The adaptive fuzzy neural 
networks are widely used to identify the primary uncertainties including structural and 
parameter uncertainty, unmodeled dynamics, nonlinearity and load disturbance caused 
by variations of working point and environment. The stability and robustness of the 
whole system can hardly be guaranteed if the networks are adjusted by the traditional 
BP methods. So Lyapunov stability theory were extensively adopted [1,2] And the 
identification errors, called secondary uncertainty here, exist. VSC [3-5] or adding an 
additional VSC term [6] can suppress the secondary uncertainty, but its bound used to 
determine the correction term’s gain of the VSC must be known. In practice, the cor-
rection term’s gain is conservative to guarantee the robustness of system. This may 
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make the chattering of system become serious. So estimating the gain online was 
proposed [7], but all the state variables of the system must be measurable and it is hard 
to be realized. High gain state estimator based on variable structure was proposed [8] to 
solve the unrealization, but its estimation errors may transfer into the neural networks 
and make the identification errors bigger. In fact, the chattering caused by VSC is 
related closely to the correction term’s gain of the VSC determined by the bound of the 
secondary uncertainty, so it is necessary to adopt high accurate identification tool for 
the primary uncertainties to obtain smaller secondary uncertainties, and evaluate the 
bound of the secondary uncertainties online to determine the gain of VSC. Although the 
fuzzy systems and neural networks were adopted in many researches [2], [9-10], but 
they are static and not suitable for identification for dynamic system. On the other hand, 
the static fuzzy system or neural network takes all states as its inputs; it is unrealizable 
in systems having immeasurable states. So ADRFNN only taking measurable states as 
its inputs and the dynamic relations between the immeasurable and measurable states 
are represented by its inner feedback matrix, is proposed, and the indirect adaptive 
controller in which the primary uncertainty identified by ADRFNN with high accuracy 
was designed, so the secondary uncertainty become smaller and the system become 
realizable. On the other hand, GAVSC may weaken the system’s chattering. The ap-
plication in EHPTS shows system’s robustness is strengthened, the system’s steady 
error is improved and the chattering of the control effort is weakened concurrently. 

2   ADRFNN 

Many systems can be described by affine nonlinear system whose states have differential 
relations between each other if the states are selected suitably. So the states can be de-
scribed by each other through differentiating operator. Based on this, ADRFNN shown in 
Fig.1 is proposed, it has dynamic recurrent characteristics and describes the system’s 
inner dynamic between the states by its feedback relations between the inner neurons, and 
takes the measurable variables as its inputs and overcome the shortcoming of structural 
expansion caused by larger number of inputs. So it is suitable for identifying such affine 
nonlinear system as above. And its model was described in [11] in detail. 
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Fig. 1. Structure of ADRFNN 
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3   Indirect ADRFNNC 

3.1   Design of Indirect ADRFNNC 

For the following system 

x(n)= f0(x)+ f∆(x)+[ g0(x)+ g∆(x) ]u+d(t)    y= x1                 (1) 

f(x)=f0(x) and g(x)=g0(x) if the parameter values in f(x) and g(x) in (1) are nominal, and 
the variations of f(x) and g(x) are defined as f∆(x) and g∆(x) respectively, which are 
caused by the variations of the parameters, nonlinearities and other uncertainties, the 
system (1) can be described in the following form. 

The design of indirect ADRFNNC is to obtain the control u=u(x|θf∆, θg∆) and the 
adaptive laws for θf∆ and θg∆ including adjustable parameters to satisfy 0lim =

∞→
E

t

.  

Two ADRFNN systems )|(ˆ
1 ∆∆ fxf θ  and )|(ˆ 1 ∆∆ gxg θ  are used to evaluate the 

unknown functions f∆(x) and g∆(x) respectively, where )|(ˆ
1 ∆∆ fxf θ  is described as 
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replace f in (2)~(5) by g, )|(ˆ 1 ∆∆ gxg θ  yields. Take only x1 as the input of ADRFNN 

and fix the center T
#

2
#

1
## ],,,[ mxxx L=x ,then θ#∆ is 2m+m2 dimension vector including 

the adjustable parameters ,,,[ 2
#

1
## Lσσ=σ T

# ]mσ representing the width of the 

membership function, weights T
#

2
#

1
## ],,[ myyy L=y  from hidden layer to output layer, 

and ;[ 1
1,#

1
12,#

1
11,#

1
# mwww L=w T1

,#
1

2,#
1

1,#
1

2,#
2

22,#
1

21,# ];; mmmmm wwwwww LLL  in 

structural layer et al. # stands for f or g. the following control effort can be synthesized 
from feedback linearization of nonlinear system. 

)|(ˆ)(/])|(ˆ)([ 10
T)(

10 ∆∆∆ +++−−= gf θxECθx xggyxffu n
mc

           (6) 

C=[cn,…,c1]
T
，C is chosen such that polynomial sn+c1s

n-1+…+ cn is Hurwitz. In order 
to compensate the evaluation errors and strengthen the system robustness, VSC control 
term β/)sgn(ˆ TT PBEφK vscsu =  is adopted. Then 

                       u=uc+us                                                                (7) 

where 
vscK̂  is the evaluation for ∗

vscK  , φ , P, B and β are defined in the next section. 
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3.2   Analysis on Stability of Indirect ADRFNNC 

Lemma 1. For the affine nonlinear system (1), if the control effort is determined by (7) 
and the adaptive laws for the adjustable parameter vectors in ADRFNN and the gain of 
the variable structure is adopted as follows 

∆

∆
∆∆ ∂

∂
−=

f
ff

f

θ
PBEΓθ

ˆ
T&                                                       (8) 
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g

gg u
g
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∆
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∂
−=

θ
PBEΓθ

ˆT&                                                   (9) 

φPBEΓK ||ˆ T
Kvscvsc =&                                                    (10) 

Then system (1) is asymptotically stable. Where Γf∆, Γg∆ and ΓKvsc are positive adaptive 
gain matrices, and  0=∆

ij
fΓ , 0=∆

ij
gΓ  and 0=ij

KvscΓ  hold if i≠j. 

Proof: From 
n

n
dn xye && −= )(

，control term (7) and affine nonlinear system (1), the 

following error dynamic equation can be obtained. 
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proximation for functions f∆(x) and g∆(x). 
Known from the selection principle of C, Λ is a stable matrix, so there exits a posi-

tive-definite symmetric matrix Q make Lyapunov equation ΛTP+ PΛ =-Q have a 
unique solution P. Consider the candidate Lyapunov function 
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then the time derivative along (11) of V  is 
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Define K*=[εfd, εg ]
T and φ=[1,|uc|]

T
，after substituting (8) and (9) into (13), the fol-

lowing inequality yields. 
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Assume g≥β>0, define β/)sgn(ˆ TT PBEφKvscsu = , and substitute (10) into (14), the 

following inequality yields. 
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By Lyapunov stability theory, system (1) is asymptotically stable.  

3.3   Modified Algorithm Preventing Parameters from Drifting 

The physical meaning of the weights in the structural layer is unclear and it is difficult 
to determine its reasonable range, so parameter adaptive laws with projection are 
adopted to constrain the m2 dimension vectorsθf∆w1 and θg∆w1 composed of the elements 
of 1
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1≤i≤m2. Other adjustable parameters in θf∆σy and θg∆σy have clear 

physical meaning, their reasonable ranges are determined respectively according their 
practical ranges and the corresponding modified algorithm is adopted to prevent them 
from drifting respectively, where )()( i
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For θf∆w1，consider Ωwf={θf∆w1: |θf∆w1|≤Mwf} 
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where γf∆ is the adaptive gain for θf∆w1 and ∆∆ = f
ii
f γΓ , 2m+1≤i≤2m+m2. 
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For θg∆w1, consider Ωwg={θg∆w1: |θg∆w1|≤Mwg} 
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where γg∆ is the adaptive gain for θg∆w1, and ∆∆ = g
ii
g γΓ ，2m+1≤i≤2m+m2. 
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where ii
f∆Γ  is the adaptive gain for i

yf σ∆θ , 1≤i≤2m。 
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where ii
g∆Γ  is the adaptive gain for i

yg σ∆θ , 1≤i≤2m. 
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Modified algorithm preventing 
vscK̂  from drifting is 

vscKvscKvscvsc KφPBEΓK ˆ||ˆ T σ−=&                      (20) 

4   Analysis on Experiment Results 

Experiment studies on the EHPTS employed by [15] were carried out to verify the 
effectiveness of the proposed algorithm. 

The desired trajectory is selected as yd(t)=0.15+0.1sin(0.1πt) m in experiment by 
indirect ADRFNNC, and the initial point is x(0)=[0,0,0]T. The position detector used in 
experiment system is incremental inductosyn, so a limit end of the cylinder was se-
lected as the measurement original to position the system easily. But the original for 
modeling the valve controlled system is the middle of the cylinder, the input variable x1 
of ADRFNN should be obtained by subtracting 0.15m from the practical position of the 
load car, and the desired trajectory yd(t) is dealt with in the same way. Then the 
membership function’s centre values are selected as )0()0( 11 dxx = =[-0.2,-0.1,0, 

0.1,0.2]. Fig.1 shows that ADRFNN become TAFNN if the weights in the structural 

layer are set to be zero, so the initial values of all the elements of 1
uadw , 1

∆fw  and 1
∆gw  

can be set to be zero. The states x2 and x3 used in the indirect TAFNNC were obtained 
by differentiating the state x1 in experiment. 

4.1   Experiment Results by Indirect ADRFNNC 

The relevant variables for estimating the parameters σ and l
#y of ADRFNN are listed in 

table 1. Other parameters are m=5, µ=12, k=[200,50, 6]T, Q=diag(100,100, 100). 
β=g0(x)=1.1476×106, f0(x)=[0,-1.42×105,-16.92]x. The parameters related to the gain 

of VSC are σKvsc=100, vscK̂ (0)=[1.6×104,104]T, ГKvsc=diag(6×104,6×104). Mwf=10, Mwg 

=5, γf∆= 20, γg∆ =10, The results of the indirect ADRFNNC under the condition of 
different source pressure and load force are shown in Fig.3. To compare the effect of 
the identification accuracy of ADRFNN and TAFNN on the chattering of control effort, 
the result by indirect TAFNN is shown in Fig.4a. Position tracking response by 
ADRFNNC with constant gain VSC is shown in Fig.4b to investigate the effectiveness 
of the GAVSC. The relevant steady errors is shown in Fig.5. 
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Table 1. Variables for parameter estimating of indirect ADRFNN 

Estimated 
variable 

Upper 
limit c# 

Lower 
limit b# 

Initial 
value 

Adaptive 

rate ii
#Γ  

δ# 

j
f∆σ  0.1058 0.0522 0.079 0.01 0.02 

j
g∆σ  0.1058 0.0522 0.079 0.05 0.02 

l
f∆y  105 -105 0 6×105 100 
l
g∆y  107 0 106 106 100 

      With i=j=l=1,2,…,m, # stands for f∆ or g∆. 

4.2   Discussions on Experiment Results 

4.2.1   Analysis on System’s Robustness 
Fig.3-Fig.5 show the cylinder has sinusoidal motion with 0.15 m as its center, but the 
control effort u is asymmetrical to the 0 V line, it results from the compensation of the 
integrated adaptive function for the valve spool’s error caused during manufacturing 
and assemblage processes. Fig.3a and Fig.3b show that the load force FL has no effect 
on system’s tracking accuracy, but the curve of the control effort move up wholly, it  
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Fig. 3. Position tracking response of the experiment system and its control effort by indirect 
ADRFNNC with GAVSC 
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results from the fact that stronger control effort needed in the drag stroke and weaker 
control effort needed in the pull stroke. Fig.3b and Fig.3c show that the amplitude of the 
control effort become smaller when the pressure of the oil source increases, the reason 
is that the gain of the system increases with the increment of oil source pressure and 
smaller control effort u can obtain corresponding flow. Even so, the system’s tracking 
accuracy is unaffected. These cases fully verify the proposed indirect ADRFNNC can 
make the system possess strong robustness. 

4.2.2   Chattering of the Control Effort 
Fig.3~Fig.4 show that the system’s control effort by indirect ADRFNNC has smaller 
amplitude of chattering than that by indirect TAFNNC, reason is that the system by 
indirect ADRFNNC has smaller secondary uncertainties, so VSC’s correction control 
gain determined by it is smaller, and it makes the amplitude of the chattering smaller. 
Fig.3~Fig.4 show that if the VSC’s correction gain is constant, the amplitude of the 
chattering holds constant. If GAVSC is adopted, the amplitude of the chattering be-
comes smaller after adjustment for some time in the starting phase. This fact verifies 
the proposed GAVSC can auto-adjust the VSC’s correction gain according to the 
bound of system’s secondary uncertainty and suppress the chattering of control effort. 
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Fig. 4. Position tracking response of the experiment system and its control effort 

4.2.3   Analysis on the System’s Steady Error 
Fig.5 shows the load car’s steady errors (30 seconds later from the start). It shows the 
steady accuracy by indirect ADRFNNC is better than that by indirect TAFNNC 
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5   Conclusion 

From the theoretical analyzes and experimental results some properties of the proposed 
indirect ADRFNNC for the control of hydraulic position tracking system can be con-
cluded as follows: 1) ADRFNN is adopted to identify the nonlinear system, only the 
measurable variable can be selected as its input, the shortcoming of the structural ex-
pansion by larger number of inputs is overcome; 2) The identification accuracy of 
ADRFNN possessing inner dynamic characteristics is higher than the TAFNN taking 
all variables as its inputs, so the chattering of the control effort and the steady error of 
the system’s output are improved obviously; 3) The adaptive function integrated in the 
proposed algorithm make the system have the ability of adaptive compensation for the 
uncertainty of the system parameters and load disturbance, so the EHTPS with the 
proposed algorithms have strong robustness and better tracking performance; 4) The 
gain of the VSC’s crrection term for the identification errors is determined online ac-
cording to the bound of the secondary uncertainties, so the system can obtain the same 
robustness by smaller control effort. 
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Abstract. Logistics distribution center location evaluation is a dynamic, fuzzy, 
open and complicated nonlinear system, which makes it difficult to evaluate the 
distribution center location by the traditional analysis method. The paper pro-
poses a distribution center location evaluation system which uses the fuzzy 
neural network combined with the genetic algorithm. In this model, the neural 
network is adopted to construct the fuzzy system. By using the genetic algo-
rithm, the parameters of the neural network are optimized and trained so as to 
improve the fuzzy system’s abilities of self-study and self-adaptation. At last, 
the sampled data are trained and tested by Matlab software. The simulation re-
sults indicate that the proposed identification model has very small errors. 

Keywords: logistics distribution center location, fuzzy neural network, genetic 
algorithm, evaluation. 

1   Introduction 

Reasonable logistics distribution center location can save costs, speed up the flow of 
goods, increase logistics companies revenue, so the decision-making of the logistics 
distribution center location is a very important problem for optimizing the entire 
logistics system[1]. 

In recent years, many new decision-making methods of logistics distribution center 
location are presented, such as fuzzy comprehensive evaluation method, AHP hie-
rarchy analytical process and fuzzy ranking method combined with AHP hierarchy 
analytical process[2]. However, these methods have some shortcomings such as the 
weights of membership function have subjective, the target weights are difficult to 
determine, man-made factors are overweight, the elements of target structure system 
are mutual independence and so on. 

This paper optimizes fuzzy neural network with genetic algorithm(GA) and 
presents the model which is applied in the logistics distribution center location. 
Using Matlab train and test sample data, simulation results show that fuzzy  
neural networks model optimized by GA has high prediction precision and good 
generalization ability so that it is effective for logistics distribution center location 
evaluation. 
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2   Fuzzy Neural Networks Structure of Logistics Distribution 
Center Location 

2.1   Description of Fuzzy Neural Network 

Fuzzy neural network is a concept that integrates some features of the fuzzy logic and 
the artificial neural networks (ANN) theory. It based on the integration of two com-
plementary theories. Purpose of the integration is to compensate weaknesses of one 
theory with advantages of the other. Fuzzy logic and neural networks are complemen-
tary technologies[3-4]. ANN extracts information from systems to be learned or con-
trolled, while fuzzy logic techniques most often use verbal and linguistic information 
from experts. A promising approach to obtain the benefits of both fuzzy systems and 
ANN and solve their respective problems is to combine them into an integrated sys-
tem. FNN techniques have several features that make them well suited to a wide range 
of knowledge engineering applications[5-7]. These strengths include fast and accurate 
learning, good generalization capabilities, excellent explanation facilities in the form 
of semantically meaningful fuzzy rules, and the ability to accommodate both data and 
existing expert knowledge about the problem under consideration. 

2.2   Network Design of Logistics Distribution Center Location 

The principles of Logistics distribution center site choice include reducing costs, im-
proving economic efficiency and customer service levels. Under the guidance of the 
these principles, pre-select a number of programs, compare these programs through a 
variety of methods, and ultimately select one program as new center address. 

There are many factors impacting distribution center location and select some im-
portant factors as decision-making target. In these targets, quantitative factors include 
candidate land value, transport distance and candidate land area. Here they all choose 
Gaussian membership function. 

Qualitative factors need quantify through expert advice method and expert scoring 
method, and then make use of relevant membership function to determine member-
ship degree. Qualitative factors include customer distribution, supplier distribution, 
geological condition, communication condition, road infrastructure. Firstly qualitative 
factors are described in different categories separately, and then convert the evalua-
tion of natural language to the corresponding membership degree. The membership 
functions of qualitative factors are shown in Table 1. 

Table 1. Membership functions of qualitative factors 

target categories describe fuzzy constraint set membership 
customer 

distribution 
muster, common, 

scatter 
customer distribution

A1 
A1={1,0.5,0} 

suppliers 
distribution 

muster, common, 
scatter 

suppliers distribution
A2 

A2={1,0.5,0} 

geological 
conditions 

very good, good, 
common, bad,  

very bad 

geological conditions 
A3 

A3={1.0,0.8,0.5,0.2,0} 

communication 
conditions 

very good, good, 
common, bad,  

very bad 

communication  
conditions A4 

A3={1.0,0.8,0.5,0.2,0} 
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2.3   Model Construction 

The network structure is divided into four layers, i.e. the input layer, the fuzzy 1ayer, 
the rule layer and the output layer.  

The first layer is input layer. Each node of this layer transfers the input to the next 
layer directly. I x O I  (1)

Here, x , I , O  represent for the input, neat input and output of the i-th node 
respectively. 

The second layer is fuzzy layer, each node of which calculates a degree of member-
ship function. Here we apply Gauss function as the degree of membership function. 
The j-th fuzzy node that corresponds to the i-th input node has the following degree of 
membership function： 

I x mσ O exp I  (2)

Here, m  and σ  represent the central value and width of the degree of membership 
function respectively.  

The third layer is rule layer. This layer implements the function of fuzzy rule con-
sequence condition, and prescribes that each language variable has only one language 
value connecting with certain regular node. For the K-th regular node: I x O I  (3)

The output of this layer is also called stimulation intensity of rule, which indicates the 
corresponding degree of the K-th fuzzy regular condition. 

The 4th layer is output layer. This layer implements the fuzzy process by calculat-
ing the sum of weightings of all regular excitation intensities to realize fuzzy process. I w x O I  (4)

Here, w  represents the weight from the rule layer to output layer. 

3   Fuzzy Neural Networks Optimized by GA 

3.1   Basic Idea 

Fuzzy neural network learned by BP algorithm is a good method to set up and adjust 
the fuzzy inference control system, but this method learns on the basis of error back 
propagation algorithm of gradient descent, and has slow network training speed and 
tends to yield minimal local results. The convergence of BP algorithm depends on the 
choice of initial state. 
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Genetic algorithms are a kind of auto-adapted global optimization searching algo-
rithm of simulation biological evolution, and reduce the impact of the initial state 
through crossover and mutation operation. Genetic algorithms can optimize the para-
meters and structure of fuzzy neural inference system. GA can be used to optimize the 
fuzzy inference rules by amend the membership function and network nodes. 

In order to exert the strengths of GA and BP algorithm, this paper used BP algo-
rithm adjust and optimize the local parameters, used genetic algorithm optimize the 
overall parameters and network structure. That is using GA train off-line fuzzy neural 
network, using BP algorithm adjust neural network online local parameters. The inte-
grated use of two kind algorithms can greatly improve fuzzy-neural network self-
learning performance and generalization ability. 

3.2   Training Algorithm 

Because the number of fuzzy neural network layers is relatively fixed, the adjustable 
parameters are the center value m and width σ of fuzzy control membership function 
as well as the connection weights ω. Among them, the center value m and width σ are 
global parameters which can adjust and optimize by GA, while the connection 
weights ω can regulate by BP algorithm. 

(1)coding and decoding  
Using genetic algorithm train neural network parameters must firstly encode para-

meters. This paper adopts simple coding ways and all network parameters arrange in a 
certain order. So each parameter length is L of the binary number. The method is: if 
the parameters change in the range of α , α  with L-bit binary number, then α α B2 α α  (5)

(2)Determine the fitness function  
There are many ways to determine the fitness function. This paper adopts the in-

verse objective function as fitness function 

F 1 J      J 12 y y  (6)

Here y  and y  are the expectation export and the actua1 export respectively of the i-th 
sample. 

(3) Selection strategy 
Fitness-proportionate selection strategy often cause early convergence and stagna-

tion. The model adopts ranking selection strategy. Firstly arrange every individual 
with its fitness degressively, distribute every individual chosen possibility  P   accord-
ing to its order in population, and at last adopt roulette wheel selection with P . P  is 
defined as follows: P q 1 q , i 1,2, … , M 11 q , i M  (7)

 is a constant which stands for the best individual chosen possibility. 
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(4) Crossover operators 
If there is only through selection operation, the cluster neither generate new indi-

vidual, nor search new area, thus it is important to adopt crossover operators. The 
astringency of GA is mainly lie on the astringency of crossover operators. Crossover 
operators adopt single node cross. Crossover operating is with the possibility P . 
Cross the individual  X x , x , , x   and  X x , x , , x  after the k-th 
vector, crossover operators are designed as follows: X x , , x , α x 1 α x , , α x 1 α x   (8)

X x , , x , α x 1 α x , , α x 1 α x   (9)α , α , , α   are random values more than 0 and less than 1.  

(5) Mutation operators 
Using mutation operators can improve GA local search ability and maintain the di-

versity of cluster. 
Mutate the vector x  in the individual X x , x , , x   to x  , then x x 1 r  (10)

r is a random value between 0 and 1. 
In the genetic algorithm, the choice of   , P  and P  greatly affect the genetic al-

gorithm performance. Generally P  is chosen between 0.5 and 1, P  is chosen between 
0.005 and 0.1. The specific values need determined through a lot of experiments. 

When the optimized individual fitness and population average fitness are no longer 
increase meaningfully, use BP algorithm train networks to improve convergence 
speed. 

4   Application Example 

Input the membership indicators into the network, make the experts expect value as 
network output, the initial weights are random values between 0 and1, learning factor 
is 0.4, the mean square error is 10 . After quantification and fuzzy  treatment, obtain 
the experimental training data membership degree which is partly shown in table 2. 

After several times iterative training, the obtained weight matrix is considered as 
the best matrix to select and evaluate distribution center site. Make the optimal matrix 
as the initial matrix, input the quantitative target into the trained network, the output is 
all programs’ accord degree, that is programs’ evaluation value.  

The initially selected experimental data and programs’ evaluation results and  
ranking are shown in table 3. From the table, we know that the best prediction sample 
number is 3, the worst forecast sample number is 5. This result is the same as  
the expert evaluation and this system is suit to logistics distribution center location 
evaluation. 
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Table 2. Studied samples used for training 

Sampl 
e  

numb 
er 

Custom
er  

distributi 
on 

suppliers 
distributi 

on 

geologi 
cal 

conditi 
ons 

com 
muni 
catio

n 
conditi 

on 
s 

candid 
ate  

land 
value 

transpo
rt  

distanc
e 

candi
date 
land 
area 

road 
establish 
hment 

expert 
evalu 
ation 

1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
2 0.87 0.80 0.82 0.84 0.75 0.78 0.65 0.66 0.80 
3 0.60 0.60 0.56 0.66 0.49 0.60 0.58 0.56 0.58 
4 0.91 0.95 0.90 1.0 0.98 1.0 1.0 0.99 0.98 
5 1.0 0.72 0.89 0.82 0.80 0.80 0.89 0.75 0.83 
6 0.47 0.41 0.44 0.40 0.49 0.35 0.47 0.44 0.51 
7 0.80 0.72 0.78 0.78 0.66 0.80 0.75 0.75 0.75 
8 0.72 0.67 0.67 0.66 0.67 0.49 0.60 0.66 0.69 
9 1.0 0.67 0.93 0.80 0.75 0.49 0.66 0.22 0.74 

10 1.0 0.92 0.80 1.0 0.89 0.89 0.89 0.80 0.81 
  

Table 3. Tested sample and evaluation results 

Sampl 
e  

numb 
er 

Custom
er  

distribu
tion 

supplie 
rs  

distribu 
tion 

geolo 
gical 

condit 
ions 

commu
nicatio

n  
conditi

ons 

candid
ate  

land 
value 

trans
port 
dista
nce 

candi
date 
land 
area 

road 
establish
hment 

evaluat 
ion 

result 

ran 
kin 
g 

1 0.08 0.93 0.56 0.92 0.89 0.60 0.24 0.33 0.61 3 
2 0.45 0.52 0.40 0.33 0.66 0.80 0.50 0.60 0.56 4 
3 0.67 0.89 0.82 1.0 0.80 0.73 0.75 0.85 0.85 1 
4 0.87 0.72 0.89 0.92 0.89 0.40 0.49 0.29 0.72 2 
5 0.40 0.40 0.33 0.33 0.33 0.40 0.49 0.35 0.43 5 

 
The training curve for fuzzy neural networks optimized by GA is shown in Fig.1. 

From figure 1, we can learn that the fuzzy neural networks system which is optimized 
by GA not only speed the training process, but also ensure the training stability. 

 

Fig. 1. Training curve for FNN optimized by GA 
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5   Comparative Analysis of Algorithm 

The fuzzy neural networks and fuzzy neural networks optimized by GA are applied to 
logistics distribution center location above for training and evaluating. The compara-
tive result of algorithm for evaluation result is shown in table 4. 

Table 4. Algorithm comparison 

sample 
number 

expert 
evaluation 

FNN evaluation 
result 

FNN optimized 
by GA evaluation 

result 
1 0.62 0.53 0.61 
2 0.59 0.55 0.56 
3 0.86 0.82 0.85 
4 0.71 0.69 0.72 
5 0.45 0.35 0.43 

From table 4, we know that the evaluation result by fuzzy neural networks system 
which is optimized by GA is closer to expert evaluation than the evaluation result by 
fuzzy neural networks model. 

6   Conclusion 

A study on the establishment of logistics distribution center location evaluation model 
by using fuzzy neural networks and genetic algorithm is carried out in the study. The 
following results were obtained based on this investigation. 

1)It is successful to establish the fuzzy neural network by introducing the genetic 
algorithm to optimize the overall parameters and network structure, BP algorithm 
adjust and optimize the local parameters, improving effectively the convergence ve-
locity and precision. 

2)The evaluation model of logistics distribution center location by applying the GA 
and fuzzy neural network algorithm is established. The method solves the modeling 
problem of the logistics distribution center location evaluation as a non-linear system, 
which is difficult to accomplish with a mathematical method. 
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Abstract. In this paper, value-at-risk (VaR for short) is used as the
measure of risk. Based on the concept of VaR, a fuzzy mean-VaR model
is proposed. Firstly, we recall some definitions and results of value-at-
risk in credibilistic risk analysis. Secondly, we propose the fuzzy mean-
VaR model of fuzzy programming, or more precisely, credibilistic
programming. Thirdly, a hybrid intelligent algorithm is provided to give
a general solution of the optimization problem. Finally, numerical ex-
amples are also presented to illustrate the effectiveness of the proposed
algorithm.

Keywords: risk analysis, credibilistic value-at-risk, mean-VaR model,
hybrid intelligent algorithm.

1 Introduction

Classical portfolio theory [14] can be traced back to the pioneering works of
Markowitz in the 1950s. The variance could be regarded as risk measure in
his mean-variance models. The fact that variance operator is not linear means
that the risk of a portfolio, as measured by the variance, is not equal to the
weighted sum of risks of the individual assets. Morgan [15] proposed value at
risk to evaluate and manage financial risk. A number of authors have used the
VaR measure to describe the risk value in risk analysis([2,5,7]). VaR measures
are used to estimate a portfolio of assets losing more than a specified amount
over a specified time period due to adverse movements in the underlying market
factors of a portfolio. For example, VaR is 1 million dollars at the 95% level of
confidence implies that the probability of the all losses would exceed 1 million
dollars is only 5%.

The traditional portfolio selection models in a stochastic environment was es-
tablished as one of the most useful tools of probability. Numerous models have
been developed based on variance such as models proposed in [3]. Meanwhile,
portfolio selection environment often subject to fuzziness and thus the assump-
tions of only deterministic parameters or stochastic parameters, could no longer
be applied.

Z. Cai et al. (Eds.): ISICA 2009, CCIS 51, pp. 313–319, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fuzziness is a type of subjective uncertainty. In order to describe fuzzy phe-
nomena, possibility theory has been proposed by Zadeh. Generally speaking, pos-
sibility measure is not self-dual. As an alternative measure of a fuzzy event, Liu
and Liu [11] presented a self-dual credibility measure. Therefore fuzzy risk analy-
sis based on credibility theory is needed. It is natural to extend VaR technique in
fuzzy environment. Peng [16] introduced the concepts of credibilistic VaR.

Fuzzy programming is a powerful tool for handling optimization problems with
fuzzy variable parameters [10]. Numerous papers are devoted to introducing and
developing fuzzy programming techniques to fuzzy portfolio selection problems
[6]. Dong and Peng [4] presented a hybrid intelligent algorithm for solving the
proposed credibilistic VaR model.

Mean-VaR model is a very important issue in decision making [1,8]. This
paper introduces a fuzzy mean-VaR model of credibilistic programming. For
this purpose, we organize this paper as follows. Section 2 recalls some useful
definitions for fuzzy risk analysis within the framework of credibility theory,
which will be used in the following discussion. In Section 3, we give the Mean-
VaR models. In order to solve the models, some hybrid intelligent algorithms
and examples are given in Section 4 and Section 5, respectively. Finally, some
remarks are made in the last section.

2 Preliminaries

Let ξ be a fuzzy variable with membership function µ. For any B ⊂ �, the
credibility measure of fuzzy event {ξ ∈ B} was defined by Liu and Liu [11] as

Cr{ξ ∈ B} =
1
2

(
sup
x∈B

µ(x) + 1 − sup
x∈Bc

µ(x)
)

. (1)

The credibility distribution Φ: � → [0, 1] of a fuzzy variable ξ was defined by
Liu [9] as

Φ(x) = Cr{θ ∈ Θ | ξ(θ) ≤ x}.
The expected value of fuzzy variable ξ was defined by Liu and Liu[11] as

E[ξ] =
∫ +∞

0
Cr{ξ ≥ r}dr −

∫ 0

−∞
Cr{ξ ≤ r}dr (2)

provided that at least one of the two integrals is finite. Furthermore, the variance
is defined by Liu and Liu [11] as

V [ξ] = E[(ξ − E[ξ])2]. (3)

Liu and Gao [13] introduce the independence concept of fuzzy variables. The
fuzzy variables ξ1, ξ2, · · · , ξm are independent if and only if

Cr

{
m⋂

i=1

{ξi ∈ Bi}
}

= min
1≤i≤m

Cr{ξi ∈ Bi}. (4)

for any sets B1, B2, · · · , Bm of �.
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The credibilistic VaR of ξ, defined by Peng [16], is the function ξVaR: (0, 1] → �
such that

ξVaR(α) = − inf{x|Cr{ξ ≤ x} ≥ α}. (5)

3 Credibilistic Mean-VaR Model

Let η = (ξ1, ξ2, · · · , ξn) be a vector of fuzzy return asset categories 1, 2, · · · , n.
Let X = (x1, x2, · · · , xn) be the weighting factor in these categories respectively.
Without loss of generality, we assume that the total is 1. In most cases, the fuzzy
portfolio return, which is usually the share-weighted sum of the fuzzy returns
for the assets included in the portfolio, are given by

f(x, ξ) =
n∑

i=1

xiξi.

If the return asset categories are independent, then it follows that the portfolio
expected return can be calculated by the following equations

E[
n∑

i=1

xiξi] =
n∑

i=1

xiE[ξi].

Now we consider the following multi-objective mean-VaR model:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max E[f(x, ξ)]

min ξVaR(α)

s.t. Cr{
n∑

i=1

xiξi ≤ ξVaR(α)} ≥ α

n∑
i=1

xi = 1

xi ≥ 0, i = 1, · · · , n

(6)

where α is referred to as the confidence level provided as an appropriate safety
margin by the decision-maker. Generally, the objectives are in conflict, and there
is no optimal solution that simultaneously maximizes all the objective functions.

If the investors want to minimize the VaR with the given lowest expected
return, then the mean-VaR model can be given as follows,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min ξVaR(α)

s.t. Cr{
n∑

i=1

xiξi ≤ ξVaR(α)} ≥ α

E[
∑n

i=1 xiξi] ≥ r

∑n
i=1 xi = 1

xi ≥ 0, i = 1, · · · , n

(7)

where r is a specified return level, and α is referred to as the confidence level.
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If the investors want to maximize the expected return at the given risk level,
then the mean-VaR model can be given as follows,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max E[
n∑

i=1

xiξi]

s.t. Cr{
n∑

i=1

xiξi ≤ ξVaR(α)} ≥ α

∑n
i=1 xi = 1

xi ≥ 0, i = 1, · · · , n

(8)

where α is referred to as the confidence level.

4 Hybrid Intelligent Algorithm for Solving Mean-VaR
Model

In this section, we present a hybrid intelligent algorithm for solving the Mean-
VaR Model.

Hybrid Intelligent Algorithm

Step 1. In order to compute the uncertain function

U(x, α)= ξVaR(α) = inf{β | Cr{∑n
i=1 xiξi ≤ β} ≥ α},

we randomly generate θk from the credibility space (Θ,P , Cr). Write vk =
(2Cr{θk}) ∧ 1 and produce ξk = ξ(θk), k = 1, 2, · · · , N , respectively. Equiva-
lently, we randomly generate θk and write vk = µ(θk) for k = 1, 2, · · · , N , where
µ is the membership function of ξ. For any number r, we set

L(r) =
1
2
( max
1≤k≤N

{vk | f(x, ξk) ≥ r} + min
1≤k≤N

{1 − vk | f(x, ξk) < r}).

It follows from monotonicity that we may employ bisection search to find the
minimize value r such that L(r) ≥ α.
Step 2. Train a neural network to approximate the uncertain functions according
to the generated training input-output data.
Step 3. Initialize pop-size chromosomes whose feasibility may be checked by the
trained neural network.
Step 4. Update the chromosomes by crossover and mutation operations and the
trained neural network may be employed to check the feasibility of offsprings.
Step 5. Calculate the objective values for all chromosomes by the trained neural
network.
Step 6. Compute the fitness of each chromosome by rank-based evaluation
function based on the objective values.
Step 7. Select the chromosomes by spinning the roulette wheel.
Step 8. Repeat the fourth to seventh steps a given number of cycles.
Step 9. Report the best chromosome as the optimal solution.
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5 Examples

In order to illustrate its effectiveness, here we give some numerical examples
which are all performed on a personal computer with the following parameters:
the population size is 30, the probability of crossover Pc is 0.3, the probability of
mutation Pm is 0.2, and the parameter a in the rank-based evaluation function
is 0.05.

Example 5.1:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min ξVaR(0.95)

s.t. Cr{x1ξ1 + x2ξ2 + x3ξ3 ≤ ξVaR(0.95)} ≥ 0.95

E[x1ξ1 + x2ξ2 + x3ξ3] ≥ 3

x1 + x2 + x3 = 1

xi ≥ 0, i = 1, · · · , 3.

where ξ1, ξ2, and ξ3 are assumed to triangular fuzzy variables (1, 2, 3), (2, 3, 4),
(3, 4, 5), respectively. We set the level of confidence α = 0.95, and the return
level r = 3.

We train an NN (3 input neurons, 6 hidden neurons, 2 output neurons) to
approximate the uncertain function.

Finally, we integrate the trained NN and GA to produce a hybrid intelligent
algorithm. A run of the hybrid intelligent algorithm (6000 cycles in simulation,
2000 training data in NN, 1500 generations in GA) shows that the optimal
solution is

(x1, x2, x3) = (0.1788, 0.5650, 0.2562)

with objective value ξVaR(0.95) ≈ 3.89.

Example 5.2:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min ξVaR(0.95)

s.t. Cr{x1ξ1 + x2ξ2 + x3ξ3 ≤ ξVaR(0.95)} ≥ 0.95

E[x1ξ1 + x2ξ2 + x3ξ3] ≥ 2

x1 + x2 + x3 = 1

xi ≥ 0, i = 1, · · · , 3

where ξ1 is a normally distributed fuzzy variable with expected value 2 and vari-
ance 0.3, ξ2 is an exponential fuzzy variable with moment 2, ξ3 is an equipossible
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fuzzy variable on (2, 4). We set the level of confidence α = 0.95, and the return
level r = 2.

For this case, we can not calculate the objective value by credibilistic VaR
function. We integrate the trained NN and GA to produce a hybrid intelligent
algorithm. A run of the hybrid intelligent algorithm (6000 cycles in simulation,
2000 training data in NN, 1500 generations in GA) shows that the optimal
solution is

(x1, x2, x3) = (0.9168, 0.0670, 0.0161)

with objective value ξVaR(0.95) ≈ 2.82.

6 Conclusions

In this paper, value-at-risk is used as the measure of risk and the new credibilistic
mean-VaR models in fuzzy environment are proposed based on credibility theory.
Furthermore, a kind of hybrid intelligent algorithm is given to show how to
solve the credibilistic mean-VaR model. Finally, some numerical experiments
are provided to illustrate the effectiveness of the proposed algorithm.
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Abstract. To guarantee the safety and functionality of structures simultaneously 
at different levels of seismic loadings, this paper proposes a multi-objective 
switching fuzzy control (MOSFC) strategy. MOSFC functions as a trigger with 
two control states considered. When the structure is at the state of linear, the main 
objection of control is the peak acceleration. On the other hand, once  
the nonlinear appears, the control of peak inter-storey drift is the main objection. 
Multi-objective genetic algorithm, NSGA-II, is employed for optimizing  
the fuzzy control rules. A scaled model of a six-storey building with two  
MR dampers installed at the two bottom floors is simulated here. Linear  
and Nonlinear numerical simulations demonstrate the effectiveness and  
robustness. 

Keywords: Multi-objective genetic algorithm; fuzzy control; robustness. 

1   Introduction 

In recent years, genetic algorithm (GA) has been adopted in optimizing the fuzzy 
controller (FC) to determine the commanded voltage of MR dampers, in which the 
control performances are related to the objective function of GA, through operations of 
selection, crossover and mutation, the objective function will be stable after several 
runs, and then the global optimal fuzzy controller is obtained [1, 2]. In terms of control 
performance, displacement (relative to the ground), inter-storey drift and acceleration 
are most often considered. Displacement and inter-storey drift present the safety of the 
structure when large earthquake occurs. Acceleration is also important for occupant 
comfort and reducing non-structural damage when wind and small earthquake occurs. 
Then how to provide a reasonable balance of reduction for all considered performances 
under different loading levels is worth studying. 

In this paper, an approach for a multi-objective optimal design of fuzzy controller is 
discussed. Three performances indices are considered synchronously to optimize the 
control rules of fuzzy controller and voltage applied on MR dampers, which necessi-
tates employment of a multi-objective optimization algorithm-NSGA-II proposed by 
Srinivas and Deb et al [3, 4]. The procedure has been tested for a six-storey scaled model 
with MR dampers developed by Jansen and Dyke [5]. 
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2   Integration of Fuzzy Controller and NSGA-II 

2.1   Definition of Control Performance Indices 

Three performance indices are taken into account herein, which are defined as follows: 

,

1

max
max

max

j controlled
t

j
uncontrolled

t

x
J

x
=

⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

                                             (1) 

  
,

2

max
max

max

j controlled

j
uncontrolled

t

t

x
J

x
=

⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

&&

&&
                                             (2) 

,

3

max
max

max

j controlled

j
uncontrolled

t

t

D
J

D
=

⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

                                             (3) 

where ,max j controlled
t

x , ,max j controlled
t

x&& and ,max j controlled
t

D are the maximum relative 

displacement, absolute acceleration and inter-storey drift of the jth floor over the entire 

response, respectively. max uncontrolled
t

x , max uncontrolled
t

x&& and max uncontrolled
t

D  de-

note the uncontrolled maximum relative displacement, absolute acceleration and in-
ter-storey drift of the structure, respectively. The problem of minimizing the objective 

function vector (J1, J2, J3) simultaneously (i.e., 1 2 3( )min , ,J J J ) are turned into employ 

a multi-objective optimization procedure NSGA-II. 

2.2   Multi-Objective Switching Fuzzy Control Strategy 

To describe the MOSFC strategy concisely for the selected scaled model, Fig. 1 is 
employed. Only absolute accelerations of the top two floors are chosen as inputs of the 
MOSFC. To get the displacement and acceleration of every floor, the prediction mod-
ule of MOSFC is used to predict the information including input exciting and responses 
of the structure, and neural network can deal with this problem successfully [6], but this 
is not the main topic here.  

The judge the responses module acts as a trigger: when the prediction seismic 
loadings and responses are both small, the best control performance is that the safety 
and the functionality should be satisfied simultaneously, then we should select the 
fuzzy controller that satisfies this control performance from pareto optimal set; once the 
magnitude of seismic is large, we have to switch the control rules and voltage to insure 
the safety of the structure at first, then minimize other objectives. We simplify those 
switching rules to two levels as follows: 

If 
Pr
max controlled c
ediction

D D< , the structure is linear, we choose the rules that sat-

isfy 1 1J < , 3 1J <  and 2J  the minimum.  
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Fig. 1. Illustration of model and controller  

Once
Pr
max controlled c
ediction

D D>= , nonlinear behavior of structure appears, we 

choose the rules that satisfy 1 1J < , 2 1J <  and 3J  the minimum. 

in which
Pr
max controlled
ediction

D  is the prediction value of the peak inter-storey drift. cD is 

the critical value of the peak inter-storey drift which insure the structure is linear. 
The FC has been designed using five membership functions for each of the input 

variable (accelerations of 5th and 6th floor) and seven membership functions for the 
output variable (voltage applied on the two MR dampers). The normal membership 
functions of input and output variables have been shown in Fig. 2.  
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2.3   Multi-Objective Optimization Algorithm-NSGA-II 

In the current study, a non-dominated sorting genetic algorithm (NSGA-II) is employed 
to produce a pareto optimal set or pareto optimal front, with which three objectives 
described by Eq.(1)~(3) can be considered simultaneously and more choice are  
provided for the decision maker. 

The flow chart of NSGA-II 
is shown in Fig. 3. At the be-
ginning, the population is ini-
tialized as usual GA. The  
initialized population with N 
individuals is sorted based on 
non-domination into each front 
according to the values of ob-
jection. The first front being 
completely non-dominant set in 
the current population and the 
second front being dominated 
by the individuals in the first 
front only and other fronts are 
determined in the same way. 
Individuals in first front are 
given a fitness value of 1 and 
individuals in second are as-
signed fitness value as 2 and so 
on, as shown in Fig. 4. In addi-
tion to fitness value, a new 
parameter called crowding dis-
tance is calculated for each 
individual. The crowding dis-
tance is a measure of how close 
an individual is to its neighbors. 
Large average crowding dis-
tance will result in better diver-
sity in the population. An  
individual is selected in the rank 
is lesser than the other or if 
crowding distance is greater 
than the other, this is the main 
difference between the conven-
tional GA and NSGA-II. Par-
ents are selected from the 
population by using a binary 
tournament selection based on 
the rank and crowding distance. 
The selected population gener-
ates offspring from crossover 

Fig. 3. Flow chart of NSGA-II 
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and mutation operators. Then the population with the current population and  
current offspring (called combined population in Fig. 3) is sorted again based on 
non-domination and only the best N individuals are selected based on the rank and 
crowding distance. While the number of calculated generation P is larger than the 
critical number Pset, the search is terminated. The final purpose of this procedure is to 
get the pareto-optimal front, i.e., the curve with Rank=1 shown in Fig.4. 

In this paper, the length of the coding equal to 52, including 50 fuzzy control rules 
and the maximum voltage applied on the two MR dampers. Assuming the range of 
voltage applied in MR dampers is 3-10 volt, which is different from the previous re-
searches.  

3   Numerical Simulation Analysis Using Optimization Method 

3.1   Establishment of Seismic Loading and Structure-Damper Model  

An artificial earthquake is generated for the optimization of MOSFC using NSGA-II, 
this is done to give robustness to the MOSFC, this process is described in [7]. And the 
parameters have been chosen to keep a peak value of the ground accelera-

tion 1 34.1gx =&&  and 2 68.2gx =&& cm2/s, respectively.  

It is assume that structure is linear and integrated with nonlinear MR damper when 
NSGA-II is used to optimize the fuzzy control rules and voltage. The state equation is 
expressed as follow: 

               
g MR

g MR

X AX Ex BF

Y CX Fx DF

= + +

= + +

& &&

&&
                                 (4) 

where X is the state variable of the structure, Y is the regulated output, gx&&  is the 

seismic loading. A,E,B,C,F,D are matrices with proper dimensions. 

MRF  is the forces produced by MR dampers, which can be expressed as follow [8]:  

0

1

0

MR

n n

F c x Z

Z x Z Z x z A x

α

γ β−

= +

= − − +

&

& & & &
                 

          (5) 

where x& is the velocity of the device;  z is the evolutionary variable. The parameters 

such as n ,γ , β ,α , 0c and A0 of MR dampers and the parameters of structure are the 

same as Yan [1].   

3.2   Optimization Result Analysis 

Two different levels of peak ground accelerations, 2 34.1gx =&& cm/s2 (named case1) 

and 2 68.2gx =&& cm/s2 (named case2) are selected in this paper. Then two different 
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optimization results are obtained with respect to these two levels because of the 
nonlinear behavior of MR dampers and fuzzy controller. The first three ranks of the 
solutions are plotted in Fig. 5, which shows well distributed solutions in the feasible 
space.  
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Fig. 5. The first three rank of the optimization result  

 

-1
-0.5

0
0.5

1

-1

0

1

1

2

3

Acc5Acc6

V
1

-1
-0.5

0
0.5

1

-1

0

1

0.5

1

1.5

2

Acc5Acc6

V
2

 

(a) Fuzzy control rule surfaces of case1 for MR1 and MR2 

-1
-0.5

0
0.5

1

-1

0

1

4

6

8

Acc5Acc6

V
1

-1
-0.5

0
0.5

1

-1

0

1

2

4

6

Acc5Acc6

V
2

 

(b) Fuzzy control rule surfaces of case2 for MR1 and MR2 

Fig. 6. Rule surface of FC  



326 X.-l. Ning, P. Tan, and F.-l. Zhou 

Fig. 6(a) show the fuzzy control rule surfaces of FIS(fuzzy inference system) chosen 

from Fig. 5(a) according to the acquirement of MOSFC (linear state, 1 1J < , 3 1J <  

and 2J  the minimum ) when 1 34.1gx =&& cm/s2; Similarly, when 2 68.2gx =&& cm/s2, 

according to the acquirement of MOSFC (nonlinear state, 1 1J < , 2 1J <  and 3J  the 

minimum ), the final fuzzy control rule surfaces chosen from Fig. 5(b) are shown in  
Fig. 6(b). The envelop curves of peak response with and without MOSFC when 

1 34.1gx =&& cm2/s are shown Fig.7(a), in which the control performance indices 

are 1 0.55J = , 2 0.77J = , 3 0.47J = and the maximum voltages V1=4volt, V2=3volt. 

When 2 68.2gx =&& cm/s2, the control performance indices are 1 0.50J = , 2 0.79J = , 

3 0.44J = and V1=9 volt, V2=10 volt(see Fig.7(b)). MOSFC performances better than 

the traditional passive on control ( 1 0.73J = , 2 0.89J = , 3 0.65J = ) with V1=4 volt, 

V2=3 volt. 
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Fig. 7. Peak response of each floor with and without MOSFC 
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4   Robustness Test with Nonlinear Numerical Simulation 

The simulation results presented above based on the assumption that the structure is 
linear, however, nonlinearities may occur when strong earthquake occurs, to simulate 
this process to some extent, nonlinear behavior of the structure should be considered. 
Four real earthquake ground motions with peak value 68.2gx =&& cm/s2 are chosen for 
robustness test. The simulation results are shown in Table 1. 

Comparing the results of the linear analysis with artificial wave in previous section, 
the control performances indices increase when nonlinear behavior of structure is taken 
into account, but MOSFC still decrease the peak responses significantly. The hysteresis 
loops of bottom two floors in the case of Chichi is shown in Fig. 8, it shows that the 
damage of the structure is mitigated significantly.  

Table 1. Nonlinear numerical simulation results of robustness test  

Control performance index 
Earthquake 

J1 J2 J3 

Artificial wave 0.75 0.91 0.80 

N. Palm Springs 0.56 0.94 0.73 

Chichi 0.68 1.10 0.74 

El Centro 0.63 0.99 0.75 

Kobe 0.68 0.87 0.71 
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Fig. 8. Hysteresis loops with and without MOSFC 

5   Conclusions 

The numerical simulation results show that the multi-objective optimization tool, 
NSGA-II, which gives flexibility in the balance of all control performances (safety and 
functionality). The pareto optimal sets provide a reasonable balance of reduction for all 
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control performances (peak displacement, inter-storey drift and acceleration) under 
different earthquake levels. Linear and Nonlinear numerical simulations demonstrate 
the effectiveness and robustness of MOSFC.  

The shortcoming of this optimization process is time-consuming based on 
time-domain analysis, a fast and reliable method using NSGA-II should be further 
studied. 
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Abstract. In order to pursue their objectives, the groups of agents seem to be well 
organized according to predefined structures and unambiguously defined con-
cepts. At the same time, the interaction presents some dynamic aspects, that is, 
the virtual organizations (VO) undergo a life cycle from the objectives formation 
to the task division, task allocation, plans formation, negotiations, contracts 
formation, and the final VO dissolvement or evolvement under exceptions. Al-
though E-institutions provide facilitation to the former issues, the facilitation of 
VO in different stages is still blurred. Hence, this paper proposes a hybrid 
E-institution model including the static organization structure aspect and the 
dynamic aspect, provide assistance to the agent interactions. On the one hand, the 
E-institutions are modelled statically to make the agent cooperation trustable and 
predictable in terms of ontologies, behavior norms, and organization structure. 
On the other hand, the E-institutions keep repositories of instantiated (dynamic) 
information, provide services to facilitate the dynamic VO in different stages. 
Also, this paper presents explicitly formal descriptions of the static organization 
structure, dynamic information and institutional services to different VO stages. 

1   Introduction  

Organisation-oriented approaches to the formation of multi-agent systems assume that 
a community of agents form a Virtual Organisation. Its purpose is to facilitate resource 
sharing and problem solving among software and/or human agents [1], [2]. A careful 
study will show there are some kinds of relations between agents while they interact. In 
order to pursue their objectives, the groups of agents seem to be well organized ac-
cording to predefined structures and unambiguously defined concepts. At the same 
time, the interaction presents some dynamic aspects, that is, the VOs undergo a life 
cycle from the objectives formation to the task division, task allocation, plans forma-
tion, negotiations, contracts formation, and the final VO dissolvement or evolvement 
under exceptions. E-institutions should provide facilitation to the former issues in 
different VO stages. But how E-institutions facilitate the VO in different stages is still 
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blurred. To do that, E-institutions, We believe, should comprise these elements: (1) 
Ontologies that define the semantic of the elements of E-institutions; (2) roles that 
enable to abstract from the specific individuals; (3) Organization structures that define 
the relation between roles; (4) norms that regulate the interaction; (5)institutional role 
services, which facilitate the interaction, and domain role services, which are the ex-
ternal agents’ capabilities to pursue the system goals; (6) dynamic information, pro-
duced by the formation, operation and evolvement of VO, which in return guides and 
facilitates the formation, operation and evolvement. Hence, a hybrid model for 
E-institutions is proposed in this paper to facilitate the VOs. We believe that a hybrid 
model should comprise meta-information, that is, not instantiated information as well 
as instantiated information. Meta-information is responsible for the static structure of 
multi-agent system (MAS), whereas instantiated information is responsible for dy-
namic nature of MAS. Meta-information includes such elements as contract templates, 
procedure templates, meta-norms, ontologies, roles. Instantiated information includes 
such elements as instantiated contracts, instantiated norms, and instantiated procedure 
templates, common goals, agents. Meta-information conceptualizes the more general 
framework of an Electronic Institution, providing a system of reference which the 
instantiated information can base on. The operation of MAS produces the instantiated 
information and the instantiated information, in return, guides and facilitates the op-
eration. This paper presents explicitly formal descriptions of the static organization 
structure, dynamic information and institutional services to different VO stages. 

2   The Hybrid Model 

The purpose of the E-institution is to facilitate the agents’ interaction, and to facilitate 
the system goal achievement while agents pursue their respective interests. The de-
scriptions of the E-institutions should include the static elements, the dynamic ele-
ments, and institutional services and domain services. Under the internet environment, 
different domain-dependent vocabulary may be used by different business entities 
(heterogeneous agents), and as such, a common institutional ontology must be used. As 
in human society, roles contribute to the global goal of the system, and as such, each 
role should be marked with certain capabilities, burdened with certain norms, engage in 
certain interactions, have relations with other roles. As far as capabilities are concerned, 
roles should be marked with abstract services (role services). The reason we use ab-
stract services is that they should be abstract from specific services realized by the 
individual agents. Procedure templates are roles’ abstract interaction procedures from 
which the individual concrete interaction plans can be derived. E-institutions are the 
virtual places to provide trust among parties in terms of norms when they know very 
little about each other. The Meta-norms deal with roles and procedure templates,  
instantiated norms deal with agents and their concrete interaction plans. The commu-
nication acts (CA), shared communication primitives of the agent communication 
languages, are used by roles to give supports to the Procedure templates, individual 
agents use message, instantiated CAs, to communicate to support concrete interaction 
plans. Thus, the hybrid institution model can be defined as a tuple: 
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Fig. 1. E-institution architecture 

• EI = < Ontology, Domainknowledge, Nego-proco, AuthFrole, MatchFrole, Ar-
bitrFrole, MoniFrole, Domain-roles, Meta-norms, Concepts, FacilitateRservices, 
DomainRservices, Tasks, Proc-templs, Contract-templs, CAs, Repu-Info, History, 
Report, instan-Domainknow, Nego-proc, AuthFagent, MatchFagent, ArbitrFagent, 
MoniFagent, Domain-agents, instan-norms, instan-Concepts, FacilitateAservices, 
DomainAservices, Motivations, Proc-plan, Concrete-contract, Message, in-
stan-RepuInfo, instan-History, instan-Report, Initiating, Role-relating, Referring, 
Regulating, Supporting, Negotiating, Registering >. 

In this tuple, Ontology, the semantic layer, is the set of definitions and relations of  
the elements in the static layer including Domainknowledge, Nego-proco, role 
(AuthFrole, MatchFrole, ArbitrFrole, MoniFrole, Domain-roles), Meta-norms, Con-
cepts, roleservice (FacilitateRservices, DomainRservices), Tasks, Proc-templs, Con-
tract-templs and CAs, Repu-Info, History, and Report, see Figure 2 for the relations of  
the elements in the static layer (note: we do not mean to design these elements in UML, 
but do express the relation of these elements in UML). And instan-Domainknow, 
Nego-proc, AuthFagent, MatchFagent, ArbitrFagent, MoniFagent, Domain-agents, 
instan-norms, instan-Concepts, FacilitateAservices, DomainAservices, motivations, 
Proc-plan, Concrete-contract and Message, instan-RepuInfo, instan-History, in-
stan-Report, which are in the dynamic layer, are the instantiations of Domainknowl-
edge, Nego-proco, AuthFrole, MatchFrole, ArbitrFrole, MoniFrole, Domain-roles, 
Meta-norms, Concepts, FacilitateRservices, DomainRservices, Tasks, Proc-templs, 
Contract-templs, CAs, Repu-Info, History, and Report, respectively. Thus, the archi-
tecture of E-institution can be depicted in Figure 1. 

In this tuple, Initiating, Role-relating, Referring, Regulating, Supporting, Negoti-
ating, registering can be defined as: 

• Initiating: Domainknowledge → instan-Domainknow, F-roles → F-agents, Tasks → 
Motivations where → means ‘result of instantiation’, F-roles include AuthFrole, 
MatchFrole, ArbitrFrole, and MoniFrole, F-agents include AuthFagent, 
MatchFagent, ArbitrFagent, and MoniFagent, 
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Fig. 2. The relations of some EI static elements 

• Role-relating: Facilitating (F–roles, domain-roles) ∪ Tasks (domain-roles) ∪ 
Proc-templs(domain-roles) where domain-roles is a sub set of Domain-roles, Fa-
cilitating (F–roles, domain-roles) means F– roles facilitate the domain- roles, Tasks 
(domain- roles) means through task decompositions domain-roles take on sub tasks, 
contributing to the whole task, Proc-templs(domain-roles) means domain-roles 
participate in one or more procedure templates to finish one or more tasks, 

• Referring: relating (Task, subtasks, Proc-templs) which means the task decomposer 
should refer to the ready Proc-templs, making the best of the ready role relations, 
while decomposing asks into subtasks, 

• Referring: relating (Task, subtasks, Proc-templs) which means the task decomposer 
should refer to the ready Proc-templs, making the best of the ready role relations, 
while decomposing asks into subtasks, 

• Supporting: Support(Message, Proc-plan) ∪ Support(CAs, Proc-templs) which 
means agents send Message to fulfill their interacting Proc-plan, roles use the 
communication acts to support their interacting Proc-templs, 

• Negotiating: Proc-templs→Proc-plan, Contract-templs→ Concrete-contracts which 
means the interacting agents use Proc-templs to form interaction Proc-plan, use 
Contract-templs to sign Concrete-contracts while negotiating,  

• Registering: Domain-agents × Authority × Domain-roles → R-contracts ⊆ Con-
crete-contract which means domain agents apply for domain roles under the ap-
proval of the Authority, sign registering contracts, which are in a subset of Con-
crete-contract, to take up domain roles. 

Domainknowledge in this tuple is used by roles (or agents) to fulfill their tasks or to 
make necessary inferences. Instan-Domainknow, instantiated domainknowledge, is 
used by agents. Domainknowledge comprises formulas and terms. Definition 1 and 
definition 2 are the definitions of formulas and terms respectively. Instan-Domainknow 
also comprises formulas and terms, but of which some formulas and terms are ground 
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in the process of EI initiation or in the process of agent interaction. That is, there are no 
free valuables in some formulas and some terms. 

• Definition 1 given function symbols FunD, identifier symbols IdD ( also called con-
stants ), and a countably infinite set of variables VarD in domain D, TermD denotes 
the set of terms, terms are defined inductively on the functions, identifiers and 
variables, as: ∀i ∈ IdD, i ∈ TermD, ∀x ∈ VarD, x ∈ TermD. ∀t1, …, tn ∈ TermD, 
∀f ∈ FuncD, f(t1,…,tn) ∈ TermD. 

• Definition 2 given predicate symbols PredD, function symbols FunD, identifier 
symbols IdD ( also called constants ), and a countably infinite set of variables VarD in 
domain D, the formulas set FD can be defined inductively, as: If p ∈ PredD of arity n, 
and t1, …, tn ∈ TermD, then p(t1, …, tn) ∈ FD, if t1, t2 ∈ TermD, then t1 = t2 ∈ FD, if 
p ∈ FD, then ¬p ∈ FD, if p, q ∈ FD, then p ∧ q ∈ FD, if p ∈ FD, then ∀x(p) ∈ FD. 

Nego-proco in this tuple is the kinds of negotiation protocols supported by CAs, 
Nego- proc is the kinds of concrete negotiation processes supported by Message sent by 
agents. Take the contract net protocol (CNP) for example, CNP can be defined as a 
tuple:  

• CNP= < INVITEBIDDING, BIDDING, SUCCESSFULLBIDDING, CON-
TRACTING > where INVITEBIDDING is defined as: the auctioneer contacts the 
participants using CAs, BIDDING is defined as: the participants bid for the auction, 
SUCCESSFULLBIDDING is defined as: only one participant successfully bids for 
the auction, CONTRACTING is defined as: the successful participant and the auc-
tioneer sign contracts after the successful bidding. 

Role (in this tuple includes AuthFrole, MatchFrole, ArbitrFrole, MoniFrole, Do-
main-roles ) is defined as a tuple:  

• Role= < Rid, Roleserviceset, Rolenormset > where Rid is the role identification, 
Roleserviceset is role service set, if the role is Domain-roles, this element is Do-
mainRservices, else this element is FacilitateRservices, Rolenormset is the Meta- 
norms, the normative burdens on the role.  

AuthFrole, MatchFrole, ArbitrFrole, MoniFrole are the Authority facilitation role, 
Matchmaker  facilitation role, Arbitrator facilitation role, Monitor facilitation role 
respectively. And AuthFagent, MatchFagent, ArbitrFagent, MoniFagent are the cor-
responding agents. 

Meta-norms are defined as: Meta-norms= OBRid(ρ ≤ δ | σ)| FBRid(ρ ≤ δ | σ)| PMRid(ρ ≤ 
δ | σ) where Rid is the role identification, OB is the obligation, FB is the forbiding, PM 
is the permit, σ is the triggering conditions, δ is the deadline, and  ρ is the goal states. 

Instan-norms have the same form as that of Meta-norms, but have a slight difference 
in that Aid, agent identification, replaces the Rid, ρ, δ, and σ are ground whereas in 
Meta-norms, they are not, instan-norms are instant, that is, as long as ρ and δ are true, 
instan-norms are no longer valid, whereas Meta-norms are not, they are stable. 

Different domain concepts are related through the concept taxonomy. The defini-
tions of concepts and the concept taxonomy are: 



334 Y. Zhou and J. Gao 

 

ConceptTaxonomy = ‘ConceptTaxonomy (’ ConceptTaxonomyN {concept}+ 
TOntologyAlias ‘)’ 

concept= ‘concept (‘conceptN {superconcept}+ constraincondition { Synony-
mousTerm }+ ‘)’ where ConceptTaxonomyN is the name of concept taxonomy system. 
TontologyAlias is the alias of the concept taxonomy system. Superconcept is the super 
class of the concept. SynonymousTerm is the synonymous term for this concept. 
conceptN is the name of this concept. 

Instan-Concepts have the same form as that of concepts, but have a slight difference 
in that some sockets defined in constraincondition are instantiated with some values. 

Role services (in this tuple include FacilitateRservices and DomainRservices) are 
defined as: 

• Roleservices = { ‘service (‘name parameter output precondition postcondition 
context ‘)’ }+ 

parameter = { ‘parameter (‘name type constraint ‘)’}+ 
output = { ‘output (‘name type constraint ‘)’}+ 
context = { contextaspect}+ 
contextaspect = ‘contextaspect(‘contextaspectN classificationmethodN categoryN ‘)’ 
contextaspectN = GeopoliticalRegion | BusinessCategory | ProvisionCategory    

where parameter is the service parameter, Constraint is the constraint of parameters, 
classificationmethodN is the classification method name, categoryN is the category 
name, output is the output type of the service, precondition, formulas defined in Do-
mainknowledge, is conditions before using this service, postcondition, formulas de-
fined in Domainknowledge, is the goal states after using the service. 

The specific agent service has the same form as that of the role service, but with the 
parameter and precondition ground. 

Tasks in this tuple are the problems to be solved. To solve a task, one role service or 
several role services (defined as Proc-templs) are needed. Tasks are defined as: 

• Tasks =  ‘task (‘role parameter output precondition postcondition ‘)’   
parameter = { ‘parameter (‘ name type constraint ‘)’}+  
output = { ‘output (‘ name type constraint ‘)’}+ 

where parameter is the task parameter, Constraint is the constraint of parameters, 
output is the output type of the task, precondition, formulas defined in Do-
mainknowledge, is conditions before solving this task, postcondition, formulas defined 
in Domainknowledge, is the goal states after solving this task, role, depending on others 
to solve the tasks, is the liable for the task. 

Motivations, created by agents or by users, in this tuple are VO opportunities that 
motivate the VO formation. Motivations have the same form as that of the tasks, but 
with the parameter and precondition ground. 

Proc-templs are compound role services used to solve the tasks that a single role 
service can not solve. The compound role services can be provided by one or several 
roles. Proc-templs can be defined as: 

• Proc-templs = < precondition, postcondition, roles, roleservices, Sequence, Con-
currence, input, output, Meta-norms, Rawplan > where precondition, formulas  
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defined in Domainknowledge, is conditions before using this compound service, 
postcondition, formulas defined in Domainknowledge, is the goal states after the 
using the compound service, roleservices and roles are the sub services of this ser-
vice and the corresponding providers respectively, Sequence, Concurrence are 
choreography operators used to sequently, or concurrently schedule the roleservices, 
input, output are the input, output parameters for the compound role service, 
Meta-norms are used to regulate the compound role service, the Rawplan is the raw 
scheduling of the compound service. 

Proc-plan is the specific scheduling of the Proc-templs. Proc-plan can be defined as: 

• < Proc-plan >::={<Plan-Steps>|(Loop<Plan-Steps>)}+ 

<Plan-Steps>::={(←Return<Condition>)|(←<Service-Set>[<Condition>])| 

(or{( ←<Service-Set>[<Condition>])}+)}+ 

<Service-Set>::=<agentService>|(({Sequence|Concurrence}{(←<agentService> 

[<Condition>])}+) 

<Condition>::=<Conditionexpression> 

<agentService>::=(<name>{<parametervalues>}*)  

where agentService is provided by the corresponding agent taking up the corresponding 
role(s) of the corresponding procedure template. 

Contracts are formalizations of business commitments among a group of agents, 
which make the agents interaction behaviors foreseeable, and comprise a set of appli-
cable norms. In order to formalize the formation of contracts, a set of contract tem-
plates, Contract-templs, are needed. The contract templates include the contract header, 
and the contract body. The contract header includes such information as contract type, 
which is optional, who sign the contract, when the contract is signed, the contract type 
related contract information, the contract ending situation, which is a set of formulas, 
and the contract body may include one or more Meta-norms. The contract templates 
can be defined as: 

• < contract-template >::= < contract-header > < contract- body > 

         < contract-header >::= < contract- type > < type- info > < when > < who >  

           <ending- situation > 

< contract-body >::= {< Meta-norm >}+ 

The form of Concrete- contract has the same form as that of Contract- templs, but 
after negotiation, it includes specific elements including, in contract header, the spe-
cific contract type, the specific type- info, the specific time, the specific agents, the 
specific ending situation, and in contract body, the specific instan-norms. 

The CAs are communication acts, the communication primitives, which are building 
blocks of agent communication languages. The CAs are defined as: 

• CA (Rid1, Rid2, content) where Rid1, Rid2 are sending role id and the receiving role 
id respectively, content is the information to be sent, which is a formula. The basic 
communication acts include request, commit, inform, and declare. 
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Message has the same form as that of CAs, but has differences in that Aid, agent iden-
tification replaces the Rid, the content in Message is ground whereas, in CAs, it is not. 

Repu-Info is the individual reputation information, and can be defined as: 

• Repu-Info=’Repu-Info (’Who Reputationdeg‘)’ 
Reputationdeg=’ Reputationdeg (‘best|good|general|bad‘)’ 

where Who means the subject whose reputation is to be concerned, Reputationdeg is 
the reputation degree. 

Instan-RepuInfo is the instantiated reputation information. 
Report is the contract performance information including Succfulstate, contracts 

successfully performed, and Violatingstate, contracts violated, and can be defined as: 

• Report=’ Report(‘ Contract Who State ‘)” 
State=’ State (’Succfulstate| Violatingstate‘)’ 

where Contract is the contract that is violated, Who is the subject who violate the 
contract. 

Instan-Report is the instantiated report. 
History is the contract performance history information, can be defined as: 

• History=’ History (‘Time Contract Who State ‘)’ where Time is the time when 
Who perform the Contract. 
Instan-History is the instantiated history. 

3   Facilitation to VO 

VOs are interesting topics in academic circles. VOs consist of consortiums defining 
cooperation efforts between agents, and involve specific interactions during a certain 
time frame. VO agreements and their operation are formalized through contracts. In a 
VO setting, agents may represent different business units or enterprises, which come 
together to address new market opportunities by combining skills, resources, risks and 
finances no partner can alone fulfill. The E-institutions, VO environments, should 
provide facilitation for VOs in: (1) VO formation and operation (2) VO evolvement. 

The VO formation and operation includes several stages: (1) motivation formation, 
(2) goal decomposition and allocation, (3) raw VO planning, (4) partners search and 
selection, (5) negotiation, (6) specific VO planning, (7) contracting, (8) VO operation. 
Thus, E-institutions should provide facilitation for the VO formation and operation in 
different stages. See Figure 3. 

 

Fig. 3. The VO formation and operation 
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The first stage is defined as: mf=< Tasks, motivations, converting, analysing >. In 
this tuple, the motivations motivate the VO formation and are generated in several 
ways. First, the motivations, designed by the system designer as the system goal, may 
come from the E-institution initialization. Second, the user can present tasks, which are 
converted to motivations, to the system using an interface. Third, agents in the system 
can generate motivations using their knowledge. In this tuple, the E-institution provides 
static information Tasks, stores dynamic information motivations, provides the insti-
tutional services converting by the institutional role matchmaker to convert the tasks to 
motivations according to the requirements of the liable of the tasks, and provides in-
stitutional service feasibility analysing by the matchmaker to analyse the feasibility of 
the tasks. 

The second stage can be defined as: gda=< motivations, subgoals, roleservices, 
Proc-templs, serviceset, mapping1, mapping2, mapping3, decomposing > where 

• mapping1: motivations→roleservices, if the motivation in the set motivations can be 
found one roleservice in the set roleservices through the matching service of the 
matchmaker, 

• mapping2: motivations→Proc-templs, if the motivation in the set motivations can be 
found one procedure template in the set Proc-templs through the matching service of  
the matchmaker, 

• decomposing: motivations→subgoals, provided by the matchmaker, that is, if the 
motivation can not be found a single roleservice or procedure template, the motiva-
tion is decomposed into subgoals, 

• mapping3: motivations(subgoals) →serviceset(2 roleservices ∪ Proc-templs), after motivation 
decomposition, the motivation can be found several roleservices or procedure tem-
plates through the matching. 

The third stage is to roughly design the role level scheduling plan. The raw plan is 
based on the motivations or the relation of the subgoals of the motivations. This stage 
can be defined as a tuple: rp=< Roles, Roleservices, Proctempls, Rplans > where Rol-
eservices and Roles are the services and the corresponding providers respectively, 
Proctempls are the procedure templates, Plans are raw plans.  

According to mapping1, the raw plan can be designed as: 

• < raw-plan>::=←< Role, Roleservice><Precondition> where Role is responsible for 
the realization of the motivation through the using of its Roleservice, the definition 
of Precondition is the same as that of role service. 
According to mapping2, the raw plan can be designed as: 

• < raw-plan >::={<Plan-Steps>|(Loop<Plan-Steps>)}+ 
        <Plan-Steps>::={ (←<Service-Set>[<Condition>])|(or{( ←<Service-Set>  

       [<Condition>])}+)}+ 

   <Service-Set>::=<Role, Roleservice >|(({Sequence| Concurrence } {( ← < Role, 
        Roleservice > [< Condition>])}+) 

    <Condition>::=<Conditionexpression> 
where each Role participates in the procedure template. 
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According to mapping3, the raw plan can be designed as: 

• < raw-plan >::={<Plan-Steps>|(Loop<Plan-Steps>)}+ 
<Plan-Steps>::={ (←<Service-Set>[<Condition>])| 
     (or{( ←<Service-Set>[<Condition>])}+)}+ 

        <Service-Set>::=<service >|(({Sequence| Concurrence }  
        {( ← < service > [< Condition>])}+) 

<Condition>::=<Conditionexpression> 
<service >::= <Role, Roleservice >|< Proc-templs> 

where Proc-templs is defined in E-institutions. 
In the third stage, the motivations or subgoals have dispatched to the roles. In our 

view, a role may be taken up by several agents during the process of the E-institution 
register phase. The liable agent M for the initial motivation should negotiate with these 
agents role by role and select the best partner for each role. M can also recruit specific 
agents outside the E-institution to take up a certain role. Thus, stage 4 and 5 can be 
depicted as a tuple: 

• Ns=< M, Protocol, Procedure, Policy, Roles, inagents, outagents, bestagents > 
where M is the liable for the motivation, Protocol is the select protocol for the ne-
gotiation, Procedure is the specific negotiation procedure selected for negotiation, 
based on Protocol selected, Policy is the negotiation policy, Roles are participating 
roles for the motivation, inagents are the agents, each take up a certain role of Roles, 
outagents are the recruited agents, bestagents are the final selected agents, each is 
responsible for a certain role. The focus of attention is the Policy, which is part of the 
Protocol. Take CNP for example, Policy includes the bidding policy, which decides 
which agents are permitted to receive the bidding document, the policy of submitting 
a bid, which decides whether to submit a bid or not, successful bid policy, through 
which the liable considers the submitter’s credibility, capability etc. 

After the stages 4 and 5, specific agents are selected for the motivation or subgoals. 
Then the specific VO planning, stage 6, can be defined as: RtoS=<Rawp, Specificp, 
ConvertingRS> where Rawp is the raw plans, Specificp is the specific plans, Con-
vertingRS: Rawp ×AuthFrole →Specificp which means the AuthFrole converts Rawp 
to Specificp. According to mapping1, mapping2, mapping3,the specific plan including 
specific-plan1, specific-plan2, specific-plan3, can be designed as: 

• <specific-plan1>::=←< agent, agentervice><Precondition> where the agent is re-
sponsible for the realization of the motivation through the using of its service, 
agentervice, the definition of Precondition is the same as that of role service, but are 
ground. 
According to mapping2, the specific plan can be designed as: 

• < specific – plan2 >::={<Plan-Steps>|(Loop<Plan-Steps>)}+ 
<Plan-Steps>::={ (←<Service-Set>[<Condition>])| 

 (or{( ←<Service-Set>[<Condition>])}+)}+ 
<Service-Set>::=< agent, agent service >|(({Sequence| Concurrence }  
    {( ← < agent, agentservice > [< Condition>])}+) 
<Condition>::=<Conditionexpression> 
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where agentService is provided by the corresponding agent taking up the corresponding 
role(s) of the corresponding procedure template. 

According to mapping3, the specific plan can be designed as: 

• < specific– plan3 >::={<Plan-Steps>|(Loop<Plan-Steps>)}+ 
   <Plan-Steps>::={ (←<Service-Set>[<Condition>])| 
        (or{( ←<Service-Set> [<Condition>])}+)}+ 
   <Service-Set>::=<service >|(({Sequence| Concurrence }  
        {( ← < service > [< Condition>])}+) 
   <Condition>::=<Conditionexpression> 
   <service >::= < agent, agentservice >|< Proc-plan > 

where Pro-plan has the same definition of E-institution. 
After stage6, each pair of the liable and the partner signs a contract. The signed 

contracts form a contract set. Each contract should be negotiated according to the 
corresponding contract template. The stage can be defined as: 

• Con=< M, Partagents, Contract-templs, Concrete-contracts, Partialorder, Negotiat-
ing, Contracting, Notarizing > where M is the liable agent, Partagents are the agents 
participating in the contracting, Contract-templs are the contract templates used for 
contracting, Concrete- contracts are the specific contracts signed, Partialorder are 
the partial performance order of the Concrete-contracts, Negotiating are contract 
item negotiation such as price, deadline negotiation, Contracting: M × Partagents × 
Contract-templs → Concrete-contracts which means each pair of the liable and the 
partner signs a contract, using a certain kind of contract template, notarizing: Arbi-
trator × Concrete-contracts → Concrete-contracts which means under the Arbitra-
tor’s notarization, the Concrete-contracts become effective. 

The last stage is the VO operation. After the contracts are signed, agents perform the 
contract clauses. The stage can be defined as: 

• Oper=< Concrete-contracts, Failedcons, Succcons, Waitingcons, Inperformingcons, 
Succfulstate, Violatingstate, Reports, Repuinfor, History, Monitoring, Sanctioning, 
Reputupdating, Evolving > where Concrete-contracts are the concrete contracts 
burdened on the participants, Failedcons (possibly empty, ⊆ Concrete-contracts) are 
the contracts which are violated by the participants and at that time all the preceding 
contracts are successfully performed, the preceding contracts are the contracts that 
are performed prior to the current contracts, Succcons (⊆ Concrete-contracts) are the 
contracts which are successfully performed, Waitingcons (⊆ Concrete-contracts) are 
contracts waiting to perform, for part of the preceding contracts are being performed, 
or violated, Inperformingcons (⊆ Concrete-contracts) are contracts which are being 
performed, Succfulstate, part of Reports, is the state representing the successful 
performance of the contract, Violatingstate, part of Reports, is the state representing 
the violating performance of the contract, Reports include information such as 
Succfulstate, Violatingstate etc, as defined in E-institution, History is the individual 
history information, as defined in E-institution, Repuinfor is the individual reputa-
tion information, as defined in E-institution, and Monitoring, Sanctioning, Re-
putupdating, Evolving can be defined as: 
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• Monitoring: Concrete-contracts × Monitor →Succcons ×Reports (Succfulstate) | 
Failedcons ×Reports (Violatingstate),  which means the Monitor is responsible to 
monitor the individual Concrete contract, generates the Reports, 

• Sanctioning: Failedcons ×Reports (Violatingstate) ×Arbitrator → Instan-norms (∈ 
Concrete-contracts), which means the Arbitrator is responsible to enforce In-
stan-norms (sanctioning norms) on each violating agent due to Failedcons, 

• Reputupdating: Reports × Arbitrator →Repuinfor × History, which means the Ar-
bitrator is responsible to update the individual Repuinfor and History information, 
according to the Reports generated, 

• Evolving deals with how the VO proceeds when violations occur. 

The VO evolvement includes several stages: (1) find out which contracts are vio-
lated, (2)if there are some corresponding waiting contracts, m negotiates with the 
corresponding partner of each waiting contract about whether to continue the coop-
eration, ( 3) if the partners of the waiting contracts agree to continue the cooperation, 
then, the waiting contracts should continue the VO stages 5, 6, 7, 8, and to deal with 
violated contracts, m repeats the partner selection to select the cooperation partners 
(including the violating agents), after m’s negotiation with cooperation partners, the 
violated contracts should continue the VO stages 6, 7, 8, (4) if the partners of the 
waiting contracts do not agree to continue the cooperation or if there are no corre-
sponding waiting contracts, m can dissolve the VO. See figure 4. 

 

Fig. 4. The VO evolvement 

The Monitor is responsible for the analysis of the violation, and responsible for 
telling m and m’s cooperation partners the Violatingstate and the violated contracts. 
Thus this stage can be defined as: 

• Fo=< Concrete-contracts, violated-contracts, Violatingstate, telling > where Con-
crete-contracts are all the contracts signed, violated-contracts are all the contracts 
violated, Violatingstate are the Violating state recording the Violating reasons, 
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possible severities, telling is that Monitor tells m and m’s cooperation partners the 
Violatingstate and the violated contracts. 
The stage 2 can be defined as: 

• mNEp=< Violatingstate, Violated-contracts, Negotiation, Result > where Violat-
ingstate, Violated- contracts are the Violating state and the contracts violated, Ne-
gotiation is m negotiates with the corresponding partner of each waiting contract, 
Result ( true, false ) is the result of negotiation, where true means continuing coop-
eration, false means ending cooperation. 
The stage 3 can be defined as: 

• Con=< Result, Pselection, negotiation, spVOplanning, contracting, Vooperation > 
where Result is defined in the stage 2, Pselection is the partner selection in violated 
contracts, negotiation the m’s negotiation with the cooperation partners about the 
such items as price, deadline in the violated or waiting contracts, spVOplanning, 
contracting, Vooperation are specific VO planning, contracting, VO operation re-
spectively, as defined in VO formation and operation. 
The stage 4 can be defined as: 

• Ending= <Result, Repealing, Dissolving> where Result are defined in the stage 2, 
Repealing is Authority repeals all the contracts signed in the VO, Dissolving is the 
Authority dissolves the VO. 

4   Comparison and Conclusion 

We have presented an electronic institution framework, the VO environment, which 
incorporates both the static infrastructure and dynamic infrastructure. In our approach, 
the EI is seen as a means to facilitate the VO formation, operation and evolvement. 

As with any recent discipline, however, differences exist between the conceptual 
views of the “institutional environment”. Some authors advocate a norm approach. 
Through this approach, Some authors [3] advocate a restrictive “rules of the game” 
method, where the EI fixes what agents are permitted and forbidden to do and under 
what circumstances. In this case norms are a set of interaction conventions that agents 
are willing to conform to. And through this approach, other researchers [4] take a dif-
ferent standpoint, considering the institution as an external entity that ascribes institu-
tional powers and normative positions, while admitting norm violations by prescribing 
appropriate sanctions. Instead of the norm approach, others still [5] focus on the crea-
tion of institutional reality from speech acts, regarding an agent communication lan-
guage as a set of conventions to act on a fragment of that reality. 

As far as the norm approach is concerned, as in [6], [7], [8], the EI is designed with 
norms, however, norms are just one component of social reality; other components, 
which also seem to us to be important for the specification of open distributed systems, 
have been largely neglected by most proposals concerning electronic institutions. In 
norm approach, the EI is designed without the organization structure to reflect the 
relation of the different entities, and without the dynamic information to reflect the 
dynamic interaction. In this approach, without templates, the weakness of the VO 
creation is the lack of agility. 
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In [9], [10], in an institutional reality approach, an institution has been defined only 
through several services, norms and contracts to guide the VO, and VO formation is 
roughly designed, without the  EI multiple layers (the static, the dynamic, and the 
semantic ) to support the formation, also without the operation, evolvement of VO. 
Compared with theirs, our work present a multiple layer E-institution to support the VO 
formation, operation, and evolvement, expressing explicitly which EI elements in-
cluding the semantic, the static, and the dynamic, which services are needed in different 
VO stages. 

In [11], artificial institutions have been defined in terms of social reality. The static 
elements are mentioned including norms, ontologies, institutional actions and their 
relation are also mentioned. However E-institutions are designed only with static 
elements, without the dynamic elements to shorten the gap between the EI and the VO. 
In our approach, a multiple layer E-institution including the static, the dynamic, and the 
semantic is designed to support the VO formation, operation, and evolvement. 

In brief, we have given explicit description of the EI, including the static, the dy-
namic, and the semantic elements, and also given explicit description of VO stages, in 
which the required institution elements are explicitly depicted. We believe only in this 
institution environment can agents interactions be predictable, trustable, and can the 
system goals be achievable. 
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Abstract. Classification and association rule mining algorithms are two impor-
tant aspects of data mining. Class association rule mining algorithm is a prom-
ising approach for it involves the use of association rule mining algorithm to 
discover classification rules. This paper introduces an optimal class association 
rule mining algorithm known as OCARA. It uses optimal association rule mining 
algorithm and the rule set is sorted by priority of rules resulting into a more  
accurate classifier. It outperforms the C4.5, CBA, RMR on UCI eight data sets, 
which is proved by experimental results. 

Keywords: class association rule; association rule; classification; data mining. 

1   Introduction 

Classification [1], which classifies the objects of dataset by using rules, is one impor-
tant aspect of data mining. In general, a classifier is composition of a classification rule 
sets. Sometimes, it is called prediction rules set. The datasets are used to study and 
build models, which are called training datasets. And, the datasets are used to test the 
quality of the models, also known as testing data sets. Association rule is another im-
portant field in data mining [2]. It finds the relationships between each item in a 
transaction database. The relationships are represented as simple rules, that is A->C, 
where A is the antecedent, and C is the consequence. Rules can conduct the products 
market and sales promotion. It is obvious that classification rules and association rules 
are distinct in the following aspects. a) Classification rules always have pre-specified 
consequences that never appear in the antecedent of a classification rule, whereas as-
sociation rules usually have no pre-specified consequences and the consequence of an 
association rule may be in the antecedent of another rule. b) The goal of classification 
rule mining is to obtain a simple and accurate rules set, whereas the goal of association 
rule mining is to find all rules satisfying some thresholds.  

Usually, the classification technology includes covering and reducing algorithms 
[1,3]. Sometimes, a rule relates to several classes. These algorithms pick up one class 
that has the biggest correlativity with the rule and discard the rest of all classes. During 
model training, as soon as a rule is obtained, all objects relating to the rule will be 
deleted. One object relates to only one rule, so the classifier is smaller. In recent years, 
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using algorithms of association rules to build classifier was becoming popular [4, 5, 6]. 
It is necessary to pre-specify the attributes which represent the classes before using 
algorithms of association rules to mine classification rules. In order to distinguish 
general association rules, the mixed method in this paper is called classification asso-
ciation rules. The classifier based on classification association rules has higher accu-
racy than the classifier based on traditional classification algorithm C4.5 [8] as proved 
in [4, 6]. 

Generally, association rule algorithm that obtains many rules has low efficiency. 
Nonredundant association rules algorithm [7] has improved the efficiency and reduced 
the scale of the rules. In addition, the optimal association rules algorithm [2] has done 
the job further. Using the optimal association rules algorithms to build the classifier 
compares with using the general classification association rules algorithms [4, 6]: 
firstly, the former is faster than the latter in lower support threshold. Secondly, the 
accuracy of the former is higher than that of the latter [9] making the former more 
efficient than the latter. 

In this paper, we use optimal association rules algorithm [2] to mine classification 
rules. Then, it sorts the rules by the priority to obtain a classifier. This algorithm is 
called the optimal classification association rules algorithm--OCARA. This paper is 
organized as follows: Section 2 describes the concepts and theory, whereas section 3 
gives the new classification rules algorithm, followed by the experimental results in 
section 4. And the paper is ended by a brief conclusion in section 5. 

2   Basic Concept and Theory 

Classification association rules mining algorithms have to pre-specify the classification 
attributes. Assuming U =(C,D)，where U is the training data set，C is the testing data 
set，and D is the classification attributes. The definitions and the theorems are used to 
prune rules in the OCARA as follows: 

Definition 1. If the support and interestingness of a rule are not less than given 
thresholds, this rule is called a strong implication. 

Definition 2. Given two rules P->d and Q->d (d∈D), if P ⊂ Q, Q⊆ C, then Q is re-
garded as more specific than P, and P is regarded as more general than Q. 

Definition 3. A rule set is optimal with respect to an interestingness metric if it contains 
all rules except those with no greater interestingness than one of its more general rules. 

Theorem 1. If supp( PX¬d )=supp(P¬d), then rule PX->d and all its more-specific 
rules will not occur in an optimal rule set defined by any interestingness. 

Corollary 1. If supp(P) = supp(PX), then rule PX ->d for any d and all its more specific 
rules do not occur in an optimal rule set defined by any interestingness. 

Theorem 2. An optimal rule set is a subset of a nonredundant rule set. 

Corollary 2. If supp(PX¬d) = 0, then all more-specific rules of the rule P->d do not 
occur in an optimal rule set defined by any interestingness. 
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In above theorems and corollaries, P ⊆ C, X ⊆ C, d∈D, “PX” is “P∪X”, supp(P¬d) is 
support of P¬d, and ¬d is the negative of d. Since these theorems and corollaries are 
similar to the theorems in ORD, the proof can refer to paper [2]. 

Definition 4. A pair of pattern and target set is called a rule set of candidates, denoted 
by (P ,Y) where P ⊆ C and Y ⊆ D. 

If a class is simply removed from the target set, a candidate rule is removed. If the target 
set is empty, the candidate stands for no rules. The existence of a candidate relies on 
two conditions: 1) Pattern P is frequent, and 2) target set Y is not empty. In addition, if 
we remove d from (P, D), we may lose rule P->d according to Corollary 2, termination 
statue of target d is defined as follows: 

Definition 5. Target d ∈ D is terminated in candidate (P,D) if supp (P¬d) = 0. 

3   OCARA Algorithm 

OCARA algorithm (Optimal Class Association Rule Algorithm), according to the 
definitions and theorems of section 2, prunes the rules（reference: Prune(l+1). The 
OCARA is described as follows: OCARA algorithm: 

Input. training data set U, testing data set T, supportσ and confidenceθ 
Output. classifier, accuracy accut 
The first stage.  

At this stage, OCARA obtains the optimal rules set by running MORS  
algorithm as below. 
1.  Scanning the training data set and then finding out frequency itemsets. 

 2.  Pruning itemsets, then discovering the optimal rules set ORS. (The 
               main function for pruning is Prune (l+1)) 

The second stage. 
1. Sorting the optimal rules set, then building the classifier. (According to: 
confidence, support, etc) 

The third stage. 
Using the classifier to classify the training data set, and computing 
accuracy. 

3.1   Discovering the Optimal Rules Set 

Here, the MORS algorithm is given. For MORS, confidence is selected as interest-
ingness metric. In addition, the support is local support in this algorithm. The candidate 
generation and pruning function of MORS are given. 

Function. Candidate_gen  
1) for each pair of candidates (Pl-1s, Ds) and (Pl-1t ,Dt) in an l-candidate set. 

{ 
insert candidate (Pl+1 ,D) in the (l+1)-candidate set 

     where Pl+1 = Pl-1st and D = Ds ∩ Dt 
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     for all Pl ⊂ Pl+1  
     { 

if candidate( Pl ,Dl ) does not exist 

        then remove candidate (Pl+1, D) and return 

        else D = D ∩ Dt 

      } 
} 
2) if the target set of (Pl+1, D) is empty 

then remove the candidate 
   The Candidate_gen function has a pruning process. The more pruning is given 

according to Theorem 1 and its corollary. σ is the minimum support in the following 
function. 

Function. Prune(l+1) 
for each candidate(P, D) in (l+1)-candidate set 

{ 
1)  for each d∈D 

{ 
       if supp(Pd)/supp(d) ≦σ then remove d from D  

 //test the frequency 
       else if supp(P¬d) = 0 then mark d terminated  
   } 

2)  if D is empty then remove candidate(P, D) and return 
3)  for each l-level subset P’ ⊂  P 

   {  
     if supp(P) =supp(P’) then empty D //test Corollary 1 
         else if (P¬d)=supp( P’¬d) then //test Theorem 1 
         remove d from D 
   }  

4)  if D is empty then remove candidate(P,D) 
 } 

After describing the Candidate_gen function and pruning function, the MORS is given 
as follows: 

Name.  MORS 
Input.  S, the minimum local supportσand the minimum interestingnessθ, condition 
attributes set C and classification attributes set D in U 
Output. an optimal rule set ORS defined byθ 
Function.  

1)  let ORS = Φ 
2)  count support of one-pattern by array 
3)  build one-candidate sets 
4)  form and add rules to ORS withσ and θ 
5)  generate two-candidate sets 
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6)  while new candidate set is not empty 
{ 

count support of patterns for new candidates 
         prune candidates in the new candidate set 
         form rules and add optimal rules to ORS 
         generate next-level candidate set 

}  
7)  return the rule set ORS 

3.2   Sorting Rules 

At present, most algorithms that use classification association rule algorithms to mine 
rules are sorted by descent. They refer to the support when the confidence is the same. 

The order of rules will greatly affect the match of rules when it is testing. Moreover, 
it will affect the accuracy of prediction. Thus, it has to confirm sorting methods of rules. 
It is defined as follows: 

Definition  6. Given two rules R1 and R2, R1 f R2 (also called R1precedes R2or R1has 
a higher precedence than R2) if： 

1. The confidence of R1is greater than that of R2, or  
2. The confidence values of R1and R2are the same, but the support of R1is greater 

than that of R2, or 
3. Confidence and support values of R1and R2are the same, but R1has fewer condi-

tions attributes in than that of R2, or 
4. The confidence, support and condition attributes cardinality values of R1 and R2 

are the same, but R1 is associated with more frequent classification attributes than 
that of R2, or 

5. All above criteria of R1 and R2 are the same, but R1 was generated earlier than R2. 

Generally, the support is global support, in order to avoid generating rules too many in 
the most frequent classes and gaining rules too few in the least frequent classes, the 
local support is introduced. The local support is defined as follows: 

Definition 7. Assuming supp(Pd) is the global support of P->d, in that way, supp(Pd)/ 
supp(d) is local support. 

3.3   Matching Rules 

Assuming ORS is the optimal rules set by using definition 6 to sort, T is the training 
data sets. The idea of classification prediction is: using the rules in ORS to predict the 
class of data objects in T. The rule in ORS, which matches the condition attributes of 
testing data object first time, is the rule to predict the testing data object. The prediction 
is right when the consequence of rule is as same as the classification attribute values of 
testing data object.  

The definition of match is given as follows:  

Definition 8. Assuming Ct is the condition attributes set of one testing data object, Cr 
is the condition attributes set of one prediction rule, if Cr ⊆ Ct，then the testing data 
object match the condition attributes of the rule.  
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4   Experimental Results 

Eight different data sets of UCI are used in this experiment. OCARA is compared with 
other three popular classification algorithms (RMR[4], CBA[6], C4.5[8]). 

All these experiments run in Pentium IV 3.0GHz and win2003. It was proved that the 
support threshold was greatly influenced by the rule accuracy and the rule number [6]. 
If the support threshold is between 0.02 and 0.03, the accuracy will be much better, as 
discussed in [6]. The support threshold was set as 0.02, and the confidence was set as 
0.30 in this paper. 

Table 1. The prediction accuracy of four algorithms 

DATASET SIZE ACCURACY (%) 

  C 4.5 CBA RMR OCARA 

BALANCE 625 64.31 67.24 77.00 66.80 
GLASS 214 66.47 69.23 70.89 76.18 
IRIS 150 96.00 93.25 93.80 96.50 
BREAST 699 94.66 98.71 95.92 98.85 
VOTE 435 88.25 86.92 88.70 92.56 
PIMA 768 72.28 75.36 77.76 79.68 
ZOO 101 93.01 95.40 95.12 92.29 
DIABETES 768 85.12 75.25 78.36 77.84 
AVERAGE  82.51 82.68 84.69 85.09 

 
Table 1 shows the classification accuracy of C4.5, CBA, RMR, OCARA for 8 different 

data sets. The results shown in table 1 indicate that the classification accuracy of OCARA 
is higher than RMR in 5 different data sets, and the average accuracy of OCARA is 0.4 
percent higher than RMR. RMR prunes the rules through heuristic methods and general 
classification association rules algorithms, which will miss some strong rules and reduce 
the accuracy rate. The accuracy rate of OCARA is higher than that of RMR. However, the 
RMR run in covering method, which will obtain smaller rules set. 

5   Conclusion 

OCARA uses optimal association rule mining algorithm, and the rule set is sorted by 
rule priority. It is an accurate classifier. This algorithm is compared with C4.5, CBA, and 
RMR in UCI data sets. Experimental results show that it has better performance, but the 
rule number of OCARA is obviously more than RMR when the support is lower. 
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Abstract. This paper introduces a new improved algorithm called chaotic PSO 
(CPSO) based on the thought of chaos optimization to solve multiple sequence 
alignment. For one thing, the chaotic variables are generated between 0 and 1 
when initializing the population so that the particles are distributed uniformly in 
the solution space. For another thing, the chaotic sequences are generated using 
the Logistic mapping function in order to make chaotic search and strengthen the 
diversity of the population. The simulation results of several benchmark data sets 
of BAliBase show that the improved algorithm is effective and has good per-
formances for the data sets with different similarity.  

Keywords: Chaos., particle swarm optimization, Multiple sequence alignment. 

1   Introduction 

As one of the most basic tasks of the biological sequence analysis, multiple sequence 
alignment (MSA) is widely applied in sequence assembly, sequence annotation, the 
prediction of gene and protein’s structure and function, phylogeny and evolutionary 
analysis and so on. It is one of the hot topics in the current biological information 
sciences. Multiple sequence alignment is a NP-complete problem in the sense of the 
sum-of-pairs scoring (SPS). 

At present, the existing MSA algorithms were roughly divided into four kinds. They 
are exact alignment algorithm, evolutionary alignment algorithm, the algorithm based 
on graph theory and the iterative alignment algorithm. The exact alignment algorithm is 
completely based on the dynamic programming. The most classical exact algorithm is 
the Needlman-Wunsch algorithm [1], whose feasible calculation dimension is only 
3-D. The evolutionary alignment algorithm was originally proposed by Hogeweg [2] 
and perfected further by Feng and Taylor. Now the software package CLUSTALW 
based evolutionary alignment is widely used. The main representative of the alignment 
algorithm based on graphical model is partial order alignment [3] (POA). In recent 
years, the iterative alignment algorithms have been increasingly used to solve the 
problem of multiple sequence alignment. This method is based on the algorithm which 
can produce alignment, and can improve the multiple sequence alignment through a 
series of iterations until the results don’t become better any longer. There are a lot of 
algorithms based on this method, such as, simulated annealing algorithm (SA) [4], 
genetic algorithm (GA) [5], hidden Markov model (HMM) and so on. The most in-
fluential software package SAGA [6] (sequence alignment by genetic algorithm)  
is constructed based on genetic algorithm. The SAGA is designed by twenty-two  
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different kinds of genetic operators and applied the dynamic scheduling strategy to 
control the use of them. 

The genetic algorithm and its application in multiple sequence alignment has been 
relatively mature, but the design of genetic operators and the choice of the parameters 
are rather complex. While the particle swarm optimization (PSO) algorithm [7] which 
was originally presented by Kennedy and Eberhart in 1995 is becoming very popular 
due to its simplicity of implementation, few parameters to adjust and quick conver-
gence to a reasonably good solution. But it still suffers from premature convergence, 
tending to trap in local minima. In view of its disadvantages, improving the PSO al-
gorithm to solve the multiple sequence alignment problem is a hot spot at present. 

On the basis of the study about the standard particle swarm optimization algorithm’s 
application in multiple sequence alignment [8], a novel improved PSO applied in 
multiple sequence alignment is proposed in this paper. The improved PSO introduces 
the thought of chaos optimization, which overcomes the premature convergence 
problem effectively. In view of the SP optimization model of multiple sequence 
alignment, the Chaotic Particle Swarm Optimization [9] (CPSO) is applied in multiple 
sequence alignment. The approach is examined by using a set of standard instances 
taken from the benchmark alignment database, BAliBase. The results show that the 
proposed algorithm improves the alignment precision and ability.  

2   Description of the Problem 

2.1   Multiple Sequence Alignment (MSA) 

Multiple sequence alignment reflects the evolutionary relationship among the given 
sequences. Its abstract mathematical model is that add the different numbers of gaps to 
each sequence of the sequence group so that each sequence has the same length and has 
a good similarity ultimately. 

MSA can be formulated mathematically as follows: A biological sequence is a string 
composed of l characters. The characters are taken from a finite alphabet Σ . For DNA 
sequence, Σ  includes 4 letters-A, C, G, T, which respectively expresses 4 different 
nucleotides. For protein sequences, Σ  includes 20 different letters, which respectively 
expresses 20 different amino acids. These letters are collectively referred to as residues. 
Given a sequence group consisting of n ( 2n ≥ ) sequences 1 2( , , )nS s s s= L , where 

1 2 (1 )i i i ilis s s s i n= ≤ ≤L , (1 )ij is j l∈Σ ≤ ≤ , il  is defined as the length of the i-th se-

quence. Then the multiple sequence alignment about S can be expressed as a matrix 

'' ( )ijS s= , in which 1 i n≤ ≤ ,1 j l≤ ≤ ,
 1

max( )
n

i i
i

l l l
=

≤ ≤∑ .The matrix needs to meet the 

following characteristics. 

① Each sequence '
is  is an extension of is and it is defined as ' { }ijs ∈ Σ −U . The 

symbol “ − ” denotes a gap. The deletion of gaps from '
is , leaves is ; 

② For all i , j : length( '
is )=length( '

js ); 

③ There is not any column composed of only “ − ” in 'S . 
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2.2   The Standard for Judging Multiple Sequence Alignment 

For multiple sequence alignment, there are some different objective functions. Such as 
such-of-pairs (SP) function [10], hidden Markov model (HMM) and COFFEE func-
tion. In this paper, the SP function is used as the objective function. 

Suppose the length of each sequence is L . The j-th character of the i-th sequence is 
denoted as (1 )ijc j L≤ ≤ .Then, for all other sequences, the sum-of-pairs score of all the 

j-th character is defined as ( )SP Score j− .  

                
1

,
1 1

( ) ( )
N N

ij kj
i k i

SP Score j p c c
−

= = +

− =∑ ∑                            (1) 

In the above equation, ( , )ij kjp c c  denotes the sum-of-pairs score of the characters 

ijc and kjc . A formalization representation on ( , )ij kjp c c  is shown below.  

              

2 ( , )

1 ( , )
( , )

2 ( ' ' ' ')

0 ( ' ' ' ')

ij kj ij kj

ij kj ij kj

ij kj
ij kj

ij kj

c c and c c

c c and c c
p c c

c or c

c and c

+ = ∈ Σ⎧
⎪− ≠ ∈ Σ⎪= ⎨− = − = −⎪
⎪ = − = −⎩

                             (2) 

Then the score of all characters in the sequence group is: 

                
1

( ') ( )
L

align
j

SUM S SP Score j
=

= −∑                                  (3) 

If the input data is taken from the benchmark alignment database-BAliBase, there will 
be a standard alignment result. We can calculate a relative SP-Score which is called SPS. 

               ( ') / ( *)align alignSPS SUM S SUM S=                                 (4) 

If there is no benchmark alignment database, SPS is defined as      

                ( ') / ( ( -1) / 2)alignSPS SUM S L N N= × ×                         (5) 

In equations (4) and (5), ( ')SUM S is the result of one algorithm which we proposed, 

while ( *)SUM S  is the result of the benchmark alignment database. Obviously, SPS 

reflects the ratio of the accurate alignment. Normally, the higher the value of SPS is, the 
more accurate the alignment is. The algorithm is more able to reflect the biological 
characteristics of sequences. 

3   Chaotic Particle Swarm Optimization  

3.1   Particle Swarm Optimization and Its Premature to Determine 

Particle Swarm Optimization [7] is a random algorithm. It is initialized with a popula-
tion of individuals placed in the search space randomly and searching for optimal  
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solution by updating individual with iteration. The movement of the particles is in-
fluenced by two factors, one is the best solution pbest which is found by the particle 
itself, the other is the best solution gbest which is found by all particles. Particles update 
themselves by tracking the two extreme. Then the velocity of particle and its new po-
sition will be assigned according to the following equations. 

          1 1 2 2( 1) ( ) ( ( ) ( )) ( ( ) ( ))v t wv t c r pbest t x t c r gbest t x t+ = + − + −          (6) 

)1()()1( ++=+ tvtxtx                                        (7) 

w  is inertia weight which controls the memory of the PSO. 1c , 2c  are acceleration 

constants which determine the relative influence of the pbest and gbest. 1r , 2r  are 

generated randomly between 0 and 1. )(tx , )(tv denote the location and velocity at the 

t-th iteration respectively. 
Through the analysis of equations (6) and (7), we can found that when some particles 

get close to gbest, the update of velocity will be determined by * ( )w v t . Obvi-

ously, 1<w . So the velocity of these particles become less and less, even close to 0. 
With the iteration, other particles will be congregated around these “inert” particles so 
that the algorithm terminates and appears premature convergence. 

The basis of judging the premature convergence [11] is as follows. Firstly, two 
threshold values α  and β  are predefined. If the average distance of the particles 

meets α<Dis  and the variance of the fitness meets βσ <2 , the particle will be 

judged premature. 
The average distance of the particles Dis  represents the discrete extent of the 

population. 

            ∑ ∑
= =

−⋅
⋅

=
PopSize

i

D

d

did pp
LPopSize

Dis
1 1

2)(
1

                                 (8) 

L is the maximal diagonal length of the searching space, D is the dimension of the 
solution space, idp  denotes the i-th particle’s coordinate in the d-th dimen-

sion, dp denotes the average of all particles’ d-th dimension coordinate.  Obviously, the 

less Dis  is, the more concentrative the population is; the larger Dis  is, the more 
scattered the population is. 

The variance of the population’s fitness 2σ  is defined as  

              ∑
=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
=

PopSize

i

avgi

f

ff

1

2
2σ                                         (9) 

if  denotes the fitness of the i-th particle, avgf  is the average of the fitness of all par-

ticles. f  is a normalized calibration factor, which is defined as:                                 

1
max , max 1

1,

i avg i avg
i PopSize

f f f f
f

otherwise

≤ ≤
⎧ − − >⎪= ⎨
⎪⎩

                          (10) 
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The variance of all particles’ fitness 2σ  reflects the assembled degree of the popula-

tion. The less 2σ  is, the more collective the population is. With the iteration, the fit-

ness of each particle will be closer and closer. When βσ <2 , the algorithm is easy to 

fall into a local optimum, and appears premature convergence. 

3.2   Chaos and Chaotic Particle Swarm Optimization 

Chaos is a universal nonlinear phenomenon, whose behavior is complex and similarly 
random, but it is very regular. Due to the ergodicity of chaos, searching by chaotic 
variables has more superiority than searching disorderly and blindly. That can avoid the 
shortcomings of evolutionary algorithms which are easily getting into a local optimi-
zation. The unique nature of chaos is as follows: ①Randomness, that is, chaos has a 
immethodical behave like random variables. ②Ergodicity, it can go through a range of 
all states and not repeat. ③Regularity, chaos is generated by a determined function. 
④Sensitivity, that is, small changes of the initial value can cause a great change in 
output after a period. 

In view of the ergodicity of chaos and insensitivity of the initial value, the chaotic 
initialization can be used to overcome the puzzle that the particles of standard PSO 
distribute in the solution space non-uniformly because of the random election of initial 
value.  

To enrich the search behavior, chaotic dynamics is incorporated into the PSO 
(CPSO).The logistic map is usually employed for constructing CPSO. Logistic  
mapping  

)1(1 nnn zzz −=+ µ                                               (11) 

is a typical chaotic system, when 4µ = , it is completely in a chaotic state. A minute 

difference in the initial value of the chaotic variable would result in a considerable 
difference in its longtime behavior. The track if chaotic variable can travel ergodically 
over the whole search space. Then map the chaotic sequence from the chaotic interval 

]1,0[ to the variable interval [ , ]a b  by equation (12).   

                      nini pabaP ,, )( −+=                                           (12) 

In this paper, when PSO appears premature convergence, the chaotic search is used to 
update the particle of the current population as follows. When the particle traps in the 
local optimum, firstly, the initial chaotic variables are generated between 0 and 1. Then 
generate a new chaotic sequence by the Logistic mapping as equation (11), and transfer 
the span of variables from optimization to chaos as equation (12). Calculate the fitness 
of each sequence and record the best fitness until the current iteration meets the 
maximum iteration. At last, compare the best particle of the chaotic population with the 
best one of the current population. If the former is better than latter, replace the latter 
with the former, otherwise, randomly chose a particle from the current population and 
replace it with the best chaotic sequence.  
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4   Multiple Sequence Alignment Based on Chaotic PSO 

4.1   Relevant Definition 

In order to make use of PSO to solve multiple sequence alignment, several definitions 
are redefined as follows. 

Definitions 1: A residue sequence 1 2( , , )ns a a aL  is given. ( ), (1 )ksk i k n≤ ≤  denotes 

the collection of the locations where insert the gaps into the sequence s. Then 
' ( )ks s sk i= +  is the new sequence according to the ( )ksk i  operator. Here, “+” is given 

different meaning. 

E.g.1: s=’svynpgnygpylq’+sk(0,3,7)=’_svy_npgn_ygpylq’, where  “_” is the gap in-
sereted. 

Definitions 2: “ − ” is defined as the subtraction operator. It is used to remove the 
elements from the previous collection if the posterior collection includes them. 

E.g.2: A=sk(2,3,6,8,10) − sk(0,2,5,6,7,9) = sk(3,8,10). 

Definition 3: “ ⊕ ” is defined as the union operator. It is used to unite the collections 
and reduce the iterant elements. 

E.g.3: A=sk(2,3,6,8,10) ⊕ sk(0,2,5,6,7,9) = sk(0,2,3,5,6,7,8,9,10) 
With the redefinition of subtraction and addition, equation (6) becomes applicable 

for multiple sequence alignment. 

           ( 1) ( ) ( ( ) ( )) ( ( ) ( ))v t wv t pbest t x t gbest t x tα β+ = ⊕ − ⊕ −                  (13) 

)1()()1( ++=+ tvtxtx                                        (14) 

, ,α β ω  are generated randomly between 0 and 1. Considering the multiple sequence 

alignment, ,α β  need to be larger than ω  for gaining a better result. Because the col-

lections ( ( ) ( ))pbest t x t−  and ( ( ) ( ))gbest t x t−  contain the gaps inserted to the pbest 

and gbest. The information is hoped to be saved for the next generation. 

4.2   Several Problems to Be Solved 

Problem 1: Initialization. It is considered that there are k sequences to be aligned, and 
these sequences are generated with various lengths, say, from 1l  to kl . Parent align-

ments are presented as matrix where each sequence is encoded as a row with the con-
sidered alphabet set. The length of each row in the initialized matrix is from maxl  

to max*lα , where max 1 2max( , , )nl l l l= L .Here, α  is chosen as 1.2 according to the 

analysis of the simulation results [12]. The number of the gaps is always less than 20% 
of the current sequence’s length. 
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Problem 2: Individual encoding. In view of the characteristics of multiple sequence 
alignment, two-dimensional encoding method is used. It is simple and intuitive, easy to 
operate. However, this method always takes up a lot of memory space. 

E.g.4: There are three sequences s1=ydgeilyqskrf, s2=adesvynpgn and s3= ydetp ikqser. 
The encoded result can be shown as Figure1.  

 

Fig. 1. Encoded result 

Problem 3: In consideration of the introduction of chaotic search mechanism, the 
chaotic sequences are produced by Logistic mapping. The mapped results will be 
non-integer. However, the chaotic sequences in this multiple sequence alignment al-
gorithm express the location of the inserted gaps, which must be integer. The solution is 
that: firstly, int the values of sequences after Logistic mapping. Then judge whether the 
location where the gap will be inserted has existed. If it hasn’t appeared, the gap will be 
inserted into this location. Otherwise, the gap will be inserted into a random location 
from the rest locations. 

4.3   The Specific Steps of the Algorithm 

The steps of the algorithm are described in detail as follows. 

Step1: According to the chaos, initialize the locations of the population. The lengths are 
between maxl  and max1.2* l , where max 1 2max( , , )nl l l l= L .The initial velocity is gener-

ated randomly. Its length is also between maxl  and max1.2* l . Generate the locations of 

the gaps randomly and make sure that there is no column which is composed of no other 
than “ − ”; 

Step 2: Calculate each particle’s fitness according to the objective function, that is 
equation (2); 

Step 3: Update pbest  and gbest ; 

Step 4: Calculate the variance of all particles’ fitness. Then judge whether PSO is 
premature convergence according to the variance and the predefined threshold value. If 
it is, go Step 5, otherwise, go Step 6; 

Step 5: Make a chaotic search for the population in accordance with the idea of 3.2. 
Specifically, generate a chaotic population based on the best particle of the current 
population. Then replace a particle randomly with the best particle of the chaotic 
population; 

Step 6: Update the particles’ location and velocity according to the equation (13) and (14); 

Step 7: Jump out the circulation if it meets the terminated condition, and output the best 
particle and its fitness, otherwise, go Step 2 and begin the next iteration. 
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5   Simulation and Results 

The algorithm is implemented using the Matlab 7.0. The machine used for this research 
is a personal computer with a 1.86GHz processor. The main memory is 1GHz. 

The parameters are set as follows: 30=popsize , 8.0=α , 8.0=β , 4.0=endω , 

9.0=startω , 500=Maxiter , the threshold value of variance is 10. ω declines linearly 

from startω to endω . The test data sets used in the experiments are from benchmark 

alignment database, BAliBase. In this experiment, each test data is run for 30 times. 
Then calculate the average SPS, the maximum SPS and minimum SPS. The results 
obtained by the proposed CPSO algorithm are shown in table 1. 

Table 1. The results of CPSO for solving MSA problems with different identities 

Sequence Average Maximum Minimum
SH3

twitchin
SH2

Cytochrome c
Ribonuclease
immunophilin

Identity

< 25%

20% ~ 40%

> 35%

0.5971 0.9461 0.4559
0.4721 0.5248 0.4215
0.6235 0.6807 0.5723
0.5346 0.5731 0.4822
0.8256 0.8761 0.7778
0.5146 0.5739 0.4611

 

Table 1 shows that for the sequence Ribonuclease, the result of chaotic PSO is closer 
to the benchmark result. The novel algorithm has good performance. The difference 
between the maximum and minimum is less. That shows the algorithm is stronger and 
has better robustness. For the sequence SH3, comparing with the SPS value of refer-
ence [13], the result of our algorithm 0.5971 is larger than that 0.537. It testifies the 
validity of the new algorithm. For other sequences, the results of chaotic PSO still have 
some distance with that of benchmark alignment. The reason may lie in the reasonable 
setting of the parameters and the sequence itself. 

s1:  saeytCGSTCYWSSDVSAA-KAKgyslyesgd-tiddYPHEYHDYEGFDFpvsG
s2:  attCGSTNYSASQVRAAA--NAacqyyqnddtasstY-PHTYNNYEGFDFpvdG
s3:  acmyiCGSVCYSSSAISAALNKgysyyedgatagsssYPHRYNNYEGF-DFpta
s4: tCGKV-FYSASAVSAASNAacn-y-vrag-staggstYPHVYNNYEGFRFkgls
s5:  -CGGTYYSSTQVNR-AINNaks-gqy-sstgY--PHTY-NNYEGFDFsdycd-G

-TYYEYPIMSDYDVYTGGSPGAD-RVIFNGDDELAGVITHTGASGDDFVAC
PY-QEFPIKSG-GVYTGGSPGADRVVINTNBE-YAGAITHTGASGNNFVGA
KPWYEFPILSSGRVYTGGSPGAD-RVIFDSHGNLDMLITHNGASGNNFVAC
KPFYEFPILSSGKTYTGGSPGADRVVINGQCS-IAGIITHTGASGNAFVAC
PYKEYPLKTS-SSGYTGGSPGADRVVYDSNDGTFCGAITHTGASGNNFVQC  

Fig. 2. The alignment result for Ribonuclease 



 Multiple Sequence Alignment Based on Chaotic PSO 359 

 

 

Fig. 3. The score of all characters for each sequence group with iteration 

The six problems’ alignment results are all described respectively. Here, the 
matched result of Ribonuclease is shown as figure 2. It is clear that there are many 
columns which are matched precisely. That approves the validity of the improved 
algorithm effectively. Figure 3 shows the evolution of the score of all characters for 
each sequence group.  

6   Conclusions 

In this paper, we present an improved algorithm chaotic particle swarm optimization 
(CPSO) for multiple sequence alignment. In the proposed CPSO algorithm, the chaos is 
introduced to PSO. From simulation results, it is shown that the proposed algorithm is 
effective, can improve search performance for some sequences. The new method can 
provide different viewpoint for related research. Furthermore, we will improve our 
algorithm so that it doesn’t depend on the sequences themselves and the parameters can 
adjust adaptively. 
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Abstract. This paper proposes a novel model checking algorithm. This algo-
rithm distributes mobile agents, artificial ants modeled natural ants, on control 
flow graph and states graph of the programs. While the ants reversely track cor-
rect traces and error traces, and deposit two kinds of pheromone representing 
respectively correct traces and error traces along the travel between vertexes of 
the control flow graph. According to pheromone deposited on traces by ants, 
causes of the specific errors  can be automatically located. Furthermore, the in-
dependent and synchronous performance of ants makes it possbile to track dif-
ferent correct traces and error traces at the same time, and locate multiple 
causes of different errors synchronously. The results of the experiments on  
medium and small size programs show that the algorithm is effective. 

Keywords: Model checking, Automated software testing, Ant colony swarm 
intelligence, Pheromone. 

1   Introduction 

How to ensure the correctness of the systems has become of the biggest challenges 
faced by designers of the hardware and software. Many researchers proposed different 
methods of detecting the defects of systems, among them, the most notable ones are 
Formal Methods. In a large number of formal methods, Model Checking was success-
fully used in verification of hardware and software as an important technology of the 
automated validation[1]. For example : the SPIN project developed by Bell Labs [2] 
was used as model checker for synchronized parallel systems .Microsoft's SLAM 
project [3] has been widely used in driver testing of the Windows operating system.  

The process of the software model checking usually begin with abstracting the 
model of the system from the source code, and check if the model satisfy the specified 
attributes, if the system is incorrect, a error trace at the source level is returned. Pro-
grammers can track the error trace to discover the causes and correct them. 
                                                           
*

 This work was partially supported by the National Science Fund of China under grant 
No.60274014, the National Science Fund of Hubei Province under grant No.12003ABA043, 
and the Research Foundation for Outstanding Young Teachers, China University of  
Geosciences (Wuhan) under grant No.CUGQNL0617. 
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However, many error traces are so long that programmers have to spent consider-
able time to inspect them. Further more, the model checkers only report one error 
trace per run, the efficiency is relatively low. 

This paper presents a novel model checking algorithm based on the ant colony 
swarm intelligence, the algorithm distribute artificial ants in the model, who can re-
versely track correct traces and error traces, and deposit pheromone on traces. Com-
paring pheromone on correct traces with those on error traces we can locate causes.  

1.1   Model Checking and Testing 

Model Checking is a method of the formal validation used in finite-state system, 
which check if the system satisfies some properties by exhaustively exploring the 
reachable state space of a model. That is, given a program P and the formal specifica-
tion ψ, and model M abstracted from P, if M satisfy ψ then P is correct, otherwise, a 
counterexample is returned. Figure 1 is the process of the model checking 

 
 

 
 
 
 
 
 

Fig. 1. The Process of the Model Checking 

A models is always represented in form of Control Flow Graph and States Transi-
tion Graph[4], the statements of the source program are mapped to vertexes of the 
control flow graph.  

The control flow graph of the program P is a directed graph G∗ = (V∗, E∗, emain, x) 
with vertexes set V∗, edges set E∗, entry vertex emain and exit vertexes set x. G∗ has 
single entry vertex and no less than one exit vertexes. 

A state Ω at a vertex v represents one of the combinations of the value of the vari-
ables (before the execution of the statement associated with v). States(v) represents 
the set of reachable states of v, that is, if there is a trace that ends with (v,Ω), then Ω∈
States(v). Let Θ denote the set of all states.  

Each vertex v ∈ V ∗ has an associated transfer function δ(v, Ω) that maps a state to 
another. For example, if the statement at v is executed in state Ω then the resultant 
state is δ(v, Ω).  

Transition means the conversion from one state to another, A transition is denoted 
by a directed pair (v1,Ω1)→(v2,Ω2) such that (v1, v2)∈E∗ and (v2,Ω2)∈δ(v1,Ω1). A 
sequence {(v1,Ω1), (v2,Ω2),…,(vk,Ωk)} denotes a trace, here v1 = emain, and (vi,Ωi) 
→(vi+1,Ωi+1) for 0 < i < k. 

Validation function f can check the validity of the states. if there is a state Ω at ver-
tex v make f(Ω) = false, then an error trace Terror ending with (v, Ω) exists. 

Model 
Checker 

Model 

Specification 

Verified 

Error 
Counterexample 
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1.2   Ant Colony Swarm Intelligence 

Ant Colony Optimization (ACO) draws inspiration from problem-solving activities of 
social insects – ants[5]. Collectively a colony of ants can perform complex social 
tasks such as searching for food, building and carrying large items, and emigrating of 
a colony. Ants in nature achieve indirect communication by laying a chemical sub-
stance called pheromone that induces changes in the environment which can be 
sensed by other ants. In ACO, a colony of biological ants is modeled as a society of 
artificial ants - mobile agents, who can travel between vertexes, deposit pheromone 
and collect information of transitions between vertexes. all mobile agents  cooperate 
and exhibit collectively intelligent behavior such as tracking correct or error traces 
which are impossible achieved by single agent. 

2   Proposed Algorithm 

2.1   Architecture and Assumptions 

The entire control flow graph can be seen as network composed of a lot of ant nests, 
as well as the links between these nests, each vertex in control flow graph is a nest, 
and transitions became links between the nests. The nests can generate and issue new 
ants, each nest has a pheromone table, in which the ants passing by the nest deposit 
pheromone. The most important nest is v1 = emain, which is the starting point of all 
traces. Figure 2 shows an ant nests network. 

 

Pheromone table

Ant Nest v1 = emain

Pheromone table

Ant Nest v2

Pheromone table

Ant Nest v3

Pheromone table

Ant Nest v4

Pheromone table

Ant Nest v6

Pheromone table

Ant Nest v7

Pheromone table

Ant Nest v5

Pheromone table

Ant Nest v8

Pheromone table

Ant Nest v9

 
Fig. 2. Ant nests network 
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2.2   The Artificial Ants Deposit Pheromone on Traces 

Each vertex vi has a pheromone table, a (m+n)-by-k matrix, m and n is the number of 
the correct traces and error traces across vi respectively, k is the number of the transi-
tions issued from vi. The entry of pheromone table, pheromone_table (T(v, Ω),((vi, 
Ωi),( vnext ,Ωnext))), is value of the pheromone, means that the transition ((vi, Ωi)→(vnext 
,Ωnext)) is a section of the trace T(v, Ω), T(v, Ω) is a correct or error trace ended with 
(v, Ω),  if T(v, Ω) is a correct path, the pheromone value is positive(eg +1), else if T(v, 
Ω) is an error trace, the pheromone value is negative (eg -1). 

When a state (v, Ω) is verified as an error state, f(Ω) = false, a error ant Anterror will 
be generated and issued from (v,Ω). Anterror reversely tracks the error trace until it 
reached the entry vertex v1, and deposits error pheromone while passing through ver-
texes. When Anterror reached v1, the information of the error trace will be recorded and 
uniquely identifies by Terror(v, Ω), then Anterror die out automatically. 

We can generate a correct ant Antcorrect for every verified correct state (vx, Ωx) at the 
exit vertex vx, here f(Ωx) = true. Each Antcorrect tracks the correct trace until it reached 
the entry vertex v1, and deposits correct pheromone while passing through vertexes.  
 

Procedure TrackTraces (G∗, δ, v, Ω, f){ 
int Pheromone = (f(Ω)?1:-1) ; 
state (vcurrent ,Ωcurrent)=(v, Ω); 

 set_of_states front_states = Ø; 
 set_of_states visited_states = Ø; 
 while (vcurrent ,Ωcurrent)≠null do { 
  if (vcurrent ,Ωcurrent) not in visited_states { 
   visited_states .add(vcurrent ,Ωcurrent); 
   for each (vi, Ωi) in G∗ do { 
    if δ(vi, Ωi) = = (vcurrent ,Ωcurrent) { 
     front_states.Add(vi, Ωi); 
     If  Pheromone <0 
      Vertex(vi).pheromone_table(Terro

r(v, Ω),((vi, Ωi),(vcurrent ,Ωcurrent)))= Pheromone; 
     Else 

Vertex(vi).pheromone_table(Tcorrect(v, Ω),((vi, Ωi),(vcurre

nt ,Ωcurrent)))= Pheromone; 
   } 
  } 
  if front_states≠Ø { 

front_states.remove (vfore ,Ωfore); 
   (vcurrent ,Ωcurrent)=( vfore ,Ωfore); 
  else{ 
   (vcurrent ,Ωcurrent)=null; 
  } 
 } 
} 

Fig. 3. Algorithm for ants tracking traces 
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When Antcorrect reached v1, it will die out automatically, and the correct trace will be 
uniquely identifies by Tcorrect(vx, Ωx). 

Multiple ants can tracking different correct traces and error traces at the same time. 
Figure 3 presents the high-level description of the algorithm in procedure Track-

Traces. The parameters of the algorithm are: 

• a control flow graph G ∗ 
• a transfer function δ : (V ∗,Θ) →(V ∗,Θ) 
• a specified vertex v ∈ V ∗and one of its reachable state Ω ∈ States(v) 

a “correctness” validating function f : Θ → bool. 

2.3   Locating Causes of the Errors According to Pheromone 

When all of the error ants and correct ants reached the entrance vertex v1, searching 
causes ants will be generated and issued from v1, one searching causes ant correspond 
to one error trace, for example, an searching causes ant Antsearch(v, Ω) is sending out 
from the initial state (v1, Ω1) of the error trace Terror(v, Ω), it goes forward along the 
error trace and search the causes of error by examining pheromone tables at the ver-
texes passing through. If the edge to which the next transition of the error trace belong 
has correct pheromone and error pheromone at the same time, the edge is not the 
cause of the error because it overlaps with the edge of some correct traces, so the ant 
go forward and keep searching until it find out one edge which only have error 
pheromone and don’t has any correct pheromone, this edge is a branch point of the 
error trace and correct traces, the end point of the edge is the likely cause of the error.  

All of the vertexes of the error trace behind the branch point may be the causes of 
the error, so the ant must find them out one by one. The ant die out automatically after 
reaching the end point of the error trace. The searching causes ants can work inde-
pendently and synchronously too. Figure 4 presents the high-level description of the 
algorithm in procedure Locating, the algorithm takes the control flow graph G∗ and 
the error trace Terror(v, Ω) as its parameters, and save returned result – causes of the 
error into the set Causes(Terror(v, Ω)). 

 
procedure Locating(G∗, Terror(v, Ω)){ 

state (vcurrent ,Ωcurrent)= Terror (v, Ω).Gethead(); 
state (vnext ,Ωnext)= Terror (v, Ω).GetNextTransition(vcurrent ,Ωcurrent); 
while (vcurrent ,Ωcurrent)!=( v, Ω) do{ 

  if not exist Vertex(vcurrent).pheromone_table(Tcorrect (v’, Ω’),(( vcurrent ,
Ωcurrent’),( vnext, Ωnext’)))>0 

{ 
Causes(Terror(v, Ω)).AddCause(vnext); 

 } 
(vcurrent ,Ωcurrent) = (vnext ,Ωnext); 
(vnext ,Ωnext) = Terror (v, Ω). GetNextTransition (vcurrent ,Ωcurrent); 

} 
} 

Fig. 4. Error cause locating algorithm 
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2.4   Illustrating the Algorithm by Serving an Example 

The source program in Figure 5(a) use functions Lock() and UnLock() to acquire 
and release resource. The resource must be locked and unlocked in strict alterna-
tion. In order to facilitate the analysis, the program can be transformed into the 
program in Figure 5(b), where the value of L will be true after locking, and false 
after unlocking. Repeated locking or repeated unlocking will lead to failure in  
assertion. 

 

main() {
1 Lock();
2 if (...)
3 UnLock();

else
4 ...;
5 Lock();
6 if (...)
7 UnLock();

else
8 ...;
9 return;

}

       (a)

  main() {
     assume(!L)
1   assert(!L); L := true;
2   if (…)
3      {assert(L); L := false;}
     else
4      …;
5   assert(!L); L := true;
6   if (…)
7      {assert(L); L := false;}
     else
8      …
9   assert(!L);
   }

                  (b)
 

Fig. 5. Example program with improper lock and unlock 

Figure 6 presents the control flow graph and states graph of the program in  
Figure 5(b), there are two error states failed in assertion, (5,L=T) and (9,L=T).  
The error ants dispatched from these two states tracked out following two error 
traces: 

Terror(5, L=T) = {(1, L=F), (2, L=T), (4, L=T), (5, L=T)} 
Terror(9, L=T) = {(1, L=F), (2, L=T), (3, L=T), (5, L=F), (6, L=T), (8, L=T), (9, 

L=T)} 

The exit vertex of the program is vertex 9, state (9,L=T) is asserted correct, the cor-
rect ant dispatched from this state tracked out following correct trace: 

Tcorrect(9, L=F) = {(1, L=F), (2, L=T), (3, L=T), (5, L=F), (6, L=T), (7, L=T),  
(9, L=F)} 

The error traces and correct trace can be simplified as: 

Terror(5, L=T) = {1, 2, 4, 5} 
Terror(9, L=T) = {1, 2, 3, 5, 6, 8, 9} 
Tcorrect(9, L=F) = {(1, 2, 3, 5, 6, 7, 9} 
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In Figure 6, the correct traces and error traces are denoted by real lines and dashed 
lines respectively. They are revealed by the pheromone in pheromone tables. The 
pheromone tables of every vertex shown in Table 1. 

In vertex 5, the edge (5, 6) has correct pheromone and error pheromone, the edge 
(6,8) only has error pheromone, so he edge (6,8) became the branch point of the  
 

(2,L=T)

(1,L=F)

(6,L=T)

(5,L=F)

(4,L=T)(3,L=T)

(5,L=T)

(9,L=F)

(8,L=T)(7,L=T)

(9,L=T)
 

Fig. 6. Control flow graph and states graph for the program 

Table 1. Pheromone tables of vertexes(ant nests) 

Vertex 1 ((1, L=F), (2, L=T)) 
Terror(9, L=T) -1 
Terror(5, L=T) -1 
Tcorrect(9, L=F) 1 
Vertex 2 ((2, L=T), (3, L=T)) ((2, L=T), (4, L=T)) 
Terror(9, L=T) -1  
Terror(5, L=T)  -1 
Tcorrect(9, L=F) 1  
Vertex 3 ((3, L=T), (5, L=F)) 
Terror(9, L=T) -1 
Tcorrect(9, L=F) 1 
Vertex 4 ((4, L=T), (5, L=T)) 
Terror(5, L=T) -1 
Vertex 5 ((5, L=F), (6, L=T)) 
Terror(9, L=T) -1 
Tcorrect(9, L=F) 1 
Vertex 6 ((6, L=T), (7, L=T)) ((6, L=T), (8, L=T)) 
Terror(9, L=T)  -1 
Tcorrect(9, L=F) 1  
Vertex 7 ((7, L=T), (9, L=F)) 
Tcorrect(9, L=F) 1 
Vertex 8 ((8, L=T), (9, L=T)) 
Terror(9, L=T) -1 
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error trace Terror(9, L=T) and the correct trace Tcorrect(9, L=F), the end point of the 
edge (6,8), {8}, is the cause of Terror(9, L=T). Likewise, {4} is the cause of  
Terror(5, L=T). 

3   Experimental Results and Conclusions 

We have tested our algorithm in the SLAM toolkit, checked several C source pro-
grams belong to the Olden v1.0 benchmark set, include TSP(Traveling Salesman 
Problem), Perimeter algorithm, MST (Minimum Spanning Tree algorithm). Table 2 
presents the results of the experiments performed on a 2.8 GHz Pentium PC with 1.5 
GB RAM. There are 20 error traces and the same number of causes discovered.  
Column 2 is the number of lines of code, column 3 is the number of the error traces, 
column 4 is the number of the causes, and column 5 is the running time of the algo-
rithm. We have manually verified the correctness of the error traces and causes dis-
covered by our algorithm. 

The experimental results show that applying the ant colony intelligence to model 
checking is feasible, the algorithm we proposed can locate errors and causes in pro-
grams effectively. In the future, we intend to pay attention to the transitions between 
the callers and callees, and the internal transitions of the callees, so as to further im-
prove our algorithm. 

Table 2. Experimental Results 

Program 
Number of lines 
of code 

Number of error 
traces 

Number of 
causes 

Running 
Time(Sec) 

TSP 565 4 4 138 
Perimeter 395 3 3 82 
MST 582 13 13 103 
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Abstract. Particle Swarm Optimization (PSO) has been successfully applied to 
a wide range of fields. The recent introduction of quantum mechanics principles 
into PSO has given rise to a Quantum behaviour PSO (QPSO) algorithm. This 
paper investigates its application into motif discovery, a challenging task in bio-
informatics and molecular biology. Given a set of input DNA sequences, the 
proposed framework acts as a search process where a population of particles is 
depicted by a quantum behavior. Each particle represents a set of regulatory 
patterns from which a consensus pattern or motif model is derived. The corre-
sponding fitness function is related to the total number of pairwise matches be-
tween nucleotides in the input sequences. Experiment results on synthetic and 
real data are very promising and prove the effectiveness of the proposed 
framework. 

Keywords: Particle Swarm Optimization, Quantum behaved PSO, Motif Dis-
covery, Sequence Analysis, Consensus Pattern. 

1   Introduction  

This paper describes an application of Quantum particle Swarm Optimization (QPSO) 
that consists in finding motif patterns across DNA sequences which is one of the 
major challenges in Bioinformatics [1]. The original particle Swarm Optimization 
algorithm was introduced by Kennedy and Eberhart in 1995 [2]. Like genetic algo-
rithms, PSO is a population based evolutionary algorithm. It is inspired by the social 
behavior of birds’ flock and fish’ school. Such behavior helps the swarm to find food 
and escape from local danger. When an individual finds food, it informs the other 
individuals so they gradually fly towards the same food source. This collective intelli-
gence where each individual within a group contributes with its experience to the 
group in a manner that makes the group stronger to face danger or to find food is the 
essence of PSO. 

PSO can be abstracted as a global continuous optimization algorithm devoted to 
solve problems where a solution can be encoded in terms a parameters’ vector. It uses 
a population of particles (a swarm) to explore the search space (parameters space) to 
find optimal or good quality solutions. Each particle is defined using a position vector 
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and a velocity vector. The first one represents a potential solution to the problem at 
hand whereas the second one serves to monitor the change in position during the 
search process. This latter is governed by two main iterative equations showing how 
velocities and positions are updated. These equations are given by: 

[ ] [ ])()1,0(.)()().1,0(.)(.)1( 21 tPPrandctPtPrandctvwtv iglobalbestiselfbestii −+−+=+
 
(1) 

)1()()1( ++=+ tvtPtP iii                                           (2) 

Where vi and Pi stand for velocity and position vectors respectively. w, c1 and c2 de-
note respectively the inertia weight, the cognitive and social components. They refer 
to the degree of belief of the particle in itself, its experience and its neighbors. Pselfbest 

and Pglobalbest refer to the best self performance for each particle and the global best 
within the swarm. 

Since the original PSO algorithm, several variants have been proposed and applied 
to a variety of problems. The aim is either to improve the search capabilities of the 
algorithm like more diversity to prevent getting stuck in local optimum or to extend 
its use to other kind of problems like discrete optimization problems. Recently, quan-
tum principles have been introduced into PSO by Sun et al. [3] resulting in a new 
algorithm called Quantum Particle Swarm Optimization (QPSO) and improved in [4]. 
The key idea is to define particles’ motion in the field of quantum mechanics instead 
of the classical Newtonian mechanics where particles are depicted by position and 
velocity. According to quantum mechanics positions and velocities cannot be deter-
mined simultaneously. Therefore, in QPSO each particle is depicted by a wave func-
tion whose probability density function helps in learning the probability a particle is 
in a given position. QPSO focuses on positions only without velocities and suggest 
the use of the following key rule to update positions: 

If k ≥ 0.5 then  )/1ln(.)(.)1( utPMbestptP ii −+=+ β                               (3) 

Else   )/1ln(.)(.)1( utPMbestptP ii −−=+ β                                (4)  

Where k and u are random numbers distributed uniformly on [0..1], Pi represents the 
particle position vector, β is the only one tunable parameter used in QPSO called the 
contraction expansion coefficient, Mbest is the mean best position or Mainstream 
Thought Point corresponding to the center of gravity of the self best position of the 
particle swarm. It is expressed as shown in equation (5) below where M and D denote 
respectively the swarm size and the particle vector dimension. 
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Finally, p is a variable that represents the coordinates of the local point to which  
particles converge. It is given by equation 6 below where φ1 is a randomly chosen 
number in [0..1]. 

   ))1(
1 1 Pgbest

i
Pselfbestp ϕϕ −+=                                (6) 

This paper focuses on the use of QPSO to solve motif discovery problem. The rest  
of the paper is organized as follows. Section 2 presents motif discovery and related 
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concepts and methods. In section 3, a formulation of the tackled problem is given. 
The proposed method is described in section 4. Section 5 reports on the conducted 
experiments and the obtained results. Finally conclusions and perspectives are drawn. 

2   DNA Motif Discovery  

The high throughput sequencing methods and microarray technology with the com-
pletion of the human genome project has opened up major challenges in modeling, 
analyzing, comparing and simulating the biological information embedded in the huge 
amount of data provided by the on-line databases. Motif discovery is one of the chal-
lenging issues in bioinformatics [1] that emerged from the need in sequence analysis 
to understand gene function and gene regulatory networks. It is mainly concerned 
with the task of finding transcription factor binding sites in genomic information in 
order to decipher the mechanisms that regulate gene expression. A gene is a funda-
mental unit or section of inherited information in DNA that codes for a specific  
function/protein. It conveys the information needed to produce a protein which is the 
essence of gene expression. This latter begins with binding of multiple protein factors 
known as transcription factors to promoter sequences.  

A DNA motif can be viewed as a short DNA segment, i.e. a nucleic acid sequence 
pattern for which acting as a transcription factor binding site is the biological signifi-
cance. A motif occurs in different genes or several times within a gene. Therefore, 
motif discovery can be simply defined as the process of depicting an unknown pattern 
that occurs frequently (over-represented) across a set of sequences.  

Although much effort has been spent to cope with motif discovery, it still remains 
an open problem. No method has been found to be the best for all cases. Methods for 
motif discovery can be viewed as combinations of the following choices: 1- motif 
model, 2- motif assessment function and 3- search strategy. The motif model identi-
fies the type of the model used like spaced dyad and palindromic motifs [5]. The 
second choice also known as objective function helps quantifying the motif signifi-
cance. It is a critical issue in designing a motif discovery problem as it should assign 
the best score to the true binding sites. The search strategy deals with the framework 
that describes the way search is performed to find motifs. Motif discovery methods 
can be classified in different ways using different criteria. Depending on the  
background DNA sequence information used [5], a method can deal with either  
1-Promoter sequences of coregulated genes from a single genome, 2- Orthologous 
promoter sequences of a single gene from multiple species 3- Phylogenetic footprint-
ing  or 4- Promoter sequences of coregulated genes as well as phylogenetic footprint-
ing. If the search strategy criterion is considered, methods for motif discovery fall into 
two broad categories: string based and stochastic methods. String based methods also 
called enumeration methods are based on exhaustive search. Therefore they are rigor-
ous and exact but limited to predict short motifs with highly conserved core across 
simple patterns. Examples of such methods include [6,7]. The second category of 
methods rely on the use of probabilistic models and/or machine learning techniques 
[5]. Within this category, Multiple Expectation Maximization Estimation (MEME) 
has been introduced by Baily et al. [8] as an extension of the Expectation Maximiza-
tion (EM) algorithm proposed by Lawrence et al. [9] to identify motifs in unaligned 
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biopolymer sequences. Another series of algorithms based on Gibbs Sampling have 
been suggested [10]. In [11] a Markov Chain Monte Carlo approach has been 
adopted. Roth et al.  developed  AlignACE to align nucleic acid conserved elements 
using a higher order Markov Chain background model and a probability distribution 
to estimate the number of copies of the motif in a sequence [12]. Other algorithms of 
this class include Motif sampler [13] which is a modification of the original Gibbs 
sampling algorithm and BioProspector [14] used for promoter sequences of coregu-
lated genes. Population based algorithms have been also used to carry out search in 
the motifs’ space in quest of finding appropriate motifs. Examples include FMGA 
algorithm [15] that uses a genetic algorithm with a specific purpose mutation operator 
and fitness function. Recently, Particle Swarm Optimisation has been tailored to motif 
discovery and resulted in some proposals like in [16] for protein and in [17] for DNA 
motif finding.  In the latter, a word dissimilarity graph has been used to cast the motif 
discovery problem as a continuous integer optimization one and a modification of the 
original PSO has been adopted to escape from local minima. Surveys on motif dis-
covery can be found in [5,18]. Assessments of these methods can be found in [18,19]. 

3   Problem Definition  

As described before, finding motifs arises from the need to investigate a set of bio-
logical sequences that appear to be regulated in a similar manner. Despite the great 
amount of work that has been devoted to motif discovery, it still remains a challeng-
ing task for many reasons among which its complexity that becomes even more criti-
cal with the number of sequences, their length as well as the length of the motif to be 
discovered. Informally, motif discovery problem can be simply described as the task 
of finding a pattern or substring that occurs frequently across a set of sequences. In a 
more formal way, it consists in [20]: 

Given a set of N sequences S={si} i=1..N defined over an alphabet ∑ with │si│= m 
and l, d within 0≤ d < l < m, we define the (l , d) motif discovery problem as finding a 
substring x with │x│= l such that each si has a substring xi of length l such that xi 
differs from x in at most d places. 

Obviously, the problem is combinatorial in nature. Therefore, it requires optimiza-
tion techniques to be solved. In our work, we focus on DNA sequences although the 
framework can be applied to protein sequences. We suggest the use of a quantum 
inspired PSO. In the following, we describe the developed framework which is named 
QPSO-MD (Quantum Particle Swarm Optimization for Motif Discovery). 

4   QPSO-MD: The Proposed Framework  

To apply successfully Quantum Particle Swarm Optimization to the tackled problem, 
we need to define:  

1. A representation scheme that allows to express problem solutions in terms of par-
ticles (that is, particle encoding). 

2. The fitness of each particle which is related to the quality of the solution and. 
3. The general dynamic that helps evolving the swarm towards good quality solutions. 
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The task to be handled by the proposed framework can be illustrated as shown in 
figure 1. Given a set of DNA sequences, QPSO-MD explores the motifs’ space in 
order to find out the regulatory elements that are short words in the input sequences 
from which a motif model or consensus pattern can be derived as explained by the 
example shown in figure 2. Therefore, the consensus pattern is not exactly the same in 
each sequence because point mutations may occur in the sequences. We assume that 
the motif length is known. 

QPSO-MD
.
.
.

                 
seq1

seq2

 seqN

          pattern1

pattern2

          patternN

.

.

.

Consensus
Motif.

.

 

Fig. 1. General specification of QPSO-MD 
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A  C  G  T  A  G  A  T

Patterns
Profile

A  3  0  0  0  3  0  2   1
C  1  2   1  0  1  3  0  0
T  0  0  0  5  1  0  2  3
G  1  3  4  0  0  2  1  1

Consensus motif
  A  G  G  T  A  C  A  T

 
Fig. 2. Deriving consensus motif from patterns 

4.1   Particle Encoding 

We adopt a simple encoding in which each particle is represented by a vector contain-
ing the starting positions of patterns in the input sequences. Figure 3 illustrates such 
encoding. 
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Particle encoding P1   P2    P3  . . . . .                              PN
 

Fig. 3. Particle encoding 
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During the evolution of the search process, a repair function is used to restrict the 
values of the positions to the interval [1..(L – l)], where L  is the length of sequences 
and l the length of the motif. Although positions are integer values, the algorithm 
deals with them as if they are continuous values. Repair function handles conversion 
of continuous values to integer ones. 

4.2   Fitness Function 

The fitness of a particle is related to the total number of matches between pairs of 
same location nucleotides. Given a particle, all pairs of sequences are considered and 
a Particle Match Matrix is generated (PMM). Each cell in PMM represents the num-
ber of matching nucleotides wij  between the input sequences si and sj.  

),(_ jiij ssnumberMatchesw =                               (7)  

Therefore, the fitness function for a particle Pk is given by the following score that 
records the total number of matches through all pairs of sequences. 
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4.3   Overall Dynamic of QPSO-MD 

The objective of the algorithm is to maximize the fitness function described above in 
equation 8. Informally, the dynamic of the search process can be defined as follows.  
Initially, a set of particles is generated by randomly selecting motif positions. Then 
the swarm of particles undergoes an evolutionary process during which the following 
tasks are performed. First a match matrix is computed for each particle in order to 
record its fitness value and update its self best performance (Pselfbest). Second, the 
the global best particle and the mean best within the swarm (Pglobalbest  and Mbest 
respectively) are recorded. Then, particles are updated according to equations (5) and 
(6). A repair function is used to convert starting positions to integer values lying in 
the interval [1 ..(L-l)]. The policy used is that the position is set to 1 if it is less than 1 
and to (L-l) if it is greater than L. 

As suggested in [4], we used a mutation operator to improve the diversification  
capabilities of the search by adding a Cauchy distributed random value to Mbest  
elements. 

 

 
Table 1. Example of synthetic data 

 

 
 

Consensus 
pattern (l=7) 

Generated patterns 
( d=2) 

Generated sequences 
Motif planted at positions 23, 24,3 and 14 

 
CAGATGG 
 

 TAGATGG   
CAGTTGG 
GAGATGG 
CAGGTGG 

GTTCAGCTTCCCTGCCAGGCTGTAGATGGA 
GCGCACAGCTAAACCTAGTGTACCAGTTGG 
CAGAGATGGTCCGCGCCCAGCGCTGCCACG 
TTTCCAACGTCGCCAGGTGGCCCGGTCAAA 
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Input: Set of N sequences, Motif length l 

Initialize a population of M particles P(t0 ) with random motif positions 

 Repeat  
  β decreases linearly with iterations 

For ( k = 1 to population size M ) 
Compute matching matrix for each particle Pk 

Evaluate each particle’s fitness f(Pk) using eq.(8) 
If  f(Pk) > f(Pselfbest)  // Record Pselfbest 
 Pselfbest = Pk    

If  f(Pk) > f(Pglobalbest)        // Record Pglobalbest 
 Pglobalbest = Pk 

EndFor 
 

Calculate Mbest using equation (5)  
 
For ( k = 1 to population size M ) 

For ( d = 1 to dimension D=N  ) 
φ1 = rand(0,1) 

                                                          p = φ1 * Pselfbest(d) +(1- φ1) * Pglobalbest (d) 
u = rand(0,1) 
If rand(0,1)>0.5 

Pkd = p – β * | mbestd - xkd |* ln(1/u)      eq.(3) 
else 
Pkd = p + β * | mbestd - xkd |* ln(1/u)     eq.(4) 

EndFor 
Repair ( Pk)  

EndFor 
Until Maximum number of iterations reached 

                      Output: Motif model 
 

5   Experimental Results  

Both synthetic and real data have been used to assess the performance of the proposed 
technique. Synthetic data have been generated using a reverse process to the one 
shown in figure 1. In another way, a consensus pattern has been generated randomly. 
From this one, several patterns have been derived by altering d positions randomly. 
Then each of the derived patterns has been planted at a random position in a back-
ground sequence generated randomly. The resulting sequences are then used as input 
sequences to QPSO-MD searcher. Several runs have been executed and the success 
rate has been recorded. The algorithm succeeded in identifying the right patterns and 
therefore the initial generated consensus motif. The success rate was about 100% 
when the background sequences are highly mismatched and about 97% otherwise. 
Table 1 shows an example of synthetic data used in our experiments. Figure 4 show 
the behavior of the fitness function with and without using Cauchy based mutation. 
Obviously, the use of the mutation improves the performance and helps achieving 
better quality solutions. 
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(a)                                                                     (b) 

Fig. 4. Fitness function through iterations (a) Without (b) with mutation 

    

(a)                                                                           (b) 

Fig. 5. Fitness behavior using mouse data(a) and corresponding sequence logo(b) 

For experiments on real data, benchmark data sets available at [21] have been used. 
In figure 5 we show the behavior of the fitness function with mutation using mouse 
data (mus06g) with the sequence logo of the corresponding identified patterns. 

6   Conclusion  

In this paper, we proposed a new framework for DNA motif discovery that suggests 
the use of a particle swarm optimization approach with a quantum based dynamic.  
Particles are encoded in a way to identify starting positions of regulatory patterns in 
the input sequences. The advantage of QPSO is that only one tunable parameter 
decreasing linearly with iterations is required unlike the original PSO and  
other population based algorithms such as genetic algorithms that involve several 
control parameters. Experimental results are very promising and show the effective-
ness of the proposed framework using both synthetic and real data sets. As ongoing 
work, we propose investigating other fitness functions, extending the framework  
to other type of sequences and improving further the search capabilities of the  
algorithm.  
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Prediction of Hydrocarbon Reservoir Parameter 
Using a GA-RBF Neural Network 

Jing Chen1,2, Zhenhua Li2, and Dan Zhao2 
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Abstract. Prediction of hydrocarbon reservoir characteristics using seismic at-
tributes is a very complicated problem with much nonlinear relation. The tradi-
tional BP neural network with a gradient decent approach may lead to local 
minima problem, resulting in the production of unstable and non-convergent so-
lutions. To solve these problems and improve the precision, this paper intro-
duces a GA-based optimized method of RBF neural network. A case study 
shows that the GA-RBF algorithm not only works with high predicting preci-
sion comparable to real measured data in oil reservoir thickness, but also is su-
perior to that of tradition BP neural network. 

Keywords: reservoir parameter prediction, RBF network, genetic algorithm, 
structure optimization. 

1   Introduction 

Reservoir characterization is a critical step in reservoir development and future pro-
duction management. Knowing the details of a reservoir allows the simulation of 
different scenarios. The problem, however, is to define an accurate and suitable reser-
voir model including small-scale heterogeneity. Currently, the most abundant data 
about the reservoir, which is the seismic data, do not have enough resolution. The 
typical resolution of seismic data is on the order of 100 feet or more, which does not 
give enough detail of reservoir properties. In contrast, well log data, which are col-
lected by inserting sensing devices into an exploratory well, give an excellent descrip-
tion of the well at scales ranging from centimeters to hundreds of meters. However, 
due to its high cost, only a few well locations have log data. This scarce information 
is usually not sufficient to build a reservoir model that includes the small scale varia-
tions. In between wells, reservoir parameter needs to be estimated[1]. However, pre-
dicting reservoir parameter from seismic attributes data in heterogeneous reservoirs is 
a complex problem.  

Alternatively, neural networks have been increasingly applied to predict reservoir 
properties using seismic attributes data. Moreover previous investigations indicated 
that artificial neural networks, due to their excellent ability of non-linear mapping, 
generalization, self-organization and self-learning, have been proved to be of wide-
spread utility in reservoir parameter prediction from geophysical seismic attributes 
data with good accuracy in heterogeneous reservoirs. However, neural network  
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training with extensive data still remains to be time consuming. The back propagation 
(BP) neural network usually trained by back propagation of errors is perhaps the most 
popular network architecture in use today[2]. But the back propagation training algo-
rithm with a gradient decent approach may suffer from local minima problem, result-
ing in the production of unstable and non-convergent solutions. 

This article proposes a optimize method of radical basis function (RBF) neural 
network based on genetic algorithm (GA) for minimizing the time and improving the 
accuracy of reservoir parameter prediction. Moreover, this method is applied success-
fully to reservoir thickness predicting and obtains better effect in case study. In this 
method, it focuses on optimizing the basis function center parameters and restricting 
width using GA to find the optimal architecture and parameter of the RBF neural 
network.  

2   GA-RBF Neural Network 

In this section, we adopt a GA-RBF neural network.  
The RBF network considered here consists of n input nodes, one output node and a 

hidden layer of m nodes. The structure of the RBF neural network is shown in Fig.1. 

 

Fig. 1. Structure of RBF Neural Network 

Mathematically the network output is expressed as: 
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the thi  RBF hidden unit, and iσ  is the width of the thi  RBF hidden unit. 

A main advantage on using an RBF network in reservoir parameter predicting us-

ing seismic samples is that the weights iw  can be determined using a linear square 

method which makes this calibration method suitable for quickly processing. Learn-
ing algorithm of the neural network weight between output y  and the hidden layer 
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where dy  is the desired output, l  is the iterative times, 20 << β  is learning rate. 

The errors are measured by mean square-error (MSE) as defined: 
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where iO  is the desired output for the training data, iT  is the network output for the 

training data, and n  is the number of data in the training data set[7][8]. 
However, the other parameters cannot be determined using a linear optimization 

method. In order to obtain the optimal network topology, we have proposed a training 
scheme by combining GA and RBF network. 

2.1   Encode 

In order to reduce the search space, one can search for a subset of training set to pro-
vide optimal basis function centers and restrict width σ :  

],0( maxσσ ∈  (5)

The width is represented by a binary string with k  bits: 

][ 121 bbbbwidth kk L−=  (6)

The following formula may be used to decode it: 
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2.2   Evaluation Function 

The fitness of a chromosome is evaluated via objective function. RMSE criterion is 
given by  
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where N  is the number of samples, NIRC  is the predicted concentration of the sam-

ple and REFC  is the concentration of the sample by the standard referenced method.  

The objective function is evaluated over the training set and the monitoring set to 
avoid over fitting the training set and to improve the generalization performance. 

2.3   RBF Neural Network Model Based on GA 

The algorithm describes as follows: 

begin 
   t = 0;  // t: generation number 
   initialize P(t) by encoding routine;   

// P(t):population of chromosomes 
   fintness eval(P) by decoding routine; 
   while (not termination condition) do   
      crossover P(t) to yield C(t);  // C(t):offspring 
      mutation P(t) to yield C(t); 
      fitness eval(C) by decoding routine; 
      select P(t+1) from P(t) and C(t); 
      t = t+1; 
   end 
   RBF neural network iterative. Training RBF neural 
network that deals parameter with GA, when the whole 
neural network error reaches the appointed degree, the 
training ends.  
end. 

3   Case Study 

In the case study, we considered a simulation study to predict the thickness of oil 
reservoir based on the seismic information using GA-RBF model. 

3.1   Network Input and Sample 

The major tool to predict the thickness of oil reservoir is the seismic information. 
More than 55 seismic attributes derived from seismic data could be gotten. Not all of 
them have definite corresponding relationship with the thickness of reservoir. Obvi-
ously, the infinite increase of the number of attributes brings bad effects on reservoir 
prediction. In this article, we extract 10 seismic attributes as network input neurons 
which are max amplitude, mean amplitude, min amplitude, arc length, average  
energy, energy half-time, instantaneous frequency, instantaneous phase, average 
magnitude, ratio of pos to neg sample. Table 1 and Table 2 present the sample and 
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Table 1. Sample and seismic feature parameters[4] 

Oil Well Max  
amplitude 

Mean 
amplitude 

Min  
amplitude 

Arc length Average 
energy 

Energy 
half-time 

1 0.13 -0.1 -0.31 1.15 0.03 0.02 

2 0.11 -0.60 -1.35 1.12 0.63 0.01 
3 0.33 -0.26 -1.07 1.05 0.31 0.02 

4 0.01 -053 -1.49 1.22 0.53 0.01 

5 0.01 -0.60 -1.59 1.08 0.70 0.01 

6* 0.00 -0.40 -1.05 1.21 0.25 0.01 
7 0.00 -0.32 -0.89 1.08 0.20 0.01 

8* 0.11 -0.63 -1.80 1.15 0.87 0.01 

9 0.12 -0.32 -0.89 1.08 0.23 0.02 

10* 0.15 -0.71 -1.87 1.15 1.05 0.01 

11 0.03 -0.45 -1.64 1.16 0.50 0.02 

12* 0.12 -0.67 -1.76 1.13 0.94 0.01 

13 0.02 -0.58 -1.51 1.10 0.63 0.01 

Table 2. Sample and seismic feature parameters[4] 

Oil Well Instantaneous 
frequency 

Instantaneous 
phase 

Average  
magnitude 

Ratio of pos to 
neg sample 

1 91.25 0.04 1.24 46.15 

2 40.39 -0.50 1.84 27.78 
3 37.32 0.12 1.45 66.67 

4 37.97 0.68 2.15 17.65 

5 37.54 0.23 1.48 37.50 

6* 45.39 -0.90 1.68 10.53 
7 35.19 -0.44 1.27 11.11 

8* 39.01 -0.02 2.03 50.00 

9 40.15 0.57 1.24 53.33 

10* 37.95 0.11 2.07 57.14 

11 42.88 0.57 1.35 26.32 

12* 37.98 0.11 2.03 37.50 

13 38.67 0.19 2.05 17.75 

seismic feature parameters. Select 9 of the 13 wells as the sample training network, 
and 4 wells marked ‘*’ as the testing sample. 

3.2   Comparative Researches on Neural Network Prediction 

According to the model designed in Section 2, when the training reaches the preci-
sion, all the seismic attributes are recognized and reservoir thickness is predicted. 
Prediction diagram of sandstone thickness is shown in Fig.2. 
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Fig. 2. Prediction diagram of sandstone thickness 

And do a comparative research between GA-RBF network model and BP model. 
Compare data of drill statistical and prediction by GA-RBF and BP are listed in  
Table 3 and shown in Fig.3. We can see the result that GA-RBF model has better 
precision than BP model. 

Table 3. Comparative table of drill statistical and prediction by GA-RBF and BP 

GA-RBF algorithm BP algorithm Oil 
Well 

Real 
thickness 

(m) 
predictive 
value (m) 

Abs. E 
(m) 

relative 
error (RE) 

(%) 

predictive 
value (m) 

Abs. E 
(m) 

relative 
error (RE) 

(%) 
1 2.20 2.20 0 0 2.37 0.17 7.73 

2 9.20 9.20 0 0 8.96 -0. 24 2.61 

3 6.80 6.82 -0.02 0.29 6.70 -0.10 1.47 

4 8.30 8.40 0.10 1.20 8.64 0.34 4.10 

5 2.20 2.26 0.06 2.72 2.66 0.46 20.91 

6* 6.80 6.36 -0.44 6.40 6.28 -0.52 7.65 

7 11.20 11.14 -0.06 0.54 10.80 -0.4 3.57 

8* 5.40 5.08 -0.32 5.93 4.82 -0.58 10.74 

9 12.40 12.44 0.04 0.32 12.61 0.21 1.69 

10* 5.20 5.48 0.28 5.38 5.47 0.27 5.19 

11 24.00 24.05 0.05 0.21 23.61 -0.39 1.63 

12* 4.00 4.37 0.37 9.25 4.81 0.81 20.25 

13 11.60 11.44 -0.16 1.38 11.42 -0.18 1.55 
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Fig. 3. Comparative diagram of drill statistical and prediction by GA-RBF and BP 

4   Conclusions 

In this paper, we have presented a new method (GA-RBF) for prediction of hydrocar-
bon reservoir parameter, which used GA optimizing basis function centers and re-
stricting width to determine the optimal structure of the RBF neural network.  

It was shown that this proposed neural network was able to predict oil reservoir 
thickness with accuracy comparable to real measured data only using available sam-
ple and seismic feature parameters of finitely discrete oil wells. 

Moreover, a comparison of the prediction performance efficiency of GA-RBF 
model and BP model was demonstrated through a case study. The result showed that 
GA-RBF algorithm this paper proposed achieved smaller prediction errors compared 
with traditional BP algorithm. 
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Abstract. This paper discusses the development of the conceptual model of os-
cillation-equilibrium qualitative simulation(OEQS) for teachers group behav-
iors and the integration of the approaches of QSIM and Qualitative Reasoning. 
Teachers group behaviors oscillate between social field gravitation and cost 
gravitation, and regress gradually to reach an equilibrium. MATLAB 7.0 is 
used to code BP neural network for describing the two gravitations. Based on 
the model of OEQS, qualitative simulation engine drives the runs of description 
method, transition rules and filter theory. Visual Basic 2005 is used to code  
interval transition rule and graphics of group behaviors. Also, the paper illus-
trates the application to teachers group management. Simulation results show 
that OEQS model can serve as a virtual experiment tool for decision making in 
university management. 

Keywords: qualitative simulation, group behavior, neural network, QSIM. 

1   Introduction 

Psychological modeling of group behavior is first developed by Lewin[1], who forms 
the famous group dynamics. Since then group dynamics has become thoroughly  
embedded within many other branches of the social sciences[2]. Till now, a large in-
terdisciplinary literature has accumulated in the study of group behavior in theory, 
research and applications. There are a number of theoretical assumptions about the 
nature of human beings[3]. From the assumptions we can summarize two basic na-
tures: economic nature and social nature. This is the core reason of group behavior’s 
oscillation. 

Traditional computer simulation is probability and statistics theory based. The 
simulated system can be described by mathematical models with probability distribu-
tion functions. However, most systems within management field are called complex 
systems, which are not able to be described by mathematical models. In 1984 and 
1986, a series of qualitative simulation approaches for physical system are pub-
                                                           
* Corresponding author. 



388 T. Liu and B. Hu 

 

lished[4,5,6,7]. QSIM (Qualitative SIMulation) has been accepted extensively, and 
many other methods were published, such as Q2, Q3, fuzzy qualitative simulation, 
parallel QSIM[8,9,10,11] etc. So far, researches on QSIM have not been paused.  

Qualitative reasoning (QR) was derived from Causality Ordering proposed by 
Simon H. A. in 1950. After that, Iwasaki and Simon[7] utilized QR in analyzing be-
haviors of physical system. Iwasaki[12] improved this method to simulate hybrid sys-
tem with static and dynamic behaviors simultaneously. Salvaneschi, Cadei and  
Lazzari[13] integrated quantitative information with QR to simulate and explain the 
behaviors of physical system.  

In this paper we integrate description method of QSIM with qualitative reasoning. 
Qualitative simulation for complex behaviors of “humans” is the first problem to be 
solved. Properties of teachers group are as follows: smooth-abrupt change property, 
causality property, system property and oscillation-equilibrium property. Especially, 
the change process of teachers behavior runs with evaluating the value between the 
two gravitations. Then the oscillation happens as Fig. 1. 

 

Fig. 1. Behavior change process of teachers group 

Both gravitations of social field and economic field, are evaluated and quantified 
by BP(Back Propagation) neural network coded by MATLAB 7.0 introduced in Sec-
tion 2. Then, we have developed the conceptual model of oscillation-equilibrium 
qualitative simulation (OEQS) for teachers group behavior in section 3. Further, 
qualitative simulation methods are described in Section 4. In addition, an application 
to teachers group management is performed in Section 5. Finally, conclusions are 
drawn in section 6. 

2   Description of Gravitation 

Both gravitations of social field and cost pictured in Fig. 1 are fuzzy concepts. In this 
paper, BP(Back Propagation) neural network is used to evaluate and quantify them. 

2.1   Describing Gravitation Using BP Neural Network 

The mapping relationship between social field and its gravitation can be viewed as a 
type of function shown as Fig. 2(1). This function can be learned by BP neural net-
work represented in Fig. 2(2).  
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(1)             (2) 

Fig. 2. (1) The mapping relationship between social field and its gravitation. (2) BP neural 
network learning the mapping relationship between Social field and its gravitation. 

After BP neural network is trained in convergence, it is named as BPS. It then sub-
stitutes the function, i.e. the mapping relationship between social field and its gravita-
tion. When the social field has a change, input the changed social field into BP neural 
network, the output is then the new gravitation of social field.  

In the same way, the mapping relationship between the sensed cost and its gravita-
tion is also a type of mathematical function. After the function is learned by BP neural 
network, it is named as BPC. The changed cost C is inputted into BP neural network, 
the output is then the corresponding navigation of the sensed cost. 

2.2   Obtaining Inputs of BP Neural Network 

Let VC be inputs to BPC. Then the value of VC is illustrated in Fig. 3. Where, x-axis 
delegates qval, y-axis delegates the value of VC. 

 

Fig. 3. Value of VC 

From Fig. 3 we know that, when qval= lk or lk+1, correspondingly the value of VC is: 

VC = lk or lk+1 (1)

When qval = (lk, lk+1), calculating VC is given below. 
See VC as stochastic variable which is subjected to uniform distribution on [lk, lk+1]. 

Then the value of VC is expectation value of this uniform distribution, i.e. 



390 T. Liu and B. Hu 

 

VC = (lk+lk+1)/2 (2)

Teachers group who stay in social field is constrained by social field, so the behavior 
properties of teachers group may reflect the state of social field consciously. In this 
paper the behavior properties of teachers group are used to represent social field, i.e. 
state variables are served as inputs to BPS. 

In Subsection 4.1 state variable X is described by a tuple with three elements <qval, 
qdir, qdt>. Therefore, the inputs to BPS VX are derived from qval, qdir and qdt. We do 
not consider of qdir since what we need is magnitude which delegates the place X 
locating at the social field. But we consider of qdt, which delegates the change speed 
of X. It is obvious that, the change speed of X has influence on the state of social field. 
High speed means social field is not steady and its gravitation is high to the teachers 
group. Whereas, slow speed means social field is in relative steady state and its gravi-
tation is not much high to the teachers group. 

Therefore, calculating the value of VX is designed as Fig. 4 and 5. 

 
(1)lk≥0          (2) lk<0 

Fig. 4. Value of VX when qdt=1 

 
(1)lk≥0          (2)lk<0 

Fig. 5. Value of VX when qdt=2 

In Fig. 4(1), a is at 1/3 point from lk to lk+1. In Fig. 4(2), b is at 2/3 point from lk to 
lk+1. In Fig. 5(1), c is at 2/3 point from lk to lk+1. In Fig. 5(2), d is at 1/3 point from lk to 
lk+1. 
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According to theory of Equation 1 and 2, the value of VX is calculated as follows. 

• When qdt=1 and lk≥0: 
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• When qdt=1 and lk<0: 
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• When qdt=2 and lk≥0: 
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• When qdt=2 and lk<0: 
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Fig. 6 and 7 show the structure of BPS and BPC. Where |MX| is the gravitation of 
social field, |MC| is the gravitation of the sensed cost.  

 

Fig. 6. Schematic structure of BPS      Fig. 7. Schematic structure of BPC 

3   The Model 

We develop the conceptual model of oscillation-equilibrium qualitative simula-
tion(OEQS) for teachers group behavior, which is shown as Fig. 8. 
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Description method is the first component. After External environment and Man-
agement actions are input, the second component, Transition rules, start to work. 
Next, the third component, Filter theory, runs to yield the outputs, i.e. Teachers be-
haviors. The fourth component, Qualitative simulation engine, drives the runs of other 
three components. 

 

Fig. 8. Conceptual model of Oscillation-Equilibrium Qualitative Simulation(OEQS) 

4   Qualitative Simulation Methods 

4.1   Variables and Their Description 

The variables in this paper are classified as environment variable, decision variable, 
state variable and cost variables. Suppose E is environment variable set. E= {e1, e2,…, 
en}. D is decision variable set. D={d1, d2,…, dm}. X is state variable set. X={x1, x2,…, 
xp}. C is the corresponding cost variable set. C={c1, c2,…, cq}. 

State variable of physical system is described by a tuple with two elements in 
QSIM[6]. According to human behavior’s property, for state variable X, QS is de-
signed as a tuple with three elements <qval, qdir, qdt>. qval is the magnitude of f, 
which is defined as: 
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Where lk ∈{-0.9,-0.6,-0.3,0,0.3,0.6,0.9}. The corresponding fuzzy value is “very 
low”, “low”, “relative low”, “normal”, “relative high”, “high” and “very high”, re-
spectively. k∈{1,2,3,4,5,6,7}. qdir is change direction of f. qdir = {-, 0, +}. qdt is 
change time of f, i.e., delay time at the direction qdir. qdt = {1, 2}. “1” and “2”  
delegate short and long time, respectively. 

4.2   Transition Rules 

Interval transition can be represented as: 

QS(X, ti) =<qval1, 0, 0>→QS(X, ti, ti+1) =<qval2, qdir2, qdat2> 

Where, qval1 is defined in this Section, qdat2 ={1,2}, i.e., both of quick change and slow 
change are possible. There are two types of Interval transitions. Ones are those happen 
at initial time point when E or D has changes. Others are those happen in oscillation 
mode because of gravitations of social field and cost. In the first type of Interval transi-
tions, the calculators of qdir2 and qval2 are shown in Table 1 and 2. Where, A∈{E, D}. 
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Table 1. Calculator of qdir2                                    Table 2. Calculator of qval2 

 QS(A,ti)
W 

<-> <0> <+>
          qval1

qdir2 
l1 lk l7 

- + 0 - - l1 (lk-1, lk) (l6, l7) 

0 0 0 0 0 l1 lk l7 

+ - 0 + + (l1, l2) (lk, lk+1) l7 

In the second type of Interval transitions, calculator of qdir2 is: 

2( )
| | | |X C

d qdir
M M

dt
= −  (8)

Since qdir2 is the discrete variable and qdir2 = {-, 0, +}, from Equation 2 we can 
know that, when |MX|-|MC|<0, qdir2=”-”. When |MX|-|MC|=0, qdir2=”0”. when |MX|-
|MC|>0, qdir2=”+”. 

When qval1 = lk, calculators of qval2 are shown in Table 2. When qval1 = (lk, lk+1), 
suppose qval1 = l*, then calculators of qval2 are shown in Table 3. 

Table 3. Calculator of qval2 

qdir2 - 0 + 

qval2 (lk, l
* ) l* (l*, lk) 

Point transition is represented as: 

QS(X, ti, ti+1) = <qval1, qdir1, qdat1>→QS(X, ti+1) =<qval2, 0, 0> 

Where qdat1={1,2}. Calculators of qval2 are shown in Table 4, where 1 < k < 7. 

Table 4. Calculator of qval2 

      qval1 

qdir1 
l1 lk l7 (lk, lk+1) 

- l1 lk-1 l6 lk 

0 l1 lk l7 (lk, lk+1) 

+ l2 lk+1 l7 lk+1 

For transition of C, suppose influence interaction between X and C is w`, change 
direction of X is qdir, the transition of C is represented as: 

QS(C, ti) =<qval1> ⎯→⎯r QS(C , ti, ti+1) =<qval’> 

Then, calculators of r and qval2 are shown in Table 5 and 6. Let QS(C , ti+1) =QS(C, ti, 
ti+1). 
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Table 5. Calculator of r                                   Table 6. Calculator of qval2 

   qdir
w` 

<-> <0> <+>
      qval1

r 
l1 lk l7 

- + 0 - - l1 lk-1 l6 

0 0 0 0 0 l1 lk l7 

+ - 0 + + l2 lk+1 l7 

4.3   Filter Theory 

At initial time point t0, E or D has change. Through state transitions of X and C, suc-
cessor states of X are formed as s numbers of combination, i.e., teachers has s types of 
work behaviors. It is obvious that transition of C also have s numbers of combination. 
Take s numbers of combination of X as inputs to BPX0, s numbers of output can be 
obtained as MX1, MX2, …, MXS. Take s numbers of combination of C as inputs to BPC0, 
s numbers of output can be obtained as MC1, MC2, …, MCS. Let DMj be the magnitude 
of difference of MXj and MCj, calculator of DMj is: 

DMj=|MXj|-|MCj| (9)

Where j = 1, 2,…, s. Seek min{|DMj|}. Then the combination of X, which corresponds 
to min{|DMj|}, is the most possible successor behavior teachers choose. The other 
combinations of X can be pruned. 

4.4   Qualitative Simulation Engine 

For an teachers group of an enterprise, suppose that E or D has a change. So at initial 
time point t=t0, QS(E, t0) ≠<0> or QS(D, t0)≠<0>. For X={x1, x2,…, xp}, QS(X, t0) 
={qval, 0, 0}. Then the simulation engine is designed as follows: 

Let u=0, i=0. 

Step 1: According to QS(X, ti), train BP neural network to obtain BPXu and BPCu. 

Step 2: Trigger Interval transition of X to obtain QS(X, ti, ti+1). Trigger transition of C 
to obtain QS(C, ti, ti+1). 

Step 3: Trigger filter theory to obtain the optimal combination of X, and prune the others. 

Step 4: Trigger Point transition of X, let i = i +1, QS(X, ti) is obtained. If QS(X, ti) and 
QS(X, ti-2) are repeated, stop simulation, QS(X, ti-1, ti) is the new equilibrium; other-
wise, continue. 

Step 5: Let u = u + 1, go to Step 1. 

5   Applications 

The behavior of teachers group will tend to have awful change. For example, the 
loyalty degree of teachers to enterprise x1, or degree of work endeavor x2, or cohesion 
degree of teachers group x3, or all of them may have changes to become low.  
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There are two different methods. One is to use social methods, for example, to 
strengthen culture training for teachers, i.e. QS(d1, t)=<+>. Another is to use eco-
nomic methods, for example, to increase the salary of teachers, i.e. QS(d2, t)=<+>. 

Therefore, we suppose there are two alternatives of management scenarios: 

• Alternative 1: QS(d1, t1)=<+>, QS(d2, t2)=<+> 
• Alternative 2: QS(d2, t1)=<+>, QS(d1, t2)=<+> 

To compare the simulation results of Alternative 1 with Alternative 2, we analyze the 
three state variables separately in pairs. Simulation result of x3 under Alternative 1 is 
illustrated in Fig. 9. While, Fig. 10 illustrates simulation result of x3 under Alternative 2.  

 

Fig. 9. Change processes of x3 under Alternative 1 

 

Fig. 10. Change processes of x3 under Alternative 2 

The trend of change processes of x3 is identical to that of x2. In Alternative 1, at 
time stage t1 influence of social method on x3 is not heavy. It leads to x3 have two 
types of little change at time stage (t1, t2). After that x3 may stay at both “high” states 
and “low” states. Whereas, in Alternative 2, x3 is always at “high” states compared 
with Alternative 1. 

Simulation results of x1 and x2 are like that of x3. Therefore, with the above analysis 
by comparing the experiments of two alternatives, we can draw the conclusion that 
Alternative 2 is better than Alternative 1. If there is enough finance aid of enterprise, 
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mangers should choose economic method as early as possible. The social method is 
chosen afterward to support the effect of economic method and to keep teachers group 
behaviors at the good states. 

6   Conclusion 

We have developed a conceptual model of OEQS in this paper to research the simula-
tion of teachers group behaviors. Firstly, the generic phenomenon in management 
field and properties of teachers group behaviors are analyzed and summarized. Espe-
cially, the oscillation-equilibrium property is proposed from the perspective of two 
human natures, i.e. economic nature and social nature. Because of gravitations’ fuzzy 
and qualitative properties, BP neural network is used as a description tool. Then to 
achieve the qualitative simulation, the description methods in QSIM and Qualitative 
Reasoning are integrated. We define four types of variables and address two types of 
transition rules, apply filter theory and qualitative simulation engine to design and run 
simulation. Finally, the application of oscillation-equilibrium qualitative simulation to 
be served as the decision making tool is performed. The result of the optimal alterna-
tive that is chosen by leadership of universities illustrates the decision making support 
ability of OEQS model. 

The model of OEQS and the integrated approach are useful for researches on the 
simulation of teachers group behaviors. It can be served as an aided decision making 
tool for university leadership. The further application of the researches in this paper is 
to aid decision making in the field of complex management systems. 
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Abstract. With the rapid development of intelligent control, switched
systems have attracted great attention. This paper introduces the idea
of the switched systems into the field of dynamic neural networks. First,
a mathematical model of the switched dynamic neural networks is es-
tablished , in which a set of dynamic neural networks are used as the
subsystems. Secondly, a scalar function is constructed to develop a new
methodology for stabilization of switched dynamic neural networks. This
design guarantees the switched dynamic neural networks to be globally
asymptotically stable and inverse optimality with respect to a meaning-
ful cost functional. Finally, a numerical example is given to illustrate the
results.

Keywords: Dynamic neural networks, Switched systems, Stabilization.

1 Introduction

Neural networks have attracted huge attention and been studied widely [1], [2].
Among the different proposed neural networks, dynamic neural networks have
become an important methodology to various scientific areas, such as pattern
recognition, system identification and control, and combinatorial optimization.
Especially, with the rapid development of intelligent control, hybrid systems
[3],[4] have been studied. Some works have been done about the switched systems
[5]-[7]. Some methodology for the stabilization of the dynamic neural networks
and approaches about the inverse optimal control technique for dynamic neural
networks control have been proposed in [8]-[12], and the problem of stabilization
of the switched systems has been studied by several works [3],[7].

In this letter, we will study a class of switched dynamic neural networks
by integrating the theory of switched systems with neural networks and the
subsystems of the switched dynamic neural networks are a set of dynamic neural
networks. This paper is organized as follows: In Section 2, the mathematical
model formation and some preliminaries are given. The main results are stated
in Section 3. An illustrative example is given to illustrate the conclusion in
Section 4. Finally, concluding remarks are made in Section 5.

Z. Cai et al. (Eds.): ISICA 2009, CCIS 51, pp. 398–405, 2009.
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2 Preliminaries

A dynamic neural network model is described by the following equation [8]:

ẋ(t) = Ax(t) + Bσ(x(t)) + D�(x(t − ς)) + u, (1)

where A = −λI, is the state matrix, I is a n×n matrix, B ∈ �n×n is the nonlinear
feedback matrix, D ∈ �n×n is the discretely delayed connection matrix, u ∈ �
is the input, x ∈ �n is the neural network state, ς ∈ �+ is the time delay,
σ(x(t)) ∈ �n, �(x(t − ς)) ∈ �n, and

σ(x(t)) =
(
σ1(x(t)), σ2(x(t)), · · · , σn(x(t))

)T
,

�(x(t − ς)) =
(
�1(x(t − ς)), �2(x(t − ς)), · · · , �n(x(t − ς))

)T
.

Assumption: σ(x(t)), �(x(t)) are nonlinear Lipschitz continuous functions, and
σ(0) = �(0) = 0, so when u = 0, x = 0 is an equilibrium point of (1), and there
exist {

l−x ≤ σ(x(t)) ≤ l+x(t),
f−x(t) ≤ �(x(t)) ≤ f+x(t), (2)

where
l− = diag{l−11, l−22, · · · , l−nn}, l+ = diag{l+11, l+22, · · · , l+nn},

f− = diag{f−
11, f

−
22, · · · , f−

nn}, f+ = diag{f+
11, f

+
22, · · · , f+

nn}.
Switched dynamic neural networks can be described as follows

ẋ(t) =
N∑

i=1

ai

[
Aix(t) + Biσi(x(t)) + Di�i(x(t − ς)) + u

]
, (3)

where ai ≥ 0, i = 1, 2, · · · , N, N is the number of subsystems and
∑N

i=1 ai = 1.
To prove our theorem, the following lemma is also proposed in this letter.

Lemma 1 [1]: Let X, Y be any n-dimensional real column vectors, and let
P be an n × n symmetric positive definite matrix. Then, the following matrix
inequality holds:

2XTPY ≤ XTPX + Y TPY.

If P = I, then we can get:

2XTY ≤ XTX + Y TY

XTY ≤ 1
2
(‖X‖2 + ‖Y ‖2). (4)
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3 Main Results

In this section, we will establish and prove our main results. In order to establish
the stability conditions, we use the following Lyapunov function:

V (x(t)) =
1
2
xT(t)x(t) +

N∑
i=1

ai

∫ t

t−ςi

(
Di�i(x(s)

)T(
Di�i(x(s))

)
ds, (5)

Theorem 1: For the system of switched dynamic neural networks (3), if

u∗ = −
N∑

i=1

ai(2 + ‖l+i ‖2‖Bi‖2 + 2‖f+
i ‖2‖Di‖2)x, (6)

then the system is global asymptotically stable.

Prove: Take the time derivative of V (x(t)) along the trajectory of (3)

V̇ (x(t)) = xT(t)ẋ(t) +
N∑

i=1

ai

(
Di�i(x(t))

)T(
Di�i(x(t))

)

−
N∑

i=1

ai

(
Di�i(x(t − ς))

)T(
Di�i(x(t − ς))

)

= xT(t)
N∑

i=1

ai

[
Aix(t) + Biσi(x(t)) + Di�i(x(t − ς)) + u

]

+
N∑

i=1

ai

(
Di�i(x(t))

)T(
Di�i(x(t))

)

−
N∑

i=1

ai

(
Di�i(x(t − ς))

)T(
Di�i(x(t − ς))

)
. (7)

For the second right-hand side (RHS) terms of (7), using Lemma 1, we have

xT(t)Biσi(x(t)) ≤ 1
2
xT(t)x(t) +

1
2
σi(x(t))TBT

i Biσi(x(t))

≤ 1
2
xT(t)

(
1 + (l+i )T(Bi)T(Bi)(l+i )

)
x(t)

≤ 1
2

(
1 + ‖l+i ‖2‖Bi‖2

)
‖x(t)‖2. (8)

For the second right-hand side (RHS) terms of (7), using Lemma 1, we have

xT(t)Di�i(x(t − ςi)) ≤ 1
2
xT(t)x(t) +

1
2

(
Di�i(x(t − ςi))

)T(
Di�i(x(t − ςi))

)
(9)
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Substituting (6), (8), (9) into (7), we have :

V̇ (t) ≤
N∑

i=1

ai

[
− λi‖x(t)‖2 +

1
2

(
2 + ‖l+i ‖2‖Bi‖2

)
‖x(t)‖2 + x(t)Tu

+
1
2

(
Di�i(x(t − ςi))

)T(
Di�i(x(t − ςi))

)
+
(
Di�i(x(t))

)T(
Di�i(x(t))

)
−

(
Di�i(x(t − ςi))

)T(
Di�i(x(t − ςi))

)]

≤
N∑

i=1

ai

[
− λi‖x(t)‖2 +

1
2

(
2 + ‖l+i ‖2‖Bi‖2

)
‖x(t)‖2 + x(t)Tu

+
(
Di�i(x(t))

)T(
Di�i(x(t))

)]

≤
N∑

i=1

ai

[
− λi‖x(t)‖2 +

1
2

(
2 + ‖l+i ‖2‖Bi‖2

)
‖x(t)‖2 + x(t)Tu

‖f+
i ‖2‖Di‖2‖x(t)‖2

]

≤ −
N∑

i=1

ai

[
λi + 1 +

1
2
‖l+i ‖2‖Bi‖2 + ‖f+

i ‖2‖Di‖2
]
‖x(t)‖2

≤ 0. (10)

Hence system (3) is global asymptotically stable.
Then we continue to do further research about the global inverse optimality

with respect to a meaningful cost functional of this system.
For the following kind of nonlinear system

ẋ(t) = f(x(t)) + g(x(t))u, (11)

then

V̇ (x(t)) = x
T(t)ẋ(t) +

N∑
i=1

ai

(
Di�i(x(t))

)T(
Di�i(x(t))

)

−
N∑

i=1

ai

(
Di�i(x(t − ςi))

)T(
Di�i(x(t − ςi))

)

= xT(t)
N∑

i=1

ai

[
Aix(t) + Biσi(x(t)) + Di�i(x(t − ςi)) + u

]

+
N∑

i=1

ai

(
Di�i(x(t))

)T(
Di�i(x(t))

)
−

N∑
i=1

ai

(
Di�i(x(t − ςi))

)T(
Di�i(x(t − ςi))

)
= Vx(t)f(x(t)) + Vx(t)g(x(t))u + Ψ, (12)

where

Vx(t)f(x(t)) = xT(t)
N∑

i=1

ai[Aix(t) + Biσi(x(t)) + Di�i(x(t − ςi)],
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Vx(t)g(x(t)) =
N∑

i=1

aix(t)T = x(t)T,

Ψ =
N∑

i=1

ai

(
Di�i(x(t))

)T(
Di�i(x(t))

)
−

N∑
i=1

ai

(
Di�i(x(t − ςi))

)T(
Di�i(x(t − ςi))

)
.

We know

u = −
N∑

i=1

ai

(
2 + ‖l+i ‖2‖Bi‖2 + 2‖f+

i ‖2‖Di‖2
)
x

= −η
(
R(x(t))

)−1(
Vx(t)g(x(t))

)T
, (13)

where

η
(
R(x(t))

)−1 =
N∑

i=1

ai(2 + ‖l+i ‖2‖Bi‖2 + 2‖f+
i ‖2‖Di‖2),

(
Vx(t)g(x(t))

)T = x,

with η a positive definite constant.

Theorem 2: A positive-definite function q(x(t)) and a strictly positive-function
R(x(t)) exist, when the feedback control law (6) applied to the system (3), the
system can achieve global asymptotically stable, and globally inverse optimality
with respect to the following meaning cost functional

J = lim
t→∞{2ηV (x(t)) +

∫ t

0
q(x(τ)) + u(x(τ))TR(x(τ))u(x(τ))dτ}, (14)

where

q(x(t)) = −2ηVx(t)g(x(t)) + η2(Vx(t)g(x(t)))
(
R(x(t))

)−1(Vx(t)g(x(t)))T

− 2η

N∑
i=1

ai

(
Di�i(x(t))

)T(
Di�i(x(t))

)

+ 2η

N∑
i=1

ai

(
Di�i(x(t − ς))

)T(
Di�i(x(t − ςi))

)
= −2η

(
V̇ (x(t)) − x(t)Tu

)
− ηx(t)Tu

= η
(− 2V̇ (x(t)) + x(t)Tu

)
,

≥ η

N∑
i=1

ai

(
2
[
λi + 1 +

1
2
‖l+i ‖2‖Bi‖2 + ‖f+

i ‖2‖Di‖2
]
‖x(t)‖2

−
[
2 + ‖l+i ‖2‖Bi‖2 + 2‖f+

i ‖2‖Di‖2
]
‖x(t)‖2

)

= η

N∑
i=1

ai

(
2λi‖x(t)‖2

)
≥ 0, (15)
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and

R(x(t) =
(
η−1

N∑
i=1

ai(2 + ‖l+i ‖2‖Bi‖2 + 2‖f+
i ‖2‖Di‖2)

)−1

> 0. (16)

We can get

u(x(t))TR(x(t))u(x(t)) = −ηx(t)Tu, (17)

then

q(x(t)) + u(x(t))TR(x(t))u(x(t)) = η
(− 2V̇ (x(t)) + x(t)Tu

)− ηx(t)Tu

= −2ηV̇ (x(t)), (18)

so

J = lim
t→∞{2ηV (x(t)) +

∫ t

0
q(x(τ)) + u(x(τ))TR(x(τ))u(x(τ))dt}

= 2ηV (x(0)), (19)

which is the minimum of the cost functional.
From above, we can obtain the following remarks:

Corollary 1: If i = 1, and B = 0 then (3) can be used to stabilize delayed
neural networks in [4].

Corollary 2: If i = 1, and D = 0 the (3) can be used to stabilize dynamic
neural networks in [9].

Corollary 3: If we consider the switched property of this system, (3) can be
used to solve the problem about stabilization of the above systems that with
switched character as well as discrete delay.

4 Numerical Example

In order to illustrate the effectiveness of the methodology proposed in this letter,
we consider the following example. The switched dynamic neural Network is
given as (3), with λ1 = λ2 = 1, a1 = 0.3, a2 = 0.7,

B1 =
(

2 5
7 −3

)
, B2 =

(−1 4
3 2

)
, D1 =

(
4 −1
−1 4

)
, D2 =

(−5 2
4 6

)
,

σ1(x(t)) =
(

tanh(2x1(t))
tanh(3x2(t))

)
, σ2(x(t)) =

(
tanh(x1(t))
tanh(5x2(t))

)
,

�1(x(t − ς1)) =
(

tanh(3x1(t − ς1))
tanh(5x2(t − ς1))

)
, �2(x(t − ς2)) =

(
tanh(x1(t − ς2))
tanh(6x2(t − ς2))

)
,
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Fig. 1. Phase plane (t, x1, x2) while (u = 0)
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Fig. 2. Phase plane (t, x1, x2) while (u = u∗)

ς1 = 1 second, ς2 = 10 seconds, u = u∗, where u∗ is calculated using (6). If u = 0,
As can be seen in Fig.1. The neural network is not globally asymptotically stable.
If u = u∗, corresponding simulated results are shown in Fig.2. It is easy to know
the system can achieve global asymptotically stable, and illustrate Theorem 1
and Theorem 2.

5 Conclusions

In this letter, an approach to stabilize the switched dynamic neural networks,
has been proposed by combining the theory of switched systems and dynamic
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neural networks . And the design is based on the technique of nonlinear inverse
optimality with respect to a meaningful cost function. The new result would be
helpful for the control of nonlinear systems by dynamic neural networks.
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Abstract. Artificial neural network design is always trouble-causing without 
systematic rules and local optimum is usually connected with conventional 
grads based parameters optimization. This paper studies the optimization of 
neural networks design including structure and parameters based on co-
evolutionary genetic algorithm with degeneration. The ANN parameters are 
coded as genes co-evolving with control genes controlling degeneration. The 
value of control gene means the damaged rate of the corresponding gene coded 
for a parameter. Two kinds of genes influence mutually during evolution pro-
gress and the degeneration of a gene means the connection of the ANN can be 
eliminated accordingly. Experiments results show that this approach can get 
simpler ANN structure, better parameters and quicker training convergence. 

Keywords: genetic algorithm; co-evolution; degeneration; neural networks;  
optimization. 

1   Introduction 

After McCulloch and Pitts proposed neuron model in 1943, research on artificial 
neural networks was not always smooth. Till 1980s some new neural networks mod-
els and training algorithms were presented as well as the advancements in VLSI tech-
nology, interests in ANN were aroused again and application progress had been made 
in many fields where traditional methods were hard to deal with, such as nonlinear 
controlling, pattern recognition and associated memory etc[1]. 

However, the ANN designing for a certain application has not yet established a  
designing framework; experience of designers and experiments are still the main 
dependence. Though many machine learning methods have been proposed, ANN 
structure designing and parameters optimization remain a hard work, whose  
complexities and difficulties include: 

Every ANN is correlated with a certain application problem, and is hard to generalize 
or reuse. 

The size of ANN nodes and weighted connections is infinite, so it is impossible to 
do enumerative search for a problem. Too large scale ANN usually leads to over-fitting 
and poor generalization ability whereas too small scale ANN is bad in accuracy. 
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The knowledge an ANN learned lies in its hidden layer or layers, but no reasonable 
explanation about the hidden layer(s) structure and performance can be achieved, 
which leads to being hard to select the ANN structure for a certain purpose. 

Tiny change in an ANN parameter whose effect is not continuous may lead to 
completely different ANN output performance. With disperse numbers of nodes and 
connections, parameter space is nonconvex but multi peaks. So local optimum of 
parameters is inevitable by conventional training methods and gets worse with larger 
scale of ANN[2]. 

To solve this problem, ANN training process must be optimized for not only con-
nection weights, but also networks structure, where unnecessary nodes and connec-
tions can be eliminated while accuracy and performance maintained. 

ANN structure optimization methods can be divided into four types: choosing, re-
moving, constructing and simplifying[3]. The choosing method is based on experi-
ence and some criteria. For removing and constructing methods, ANN parameters 
training and ANN structure optimization are processed respectively with huge compu-
tation cost because tiny changing in ANN structure may lead to completely different 
performance. Whereas, for the simplifying method, ANN structure optimization is 
combined with parameters training, so computation cost is reduced[4]. 

During the recent ten years, many studies have been done on ANN structure sim-
plification based on genetic algorithm. Takahama and Sakai proposed binary coded 
genetic algorithm with mutant genes(MGGA)[5]. Leumg et al proposed real number 
coded algorithm with damaged gene(DGGA)[6] and genetic algorithm with degenera-
tion(GAD)[7]. These approaches have reduced unnecessary connections by restrain-
ing the genes that have little affections for individual surviving. However, because of 
huge searching space and genetic algorithm’s limitation, these approaches still cost 
vast computation and degeneration degree is uncontrollable. Too rapid degeneration 
leads to bad ANN performance, whereas slow degeneration leads to no optimization 
effect and bad ANN generalization ability[8]. 

In this paper, a co-evolutionary idea is introduced to genetic algorithm with  
degeneration and applied to ANN optimization, where degeneration can be con-
trolled. To accelerate evolving, uniform crossover is adopted for quickening local 
searching. 

2   Degeneration and Co-evolutionary Genetic Algorithm 

Degeneration that some unnecessary organs disappeared during evolving is a very 
common phenomenon in nature. It is directly caused by damaged gene, with which 
the individuals and offspring are more fit for survival[8]. If we treat every ANN con-
nection as an organ, ANN structure can be optimized just as creature evolving, con-
nection is reduced as organ degeneration. 

A damaged gene is an abnormal gene brought by mutation including substitution, 
insertion and deletion etc. In genetic algorithm with degeneration, a normal individ-
ual’s genes are coded for ANN parameters and another type of controlling  
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individual’s genes are coded for damaged rate which stands for parameter genes’ 
degeneration degree. Damaged rate values from 0 to 1, where 0 means for normal 
gene and 1 for completely damaged gene. 

As in GA, an individual is represented by a chromosome, which holds genetic in-
formation. The chromosome is represented by an array of genes G = g1g2…Gl, where 
L is the chromosome length. The mapping function from genotype to phenotype is h 
and the fitness function of the individual is f(h(G)). 

Controlling of degeneration degree and speed is a troublesome problem. To control 
the degeneration adequately, we adopt the co-evolutionary idea. 

In nature, all kinds of creatures maintain various feedbacks to influence each other, 
such as food chain and commensal etc. Different species’ restraint and stimulation 
have influenced their evolution. This kind of evolutionary phenomenon based on food 
chain or commensal is called co-evolution, which can be also considered as a positive 
feedback in evolution kinetics[8][10]. In 1990, Hillis applied this kind of co-evolution 
to searching optimization for the first time and proposed co-evolutionary genetic 
algorithm(CGA)[11]. In CGA, there are two types of co-evolving individuals that co-
operate or compete. The robust CGA that becomes a kind of fine-grained algorithm 
has successfully applied in sorting and restriction problems etc with more quickly 
evolving speed than conventional GA. 

3   Gene Coding for ANN and Fitness Function 

To apply CGA in ANN designing, individual setting and gene coding is the first step. 
Here two types of individuals are set: one coded for ANN parameters, and the other 
for controlling. 

All chromosomes of the individuals have the same length. The chromosome of a 
parameter individual is coded for ANN parameters and that of a controlling individual 
is coded as damaged rate of the corresponding parameter gene. Through evolving, 
ANN should get the simplest structure and allowed output error. All chromosomes 
take real data coding and the evolving includes choosing, crossover, mutation and 
degeneration based on fitness. 

A controlling individual coded for damaged rate controls the degeneration of a pa-
rameter individual that has the same gene length. Damaged rate values from 0 to 1, 
where 0 means a normal gene and 1 a completely damaged gene. The damaged rate 
changes according to fitness of the corresponding parameter individual. After the 
parameter individual evolved, namely, some parameters had been changed, fitness 
should be calculated again. If the fitness increases, the damaged rate of the evolving 
gene increases too and vice versa. When the damaged rate has exceeded a threshold, 
the corresponding gene degenerated, namely, the connection can be eliminated from 
the ANN. 

Fig. 1 shows two types of co-evolution individuals. The 3rd and 4th genes in  
the parameter individual can be degenerated, for their damaged rates have been 1 
already. 
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Fig. 1. Two types of co-evolving individuals 

An individual coded for parameters of an ANN is composed of an array of genes 
Gd which are coded for all connections and thresholds of activation functions of every 
neuron of every layer of the ANN: 

md LLLG ⋅⋅⋅= 32     (1)

k
n

kkk NNNL ⋅⋅⋅= 21
    (2)

( )( ) ( )( )k
i

k
i

k
in

k
in

k
i

k
i

k
i

k
i

k
i ddddN θθωωω ''

2
'
21

'
1 ⋅⋅⋅=    (3)

Here, Lk means the kth layer of the ANN, k
iN  means the ith neuron of layer k, n is 

the number of neurons in the layer, ( )k
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ij d'ω  stands for the connection weight between 
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activation function of neuron i of layer k. 
The neuron output corresponding to input IP is: 

( ) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= ∑ −

j

k
i

Pk
j

k
ij

Pk
i IOfIO θω 1     (4)

( ) ( )x
xf

−+
=

exp1

1       (5)

Here, k
iO  is the output of neuron i of layer k, f(x) is the activation function of the 

neuron. The Mean Square Error between the output of the ANN and the teaching 
signal is taken as the fitness function for evolving:  
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P is the number of samples for ANN training, 
∧

P
iO  is the No.i teaching signal data of 

sample p for input IP. 
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4   ANN Training Based on CGA 

After individuals chromosome coding and fitness setting, the co-evolution can be 
implemented as below: 

Initialization: 100 parameter individuals are initialized randomly as a population, and 
controlling individuals are all set as 0.5. 

Selection: according to fitness, some best parameter individuals and corresponding 
controlling individuals are duplicated as offspring. 

Crossover: parent generation individuals partner for crossover in probability Pc. To 
accelerate evolving, uniform crossover is taken here[9]. 

Mutation: parent generation individuals coded for ANN parameters mutate in prob-
ability Pm; damaged rates of the mutated genes mutate according to fitness of the 
mutated individual. The crossover rate Pc and the mutation rate Pm are chosen by 
experience. Conventionally Pm is from 0.001 to 0.1 and Pc is from 0.1 to 0.8.  

Mutation of parameter individuals influenced by co-evolution: if the damaged rate 
of a controlling individual exceeds the threshold, the corresponding gene of the pa-
rameter individual degenerates, namely the connection in the ANN can be eliminated. 

Mutation of controlling individuals: according to fitness, those genes of  the con-
trolling individuals corresponding to mutated or crossovered genes of the parameter 
individuals mutate: better is fitness, or output error is in allowance, bigger are the 
damaged rates of these genes and vice versa. 

Recycle to step selection. 
The evolution terminates in specified generations or gets the allowed output error. 

5   Experiments and Results 

A sorting problem solved by an ANN is designed to testify the co-evolution approach. 
As shown in Fig. 2, points in a 2-dimensional coordinates ranged from (-1,-1) to (1,1) 
are sorted to a class of four according to their coordinates. There are 1000 random 
samples for ANN training and 300 for testing. 

The ANN is initially designed as a perception whose hidden layer has 10 neurons, 
the input layer has 2 neurons for x-y coordinates input and the output layer has 4 
neurons for 4 classes. The input data are the sample’s x and y coordinates and the 
 

 
Fig. 2. A sorting problem in 2-dimensional space 
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output data is 1 standing for belonging to this class or 0 for no relation. The Sigmoid 
function is taken as activation function for every neuron. Then the individuals are 
coded for the ANN connection weights and activation function thresholds. Co-
evolution genetic algorithm is implemented according to part 3 of this paper and fit-
ness is calculated by formula (6). 

The ANN is also trained in conventional genetic algorithm[12] as a contrast. The 
output accuracy of the ANN is set as 75% to 95% respectively. Table 1 shows the 
necessary generations for ANN training till reaching the output accuracy in two ways 
and average convergence output accuracy: 

Table 1. Comparison of the ANN training convergence generations 

Accuracy >75%>80%>85%>90%>95%
average 

accuracy
GA 43 92 158 231 617 93.1%

CGAd 16 30 49 72 188 97.5%

 
Table 2 shows 300 testing samples output accuracy by ANN trained by CGAd and 

GA respectively. The evolving generations for ANN training are from 50 to 200: 

Table 2. Comparison of the ANN training accuracy 

Generations 50 100 150 200 
GA 76.1% 82.4% 84.5% 87.2%
CGAd 85.8% 91.6% 93.0% 95.9%

 

Fig. 3. 300 samples testing result 

The experimental results show that the calculating cost in CGAd is greatly de-
creased than that in conventional GA. For example, to get 90% output accuracy, the 
evolving generations needed by CGAd is only 1/3 of that by GA. Also the accuracy of 
the trained ANN in CGAd is 9% better than in GA in the same evolving generations. 
As shown in Fig. 3, 300 random testing samples are sorted by the ANN trained by 
CGAd. In simplified structure optimization,The CGAd Algorithm can simplify it to 
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Fig. 4. ANN structure with simplification and optimization 

meet the 3-storey structure, 1 hidden layer, 6 neurons in the hidden layer,and some 
connections can be omitted at the request of the 95 % of classification accuracy. 

6   Conclusion 

ANN designing based on co-evolution genetic algorithm can effectively optimize 
ANN parameters as well as its structure. The training speed is greatly quicker than 
conventional genetic algorithm and local optimum can be avoided. So evolving com-
putation is a new way for ANN designing. 
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Abstract. This paper proposes a new model called ACA-BP network. This 
network combines ant colony algorithm (ACA) with neural network and adopts 
ant colony algorithm to train authority value and threshold value of BP nerve 
network. It not only has the extensive mapping ability of neural network, but 
also has the advantages of high efficiency, rapid global convergence and dis-
tributed computation of ant system. The experiment result indicates the ACA-
BP neural network outperforms the BP neural network. 

Keywords: Ant Colony Algorithm (ACA), BP Neural Network, Optimize. 

1   Introduction 

As a kind of feed-forward neural networks widely used in many areas, BP neural 
network self-adaptively obtains high degree and non-linear mapping relation from 
input to output through training a large number of samples. But in practice applica-
tion, there are some problems with the traditional BP algorithm such as slow in con-
vergence pace, easy to run into the local optimization and take place the oscillation 
effect, uncertain hidden nodes’ number and initialization value[1]. 

Ant colony Algorithm(ACA) is a global heuristic algorithm based on the research 
of ant group behaviors in the natural world, which has characteristics of positive 
feedback, parallel computing, robustness and easy to combine with other algo-
rithms[2][3]. In recent years, some scholars put forward the max-min ant colony system 
(MMAC) and ant colony optimization (ACO) which open up new areas for ant col-
ony system theoretical study[4][5]. 

In this paper, ACA is adopted to train authority value and threshold value of BP 
nerve network. As a result, an ACA-BP neural network model is developed. Then, 
two experiments are used to validate the new model. The result shows that the ACA-
BP neural network model has higher prediction precision and better generalization 
ability than BP neural network. 

2   ACA-BP Network Model 

2.1   Basic Principle 

ACA-BP network adopts ant colony algorithm to train authority value and threshold 
value of BP nerve network, achieves the purpose of the intelligent optimization.  
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The basic idea of ACA-BP network can be described as follows[6][7]:  
Assuming the network has m  parameters, includes all the authority value and 

threshold value. Firstly, sort these neural network parameters, for each parameter  

( )1
i

i mP ≤ ≤ , set it to N  random nonzero values, take all possible values into a con-

gregation 
piI ; Secondly, define the number of ants as h , ants depart from the nest to 

the food source, each ant chooses values according to the amount of pheromone and 
the probability of moving in congregation 

piI . When the ant chooses the values of all 

congregations, it reaches the food source, and selects a set of network parameters. 
Then the ant returns to its nest along the walked path, updates the amount of phero-
mone. Repeat this process until all ants converge on the same path or reach a given 
number of iterations. Record the best authority value and threshold value obtained at 
the end, of which BP neural networks will make use. 

2.2   Algorithm Realization 

(1) initialization 
Initial time t  and the number of cycles 

cN  to zero, set the maximum cycle times 

maxcN . Set the number of ants as h , ( )pij Iτ  is the pheromone of the j -th element 

( )pij
p I  in congregation ( )1

pi
i mI ≤ ≤ , the pheromone ( )pij Iτ  in every congregation 

is 
0τ , and ( )pij Iτ∆  is 0, and all ants are placed in the nest. 

(2) Each ant travels along these m  congregations, and selects an element from N  
elements of each set according to the formula (1), and the m  elements make up a set 
of network parameters. Selected rule can be described as follows: for congregation 

piI , the probability of select the j -th element of the k -th( k =1, 2, …, h ) ant  

randomly according to the formula (1):  

( )( ) ( )
( )
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k pij
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pig
g

I
P I

I

ττ
τ

=

=
∑

 

(1)

(3) Repeat step (2), until all the ants reach the food source. 
(4)Assuming all ants from nest to the food source take m units of time, make 

t t m= + , 1
c cN N= + . Use authority value and threshold value chosen by the ants to 

calculate training samples’ output value and output error of BP neural network, record 
the optimal solution of current parameters, update the amount of pheromone accord-
ing to the formula (2):  

 ( )( ) ( ) ( )( ) ( )1
pi pi pij j j

t m tI I Iρτ τ τ+ = − + ∆  (2)

where ρ  is a number ranging between 0 and 1 and represents the volatility of the 
pheromone.  
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( )k

pij Iτ∆  is the pheromone trail on the j -th element in collection piI  by the  

k -th ant, which is computed by 

where Q  is a constant called pheromone intensity, which regulates the pheromone 

adjustment speed. k

e  is the maximum output error of the training samples using the 

authority value and threshold value of the k -th ant chooses, defined as 

1
max

sk

n
y de =

= − . In the formula, s  is the number of samples, y  is actual output and 

d  is expectation output of neural network. Error k

e  is smaller, the corresponding 

pheromone increases more. 

In addition, pheromone of every congregation is restricted between 
min max

,τ τ⎡ ⎤⎣ ⎦  

to avoid too fast converge on the local optimal solution. When the pheromone is more 

than the value 
maxτ , it is taken by 

maxτ . If the pheromone is less than 
minτ , it is 

taken by 
minτ . 

In order to extend the ant colony search space, eventually find the optimum  
solution, this model also introduces smoothing technology, which reduces  
the difference of pheromone in every congregation as far as possible. The  
formula is 

where [ ]0,1δ ∈ , called smooth intensity. if δ  is 0, smooth function will not play a 

role. If δ  is 1, the value of pheromone is 
max

( )tτ , which means that all pheromone 

are set to the initial value and eliminate the pheromone difference caused by current 

search. The introducation of smoothing technology can significantly enhance the 

algorithm solving efficiency. 
(5) If all ants convergence to a path or the number of cycle 

maxc cN N≥ , cycle is 

end, the best path is obtained, otherwise, goes to step (2). 

The flow chart of ACA-NN algorithm is shown in Figure 1. 
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3   Simulation 

In this section, we will use two different examples to validate the new model. We do 
experiment with two different algorithms, BP algorithm and the ACA-BP algorithm. 
For the two algorithms, we adopt same initialization conditions. 

Example 1: simulation of 1-dimensional function 

 

There are 51 learning sample, the structure of network includes three layers, in hidden 
layer we adopt 10 neurons. From the concrete simulation we obtain Figure 2 to Figure 5.  

Example 2: simulation of 2-dimensional function 

l
 

   
 

 
 

start 

initialization  

traversal all congregation 

update pheromone 

Fig. 1. Flow chart of ACA-NN algorithm 

convergence to a path 

NN cc max
≥

N 
N 
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Y 

Genetic algorithm 
set the best route as the 

authority value and threshold 
value of BP network 

Y 

BP algorithm 

ε BP
MSE ≤  N 

end 

Fig. 2. Training curve for BP-NN  Fig. 3. Training curve for ACA-BP 
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Choose training samples as 

 

The network includes 3 layers, in hidden layer we adopt 20 neurons. From the 
concrete simulation we obtain Figure 6 to Figure 9. 

  
 
 

   
 
 

Fig. 4. Simulation result  Fig. 5. Error curve  

Fig. 6. Training curve for BP-NN 

Fig. 8. Error surface for BP-NN Fig. 9. Error surface for ACA-BP 

Fig. 7. Training curve for ACA-BP NN  
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The two examples are utilized to validate the proposed new model. From all above 
figures, we can learn that BP neural networks system which is optimized by ACA has 
better convergence rate and higher learning precision. Meanwhile ACA-BP neural 
network can obtain better simulation results compared with BP algorithm. The simu-
lation shows the feasibility and validity of the ACA-BP neural network. 

5   Conclusion 

In this paper, a new ACA-BP network model is established, which combines BP neu-
ral network and AC algorithm, and is successful to introduce the AC algorithm to 
optimize authority value and threshold value of BP neural network. A performance 
comparison is emphasized on the ACA-BP network with the most commonly used BP 
network. The numerical results show that the ACA-BP network has a better training 
performance, faster convergence rate, as well as a better predicting ability than the BP 
network to the selected cases. It is worth to mention that the current study is very 
preliminary for the ACA-BP neural networks approach, and there are many works 
need to be carried on further. 
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Abstract. This paper presents a method based on information theory to estimate 
the distortion between the enrolled speaker’s model and the test utterance in 
speaker verification system. It uses the cross entropy (CE) to compute the 
distance between two parametric models (such as GMMs). Different from the 
traditional average log-likelihood method, it considers the symmetry between 
the test utterance and the referenced model. In the verification phase, the zt -
norm is used to compensate the session variability. Experiment results based on 
the TIMIT database show that the proposed method can efficiently reduce error 
rates over the standard log-likelihood scoring.  

Keywords: speaker verification; GMM score; cross entropy; Gaussian mixture 
model; normalization. 

1   Introduction 

Speaker recognition is the process of validating a claimed identity by evaluating the 
extent to which a test utterance matches the claimant’s model. In the text-independent 
speaker recognition, Gaussian mixture model-Universal Background Model (GMM-
UBM) [1] have proven extremely successful and most popularly used for many years. 
In state-of-the-art system, speaker-dependent GMMs are derived from a speaker-
independent universal background model (UBM) by adapting the UBM components 
with maximum a posteriori (MAP) adaptation using speakers’ personal training data.  

Speaker recognition can be classified into speaker identification (SI) and speaker 
verification (SV) [2]. This work focuses on speaker verification systems. The task for 
a SV system is to reject or accept a claimed identity by analysis a speaker’s voice on a 
test utterance. Two phases are necessary for the system to be able to accomplish this 
task. The first is design phase which the SV system uses training utterances to 
estimate statistical models of each of the speakers, and a world model. The second is 
verification phase, the system analyses a test utterance pronounced by the claimed 
identity and the world model to compute a verification score. 



420 X. Lu and J. Yin 

 

In the speaker verification system, we need a verification score and a threshold to 
decide whether to accept or reject a claimed speaker. Usually, we compute the 
posterior probability of the test utterance against the claimant speaker’s model and the 
world model as a verification score based on Bayesian rule, which is called the Log 
Likelihood Ratio (LLR). Computing of the average log-likelihood of the test utterance 
feature vectors based on assuming frame independence. Previous literature has 
suggested a variety of methods of GMM scoring. In [3], cross likelihood ratio was 
calculated between the GMM representing a target speaker and a GMM representing 
a test utterance. This was done by switching the roles of the training and  
test utterances and averaging the likelihood of the test utterance given the  
GMM parameterization of the training utterance given the GMM parameterization of 
the test utterance, but the inherent asymmetry of the GMM scoring remained. 
Parameterization of both training and test utterances in a symmetric framework was 
done in [4], where both target speakers and test utterances were treated symmetrically 
by being modeled by a covariance matrix. The distance between a target speaker and 
a test utterance was defined as a symmetric function of the target model and the test 
utterance model. But a covariance matrix lacks the modeling power of a GMM, which 
results in low accuracy. The GMM-simulation algorithm described in [5] has speeded 
up dramatically the speaker retrieval task compared to classical GMM. In this paper, 
we use Gaussian mixture modeling (GMM) for representing both train and test 
sessions, and introduce the information entropy to estimate the GMM score instead of 
the standard method of GMM scoring. 

In SV, before making the decision, the system needs to operate a score normalization 
because of the difference of the distributions of output scores for different speakers’ 
GMMs, which leads to speaker-dependent biases in the client score distribution. And in 
the real application, it is necessarily to need a global speaker-independent threshold for 
all of the test utterances. In current SV system, the most frequently used score 
normalization techniques are the z -Norm [1] and the t -Norm[6]  or a combination of 
both: zt -norm, which performs z-normalization followed by t -normalization, was 
originally proposed to compensate for both effects [7]. 

This paper is organized as follows. In Section 2, we provide a brief overview of 
speaker verification. In Section 3, we discuss CE method for speaker verification 
system. Finally, experiments and conclusions are described in Sections 4 and 5. 

2   Speaker Verification System 

2.1   Baseline System 

Most state-of-the-art text-independent speaker verification system use GMMs to 
represent a statistical model of each speaker. The GMM for a speaker s  is defined as: 

( ) ( )
1

| ; ,
M

s s s
t i i t i i

i

P x N xλ ω µ
=

= Σ∑  (1)

i.e., ( )|s
tP x λ  is a weighted sum of Gaussian distributions ( ); ,s s

i t i iN x µ Σ , where 

iµ  is the mean and iΣ  is the covariance matrix of the i -th Gaussian mixture, and iω  
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is the weight of the i -th Gaussian mixture, M  is the number of Gaussian mixture 

components, and where { } 1

T

t t
x

=
 is a D -dimensional feature vectors, T  is the frame 

number of feature vectors. The complete Gaussian mixture model is parameterized by 
the mean vectors, covariance matrices and mixture weights from all component 
densities. These parameters are collectively represented by the notation: 

{ }, , , 1, ,i i i i Mλ ω µ= Σ = L . GMM parameters are estimated using the standard 

Expectation Maximization (EM) algorithm. Each speaker has a unique model, 
describing the particular features of his/her voice.  In the verification phase, for a 

sequence of T  test vectors { } 1

T

t t
x

=
, the resulting GMMs are then used to compute 

the log-likelihood (LL) of  the test utterance vectors can be written in equation (2):  

( ) ( )
1

1
log | log |

T
s s

t
t

P X P x
T

λ λ
=

= ∑  (2)

In a GMM-UBM based speaker verification system, a likelihood ratio score between 
claimed speaker’s model likelihood score and the average likelihood score of a 
background set is used [8]: 

( ) ( ) ( )| log | log |s
T ULLR X s P X P Xλ λ= −  (3)

Where Tλ  represents the target speaker model, Uλ  is the UBM model parameters. 

Then, the standard approach is to normalize ( )|LLR X s and compare it with a 

threshold. If it exceeds the threshold, the claimed speaker is accepted, if not, it is 
rejected. In our work, we use the text-independent speaker verification GMM-UBM 
system as our baseline system.  

2.2   Score Normalization 

The use of score normalization techniques has become important in GMM-based 
speaker verification systems for reducing the effects of the many sources of statistical 
variability associated with log likelihood ratio scores [6].  

For a given target speaker s , the corresponding speaker specific supervector S  

and test utterance testx  speaker normalization is applied to the log likelihood ratio 

score ( )|testLLR x s . The definition of the score itself and its use in forming the 

decision rule for accepting or rejecting the claimed identity of speaker s  is provided. 

It is generally assumed that ( )|testLLR x s  is Gaussian distributed when evaluated 

over utterances that represent a range of the possible sources of variability. Two well-
known score normalization techniques, the z -norm and t -norm, form a normalized 
LLR score by obtaining estimates of the mean µ  and standard deviation σ and 

normalizing as: 
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( ) ( )|
| test

test norm

LLR x s
LLR x s

µ
σ

−
=  (4)

The z -norm and t -norm differ in how these normalization parameters are computed. 
In the z -norm, the parameters µ  and σ  are estimated as the sample mean and 

standard deviation of a set of log likelihood ratio scores ( )|iLLR x s , 

1, , impi N= K , where s  is the target speaker providing a speaker-specific posterior 

distribution of supervector s  and ix , 1, , impi N= K , is a set of impN  impostor 

speaker utterances. This represents an average of scores obtained by scoring the target 
speaker model against a set of impostor utterances.  

In the t -norm, the parameters µ  and σ  are estimated as the sample mean and 

standard deviation of a set of log likelihood ratio scores ( )|test jLLR x s , 

1, , impj M= K , where js , 1, , impj M= K , is a set of impM  impostor speakers 

providing impM  different posterior distributions of s . This represents an average of 

scores obtained by scoring a set of impostor speaker models against the test utterance. 
The zt -norm, which performs z -normalization followed by t -normalization, 

was originally proposed to compensate for both effects [7]. The form of the zt -norm 

is similar to the t -norm; however, both the test score ( )|testLLR x s  and impostor 

score ( )|test jLLR x s , 1, , impj M= K  used in computing the t -norm distribution 

are first normalized using the z -norm prior to implementing the t -norm. In this 
paper, we use the zt -norm for the score normalization process.  

3   Approximated Cross Entropy (ACE) 

In the field of information theory, the KL-divergence, also known as the relative 
entropy, also called cross entropy (CE), between two probability density functions 

( )f x  and ( )g x  is defined in equation (5): 

( ) ( ) ( )
( )|| log

f x
D f g f x dx

g x
= ∫  (5)

It is commonly used in statistics as a measure of similarity between two density 
distributions. The KL divergence was used in speech recognition as determining if 
two acoustic models are similar [9]. In our work, we use the CE to calculate the 
similarity between the target speaker model and the test utterance model. If the value 
of CE is smaller than a pre-decided threshold, indicating that the test utterance is 
similar to the target speaker, then could be accepted; Otherwise, the value is larger 
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than the threshold, indicating that the less similarity between the test utterance and 
target speaker, so could be rejected.  

Direct computation of the CE should become impossible with multi-dimensional 

data and complex statistical laws ( )f x  and ( )g x , which is the case in SV. 

Aronowitz et al [10] have proven that the average log-likelihood of a test utterance 
can be approximatively equate to the negative cross entropy of the target GMM and 
the true model for the test utterance. Therefore, by calculating the log-likelihood of a 
test utterance, we can try to estimate the negative cross entropy between the target 
GMM and the true model for the test utterance. In our work, we use the approximated 
cross entropy (ACE) [10] technique to compute the cross entropy.  

Assuming that the target speaker GMM model is denoted by Q , and the true 

model that generated the test utterance vectors is a GMM denoted by P . The average 

log-likelihood of an utterance 1 , , nX x x= L  of asymptotically infinite length 

n drawn from model P , is as following: 

( ) ( )( )

( ) ( )( )
( )

1

1 1
| log Pr |

Pr | log Pr |

,

n

i
i

n x

LL X Q x Q
n n

x P x Q dx

H P Q

=

→∞

=

⎯⎯⎯→

= −

∑

∫  
(6)

where ( ),H P Q  is the cross entropy between GMMs P  and Q . Equation (6) 

follows by an assumed ergodicity of the speech frame sequence and the law of large 
number. 

There are two approaches of estimating the ACE [10]. In this paper, after 
comparison on experiments results, we use the approach, expected ACE (E-ACE), is 
to calculate the expected negative cross entropy conditioned on the observed test data 
X as follows: 

( ) ( )( )

( ) ( )
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1

Pr | log Pr |
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−
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⎪ ⎪≅ ⎨ ⎬
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∫

∑
% %  (7)

Where Q
jω , Q

jµ , jΣ denotes the weight, mean vectors and covariance matrix of 

Gaussian j  of GMM Q  respectively. And 
( )ˆ ˆ

ˆ( )

P P UBM
g g gP

Pg
g

n r
n r

ω µ µ
µ ω

+
= +

% , 
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where ˆ P
gω  denotes the maximum-likelihood (ML) estimated weight of Gaussian g  

of GMM P  from the test utterance, and ˆ P
gµ  denotes the corresponding ML 

estimated mean. In our work, we use fixed diagonal covariance matrices GMMs, i.e., 
diagonal covariance matrices which are trained for the UBM and are not retrained for 

each speaker.  So the jΣ  is identical of the UBM
jΣ . 

4   Experiments  

This section presents the experimental evaluation based on the GMM-UBM system 
for text-independent speaker verification. 

4.1   Database 

The experiments were conducted using TIMIT database [11]. TIMIT database totally 
includes 630 speakers, including 438 male and 192 female speakers. Each speaker has 
ten different sentence utterances. The speech was sampled at 16kHz. In this paper, we 
randomly select 90 male speakers as a gender-dependent UBM training set. Among 
the remaining male speakers, 200 speakers are used for selecting the cohort sets for a 
impostor speakers set and 50 speakers are used for the target speakers set. MAP 
adaptation is performed with a fixed relevance factor of 16 for all speaker models. 
The training and test speech data of each target speaker were randomly selected and 
concatenated from the original TIMIT database, with no train/test data overlap and 
initial/trailing silence removed (3 utterances were for training data and the remaining 
were used as test utterances).  This gives 350 true tests (50×7) and 2000 impostor 
trials (200×10) per person. 

4.2   Evaluation Measure 

The performance of a speaker verification system is usually represented in terms of 
false acceptance rate (FAR), which is the number of false acceptances divided by the 
number of impostor accesses, and false rejection rate (FRR), which is the number of 
false rejection divided by the number of client accesses. A summary of these two 
values is often given by the equal error rate (EER), which is the point where FAR is 
equal to FRR. We also used the detection cost function (DCF) defined in [12]: 

( )arg arg1miss miss t et fa fa t etDCF C E P C E P= + −  (8)

where argt etP  is the a priori probability of the target tests with arg 0.01t etP =  and the 

specific cost factors 10missC =  and 1faC = .  

4.3   System Description 

The baseline system is essentially a GMM-UBM based text-indepentent speaker 
verification system. For feature extraction, an energy-based speech detector is applied 
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to remove the silence segment with low-energy frames and zero crossing rate of the 
signal. The remaining signals were pre-emphasized by a filter with transfer function 

11 0.97z−− . And then a 12-dimensional MFCC vector is from pre-emphasized 
speech every 10ms using a 25 ms Hamming window. Delta-cepstral coefficients are 
computed over a +2 frame span and appended to the cepstral producing a 24 
dimensional feature vectors.  

The universal background model (UBM) trained with the data from the development 
set. The UBM used in the experiment is in fact Gaussian mixture models (GMMs) with 
512 mixtures constructed through EM estimation. Given the UBM, the target speaker 
models are then derived using MAP adaptation. For the systems used in the experiment, 
the means vectors and the weights of the mixture components are adapted. 

In our work, zt -norm is also used for a score-based normalization approach to 

partly compensate the session variability. A set of impN =120 impostor speaker 

utterances were used for all of the z -norm results given. A set of impM  =46 

impostor speakers models were used for computing the t -norm results. 
Both the baseline system and the E-ACE based system are under the same 

experimental condition such as described above. 

4.4   Experimental Results  

Table 1 shows a comparison between the baseline system and the system based-proposed 
scoring method in text-independent speaker verification. In the baseline system, there 
was no any score normalization technique which is described in section 2.1. 

From the results in table 1 showed, it is obviously that the performance of based-
ACE system outperforms the baseline system. In comparison with the baseline 
system, the ACE system achieves relative EER reductions of 23.5%. However the 
performance of the ACE-system and the baseline+( zt -norm) system was closely. 
ACE+ zt -norm system has improved significantly over the system of baseline+ zt -
norm, with the EER reductions of 29.2% and the Min.DCF reductions of 38.9%  
respectively. We choose the ACE+ zt -norm as our eventual system. 

Table 1. Performance compare with proposed method and baseline 

system EER(%) Min.DCF 
Baseline 12.61 0.0644 

Baseline+ zt -norm 10.34 0.0349 

ACE 9.65 0.0368 

ACE+ zt -norm 7.32 0.0215 

Table 2. FAR and FRR for different duration of test utterances 

Time of test (second) FAR(%) FRR(%) 
5s 13.61 11.23 
30s 8.22 7.57 
50s 6.56 6.11 
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However, based on ACE GMMs scoring is affected by the length of test speech 
signal. Table 2 compares the FAR and FRR of the ACE+ zt -norm system with 
variability of the duration of test utterance. According to the results, with the length of 
test utterances increasing, the reductions of the FAR and FRR is obviously.  

5   Conclusion 

In this paper, we introduce the cross entropy to estimate the information distortion 
between two GMMs in the speaker verification system, contrary to the standard 
GMM scoring which is based on Bayesian rule, this approach applying the 
assumption on the test utterances, the assumption is that a GMM extracts the entire 
speaker information from an utterance as the same in the train stage, i.e., the GMM 
parameters comprise a sufficient statistic for estimating the identity of the speaker. 
Both parameterization of training and test utterances could make use of the symmetry. 
At the same time, the proposed approach may be beneficial for improving the 
robustness and complexity, because according to the approach, a GMM is fitted for a 
test utterance, the verification score is calculated by using only the GMM of target 
speaker and the GMM of the test utterance. 
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Abstract. This paper puts forward a kind of improved algorithm after analyzing 
the classical Apriori algorithm. Through scanning database only once, all trans-
actions are transformed into components of a two-dimensional array. The  
algorithm becomes more practical by introducing weight. Moreover, the unnec-
essary data are deleted in time, and the joining and pruning steps become  
simple. This, therefore, improves the efficiency of Apriori algorithm. 

Keywords: Data Mining; Association Rule; Apriori. 

1   Introduction 

Association Rule Mining [1] is proposed by R.Agrawal, et al. first of all in 1993, 
which has become an important data mining task and a focused theme in data mining 
research. Association Rule Mining leads to the discovery of associations and correla-
tions among items in large transactional or relational data sets and the discovery of 
interesting and valuable correlation relationship among huge amounts of transaction 
records. The object of Association Rule Mining is to find the rule that the occurrence 
of one event can lead to another incident happened. The APriori[2]  algorithm is the 
most classic association rule mining algorithm. APriori is a seminal algorithm pro-
posed by R.Agrawal and R.Srikant in 1994 for mining frequent itemsets for Boolean 
association rules. As we have seen, the APriori significantly reduces the size of can-
didate sets leading to good performance gain. However, it also suffers from two non-
trivial costs: it may need to generate a huge number of candidate sets and it may need 
to repeatedly scan the database and check a large set of candidates by pattern match-
ing. Many variations of APriori algorithm have been proposed that focus on  
improving the efficiency of the original algorithm. Several of these variations are 
summarized as follows: Hash-based algorithm, Transaction-reduction-based algo-
rithm [5], Partitioning-based algorithm [6], sampling-based algorithm, dynamic- item-
set-counting-based algorithm, array-based algorithm, and so on. But there are many 
deficiencies: the different itemset and different item of itemset are referred as the 
same in the variations of APriori algorithm, in fact, they are different. So, this paper 
puts forward a kind of improved algorithm. Through scanning database only once, all 
transactions are transformed to be components of array, and the algorithm becomes 
more practical by introducing weight .At the same time, the unnecessary data is de-
leted in time, the steps of join and prune become simple, and the efficiency of Apriori  
algorithm is improved. 
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2   Definition of Association Rule Mining 

2.1   Association Rule 

Let I={I1,I2,…,Im} be a set of item, we call an itemset. An itemset that contains k 
items is a k-itemset. Let A be a set of items. A transaction T is said to contain A if and 
only if A ⊆ D. An Association Rule is an implication of the form A ⊆ B, where A ⊂ I, 

B ⊂ I, and A∩B=φ . 

Rule support and confidence are two measures of rule interestingness. They respec-
tively reflect the usefulness and certainty of discovered rules. 

2.2   Support of Association Rule 

The rule A⇒B holds in the transaction set D with support s, where s is the percent-
age of transactions in D that contain A∪B(i.e., the union of sets A and B, or say, both 
A and B).This is taken to be the probability, P(A∪B).That is, 

support (A⇒B)=P(A∪B). (1)

2.3   Confidence of Association Rule 

The rule A⇒B has confidence c in the transaction set D, where c is the percentage of 
transactions in D containing A that also contain B. This is taken to be the conditional 
probability; P (B |A).That is, 

confidence(A⇒B)= P(B 

|A)=
support(A)

B)support(A ∪
=

unt(A)support_co

B)unt(Asupport_co ∪
  (2)

2.4   Strong Association Rule, Minimum Support Threshold, Minimum 
ConfidenceThreshold 

A Minimum Support Threshold and a Minimum Confidence Threshold can be set by 
users or domain experts. Rules that satisfy both a minimum support threshold 
(min_sup) and minimum confidence threshold (min_conf) are called strong. 

The objection of association rule mining is to find rules that satisfy both a minimum 
support threshold (min_sup) and minimum confidence threshold (min_conf) .Thus the 
problem of mining association rules can be reduced to that of mining frequent itemsets. 
In general, association rule mining can be viewed as a two-step process: 

1. Find all frequent itemsets. 
2. Generate strong association rules from the frequent itemsets. 

Because the second step is much less costly than the first, the overall performance 
of mining association rules if determined by the first step. 
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3   Synopsis and Property of Apriori Algorithm 

3.1   Basic Idea of Apriori Algorithm 

Apriori algorithm uses prior knowledge of frequent itemset properties. Apriori em-
ploys an iterative approach known as a level-wise search, where k-itemsets are used 
to explore (k+1)-itemsets. First, the set of frequent 1-itemsets is found by scanning the 
database to accumulate the count for each item,and collecting those items that satisfy 
both min_sup and min_conf. The resulting set is denoted L1. Next,L1 is used to find 
L2,the set of frequent 2-itemsets,which is used to find L3,and so on, until no more 
frequent k-itemsets can be found. The founding of each Lk requires one full scan of the 
database. To improve the efficiency of the generation of frequent itemsets, an Apriori 
property that all nonempty subsets of a frequent itemset must also be frequent is used 
to reduce the search space. 

3.2   Deficiency of Apriori Algorithm 

Although the performance of Apriori algorithm is improved, there are many deficiencies 
in it. 

1. It may need to generate a huge number of candidate sets. If there are 104 frequent 
1-itemsets, the Apriori algorithm will need to generate more than 107 candidate 2-
itemsets.Moreover, to discover pattern of size 100, it has to generate at least 1030 
candidates in total. 

2. It may need to repeatedly scan the database and check a large set of candidates by 
pattern matching. 

3. Any given itemset or any item of the itemset has the same important in Apriori 
algorithm.  In fact, there are many different among itemsets. Thus, the rules ob-
tained may not be really interest. 

4   Improvement of Apriori Algorithm 

4.1   Improvement of Apriori Algorithm 

Several variations are proposed in this paper, which are summarized as follows: 

1. Only one scan of database by using array, thus, the time of I/O operation is re-
duced. First the database is scanned, the item in each transaction is denoted as ‘1’ 
in array, or which is denoted as ‘0’.So, all the items are saved in array. At the same 
time, the number of occurrences of each item is counted by scanning the database, 
and is stored to the first column of array, A [i, 0]. Thereby, the item can be ac-
cessed directly in array in memory of unnecessarily accessing database frequently. 

2. The support count of each candidate itemset can be accumulated directly by array, 
which is the sum of each column in array, thus, the set of frequent 1-itemsets, L1, 
can then be determined. 

3. The concept of weight is introduced for the different item and the different itemset 
having different role. The user can judge if a given itemset or an item of the itemset 
is important and give them different weight value wij. So, the new support count of 
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itemsets needs to be calculated again with the weight value wij.  The itemsets that the 
new support count is less than min_up must be removed from array. Thus, the mean-
ing of frequent itemsets is changed and the former frequent itemset is not frequent. 

4. The size of candidate itemsets is reduced by prune with deep degree. When (k-1)-
itemsets are used to explore k-itemsets according to original Apriori Algorithm, we 
check the first column of array to find if the value less than k. If the value is less 
than or equal to k, the row of array is marked deleted, the next scan will skip it. 
Thus, the size of array is reduced, the efficiency of algorithm is improved.  

4.2   Improved Algorithm 

The pseudo-code for the improved Apriori algorithm and its related procedures are 
shows as follows: 

Algorithm: im_Apriori.  
Input:  
D:a databse of transaction 
min_sup:the minimum support count threshold 
W[i,j]:the weight of the item of transaction 
Output:  
L:frequent itemsets in D 
Method:  
Initializing array A[n,m];  
//n is the number of transaction，m is number of item.  
L1=find_frequent_1_itemsets(A);  
//find frequent-l-itemset 
// k-itemsets are used to explore (k+1)-itemsets 

for(k=2;Lk-1≠φ ;k++) 

{Ck= apriori_gen (Lk-1);  
For each transaction a∈A{//scan A for counts 
Ca=subset(Ck,a);  
//get the subsets of t that are candidates 
For each candidate c∈Ca 
c.count++; 
} 
c.count =c.count*Wij 
Lk={c∈Ck|c.count≥min_sup} 
} 
Return L=∪kLk;  
 
Procedure apriori_gen(Lk-1:frequent(k-1)-itemsets)  
For each transaction a∈A  
if a[i0]<k then  
delete a[i];  
else{ 
For each itemset l1∈Lk-1 
For each itemset l2∈Lk-1 
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If(l1[1]=l2[1]∧l1[2]=l2[2]∧…∧l1[k-2]=l2[k-2]∧l1[k-
1]=l2[k-1]then { 

C=l1 l2;// join step:generate candidates 
If has_infrequent_subset(c,Lk-1)then 
Delete c;//prune step:remove unfruitful candidate 
Else add c to Ck;  
} 
} 
return Ck;  
 
procedure has_infrequent_subset(c:candidate k-itemset;  
Lk-1: frequent (k-1)-itemsets);//use prior knowledge 
For each (k-1)-subset s of c 
If s∉Lk-1then 
return true;  
return false;  

4.3   Experiments and Result 

In order to validate the effect of the improvement algorithm, I do some experiments. 
In my experiment data, the number of item in a transaction is less than 10, and the 
average number is 5. After experimenting, I can get the following table to analyze the 
effect of the Algorithm. 

Table 1. Experiment data and experiment result 

Experiment data 
the number of the  

transactions 

The performing 
time of Apriori 

algorithm 
(Unit: Second) 

the performing 
time of  

improvement  
algorithm 

(Unit: Second) 
Test1 587 0.34 0.28 
Test2 5465 3.23 2.12 
Test3 78663 34.23 29.23 
Test4 234332 234.56 189.78 

From the result of experiment, we find that the improvement algorithm is more 
practical and effective than normal Apriori algorithm. 

5   Conclusions 

Association Rule Mining is an important data mining task and a focused theme in data 
mining research. This paper puts forward a kind of improved algorithm after analyz-
ing the classical Apriori algorithm. Through scanning database only once, all transac-
tions are transformed to be components of array, and the algorithm becomes more 
practical and effective by introducing weight .At the same time, the unnecessary data 
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is erased in time, the steps of join and prune become simple, the cost of computing is 
reduced, and the efficiency of algorithm is improved. 
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Abstract. Clustering analysis is an important technique used in many fields. 
But traditional clustering algorithms generally deal with numeric data. While 
clustering categorical data have always attracted researchers’ attentions because 
of their prevalence in real life. This paper analyses limitations of the categorical 
clustering algorithms proposed. Based on two observations, a new similarity 
measure is proposed for categorical data which considers the unbalance of at-
tributes. As the data are getting much larger and more dynamic, incremental is 
an important quality of good clustering algorithms. The clustering algorithm 
present is an incremental with linear computing complexity. The experiment re-
sults indicate that it outperforms other categorical clustering algorithms referred 
in the paper. 

Keywords: incremental clustering, attribute unbalance, categorical data. 

1   Introduction 

Clustering analysis is such an important data mining technique that is widely used in 
many application fields, such as image segmentation, network intrusion detection, and 
financial fraud detection [1], [6]. Clustering is partitioning objects into clusters or 
groups, so that objects in the same cluster are more similar than in other clusters. 

Nowadays, large amounts of data can be accumulated for various purposes. And 
data would be inserted or removed over time. Traditional clustering algorithms focus 
on static data sets, where data points are kept unchanged after being processed. When 
the data set is modified, they have to re-clustering the whole data set from scratch. 
However, re-clustering the whole data sets from scratch is time-consuming and even 
infeasible when the out-of-server time is limited. Clustering algorithms should be 
incremental which only update the clusters affected by the changed data. Here, we 
propose such an incremental clustering algorithm that only requires one scan of the 
whole data set, where clusters are incrementally updated on the new incoming data.  
                                                           
* Corresponding author. 
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Categorical data is prevalent in real life. Many fields, from statistics to psychology, 
deal with categorical data. Unlike numeric data, there is no explicit distance meaning 
in categorical data. For example, assums the domain of color is {red, green, blue}. We 
cannot tell how far or near between two different colors. So, the traditional distance-
based clustering algorithms like K-Means are not suitable for categorical data.  
Recently clustering categorical data has attracted many researchers’ attentions and 
many methods have been proposed [7], [2], [5], [3], [4]. However, as we discuss in 
Section 2, the similarity measures for categorical data proposed by these methods 
have their own shortcomings. 

Here, we would like to introduce our two observations. Firstly, A good clustering 
result should achieve data points in the same cluster have high intra-cluster similarity, 
and low inter-cluster similarity in others. For categorical data clusters, we expect that 
each attribute value predominates in one cluster and rarely occurs in other clusters. 
Secondly, in real-life data sets, attributes are unequal. They usually don’t have the 
equal contribution to the final decision. Based on these two observations, in this pa-
per, we propose a new similarity measure between cluster and data point which will 
be described in Section 3. 

For solving above problems, in this paper, we provide an Incremental Clustering 
algorithm which considers the Unbalance of Attribute value distribution for Categori-
cal data, short for ICUAC. 

The rest of the paper is organized as follows: In Section 2, we discuss the related 
works in this literature. In Section 3, we formulate the problem and describe our pro-
posed algorithm, ICUAC. And experimental results are presented in Section 4.  
Finally, we summarize some conclusions and future works in Section 5. 

2   Related Works 

Traditional clustering algorithms can be divided into partitional and hierarchical clus-
tering algorithms [1]. Since data turn to be larger, incremental clustering has attracted 
many studies recently. The BIRCH algorithm [11] is an incremental clustering 
method with early study, which using CF tree to summary clusters. However, it’s 
originally designed for numeric data. Here, we review recent clustering algorithms for 
categorical data. 

The K-Modes algorithm [7] is traditional partitional clustering method which ex-
tends K-Means method for clustering categorical data, replacing the mean of cluster 
with mode and placing data point to a cluster whose mode shares the most common 
attribute values with it and updating the mode. However, choosing only one attribute 
value for each attribute to represent a cluster can cause problems. Suppose that a gen-
der attribute in a cluster is 51% male and 49% female. Only choosing the male for the 
mode of it will lose the information from female, which is almost a half in it. 

The ROCK algorithm [2] is a hierarchical clustering algorithm which treats each 
record (data point) as one market-basket transaction and computes distances between 
two records using Jaccard coefficient. Two records are said to be neighbors when 
their distance below the pre-specified threshold. A link between two records exists 
when they share a neighbor. Records are grouped based on the links between them in 
an agglomerative way. However, the threshold is difficult to set in practice. And its 
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links estimation function ( )f θ  depends on data sets. Moreover, the time complexity 
of ROCK is high and not suitable for large data and incremental clustering process. 

The COOLCAT method [5] is an incremental clustering algorithm based on weigh-
ing entropy of clusters. It places data points from one cluster to another several times 
till obtaining the lowest entropy of the whole clusters. Hence, the computing time is 
considerable. What is more, when computing the entropy of clusters, the method 
assumes the attributes are independent, which is not true in real data set. 

The Squeezer algorithm [3] is an incremental clustering method which introduces a 
“support” conception (actually, attribute value frequency) to measure the similarity 
between cluster and data point. The similarity between a cluster and a point is the sum 
of the frequency of the point’s attribute value in that cluster. This clustering method 
places each new coming data point one by one to a cluster with maximal similarity if 
the value above pre-specified threshold, else the data point to be a new cluster. Like 
ROCK, the similarity threshold is hard to set. Moreover, it is order-sensitive (data 
input order affects clustering result). 

The FAVC algorithm [4] first partitions all the tuples (records) into k clusters ran-
domly, and then repeats re-assigning each tuple to the cluster with maximal similarity 
until the expected entropy of clustering result below pre-defined threshold. It defines 
the similarity between one cluster and a tuple as the sum of all the 12

n
−  combinations 

of n attribute values (of the record) frequencies in that cluster. The computing time 
complexity as pointed out by the authors is increasing at geometric series. Hence, 
when n is large, the computing time is very considerable. 

Above all, all the clustering algorithm mentioned above do not consider the unbal-
ance of attribute value distribution in real-life data sets. [8] presents a fuzzy clustering 
method with feature weighted, in which the weights are computed on the whole data 
set before clustering. But computing weight on the whole data set is impossible when 
using incremental method for clustering dynamic increased data. 

3   Our Algorithm 

In this section, we present our ICUAC algorithm that is based on the conditional 
probability of an attribute value in one cluster and its weight attained after considering 
its distribution over all the clusters. We formulate the problem in Section 3.1 and 
present our ICUAC algorithm in Section 3.2.  

3.1   Problem Formulation 

The clustering problem we try to solve can be formulated as follows.  Given a data set 
D of n points,

1 2
{ , , , }

T

n
D P P P= L  where each point is a multidimensional vector of m 

categorical attributes,
1 2

[ , , , ]
i i im

Pi P P P= L , 1, 2, ,i n= L . Define the domain of attribute 

u
A  as { }1( )

u iu

n
iDom A P== U , 1, 2, ,u m= L . This definition denotes that the domain of an 

attribute can be changed when the data set has been modified. Given an integer k , we 
would like to partition the points into k clusters

1 2
, , ,

k
C C CL . The clustering result 

is
1 2

{ , , , }
k

C C C C= L , where
1 2

{ , , , }
r r rr s

C P P P= L , 1, 2, ,r k= L , | |
r

r
C s= , 1| | | |

rk

r sD C == = ∑ .  



436 J. Chen et al. 

Definition 1. The similarity between point 
i

P  and point 
j

P  is a Jaccard coefficient 

like measure, defined as follow: 

1

1

( , ) ( , )
m

i j iu jum

u

J P P P Pφ
=

= ∑       where  {1,
( , )

0,

x y
x y

x y
φ

=
=

≠
. (1)

Definition 2. The similarity between cluster 
r

C and point 
i

P  is defined as follow: 

1

( , ) Pr( | ) ( )
m

r i u iu r u u iu

u

Sim C P A P C W A P
=

= = ∗ =∑  (2)

where                                
'

'

1

( )
( )

( )

u u iu

u u iu m

u u iu

u

W A P
W A P

W A P
=

=
= =

=∑
 

(3)

Pr( | )
u iu r

A P C=  is the conditional probability of attribute value 
iu

P given cluster 
r

C , 

and ( )
u u iu

W A P=  is the weight of attribute value 
u iu

A P= , which has been normalized. 
'
( )

u u iu
W A P=  is defined by Definition 3. It’s not difficult to figure out that the similar-

ity value belongs to [0, 1].  
According to our first observation, if the attribute-values of a point have high prob-

ability occurring in one cluster, the point is much similar with this cluster. And accord-
ing to our second observation, attribute value distributions are unbalanced. If one  
attribute value predominates in only a few clusters, then it should have higher weight; 
otherwise, if it’s prevalent over all clusters, then its weight should be lower. Obviously, 
Equation 2 can achieve both qualities, which promises that if one point shares more 
import attribute-values of one cluster, then it can be more similar with that cluster. 

Definition 3. The weight of an attribute value is defined as follow: 

' ' '

1

1
( ) 1 Pr ( | ) * log Pr ( | )

log

k

u u iu u iu r u iu r

r

W A P A P C A P C
k =

−
= = − = =∑  (4)

where                            '

1

Pr( | )
Pr ( | )

Pr( | )

u iu r

u iu r k

u iu r

r

A P C
A P C

A P C
=

=
= =

=∑
 

(5)

Equation 4 is very similar with the entropy equation, which can tell how chaos of a 
system. We divide the entropy by log k for normalizing the weight in [0, 1] and also 
treat equation 5 with the same principle. Assumes some attribute value spreads over 
all clusters, that is to say, its conditional probabilities in clusters are almost the same, 
and then the Equation 4 gives very low weight for this attribute value. Otherwise, 
assume one attribute value’s conditional probability in one cluster is 1, while the 
others is 0, then Equation 4 will get this attribute value a weight of 1. That makes 
sense, because such attribute value is just an important feature of that cluster and it is 
worthy of high weight.  
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Table 1. Initialization Steps 

1. Given w (<=buffer-size) points 
1 2

{ , , , }
w

P P P P= L  and k empty clusters 

1 2
{ , , , }

k
C C C C= L , where k is the desired number of clusters, let B = ∅  

2. For each point 
i

P  in P , compute
,

( , )
j

i i j

P P j i

SJ J P P
∈ ≠

= ∑   

3. Place 
t

P  in 
1

C , satisfying arg max{ }
t

t i
P P

P SJ
∈

= , { }
t

B B P= U  

4. Place 
r

P  in 
2

C , satisfying arg max{(1 ( , )) * }
i

r i t i
P P B

P J P P SJ
∈ −

= − , { }
r

B B P= U , 2d =  

5. While d k<  do 

a) For each 
i

P  in P B− , compute min{(1 ( , )) * }
q

i q i
P B

J P P SJ
∈

−  

b) Place
s

P  in 
1d

C
+

, which satisfies arg max{min{(1 ( , )) * }}
q

i

s i q i
P BP P B

P J P P SJ
∈∈ −

= − , 

{ }
s

B B P= U , 1d d= +  

6. End While 

7. For each  
i

P  in P B−  

a) Assign 
i

P  to 
r

C  in C  which satisfies arg max{ ( , )}
s

r s i
C C

C Sim C P
∈

= ,  

update
r

C , where ( , )
s i

Sim C P  is defined in Definition 2. 

8. Repeat: 

a) for each point 
i

P  in P , where 
i

P  has assigned to 
r

C  

i. re-compute each ( , )
s i

Sim C P  where 
s

C  in C  

ii. if  t r≠ where arg max{ ( , )}
s

t s i
C C

C Sim C P
∈

= , then re-assign 
i

P  from  

r
C to 

t
C , update 

r
C  and 

t
C  

9. Until no 
i

P   has changed its assigned cluster, or reach the pre-specified iterations 

3.2   ICUAC Algorithm 

Our ICUAC algorithm consists of two parts: initialization steps and incremental steps. 
Initialization is very important for many clustering algorithm, especially for parti-
tional clustering algorithm whose clustering result affected by the number of clusters 
and k initial seeds (centers of clusters). [9]. 

Here, we propose a simple initialization way which will supply good initial clusters 
for incremental steps in that important attribute value most occurs in its own cluster. 
The detailed initialization steps have been shown in Table 1. Preparation is done by 
step 1, where k is user-defined parameter and m is number of points for initialization 
which is less than the size of buffer (e.g. 500). Step2 and Step 3 aim at finding a point 
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as the first cluster that has most similarity with others. Step 4 is finding the second 
point as the second cluster that not only has similarity with others but also is dissimi-
lar with the first point. The function we use in Step 4 is exactly based on this idea. 
The following Step 5 is almost the same, which finding k-2 points as k-2 clusters 
which have most similarity with others but dissimilar with the existing points as clus-
ter. The remaining points are assigned to their proper clusters in Step 7. Step 8 is a 
refining process which repeats until no points changing their proper clusters (conver-
gence) or reaching the iterations (e.g. 100 times).  

Incremental steps of our algorithm are shown in Table 2. Step 1 and Step 2 are 
preparation steps, where n is the number of data points read in buffer which is less 
than the size of buffer (e.g. 500). Step 3 is assigning the n data points to their proper 
clusters according to its maximal similarity with that cluster. Step 4 and Step 5 are 
also a refining processing step. The process is terminated when it converges or reach-
ing the iterations. 

Table 2. Incremental Steps 

1. Given an initial set of k clusters 
1 2

{ , , , }
k

C C C C= L  

2. Read new coming n (<= buffer-size) points 
1 2

{ , , , }
n

P P P P= L  to memory 

3. For each point 
i

P  in P  

b) compute each ( , )
s i

Sim C P  where 
s

C  in 
1 2

{ , , , }
k

C C C C= L  

c) assign 
i

P  to 
r

C  in C  satisfying arg max{ ( , )}
s

r s i
C C

C Sim C P
∈

= , update 
r

C  

4. Repeat: 

d) for each point 
i

P  in P , where 
i

P  has assigned to 
r

C  

i. re-compute each ( , )
s i

Sim C p  where 
s

C  in C  

ii. if t r≠  where arg max{ ( , )}
s

t s i
C C

C Sim C P
∈

= , then re-assign 
i

P  from 
r

C  

to 
t

C , update 
r

C  and 
t

C  

5. Until no 
i

P  has changed its assigned cluster, or reach the pre-specified iterations 

6. Terminate if no new points come , otherwise go to Step 2 

4   Experiments 

In this section, we first give two widely used methods for evaluating clustering result 
in Section 4.1.  And we used two kinds of data sets – real data sets and synthetic  
data sets, one for evaluating the quality of our algorithm and the other for testing the 
scalability of our algorithm in Section 4.2 and Section 4.3.  

We implemented our algorithm in Java. And experiments were conducted on a ma-
chine equipped with Intel Pentium-R processor running at 2.00GHz and 512MB of 
main memory, running Microsoft Windows XP Professional operating system. 
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4.1   Evaluation of Clustering Result 

The first measure of clustering quality is expected entropy defined as follow: 

1

| |
( ) ( )

| |

k

r

r

r

C
E C E C

D=

= ∑         where  ( ) ( ) log ( )
r j j

j

E C P L V P L V= = =∑  (6)

Here, L  is a class attribute which did not participate in the clustering. And 
j

V  is one 

value of attribute L . The smaller the value of ( )E C , the better clustering results. 
The second measure for evaluating clustering is the category utility function which 

attempts to attempts to maximize both the probability that two points in the same 
cluster have attribute values in common, and the probability that points from different 
clusters have different attributes [5]. The CU function is shown in Equation 7,  

2 2
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| |
[ ( | ) ( ) ]

| |
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r

i ij r i ij

r i j

C
CU P A V C P A V
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where ( | )
i ij r

P A V C=  is the conditional probability that the attribute 
i

A has the value 

ij
V  given cluster 

r
C , and the ( )

i ij
P A V=  is the overall probability that the attribute 

i
A  

having the value 
ij

V  in the entire data set. Hence, the higher the value of CU, the bet-

ter clustering results. 

4.2   Real Data Sets and Results 

We used three real data sets all from UCI Machine Learning Repository [10] for 
evaluating clustering quality. 

The “Soybean” data set has 47 records and 35 attributes. Among the 35 attributes, 
there is one class (or label) attribute which has four values each representing one 
disease. Except for one disease which has 17 records, all other diseases have 10 re-
cords. And the class attribute is not used for clustering. 14 attributes of the 35 attrib-
utes have only one category, which were not deleted but retained in our experiment. 

The “Mushroom” data set have 8124 records and 23 attributes (include label attrib-
ute). The poisonous/edible attribute is a label attribute not used for clustering. Each 
record represents a mushroom. And 4208 records are edible mushrooms and 3916 
records are poisonous mushrooms. 

The “Congressional Voting” data set contains 435 records: 267 for Democrats and 
168 for Republicans and 17 attributes (include label attribute). All attributes except 
the label attribute are Boolean with either yes or no. However, the data set has miss-
ing values and “Mushroom” data set also has such problem. Here, we simply treat 
them as a new ordinary value. 

The clustering results of “Soybean” data set using the three algorithms have been 
shown in Table 3. We set the user-input similarity threshold S to 26 for Squeezer. 
And we set the desired number of clusters K for K-Mode and ICUAC to 4. For 
ICUAC, we set its buffer size to 500, maximal iterations to 100 (usually converged 
after several times in our experiments), which was also the same for the following 
data sets. Each algorithm was executed 10 times and the input records were disorder 
randomly for each time (The following experiments used the same method). For 
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Squeezer, we only retained the clustering results when total number of clusters found 
by it is 4. Table 3 shows that our ICUAC algorithm can get the best clustering result 
each time. In the best case, Squeezer and K-Mode also can find the good clustering 
result, but bad in the worst case. One reason can be explained by the efficiency of the 
initialization steps of our ICUAC, which is not so sensitive to data input order. An-
other reason is our ICUAC algorithm considering the unbalance of attributes. Actu-
ally, there are many attributes have only one category in “Soybean” data set as we 
pointed out before. 

Table 3. Clustering results of ICUAC, Squeezer and K-Mode using Soybean data set (“Entr” 
short for entropy) 

Worst Case Best Case Average  
CU Entr CU Entr CU Entr 

ICUAC 7.7357 0 7.7357 0 7.7357 0 
Squeezer 6.9044 0.3619 7.7357 0 7.2269 0.2363 
K-Mode 4.8748 0.7099 7.7357 0 6.2756 0.3556 

 
The clustering results of “Congressional Vote” data set using the four algorithms 

(For the difficulty of setting the similarity threshold exactly, Squeezer was not taken 
for comparison any more) have been shown in Table 4. We set the desired number of 
clusters to 2 for all. And for FAVC and COOLCAT, the sample size is 40%. The CU 
value of ICUAC is almost the same with FAVC and COOLCAT, but its running time 
is smaller.  

Table 4. Clustering results of ICUAC, K-Mode, FAVC and COOLCAT using Congressional 
Vote data set 

 CU Entropy Time (Sec.) 
ICUAC 2.9241 0.4954 0.234 
K-Mode 2.8948 0.504 0.142 
FAVC 2.92 N/A 1.83 
COOLCAT 2.9 N/A 0.33 

 
The clustering results of “Mushroom” data set by the four algorithms present in 

Table 5. We set the desired number of clusters to 20 for all. The sample size is 40% 
for FAVC and COOLCAT. As shown in Table 5, the CU value of ICUAC is the 
highest and also with smaller running time. 

 
Table 5. Clustering results of ICUAC, K-Mode, FAVC and COOLCAT using Mushroom data set 

 CU Entropy Time (Sec.) 
ICUAC 9.5464 0.0344 3.78 
K-Mode 7.8000 0.2079 3.25 
FAVC 6.5 N/A 828 
COOLCAT 6.5 N/A 2175 
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4.3   Synthetic Data Sets and Results 

For testing the scalability of ICUAC, we would like to use a synthetic data generator 
[12] to generate data sets with different numbers of tuples (from 1k to 1000k) and 
attributes (from 5 to 50) using 3 rules. As shown in Figure 1, the running time (ex-
cluding I/O time) of ICUAC is linear regarding the number of attributes and the size 
of the data set. 

 

Fig. 1. Running times of ICUAC for synthetic data sets, where D is the data size and A is the 
number of attributes 

5   Conclusions 

In this paper, we propose a new similarity measure for categorical data which consid-
ers the unbalance between attributes. The clustering algorithm ICUAC we present is 
incremental with linear computing complexity. And the experiments have proved that 
ICUAC outperforms proposed clustering algorithms, which work well on many data 
sets with less order-sensitivity and smaller computing time. In the future works, we 
would like to extend our new similarity measure for mixed data type. And apply our 
algorithm for streaming data or intrusion detection. 
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Abstract. Gene expression is regulated  by miRNAs or micro RNAs which can 
be 21-23 nucleotide in length. They are non coding RNAs which control gene 
expression either by translation repression or mRNA degradation. Plants and 
animals both contain miRNAs which have been classified by wet lab tech-
niques. These techniques are highly expensive, labour intensive and time con-
suming. Hence faster and economical computational approaches are needed.  In 
view of above a machine learning model has been developed for classification 
of plant and animal miRNAs using decision tree classifier. The model has been 
tested on available data and it gives results with 91% accuracy. 

Keywords: Micro RNA’s, Decision Tree, Classification, Cross validation. 

1   Introduction 

A thorough understanding of the basic process of miRNA functioning is important 
because miRNAs have wide application in development of biotech products, diagnos-
tics, drug  development, agro industry and therapeutics for example .miRNA based 
drugs[4]. The miRNAs in animals besides controlling regulatory functions have role 
in diseases like cancer, heart ailments, neurological disorders and aging. In plants they 
play specific role in plant development, including the regulation of flowering time and 
floral organ identity, leaf polarity and morphology. In Agro Biology they can play a 
major role in enhancing crop productivity and increasing the resistance towards major 
pests and diseases.There is a growing interest in identifying miRNA and determining 
their role in skeletal muscle and  adipose tissue development in cattle. Also the miR 
motifs are associated with feed efficiency which is an important factors that represent 
greater than 50% of the total cost in most livestock production systems[5]. Hence 
correct identification of miR that regulate cellular processes and impact economically 
important traits is the need of the industry. 

The information of classification is useful in diverse areas like evolutionary stud-
ies. The miRNAs belonging to one specie show conservation with other species  
e.g. those conserved in Arabidopsis show conservation with rice (Oryza sativa).  
This shows evolutionary decent. Hence through classification information their evolu-
tionary conservation can be predicted. This classification of various features has  
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application in forensic sciences as well where the miRNA belonging to the organism 
can be identified. The miRNA classified can be shown to have relationship with the  
sequence, structure and function of the genes lying nearby. The upstream and down-
stream genomic region can be identified with miRNA classification and signature [1]. 
By correlating their functions with the mRNA they control, the specific role they play 
in organism and hence the resultant functions of genes they control can be of great use 
in systems biology.  Recently it has been shown that the miRNA precursor  
stem–loops structures exhibit greater mutational robustness in comparison with ran-
dom RNA sequences with similar stem–loop structures. This is attributed not to base 
composition bias or thermodynamic stability but towards direct evolutionary pressure 
towards increased mutational robustness [17]. This requires better understanding  
of characteristics of miRNAs which can be done by understanding the differences 
between miRNA’s of different organisms.  In various laboratories throughout the 
world novel miRNAs in various species of plants, animals and other organisms are 
routinely attempted to be discovered using both in-vivo and in-silico techniques. A 
comprehensive literature survey reveals that no attempt has been made so far to  
develop computational approaches for classification of plant and animal miRNAs. 
Thus there is a need to develop newer algorithms which are robust, fast and economi-
cal considering the financial and time constraint which it poses on existing lab  
techniques. 

Plant and animal miRNA system show basic similarity in their function, both play 
fundamental role in development and control regulatory genes. They both post tran-
scriptionally regulate gene expression by interacting with their target mRNA which 
are often genes involved with regulation of key developmental processes. Despite 
these similarities both plant and animal miRNAs exert their control in fundamentally 
different ways. In plants the first step of miRNA biogenesis involves DCL1 whereas 
Drosha in animals is key regulator of this feature [1], [15]. Most of the miRNA’s in  
plants are derived from single primary transcripts from loci found in the intergenic 
regions of the chromosomes but few from introns. Plant miRNAs mainly regulate 
their targets by cleaving the coding regions of the RNA whereas animal miRNAs 
mainly operate by translation repression [9], [10], [11]. But there is almost always an 
exception that breaks the rule. Here the above characteristics which are most suitable 
are combined to give an accurate classification. Rests of the parameters which do not 
contribute to the accuracy of the classifier are omitted. 

2   Materials and Methods  

Decision tree induction is the learning of decision trees from class-labeled training 
tuples. A decision tree is a flowchart-like tree structure, where each internal node (non 
leaf node) denotes a test on an attribute, each branch represents an outcome of the 
test, and each leaf node (or terminal node) holds a class label. The topmost node in a 
tree is the root node. Internal nodes are denoted by rectangles, and leaf nodes are 
denoted by ovals. Some decision tree algorithms produce only binary trees (where 
each internal node branches to exactly two other nodes), whereas others can produce 
non binary trees [6],[13]. Decision trees can easily be converted to classification rules. 
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The construction of decision tree classifiers does not require any domain knowledge 
or parameter setting, and therefore is appropriate for exploratory knowledge discov-
ery. Decision trees can handle high dimensional data. Their representation of acquired 
knowledge in tree form is intuitive and generally easy to assimilate by humans. In 
general, decision tree classifiers have good accuracy. Decision tree induction algo-
rithms have been used for classification in many application areas, such as medicine, 
manufacturing and production, financial analysis, astronomy, and molecular biology. 
Decision trees are the basis of several commercial rule induction systems. During tree 
construction, attribute selection measures are used to select the attribute that best 
partitions the tuples into distinct classes. A model is developed to classify animal and 
plant miRNA on the basis of physical characteristics only. It exploits features already 
available in databases, like size of fold back loop, presence of miRNA in clusters, 
number of binding sites and complementariness and combines them into a J48  
decision tree classifier to obtain the classification of animal and plant miRNA. These 
features are given in Table 1. 

 
Table 1. Features of Animal and Plant miRNAs [1] 

Characteristics Plants Animals 
Number of miRNA genes 
present. 

100-200 100-500 

Location within genome Predominantly 
intergenic region 

Intergenic region 
intron 

Presence of miRNA 
clusters 

Uncommon Common 

Micro RNA bio synthesis Dicer like Drosha , Dicer 
 
Number of miRNA 
binding sites within target 
genes 

 
Generally one 

 
Generally        
multiple 

 
Location of miRNA 
binding motifs within 
target genes 

 
Predominantly 
the open reading 
frame 

 
Predominantly 

the 3’-UTR 

2.1   Software 

The miRNA target registry software is used to extract the properties of the animal and 
plant miRNA. The Weka Data Mining Java script 3.6 was used for training and test-
ing the J48 (a variant of the C4.5 decision tree) classifier and for the comparison to 
other learning algorithm. 

2.2   Classifier 

All the algorithms used were taken from the Weka suite [8]. In addition to the J48 (a 
variant of the C4.5 decision tree) the other classifiers used were: Adaboost Ml 
method, Alternating Decision Tree (AD Tree), Lazy Bayesian Rules Classifier (LBR),  
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Logistic Model Trees (LMT), Naive Bayes tree (NB Tree), One Rule classifier (1R 
classifier), PART decision list, Ridge Logistic Regression and Ripple Down Rule 
learner (Ridor). 

2.3   Evaluation 

The standard way of predicting the error rate of a learning technique given a single, 
fixed sample of data is to use stratified 10 fold cross validation. All evaluation pa-
rameters are calculated with a ten times, tenfold cross-evaluation. The method uses 
nine tenths of the data for training the system while the remaining tenth is set aside as 
a test set (control) for estimating the various evaluation parameters, like the success 
rate. The data is randomized and the procedure is repeated 10 times to estimate the 
average value for each parameter [12], [13], [14], [15]. Extensive tests on numerous 
datasets with different learning techniques have shown that 10 is about the right num-
ber of folds to get the best estimate of error.  

In the two class case with classes yes and no, a single prediction has the four dif-
ferent possible outcomes (where TP = true positive, FP = false positive, TN = true 
negative and FN = false negative). The true positive and true negatives are correct 
classification. A false positive occurs when the outcome is incorrectly predicted. A 
false negative occurs when the outcome is incorrectly predicted as negative when it is 
actually positive. The true positive rate is divided by the total number of positives 
which is TP+FN, the false positive rate is FP divided by the total number of negatives 
FP+TN. The overall success rate is the number of correct classification divided by the 
total number of classification.  

TP TN

TP TN FP FN

+
+ + +

 

Finally the error rate is one minus success rate. 
Graphical descriptions of various attributes used in the classifier are shown in  

figure 1, 2, 3 &4.  Each and every attribute is checked with the given class and their 
frequency is plotted in the form of graph. 

 

Fig. 1. Number of mismatches with target mRNA/vs. Number of miRNA 
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Fig. 2. Presence of clusters/vs. Number of miRNA 

Figure 1 shows the number of mismatches with mRNA. The red graph indicates data 
for plants, majority of which are found to have zero or less than or equal to three mis-
matches, very few have four. For animals the blue graphs indicate number of mismatches 
which can be as many as 8. None of the miRNAs in animals have 0 mismatches. 

Figure 2 shows presence of clusters. They are found maximally in animals, in com-
parison to plants where very few clusters are found. This feature is not included in the 
classification as it stands at the extreme ends with either yes or no values with very 
less exceptions. Hence it is less suitable for classification. 

 

Fig. 3. Number of target genes/vs. Number of miRNA 

Figure 3 shows that number of target genes in case of plants is less, whereas for 
animals the number of target genes exceeds as much as 503. Exceptional cases in 
plants are very few where number of target genes exceeds the value reported for 
plants. 
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Fig. 4. Size of fold back loop/vs. Number of miRNA 

Figure 4 shows the size of fold back loop. For animal the variation in loop is lesser 
whereas for plants the loop size varies as much as 303. 

3   Training Set  

For the classification purpose the dissimilarity between the animal and plant 
miRNAs were taken into account. Features like number of mismatches in animals 
and plants have different numeric values. Mismatches in plants have values less than 
or equal to 3 but for animals this value is 4 or more than 4. The next feature is the 
size of fold back loop which varies from 60-303 nucleotides whereas for animals  
the variation is less. Number of target genes is one more feature included in the clas-
sifier. Animals generally show large number of targets belonging to different  
families but plants have less number of targets generally belonging to one family. 
Presence of clusters was another feature included in the classifier. Clusters are  
 

 
Graph. 1. R.O.C. Curve for Plant and Animal 
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generally found in animals whereas very few plants contain them [18]. With these 
characteristics we have trained the weka classifier and the values we get are given in 
the table 2. 

4   Results and Discussion 

A set of attributes was collected and the corresponding attribute values were fed to the 
classifier for each transcript of all plant and animal miRNA genes. Not all attributes, 
however, are fit for use in a classifier. First, some attributes are clearly not independ-
ent and do not provide any additional advantage when evaluated together. For 
example complementarity is a feature which is dependent on number of mismatches 
with the target. The results show 91% classified instances and 9% unclassified in-
stances. The detailed characteristics of the classification are given in table2 which 
uses decision tree. 

ROC curves depict the performance of a classifier without regard to class distribu-
tion or error costs. The horizontal axis represents false positive and vertical axis 
represents true positive. The value of ROC curve for this data set comes out to be 
0.863 which represents these values in the true positive region. 

Table 2. Detailed accuracy by class 

Correctly Classified Instances           91               91      % 
Incorrectly Classified Instances           9                9      % 
Kappa statistic                                  0.6581 
Mean absolute error                         0.097  
Root mean squared error                 0.2998 
Relative absolute error                     32.3459 % 
Root relative squared error              77.9374 % 
Total Number of Instances               100      

          TP Rate        FP Rate       Precision      Recall     F-Measure 
ROC Area   Class 

0.976      0.389         0.92         0.976      0.947 
0.863       Animal 
         0.611      0.024         0.846       0.611      0.71 
0.863       Plant 
          0.91        0.323           0.906         0.91          0.904 
0.863      Weighted Avg.  

 
Confusion Matrix  
  a  b   <-- classified as 
 80  2 |  a = Animal 
  7 11 |  b = Plant 
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Fig. 5. Decision Tree Classifier  

5   Conclusion 

Both plant and animal miRNA systems share similarities but dissimilarities exist to a 
greater extent. A rule based model like this can be validated with more and more 
results being tested and checked. The amount and quality of data input to the model 
will determine the accuracy and reliability of the results. Exceptional cases can also 
be checked and verified using the above approach and further validation can be 
achieved through wet lab experiments. Various probabilistic combinations can pro-
vide new insight for wet lab experiments. The decision tree developed above does not 
considers presence of clusters as one of the attributes for classification since majority 
of the values stand at extreme ends (i.e. present or absent) and hence does not im-
prove the accuracy of the classifier. We have been able to develop a computational 
approach to discover if a miRNA is animal or plant using simple features of that 
miRNA and its surroundings. This is made possible by the integration of different 
attributes operated by the J48 (a variant of the C4.5 decision tree), which are available 
in literature. The information generated by this classifier can be of great help in un-
derstanding and formulating various association rules, clustering algorithms and other 
data mining activities for both plant and animal miRNAs which the author intends to 
carry out in future.  

The characteristics (number of mismatches with target mRNA, number of target 
genes and size of fold back loop) used in the model to develop the classifier give us 
fairly good accuracy in results i.e. 91% accuracy. Here we infer that these characteris-
tics are very important and must be included in any classifier of plant and animal 
miRNA’s. The inclusion of other characteristics like presence of clusters does not 
brings any improvement in the classifier. Other characteristics like size of miRNA 
family and number of binding sites within target genes etc can be included in the 
classification models to improve the performance and efficiency of the classifier but 
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the limitation is that sufficient information is not available about these additional 
characteristics in the literature at present. However as soon as sufficient information 
about more additional characteristics becomes available in the literature, the authors 
intend to include the same in the above classifier in future to improve its performance 
and accuracy. The authors also wish to extend the classification for all the organisms 
and their miRNA’s listed in the mirBASE registry [18]. 
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Abstract. Conventional feature selection methods based on clustering have 
been developed and optimized to focus on samples-based clustering, but less 
work has been done for features-based clustering. Especially, it is impossible to 
achieve prefect prediction results for the relatively small number of samples in 
high dimensional data, such as gene expression data. To overcome this prob-
lem, this paper proposes an efficient algorithm, K-Gravity, that groups interde-
pendent features into clusters.  Each feature cluster is treated as a single entity 
for classification evaluation. Unlike previous work that selects a subset of top 
feature groups from each cluster or top feature groups from all clusters to make 
up feature pools in final classification, a new classification evaluation method, 
Embedded Classification Learning (ECL) picks up some top feature groups and 
builds a classifier on each selected feature groups. The experiment results pre-
sent that the proposed methods can achieve better feature clustering in final 
classification than conventional samples-based methods, such as K-Means clus-
tering. Also the proposed evaluation methods, Embedded Classification Learn-
ing (ECL), can pay more attention to diversity between different feature groups 
and improve final classification accuracy further. 

Keywords: K-Gravity, Gravitational Attraction, Embedded Classification 
Learning, Kernel Density Estimation. 

1   Introduction 

The presence of the relatively small number of samples in high dimensional data, 
such as the colon-cancer data set [3] [6] and the prostate data set [3], has been more 
and more abundant in classification problems and results in severe degradation of 
classification accuracy. Hence feature selection algorithms [1] [3] have been devel-
oped and optimized to overcome this problem by identifying the minimum subset of 
relevant features for best predictive accuracy and removing the irrelevant, redundant, 
or least useful features. 

                                                           
* Corresponding author. 
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Also, feature selection algorithms based on clustering have been paid more and 
more attention to and group different features into several clusters based on similarity. 
The features within a cluster are highly similar to each other and the ones without the 
same cluster are much dissimilar. K-Means [2] [7], one of the well-known clustering 
algorithms, supposes that there are k centroids in the given data and partitions the data 
into k independent clusters based on distance measures, such as Euclidean distance 
and Person’s correlation coefficient. Maybe K-Means algorithm is simple and fast, 
but K-Means algorithm always acquires favorable performance for samples-based 
clustering and may be sensitive to noise [2]. In this paper, we propose a new cluster 
criterion Gravitational Attraction to evaluate the interdependent of different features 
and group relatively relevant features into groups. The proposed method, K-Gravity, 
is inspired by a key observation of Newton’s Law of Universal Gravitation and can 
cluster relevant features into groups better and can be scale to the number of features 
in the data set. 

In this paper, the next key problem is how to evaluate the performance of the clus-
tering results in final classification. Two conventional evaluations for the feature 
clustering are as follows. One method is to select the top features from each of the 
clusters respectively and treat each feature as an entity for evaluation and classifica-
tion, such as [8]. The other method is to identify each feature group as an entity and 
pick up the top feature groups from all generated feature groups. For an example, Yu 
etc. [3] assumed the dense core regions are stable with respect to sampling of the 
dimensions and selected the top k representative feature groups from all feature 
groups. Unlike the proposed methods above, we introduce a new evaluation method 
Embedded Classification Learning (ECL) in final classification. We can treat each 
feature group as an entity for classification and build a classifier in each selected 
feature groups. This can pay more attentions to diversity between different feature 
groups. 

Here, we first attempt to estimate the density of each feature in a data set by apply-
ing the kernel density estimator [3] [4]. Then a new measurement, Gravitational At-
traction, is proposed to evaluate the interdependence between different features and 
groups the relevant features into clusters. Next, a commonly statistical measurement, 
Kappa Statistical, is used to identify the feature groups and select the top κ  feature 
groups. Finally, we introduce a new evaluation method ECL to build a classifier in 
each selected feature group and obtain final classification result by Majority Rule, 
which improves the classification accuracy further. 

The rest of this paper is organized as follows. In Section 2, we review the related 
work about feature selection algorithms based on clustering. In Section 3, a new  
algorithm based on features clustering K-Gravity is proposed to select the top relevant 
feature groups from all generated feature groups. Also, we introduce ECL to improve 
the final classification accuracy. The experiment results are presented in Section 4. 
Finally, we draw a conclusion of our work in Section 5. 

In this section, we introduce some background knowledge about our work. In  
Section 2.1, feature selection approaches based on clustering are presented and two 
commonly evaluation methods for the performance of feature selection algorithm are 
introduced currently. Then a commonly method, kernel density estimation (Parzen 
Window) [3] [4], for estimating the density of each feature in a data set is introduced 
in Section 2.2. 
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2   Related Work 

In this section, we introduce some background knowledge about our work. In  
Section 2.1, feature selection approaches based on clustering are presented and two 
commonly evaluation methods for the performance of feature selection algorithm are 
introduced currently. Then a commonly method, kernel density estimation (Parzen 
Window) [3] [4], for estimating the density of each feature in a data set is introduced 
in Section 2.2. 

2.1   Feature Selection Based on Clustering 

Clustering algorithms always seeks to partition given data objects into several disjoint 
groups. Intuitively, the objects in a cluster are more correlated than ones between 
different clusters. Based on this intuition, many existing clustering algorithms are 
applied to feature selection, For example, K-Means algorithm [2] [7] always finds k 
disjoint clusters which optimize the objective function (1), so that features in a cluster 
is highly relevant. Assume that there are k clusters {C1, C2, …, Ck} and Feature Aij 
means the j-th feature of Cluster Ci, so the optimum object function is defined as 
follows: 

1

min( )
ij i

k

ij i
i A C

D A O
= ∈

= −∑ ∑  (1)

where Oi is the centroid of Cluster Ci. 
However, a weakness of using K-Means algorithms is that K-Means may be pow-

erful in samples-based clustering, but not features-based clustering. The reason is that 
K-Means algorithm only considers the similarity between different features, but 
doesn’t take account of the distribution of all feature spaces. In Section 3, we will 
introduce a new partition criterion Gravitational Attraction to overcome this drawback 
and it can obtain good performances in features-based clustering. 

After features are grouped into several disjoint subsets, the next key problem is 
how to select suitable features from all generated feature groups in final classifica-
tion. There are two commonly used methods to solve it. One is to select k representa-
tive features from each feature group to make up feature pools. For example, R. 
Butterworth [8] made use of dendrogram of the resulting cluster hierarchy to select 
the top relevant features from each of the feature groups. The other is that assume 
each feature group is an stable entity for evaluation and classification and we can 
pick up the representative feature groups from all generated clusters, such as [3]. 
However, in this paper we pay more attention to the discrimination between different 
feature groups and attempt to improve classification accuracy further. Intuitively, if 
feature groups are strictly independent from each other, we can build a classifier on 
each selected feature group and the classification accuracy will increase further. 
Owing to this idea, we propose a new method, Embedded Classification Learning 
(ECL) to gain better predication results. In Section 3, we will give the detail descrip-
tion about ECL. 
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2.2   Feature Density Estimation 

Kernel density estimation is applied to estimate the density of each feature in a data 
set by Yu etc. [3]. The features with larger value of density estimation are denser than 
ones with smaller value of density estimation. The low-density feature is usually no 
interest for feature selection. In fact, feature clustering based on kernel density esti-
mation is applied in many fields as the established technique [3] [10]. Suppose that 
there are n samples with d dimensions in a data set, and then the density estimator for 
feature x  will be represented as formula (2). 

1

1
( ) ( )

n
i

d
i

x x
x K

nh h
ρ

=

−= ∑  (2)

where h is the bandwidth parameter which is used to control the scope convergence. 
The choice of the bandwidth parameter is an intractable problem and there are many 
feasible methods to estimate it, such as [3] [9]. 

There are many choices for kernel function and one of the most commonly used 
kernel functions is Gaussian kernel. Generally, we assume that the samples with d 
dimensions satisfy the Gaussian distribution and the Gaussian kernel function is given 
as follow. 

2/2 1
( ) (2 ) exp( )

2
dK x xπ −= −  (3)

In next section, we apply kernel density estimation function to estimate the density of 
each feature, and then a new measurement Gravitational Attraction will be presented 
in details. 

3   Proposed Methods 

In Section 3.1, we first propose a new clustering algorithm, K-Gravity, to cluster the 
relevant features into the same feature group. In Section 3.2, a new evaluation method 
Embedded Classification Learning (ECL) will be introduced.  

3.1   K-Gravity Clustering 

K-Means algorithm partitions data objects into K disjoint subsets simply and fast, but 
it doesn’t considering the distribution of all the data objects and always doesn’t give 
the suitable partitions for the data objects. In this paper, we will propose a new parti-
tion criterion Gravitational Attraction, which considers the distribution of the data 
objects and presents more suitable clustering. Firstly, because our proposed algorithm, 
K-Gravity, is features-based clustering, so we should transpose the data matrix repre-
senting the data set, so that features serves as data objects to be clustered, while sam-
ples are treated as features. Secondly, K-Gravity is motivated by Newton’s law of 
Universal Gravitation which describes the gravitational attraction between different 
entities. 
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Definition 1. Any entity attracts every other entity by a force pointing along the line 
intersecting both entities. Assume that m1 is the mass of the entity A, m2 is the mass 
of the entity B and d is the distance between A and B. So the gravitational force be-
tween A and B is defined as: 

1 2
2

( , )
m m

F A B G
d

=  (4)

where G is the gravitational constant. 
In our work, a key observation is that each feature in the data set is treated as an 

entity and the mass of the entity can be estimated by kernel density estimation (Parzen 
window), which has been described detailedly in Section 2.2. Also, this paper gives a 
hypothesis that features in each dimension follow the Gaussian distribution in this 
paper, so kernel density estimation based on the Gaussian distribution is used to esti-
mate the distribution of all features. Let us suppose that there are p features, which is 
represented as A1,…, Ap. 

Definition 2. The Gravitational Attraction between Feature Ai and Feature Aj is de-
fined as: 

1

( ) ( )
( , ) i j

i j p

A A
F A A

d

ρ ρ
ε−=

+
 (5)

where d is the Euclidean distance between Ai and Aj. ( )iAρ  is the density of Feature 

Ai by calculating Formula (2). ε represents a small constant used to avoid a zero 
denominator. 

( , )i jF A A  reflects the magnitude of the Gravitational Attraction between Ai and 

Aj. Moreover, Gravitational Attraction considers the distribution of all features by 
introducing the kernel density estimation so that features can be grouped into clusters 
more accurately.  

Definition 3. Suppose that there are m features {A1,…, Am}, so Total Gravitational 
Attraction of Feature Ai in a cluster is defined as: 

1

( ) ( , )
m

i i j
j

TGA A F A A
=

=∑  (6)

In this paper, the feature with the maximum TGA plays the role of gravity in a  
cluster. When we assign certain feature L to one of the clusters, the Gravitation At-
traction F(L, Gi) between feature L and the gravity Gi is calculated, where Gi means 
the gravity of the i-th cluster and i∈{1,…, k}. If F(L, Gj) has the maximum Gravi-
tation Attraction for all j ∈  {1,…, k}, and then feature L is assigned to the j-th 
Cluster. Based on the analysis above, K-Gravity algorithm is formulated in details as 
follows. 
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Table 1. Algorithm K-Gravity Clustering 

Input:     p features { A1,…, Ap },  K 
Output:  feature groups { C1,…, Ck } 

1. Calculate the density ( )iAρ  of Feature Ai, where i∈{ 1,…, p} 

2. Select k features as initial gravities {G1,…, Gk } randomly. 
3. Repeat 

4. For each feature Ai, i∈{1,…, p}, if ( , ) ( , )i s i rF A G F A G≥  for all r ∈{1,…, 

k}, then Ai is assigned to Gs. 

5. For each cluster Cr, r∈{1,…, k}, if ( ) ( )i jTGA A TGA A≥  for all j ∈{1,…, k} 

and all ,i j rA A C∈ , then Ai is selected as the gravity of Cr. 

6. If the gravities {G1,…, Gk } for all clusters still change, Go to 3;  
Else Go to 7. 

7. Return features groups { C1,…, Ck } 

 
K-Means clustering often partitions the data objects into clusters by similarity 

measurement, such as Euclidean distance and Pearson’s correlation coefficient, but it 
doesn’t take the distribution of all the data objects into account. The proposed algo-
rithm, K-Gravity Clustering, gives an evident description of the distribution of all 
features by computing Formula (5) and presents more accurate partitions for all fea-
tures. In Section 4, our experiment results will validate the rationality of our proposed 
algorithms for feature selection, which outperforms K-Means in terms of the im-
provement of classification accuracy. 

3.2   Embedded Classification Learning 

In this section, our work will address the problem how to select features for feature 
selection in final classification. Two Conventional methods are given as follows. One 
is that we choose a subset of top features from each feature group to make up feature 
pools, but it often causes the instability of feature selection algorithms. The other is 
that a feature group can be regarded as a stable entity and we can choose some of 
feature groups to constitute feature pools, such as Yu’s DRAGS [3]. However, previ-
ous work doesn’t give their attention to the discrimination between different feature 
groups. If some of feature groups are selected to build up feature pools and just one 
classifier is built on this feature pools, it often depresses the classification accuracy. 

Based on the consideration above, our proposed framework, Embedded Classifica-
tion Learning (ECL), is presented expressly as Table 2. After features are clustered 
into groups, we build a classifier on each feature group. And then the feature groups 
are ranked according to relevance measures. A popularly statistical measure, Kappa 
Statistic, is selected as relevance measures for feature groups in this paper. Finally, 
the top s feature groups are picked up and certain test instance θ  is tested by the 
classifiers built on κ  selected feature groups, so we obtain the final prediction label 
for θ  by Majority Rule. Here to validate the correctness of our proposed framework 
more simply, κ  is set as 3 in our experiment.  
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Table 2. Algorithm ECL  

Input:    test instance θ , feature groups {C1,…, Ck} 

Output:  prediction label for θ  
1. Build a classifier on each feature group Ci, i∈{1,…, k} 
2. Rank C1,…, Ck according to Kappa Statistic 
3. Select top κ  feature groups. 
4. Test θ  on the classifiers of s selected feature groups respectively and acquire the 

final prediction label forθ  by Majority Rule. 

5. Return prediction label for θ  

 
Unlike other frameworks, ECL doesn’t put all the selected features together to 

make up a feature pool simply, but pays more attention to the discrimination between 
different feature groups. Moreover, ECL proposes a framework that builds a classifier 
on each selected feature group respectively, it’s more efficient to reflect the quality of 
feature selection algorithms. In Section 4, we evaluate the validity of feature selection 
algorithm by applying our proposed framework ECL in our experiment.  

4   Experimental Results 

In this section, we evaluate the performance of our proposed algorithm K-Gravity in 
the framework ECL. One public microarray data set, Colon data set [3] [6], which is 
listed in Table 3, are applied in our experiments. It is worth to note that features in 
these data sets are continuous, so before the experiment results are presented and 
discussed, we should normalized all features vectors so that each feature vector is 
standardized with the standard deviation one and zero mean. 

Table 3. Data Sets Used in Our Experiments 

Data No. of Features No. of Samples No. of Class 
Colon 2000 62 2 

 
To validate the classification performance, leave-one-out cross-validation, a widely 

used process for gene expression data classification [11], is introduced in our experi-
ments. Assume that there are n samples in the data set; the first sample serves as the 
test instance and the remaining n-1 samples as the training instances. Repeating con-
tinuously from the first sample to the n-th sample, final classification accuracy is 
obtained. Our experiment employs NaiveBayes algorithm and RBFNetwork algorithm 
to build classifiers on selected top feature groups. The experiment results present that 
our proposed algorithm K-Gravity outperforms K-Means algorithm in terms of the 
improvement of classification accuracy and we will give the detailed experiment 
results about Colon data set as below.  

In this study, the Colon data set is the well-known gene expression data set which 
consists of 62 samples and 2000 features. Because our work aims at feature selection 
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on features-based clustering, so features are treated as data objects and samples play 
the role of features. That is, Colon data set is represented by a 2000×62 data matrix so 
that we can make clusters to features. Table 4 shows the classification results with all 
2000 features. It is found that classification accuracy for NaïveBayes methods is 
56.45% and one for RBFNetwork methods 70.97%. 

Table 4. Classification Accuracy on the Colon data set. (%) 

Classifier Accuracy 
NaiveBayes 56.45 

RBFNetwork 70.97 

 
Table 5 compares the classification accuracy (leave-one-out cross validation) on 

the Colon data set for NaïveBayes method and RBFNetwork method under a wide 
range of k. Here k denotes the number of feature groups for K-Gravity or K-Means 
and is assigned as 5, 7, 9, 11, 13, 15, and 17. When we used Naïve Bayes method to 
build a classifier on feature groups, it is discovered that the average classification 
accuracy with K-Gravity is 79.72%, higher than one with K-Means 69.58%. Mean-
while, when RBFNetwork method is employed to build a classifier on feature groups, 
the average classification accuracy with K-Gravity is 80.88% and the average classi-
fication accuracy with K-Means 75.35%.  

Experimental result shows the validity of our proposed method. Moreover, K-
Gravity algorithm for feature selection is more effective than K-Means algorithm. If k 
is selected appropriately, the classification accuracy may be higher. 

Table 5. Classification Accuracy after Feature Selection on the Colon data set (%) 

NaiveBayes RBFNetwork k 
K-Means K-Gravity K-Means K-Gravity 

5 59.68 74.19 64.52 79.03 
7 58.06 77.42 74.19 80.65 
9 69.35 75.81 74.19 79.03 

11 72.58 77.42 77.42 82.26 
13 74.19 83.87 77.42 82.26 
15 74.19 83.87 80.65 82.26 
17 79.03 85.48 79.03 80.65 

Avg. 69.58 79.72 75.35 80.88 

5   Conclusion and Future Work 

Firstly, this paper shows a new algorithm K-Gravity to cluster the relevant features 
into groups. Also, K-Gravity algorithm takes account of the distribution of all features 
by introducing Gravitational Attraction measurement and gives more reasonable clus-
ters. The experiment results validate the correctness and validity of our proposed 
algorithm. Secondly, unlike other frameworks, Embedded Classification Learning 
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(ELC) doesn’t consider the discrimination between different feature groups; but also 
presents more accurate classification by building a classifier on each selected feature 
group and obtaining the final classification result by Majority Rule.  

It is worth to note for us that ELC is not a specific algorithm, but it is a general 
framework used to evaluate the validity of the feature selection algorithms. In the 
future work, we will verify our proposed algorithm using more classification algo-
rithm, such as SVM, Decision Tree, Self-organizing maps. 
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Abstract. Discriminant Measures for Classification Performance play a critical 
role in guiding the design of classifiers, assessment methods and evaluation 
measures are at least as important as algorithm and are the first key stage to a 
successful data mining. We systematically summarized the evaluation measures 
of Imbalanced Data Sets (IDS). Several different type measures, such as com-
monly performance evaluation measures and visualizing classifier performance 
measures have been analyzed and compared. The problems of these measures 
towards IDS may lead to misunderstanding of classification results and even 
wrong strategy decision. Beside that, a series of complex numerical evaluation 
measures were also investigated which can also serve for evaluating classifica-
tion performance of IDS.  

Keywords: Evaluation, classification performance, imbalanced data sets. 

1   Introduction 

The purpose of evaluation in Machine Learning is to determine the usefulness of our 
learned classifiers or of our learning algorithms on various collections of data sets. Most 
measures in use today focus on a classifier’s ability to identify classes correctly. Assess-
ment methods and evaluation measures of classification performance play a critical role in 
guiding the design of classifiers. Even the most widely used methods such as measuring 
accuracy or error rate on a test set has severe limitations. Thus the modification of classifi-
cation algorithms in some extent equals the improvement of criterions. Many efforts have 
been conducted to design/develop more advanced algorithms to solve the classification 
problems. In fact, the assessment methods and evaluation measures are at least as impor-
tant as algorithm and is the first key stage to a successful data mining.  

The purpose of this paper is to give the reader an intuitive idea of what could go 
wrong with our commonly used evaluation methods. In particular, we show, through 
examples, that since evaluation metrics summarize the system’s performance, they 
can, at times, obscure important behaviors of the hypotheses or algorithms under 
consideration. Since the purpose of evaluation is to offer simple and convenient  
ways to judge the performance of a learning system and/or to compare it to others, 
evaluation methods can be seen as summaries of the systems’ performance.  
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The outline of the paper is as follows. Several different types commonly performance 
evaluation measures, such as numeric measure and visualizing classifier performance meas-
ure, have been analyzed and compared in section 2, Section 3 focuses on the issue of per-
formance metrics. More specifically, it demonstrates, through a number of examples the 
shortcomings of Accuracy, Precision/Recall and ROC. Beside that, a series of complex 
numerical evaluation measures were also investigated which can also serve for evaluating 
classification performance of IDS in section 4. Finally, the conclusion is drawn in Section 5. 

2   Commonly Performance Evaluation Measures 

Methods for evaluating the performance of classifiers fall into two broad categories: nu-
merical and graphical. Numerical evaluations produce a single number summarizing a 
classifier's performance, whereas graphical methods depict performance in a plot that 
typically has just two or three dimensions so that it can be easily inspected by humans. 
Examples of numerical performance measures are accuracy, precision, recall+, recall-  
and AUC. Examples of graphical performance evaluations are Lift chart, ROC curve[1, 2], 
precision-recall curve[3], cost curve[4],et al. 

2.1   Numerical Value Performance Measure 

Most of the studies in IDS mainly concentrate on two-class problem as multi-class problem 
can be simplified to two-class problem. By convention, the class label of the minority class is 
positive, and the class label of the majority class is negative. Table 1 illustrates a confusion 
matrix of a two-class problem. The first column of the table is the actual class label of the 
examples, and the first row presents their predicted class label. TP and TN denote the num-
ber of positive and negative examples that are classified correctly, while FN and FP denote 
the number of misclassified positive and negative examples respectively. 

Table 1. A confusion matrix for a two-class classification 

Recognized 
Actually Class  Predicted as Positive Class Predicted as Negative Class 

Actually Positive class True Positive(TP) False Negative(FN) 
Actually Negative class False Positive(FP) True Negative(TN) 

 
Based on Table 1, the performance metrics are defined as: 

Accuracy=
FNFPTN  TP

TNTP

+++
+  

True Positive Rate(Acc+)＝
FN  TP

TP

+
＝Recall+

＝Sensitivity 

True Negative Rate(Acc－) ＝
FP  TN

TN

+
＝Recall－＝Specificity 

Positive Predictive Value ＝
FP  TP

TP

+
＝Precision 
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Traditionally, accuracy is the most commonly used measure for these purposes. However, 
for classification with the class imbalance problem, accuracy is no longer a proper measure 
since the rare class has very little impact on accuracy as compared to the prevalent class[5]. 
this measurement is meaningless to some applications where the learning concern is the 
identification of the rare cases. Accuracy does not distinguish between the numbers of cor-
rect labels of different classes. For any classifier, there is always a trade off between true 
positive rate and true negative rate; and the same applies for recall and precision. In the case 
of learning extremely imbalanced data, quite often the rare class is of great interest. In many 
cases, it is desirable to have a classifier that gives high prediction accuracy over the minority 
class (Acc+), while maintaining reasonable accuracy for the majority class (Acc−). 

2.2   Graphical Performance Analysis with Probabilistic Classifiers 

Graphical methods are especially useful when there is uncertainty about the misclassifica-
tion costs or the class distribution that will occur when the classifier is deployed. In this 
setting, graphical measures can present a classifier's actual performance for a wide variety 
of different operating points (combinations of costs and class distributions), whereas the 
best a numerical measure can do is to represent the average performance across a set of 
operating points. 

2.2.1   Lift Chart 
The lift chart is a standard detection evaluation method to validate machine learning algo-
rithms. The lift chart represents an effective measure for the validation of the detection 
process and on whether a given attack classification is valid or not. The x-axis represents 
the number of examples of the test set that were selected according to the probabilistic 
ranking generated by the classifier. The y-axis represents the percentage of positive exam-
ples in the subset of selected examples. This percentage is calculated over the total number 
of examples in the test set. 

x = Yrate(t) =
N  P

FP(t)  TP(t)

+
+

, y = TP(t)                          (1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. A hypothetical lift chart 

TP 

Yrat
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Figure 1 shows the lift chart for the attack type parameter upsweep. Normally, 
we’d like to be in a lift chart is near the upper left-hand corner, at the very best, the 
further to the northwest the better. The upper lift point (0,1000) denotes the ideal case 
for accurate detection with minimum cost. Lift curve also indicates how far the detec-
tor model is effective from the point of view of reducing the false alarms.  

2.2.2   ROC Curves 
ROC curve[6] is one of the popular metrics to evaluate the learners for IDS. It is a two-
dimensional graph in which TPrate is plotted on the y-axis and FPrate is plotted on the x-
axis. ROC curve depicts relative trade-offs between benefits (TPrate) and costs (FPrate). 
Consider that the minority class, whose performance will be analyzed, is the positive 
class. Some classifiers have parameter for which different settings produce different 
ROC points. Figure 2 shows a ROC curve, Typically this is a discrete set of points, 
including (0,0) and (1,1), which are connected by line segments. The lower left point 
(0,0) represents a strategy that classifies every example as belonging to the negative 
class. The upper right point represents a strategy that classifies every example as 
belonging to the positive class. The point (0,1) represents the perfect classification, 
and the line x = y represents the strategy of random guessing the class. The ideal 
model is one that obtains 1 True Positive Rate and 0 False Positive Rate (1,0). A ROC 
curve gives a good summary of the performance of a classification model. To com-
pare several classification models by comparing ROC curves, it is hard to claim a 
winner unless one curve clearly dominates the others over the entire space[7]. 

Fig. 2. A sample ROC curve 

2.2.3   Recall-Precision Curves 
Some researchers define recall and precision, and a list of yes’s and no’s represent a rank-
ing of retrieved documents.In just the same way as ROC curves and lift charts, except that 
the axes are different, the PR curves are hyperbolic in shape,the desired operating point is 
toward the upper right.  

Figure 3 shows a Recall-Precision curve. An important difference between ROC 
space and PR space is the visual representation of the curves. PR curves can expose 
differences between algorithms that are not apparent in ROC space. These curves, 
taken from the same learned models on a highly-skewed dataset, highlight the visual 
difference between these spaces. The goal in ROC space is to be in the upper-left-
hand corner, and when one looks at the ROC curves they appear to be fairly close to 
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optimal. In PR space the goal is to be in the upper-right-hand corner and the PR 
curves show that there is still vast room for improvement. Each dataset contains a 
fixed number of positive and negative examples. It is revealed in the study that there 
exists a sound relationship between ROC and PR spaces. For a given dataset of posi-
tive and negative examples, there exists a one-to-one correspondence between a curve 
in ROC space and a curve in PR space, such that the curves contain exactly the same 
confusion matrices, if Recall ≠ 0. For a fixed number of positive and negative exam-
ples, one curve dominates a second curve in ROC space if and only if the first domi-
nates the second in PR space. 

 

Fig. 3. Recall-Precision curve 

2.2.4   Cost Curves 
Cost curves are a different kind of display on which a single classifier corresponds to a 
straight line that shows how the performance varies as the class distribution changes. 
Cost curves are perhaps the ideal graphical method in this setting because they directly 
show performance as a function of the misclassification costs and class distribution. 
Figure 4 shows ROC Curve and corresponding Cost Curve. 
  

(a) ROC Curve                            (B)Cost Curve 

Fig. 4. ROC Curve and corresponding Cost Curve 
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In particular, the x-axis and y-axis of a cost curve plot are defined as follows. The x-
axis of a cost curve plot is defined by combining the two misclassification costs and the 
class distribution-represented by p(+), the probability that a given instance is positive-
into a single value, PC(+), using the following formula: 

)|(*)()|(*)(

)|(*)(
)(

−+−++−+
+−+=+

CpCp

Cp
PCF                         (2) 

where C(-|+)is the cost of a false negative and C(+|-)is the cost of a false positive. Classifier 
performance, the y-axis of a cost curve plot, is normalized expected cost(NEC), NEC ranges 
between 0 and 1. Cost curves directly show performance on their y-axis, whereas ROC 
curves do not explicitly depict performance. This means performance and performance 
differences can be easily seen in cost curves but not in ROC curves. 

When applied to a set of cost curves the natural way of averaging two-dimensional 
curves produces a cost curve that represents the average of the performances represented 
by the given curves. By contrast, there is no agreed upon way to average ROC curves, and 
none of the proposed averaging methods produces an ROC curve representing average 
performance. Cost curves allow confidence intervals to be estimated for a classifier's per-
formance, and allow the statistical significance of performance differences to be assessed. 
The confidence interval and statistical significance testing methods for ROC curves do not 
relate directly to classifier performance. 

Table 2 summarizes the four different ways utilized in evaluating the same basic trade off. 
Either the proportion can be increased by using a smaller coverage, or the coverage can be 
increased at the expense of the proportion. Different techniques can be plotted as different 
lines on any of these graphical charts. Each point on a lift chart, ROC curve, or recall–
precision curve represents a classifier, typically obtained using different threshold values for 
a method. Cost curves represent each classifier using a straight line, and a suite of classifiers 
will sweep out a curved envelope whose lower limit shows how well that type of classifier  
 

Table 2. Different Measures Used to Evaluate the False Positive versus the False Negative Trade Off 

Technique Domain Axes Explanation of axes 
at the very best 
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can do if the parameter is well chosen. Although such measures may be useful if costs and 
class distributions are unknown, one method must be chosen to handle all situations. ROC 
curves are a very useful tool for visualizing and evaluating classifiers. 

3   Shortcomings of Some Performance Metrics 

In this section, we consider the three most commonly metrics in Machine Learning: Accu-
racy, Precision/Recall and ROC Analysis. In each case, we begin by stating the advan-
tages of these methods, continue by explaining the shortcomings they each have. 

3.1   Shortcomings of Accuracy 

Accuracy is the simplest, most intuitive evaluation measure for classifiers, but in 
learning extremely imbalanced data; the accuracy is often not an appropriate measure 
of performance. It is worth noting that Accuracy does not distinguish between the 
types of errors it makes.. 

We illustrate the problem more specifically with the following example: Consider 
two classifiers represented by the two confusion matrices of Table 3. These two clas-
sifiers behave quite differently. The one symbolized by the confusion matrix on left 
does not classify positive examples very well, getting only 200 out of 600 right. On 
the other hand, it does not do a terrible job on the negative data, getting 500 out of 
600 well classified. The classifier represented by the confusion matrix on the right  
does the exact opposite, classifying the positive class better than the negative class 
with 500 out of 600 versus 200 out of 600. It is clear that these classifiers exhibit 
quite different strengths and weaknesses and shouldn’t be used blindly on a data set. 
Yet, both classifiers exhibit the same accuracy of 58.3%.  

Table 3. The trouble with Accuracy: Two confusion matrices yielding the same accuracy de-
spite serious differences 

Algorithm A Algorithm B  Prediction Class 
True class Positive Negative Positive Negative 

Positive P=600 200 400 500 100 
Negative N=600 100 500 400 200 

3.2   Shortcomings of Precision/Recall 

Precision and Recall still have a relatively straightforward interpretation,Precision assesses 
to what extent the classifier was correct in classifying examples as positives, while Recall 
assesses to what extent all the examples that needed to be classified as positive were so. 
Precision and Recall have the advantage of not falling into the problem encountered by 
Accuracy. Indeed, considering, again, the two confusion matrices of Table 3, we can com-
pute the values for Precision and Recall and obtain the following results: 

Precision = 66.7% and Recall = 33.3% in the left case, and 
Precision = 55.6% and Recall = 83.3% in the right 
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These results, indeed, reflect the strength of the right classifier on the positive data, with 
respect to the left classifier. This is a great advantage over accuracy. 

More specifically, consider, as an extreme situation, the confusion matrices of  
table 4.The matrix on left is the same as the left matrix of Table 3, whereas the one on the 
right represents a new classifier tested on a different data set. Although both classifiers 
have the same Precision and Recall of 66.7% and 33.3%, respectively, it is clear that the 
classifier represented by the confusion matrix on the right presents a much more severe 
shortcoming than the one on left since it is incapable of classifying true negative examples 
as negative. This suggests that Precision and Recall are quite blind, in a certain respect, 
and might be more useful when combined with accuracy or when applied to both the 
positive and the negative class.  

Table 4. The trouble with Precision and Recall: Two confusion matrices with the same values 
of precision and recall, but very different behaviors 

Data set A Data set B  Prediction Class 
True class Positive  Negative Positive Negative 

Positive  200 400 200 400 
Negative  100 500 100 0 

3.3   Shortcomings of ROC 

ROC Analysis has intuitive appeal. We only consider ROC Analysis: the performance 
measure it uses. The great advantage of this performance measure is that it separates 
the algorithm’s performance over the positive class from its performance over the 
negative class. As a result, it does not suffer from either of the two problems we con-
sidered before. Indeed, in the case of Table 3, the left classifier is represented by ROC 
graph point (0.167, 0.333) while the right classifier is represented by point (0.667, 
0.833). This clearly shows the tradeoff between the two approaches: although the left 
classifier makes fewer errors on the negative class than the right one, the right one 
achieves much greater performance on the positive class than the left one. It is, thus 
clear that ROC Analysis has great advantages over Accuracy, Precision and Recall. 
Nonetheless, there are reasons why ROC analysis is not an end in itself, either. This is 
illustrated numerically in the following example. Consider the two confusion matrices 
of Table 5. The classifier represented by the confusion matrix on the right generates a 
point in ROC space that is on the same vertical line as the point generated by the 
classifier represented by the confusion matrix on left (x = FP rate = 0.25%), but that is 
substantially higher (by 22.25%, [recall_left= 40%; recall_right = 62.5%]) than the 
one on left. This suggests that the classifier on the right is a better choice than the one 
on the left, yet, when viewed in terms of precision, we see that the classifier on left is 
much more precise, with a precision of 95.24% than the one on the right, with a preci-
sion of 33.3%. Ironically, this problem is caused by the fact that ROC Analysis nicely 
separates the performance of the two classes, thus staying away from the previous 
problems encountered by Accuracy and Precision/Recall. 
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Table 5. Two confusion matrices representing the same point in ROC space, but with very 
different precisions 

Algorithm A Algorithm B Prediction Class 
True class Positive Negative Positive Negative 

Positive  200 300 500 300 
Negative  10 4000   1000 400000 

4   Complex Numerical Evaluation Measures 

Some measures that caught our attention have been used in medical diagnosis to ana-
lyze tests. They combine sensitivity and specificity and their complements. 

4.1   F-Measure  

F-measure is a popular evaluation metric for imbalance problem[8]. It is a kind of combina-
tion of recall and precision, which are effective metrics for information retrieval community 
where the imbalance problem exists. F-measure also depends on the β factor, which is a 
parameter that takes values from 0 to infinity and is used to control the influence of recall 
and precision separately. It can be shown that when β=0 then F-measure reduces to precision 
and conversely when β→∞ then F-measure approaches recall. 

F-measure =
callecision

callecision

RePr

RePr)1(

+∗
∗∗+

β
β                                    (3) 

When β = 1 then F-measure is suggested to integrate these two measures as an average, In 
principle, F-measure represents a harmonic mean between recall and precision. 

F-measure=
callecision

callecision

RePr

RePr2

+
∗∗                                           (4) 

The harmonic mean of two numbers tends to be closer to the smaller of the two. Hence, a 
high F-measure value ensures that both recall and precision are reasonably high. 

4.2   G-Mean 

When the performance of both classes is concerned, both True Positive Rate (TPrate) and 
True Negative Rate (TNrate) are expected to be high simultaneously. Kubat et al[9] sug-
gested the G-mean defined as: 

G-mean = raterate TN · TP                                              (5) 

G-mean measures the balanced performance of a learning algorithm between these two 
classes. The comparison among harmonic, geometric, and arithmetic means are illustrated 
in[8].This measure tries to maximize accuracy in order to balance both classes at the same 
time. It is an evaluation measure that allows to simultaneously maximizing the accuracy in 
positive and negative examples with a good trade-off. 



470 Q. Gu, L. Zhu, and Z. Cai 

 

4.3   Youden’s Index  

The avoidance of failure complements accuracy, or the ability to correctly label ex-
amples. Youden’s index γ[10]evaluates the algorithm’s ability to avoid failure-equally 
weights its performance on positive and negative examples: 

γ= sensitivity + specificity − 1                                     (6) 

Youden’s index has been traditionally used to compare diagnostic abilities of two 
tests[11]. It summarizes sensitivity and specificity and has linear correspondence bal-
anced accuracy (a higher value of γ means better ability to avoid failure): 

γ = 2AUCb − 1                                                  (7) 

4.4   Likelihoods 

If a measure accommodates both sensitivity and specificity, but treats them sepa-
rately, then we can evaluate the classifier’s performance to finer degree with respect 
to both classes. The following measure combining positive and negative likelihoods 
allows us to do just that[11]: 

Positive Likelihood Ratio, LR+
＝ TPR/FPR＝Sensitivity /(1－Specificity)      (8) 

Negative Likelihood Ratio, LR－＝(1－TPR)/(1－FPR)＝(1－Sensitivity)/ Specificity  
(9) 

A higher positive and a lower negative likelihood mean better performance on 
positive and negative classes respectively. If an algorithm does not satisfy this 
condition, then “positive” and “negative” likelihood values should be 
swapped.Relations depicted show that the likelihoods are an easy-to-understand 
measure that gives a comprehensive evaluation of the algorithm’s performance. 

4.5   Discriminatory Power 

Another measure summarizes sensitivity and specificity is Discriminatory power (DP) [12]: 

)))1/(log())1(((log
3

ySpecificitySpecificitySensitivitySensitivitDP −+−=
π

  (10) 

To the best of our knowledge, until now DP has been mostly used in ML for feature 
selection. The algorithm is a poor discriminate if DP< 1, limited if DP< 2, fair if DP< 3, 
good – in other cases. 

5   Conclusions 

In general, there is no a generalized evaluation measure for various kind of classifica-
tion problems. A good strategy to identify a proper evaluation measure should largely 
depend upon specific application requirement. Choose appropriate evaluation measure 
according to different background can help people make correct judgment to the algo-
rithm classification performance. We hope that this very simple review of some of the 
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problems surrounding evaluation will sensitize Machine Learning and Data Mining 
researchers to the issue and encourage us to think twice, prior to selecting and apply-
ing an evaluation method. 
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Abstract. Automated classification of lung nodules is challenging because of 
the variation in shape and size of lung nodules, as well as their associated dif-
ferences in their images. Ensemble based learners have demonstrated the poten-
tialof good performance. Random forests are employed for pulmonary nodule 
classification where each tree in the forest produces a classification decision, 
and an integrated output is calculated. A classification aided by clustering ap-
proach is proposed to improve the lung nodule classification performance. 
Three experiments are performed using the LIDC lung image database of 32 
cases. The classification performance and execution times are presented and 
discussed.  

Keywords: nodule, detection, lung images, classification, classification aided 
by clustering, ensemble learning, random forest. 

1   Introduction 

According to [1], early detection of lung cancer allows on-time therapeutic interven-
tion and can thus increase the survival rate of the patient. With the evolution of spiral 
(helical) CT imaging technology, lung cancer screening with low-dose CT has be-
come preferable due to its sensitivity in detecting lung nodules [2]. Conventional 
chest x-ray is of limited usage because it can only visualise large lung nodules [3]. 
Magnetic resonance imaging (MRI) is also used for preliminary lung cancer analysis. 
Further diagnosis through biopsy is conducted when there are suspicious findings in 
the preliminary analysis. CT imaging is more suitable for examining the lung tissue. 
Although MRI provides resolution with better contrast compared to CT, it produces 
less image slices than that of CT [4]. Therefore, CT is more popular for preliminary 
analysis of nodules which can be malignant.  

With the constant improvement in the CT imaging technology, the amount of data 
per subject increases continuously. Whilst the additional data benefits the accuracy of 
nodule visualisation, it also increases the complexity of inspection and interpretation, 
and may affect the evaluation judgment by expert radiologists. Currently, nodules are 
mainly detected by one or multiple expert radiologists inspecting the captured CT 
images of the patient’s lung through an image visualisation tool. Recent research 
however shows that there may exist inter-reader variability in the detection of nodules 
by expert radiologists [5]. An automated diagnostic system can thus provide initial 
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nodule detection which may help expert radiologists in their decision making. This 
automated approach could improve the precision of lung nodule detection.  

Based on the review article by Li [3], the performance of a typical nodule detection 
from chest radiography recorded 70-75% sensitivity with 1.5 to 3 false positives per 
image. For thick-section CT images, the performance showed to increase to 80-90% 
sensitivity with only 1-2 false positives per image. Using thin-section CT scans, the 
performance of the system demonstrated to achieve 80 to 100% sensitivity with less 
than 1-2 false positive per image. The results only provide a rough indication and 
could not be directly compared with other existing work due to the difference in the 
size of the database, evaluation methods, and characteristics of the nodule. Sluimer et 
al. [6] elucidated that there are four steps included in a typical nodule detection sys-
tem. The steps are pre-processing, nodule candidate scheme, false positive reduction, 
and classification. In this paper, the authors are interested in classification based lung 
nodule detection. 

Ozekes et al. [7] implemented genetic cellular neural network to select the initial 
candidate nodules, classification of region of interest is performed by applying 3D 
template matching algorithm to locate nodule-like structures from the candidate nod-
ules and fuzzy rule-based threshold is employed to effectively detect the true nodules. 
16 cases with 425 slices from the LIDC database [8] is tested and 214 false positives 
(FP) and 100% sensitivity were recorded. Also, classification through 3D template 
matching is realised in Osman et al. [9] system where the nodule-like shapes are 
strengthen and the non-nodule shapes are suppressed. The test image consists of 160 
slices from LIDC with 6 cases resulted 100% sensitivity and 0.46 FP per slice for 
nodule thickness   5.625mm.  

Quantised convergence index filter is depicted by  Matsumoto et al. [10] system to 
enhance the nodule-like lesion in the image slices. The intermediate nodule is classify 
by linear discriminant analysis with eight features and the system is evaluated using 5 
datasets containing 50 nodules which recorded 90% sensitivity and 1.67 FP per slice. 
Utilisation of convergence index is reported in Nie et al. [11] system to calculate the 
nodule features of the region of interest. Mean shift clustering is used to group the 
feature vector sets to relevant nodule clusters and 39 nodules samples is tested with 
the best accuracy of 89% is obtained. 

Fast marching algorithm is employed by Guo et al. [12] to solve the boundary 
leakage problem in lung lobes. Combining fast marching algorithm with support vec-
tor machine (SVM) based classifier demonstrated to outperforms watershed and con-
ventional fast marching algorithm.  

Ensemble classification [13] combines the decisions of multiple classifiers to form 
an integrated output has emerged as an effective classification method. It also refers 
to the algorithms that produce collections or ensembles of classifiers which learn to 
classify by training individual learners and fused their predictions. Multi-scale and 
multi-oriented filter bank responses produced invariant features used in multi-layer 
perceptrons (MLP) to train different data was proposed by Pereira et al. [14]. For 19 
different classifiers in the MLP, the mean of 77.71% sensitivity and 87.18% specific-
ity on the 154 nodules images are recorded. Another trend is the appearance of en-
semble learners which utilized a large amount of weak classifiers with boosting. Ochs 
et al. [15] illustrated a method for voxel-by-voxel classification of airways, fissures, 
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nodules, and vessels from CT images. The AdaBoost algorithm was implemented on 
the 29 cases. The area under the curve, Az for nodule classification is 0.945.   

Referring to the lung nodule detection review, it is evident that there is still room to 
improve the performance of automated nodule classification. The current systems 
have a tradeoff between sensitivity and specificity for the particular nodule size/class.  

2   Existing Clustering-Based Classification Approaches  

One of the techniques to improve image classification is through clustering [16] ap-
proach. Fig. 1 shows the common architecture for clustering which involves feature 
selection/extraction, inter-pattern similarity, and grouping. There exist well-
established and popular clustering algorithms such as k-means, expectation maximi-
zation, fuzzy c-means, iterative self-organizing data analysis, and so on.  

 

Fig. 1. Common architecture for clustering [17] 

Classification aided by clustering has been applied across various research areas 
such as text [18], traffic [19], protein [20], medical [21], semantic role labelling [22], 
remote sensing [23], and spam filtering [24]. In the above research areas, employing 
the clustering method into classification has proven to improve the classification  
accuracies.  

Kawata et al. [25] proposed a linear discriminant classification boosted by k-means 
clustering using malignant and benign pulmonary nodules datasets based on topologi-
cal histogram features. The k-means clustering procedure in this context improves the 
homogeneity of the sample distribution by clustering the different properties accord-
ing to the CT density value. Class I represents classes with high mean CT density 
value in the nodule pattern and Class II represents the lower mean value. Each class 
used an individual linear discriminant classifier which is trained using CT density 
value and curvature features extracted for the particular class and then, the classifier 
discriminate either benign or malignant pattern accordingly. The Az value under the 
receiver operating characteristic (ROC) curve of the hybrid approach (k-means cluster 
with linear discriminant classifier) was recorded to be higher than the single linear 
discriminant classifier. Anatomical model is elucidate by Antonelli et al. [26] to dis-
tinguish the chest wall, trachea, and two lung lobes. A set of routines consisting of 
thresholding, region growing, and border detection are used to segment the 3D image. 
Fuzzy c-means algorithm is applied to cluster the 3D region of interest to either nod-
ules or vessels. Fuzzy based neural network is trained to classify the nodules or  
non-nodules according to the 2D and 3D features. The system tested on 20 cases (con-
tained 29 juxta-pleural nodules, 70 micro-nodules and 12 nodules) resulted sensitivity 
of 86.21% juxta-pleural, 82.86% micro-nodules, and 100% nodule with 1.4 false 
positives per slice. 
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According to Ozgencil et al. [22], implementation of k-means clustering to parti-
tion the data through the subset of features and multi-label SVM classifiers is then 
trained individually on each clusters using automatic feature selection improved the 
overall system classification accuracies by approximately 2% on validation data and 
1.5 % for test data.  For the argument identifier module, the pruning technique and the 
cluster based classification improved the testing performance from 84.67% achieved 
by a single SVM with pruning to 86.66%. Based on the argument labelling module, 
an accuracy of 89.77% was recorded when the cluster aided classification was em-
ployed comparing with 88.37% using single SVM classifier.  

According to the literature, it is clear that classification aided by clustering (CAC) 
has proven to improve the classification accuracy.  

3   Proposed Random Forest Classification Aided by EM Clustering 
on Pulmonary Nodules 

In this section, the authors propose the architecture for a random forests (RF) CAC 
(see Fig. 2). It consists of training and test stages. The training stage consists of the 
nodule and non-nodule parts that are separated. Each part is clustered into M clusters. 
M could be made different for the nodule and non-nodule parts. Using the original 
labels of the training set instances, 2×M groups are formed named N1, N2, …NM for 
nodules, and  NN1, NN2, …, NNM for non-nodules. A multi-class classifier consisting 
of 2×M classes is trained. In the test stage, on the other hand, the test set instances are 
presented to the developed classifier and then classified into 2×M classes. 

The randomly selected training data consists of nodule and non-nodule is sepa-
rately clustered using EM algorithm. After clustering the nodule and non-nodule pat-
terns into two clusters each, the classifiers RF, SVM, and DT are trained on the four 
clusters produced previously with nodule and non-nodule class identified. For testing 
phase, the randomly selected nodule and non-nodule patterns not used in training 
phase is combined and presented to the cluster model (previously trained in the train-
ing phase). The results from the cluster model identify the instances which belong to 
each class. The relevant classifier’s model (RF, SVM, and DT) are tested based on the 
instances present in each class. 

To study the influence of the train and test dataset size on the performance of the 
systems, three randomly selected sets of training and test datasets are constructed, 20-
80, 50-50, and 80-20. Details of the experimental procedure could be obtained from 
[27]. The parameters used in EM are as follows: maximum iterations=100, minimum 
standard deviation=1 × 10-6, number of clusters=2, and seed=100. 

We obtained 32 scans of different subjects from the LIDC database contained a to-
tal of 5721 image files. All images were of the size 512×512. For nodule patterns that 
could fit within a 30×30 region, we extracted from the image such a region surround-
ing the nodule pattern. On the other hand, for nodule patterns that could not fit within 
a 30×30 region, we extracted the entire nodule pattern first, and then resized it into a 
30×30 region. In total, we created 1203 30×30 nodule files. In addition, we developed  
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Fig. 2. Architecture for the proposed classification aided by clustering system 

a program that searched through all 5721 image files and randomly captured 1203 
30×30 regions that did not contain any nodule patterns. Thus, we formed a two-class 
dataset consisting of 1203 30×30 nodule and 1203 30×30 non-nodule patterns. 

In the three experiments below, the parameters for each classifier are identified 
based on the consistency of the classifiers’ performance. For RF parameters, the no-
of-trees-grown is set to 100 and no-of-variables at each split is set to 25. The cost and 
gamma parameters of the SVM are set to 24.5 and 2-29 respectively. Pruning confi-
dence parameter and minimum number of instances per leaf of the decision tree (DT) 
is set to 0.25 and 2 accordingly.  

In each experiment, the following parameters are calculated and presented: true 
positive rate (TPR), false positive rate (FPR), specificity (SPC), and accuracy (ACC). 

3.1   Experiment I 

In this experiment, 20% of the images of each of the nodule and non-nodule classes 
were used to form the training set, and the other 80% of the images were used to 
form the test set. The gray-level values were directly used as features for classifica-
tion. The number of training and test images, and features were 482 (240  
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Table 1. Non-CAC and CAC Performances 

Non-CAC  Performances 

Classifier TPR FPR SPC ACC 
Execution  
Time (sec) 

DT 90.55 13.01 86.99 88.77 10.43 
SVM 90.55 10.82 89.18 89.86 7.25 
RF 94.50 11.55 88.45 91.48 6.97 

CAC Performances 

Classifier TPR FPR SPC ACC 
Execution  
Time (sec) 

DT 92.32 14.67 85.33 88.83 70.14 
SVM 91.17 11.24 88.76 89.97 65.43 
RF 95.12 10.93 89.07 92.10 66.78 

 
nodules and 242 non-nodule patterns), 1924 (963 nodules and 961 non-nodule pat-
terns), and 900, respectively. Table 1 presented the result for single classification 
and CAC. 

3.2   Experiment II 

In this experiment, 50% of the images of each class were used to form the training set, 
and the other 50% of the images were used to form the test set. Therefore, the number 
of training and test images, and features were 1203 (601 nodules and 602 non-nodule 
patterns), 1203 (602 nodules and 601 non-nodule patterns), and 900, respectively. 
Table 2 presented the result for single classification and CAC. 

Table 2. Non-CAC and CAC Performances 

Non-CAC  Performances 

Classifier TPR FPR SPC ACC 
Execution  
Time (sec) 

DT 90.70 8.99 91.01 90.86 15.29 
SVM 89.70 5.66 94.34 92.01 10.86 
RF 94.68 5.99 94.01 94.34 9.05 

CAC Performances 

Classifier TPR FPR SPC ACC 
Execution  
Time (sec) 

DT 90.37 8.15 91.85 91.11 94.29 
SVM 91.03 6.82 93.18 92.10 89.91 
RF 95.02 5.99 94.01 94.51 90.13 

3.3   Experiment III 

In this experiment, 80% of the images of each class were used to form the training set, 
and the other 20% of the images were used to form the test set. Therefore, the number 
of training and test images, and features were 1924 (963 nodules and 961 non-nodule 
patterns), 482 (240 nodules and 242 non-nodule patterns), and 900, respectively.  
Table 3 presented the result for single classification and CAC. 
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Table 3. Non-CAC and CAC Performances 

Non-CAC  Performances 

Classifier TPR FPR SPC ACC 
Execution  
Time (sec) 

DT 91.67 9.92 90.08 90.87 65.68 
SVM 90.00 4.96 95.04 92.53 41.27 
RF 95.00 3.72 96.28 95.64 45.42 

CAC Performances 

Classifier TPR FPR SPC ACC 
Execution  
Time (sec) 

DT 92.92 9.09 90.91 91.29 131.79 
SVM 92.50 2.89 97.11 94.81 120.33 
RF 96.67 3.72 96.28 96.47 119.47 

4   Discussions 

This study was motivated by the emergence of ensemble-based classification ap-
proaches, and also the importance of CAC approach. Three experiments were carried 
out on single classifiers, each using a different set of train and test datasets. The im-
plemented systems were trained and tested on an Intel Xeon CPU 5130 @2.00GHz 
on-board of a Dell Precision Workstation 490. The total average execution time of 
both the training and the test operations were recorded. 

As can be seen, the results demonstrate that the single RF based system performs 
better than the SVM as well as the DT in all experiments. The highest classification 
accuracy of 95.64%, sensitivity of 95.00%, specificity of 96.28%, and false positive 
rate of only 3.72% was produced by the RF based system where the training set con-
tained 80% of images and the test set consisted of the remaining 20%. The highest 
classification accuracy achieved by the tested SVM and the DT classifiers were 
92.53% and 91.29% for the same training and test sets, respectively. Considering the 
results in the three experiments, it can be stated that the RF classifier performed better 
where larger training set was used to train it. 

Comparing the CAC performance (see in Fig. 3), RF CAC performs better than 
SVM and DT CAC. It recorded the highest classification accuracy of 96.47% with 80-
20 dataset size. The other classifiers only achieved 94.81% and 91.29% accuracy each 
on the same dataset size. Overall, the proposed RF CAC improved the performance of 
lung nodule classification. 

Clearly, the execution time recorded by CAC is higher than that of single classifier. 
This is due to the complexity of the CAC structure where training the EM algorithm 
and the classifier increase the execution time. For single classifier architecture, SVM 
classifier recorded an average of 19.79 seconds, which was slightly less than that of 
RF of 20.48 seconds for the three experiments. Also, SVM based CAC presented the 
lowest execution time for all the three dataset sizes, with an average of 91.54 seconds. 
The RF based CAC’s execution time for the three different dataset sizes are slightly 
higher than SVM based classifier with an average of 92.13 seconds. It can be con-
cluded that for the three classifiers, the RF CAC performs the best.  
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Fig. 3. (a) Accuracies results. (b) Execution times results 

5   Conclusion 

A random forest based classification aided by EM algorithm was developed. Its per-
formance was compared against that of the support vector machine and the decision 
tree methods. Three different set of training and test datasets were devised to study 
the influence of the data sizes against the classification performance. The highest 
accuracy of 96.47% was produced by the proposed random forest-based CAC. The 
total average execution time of both the training and the test operations for this classi-
fier was 92.13 seconds. The highest classification accuracy produced by the tested 
support vector machine and the decision tree classifiers were 92.53% and 91.29% for 
the same training and test sets, respectively. The proposed CAC is also compared 
against each individual classifier. Comparing the individual classifier against the CAC 
approach, an accuracy improvement ranging from 0.09% to 2.28% was recorded. 
Therefore, RF proved to be an accurate classifier and performed well when incorpo-
rating with the CAC approach for the lung nodule detection problem. 
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