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Preface

This volume contains the papers selected for presentation at The 2009 Interna-
tional Conference on Brain Informatics (BI 2009) held at Beijing University of
Technology, China, on October 22–24, 2009. It was organized by the Web Intel-
ligence Consortium (WIC) and IEEE Computational Intelligence Society Task
Force on Brain Informatics (IEEE TF-BI). The conference was held jointly with
The 2009 International Conference on Active Media Technology (AMT 2009).

Brain informatics (BI) has emerged as an interdisciplinary research field that
focuses on studying the mechanisms underlying the human information process-
ing system (HIPS). It investigates the essential functions of the brain, ranging
from perception to thinking, and encompassing such areas as multi-perception,
attention, memory, language, computation, heuristic search, reasoning, planning,
decision-making, problem-solving, learning, discovery, and creativity. The goal
of BI is to develop and demonstrate a systematic approach to achieving an
integrated understanding of both macroscopic and microscopic level working
principles of the brain, by means of experimental, computational, and cognitive
neuroscience studies, as well as utilizing advanced Web Intelligence (WI) centric
information technologies. BI represents a potentially revolutionary shift in the
way that research is undertaken. It attempts to capture new forms of col-
laborative and interdisciplinary work. Following this vision, new kinds of BI
methods and global research communities will emerge, through infrastructure
on the wisdom Web and knowledge grids that enables high speed and dis-
tributed, large-scale analysis and computations, and radically new ways of shar-
ing data/knowledge.

BI 2009 was the first conference specifically dedicated to interdisciplinary re-
search in brain informatics. It provided an international forum to bring together
researchers and practitioners from diverse fields, such as computer science, in-
formation technology, artificial intelligence, Web intelligence, cognitive science,
neuroscience, medical science, life science, economics, data mining, data science
and knowledge science, intelligent agent technology, human computer interac-
tion, complex systems, and systems science, to present the state-of-the-art in the
development of brain informatics, to explore the main research problems in BI
that lie in the interplay between the studies of the human brain and the research
of informatics. On the one hand, one models and characterizes the functions of
the human brain based on the notions of information processing systems. WI
centric information technologies are applied to support brain science studies. For
instance, the wisdom Web, knowledge grids, and cloud computing enable high-
speed, large-scale analysis, simulation, and computation as well as new ways of
sharing research data and scientific discoveries. On the other hand, informatics-
enabled brain studies, e.g., based on fMRI, EEG, and MEG, significantly broaden
the spectrum of theories and models of brain sciences and offer new insights into



VI Preface

the development of human-level intelligence towards brain-inspired wisdom Web
computing.

We wish to express our gratitude to all members of the Conference Committee
for their instrumental and unfailing support. BI 2009 had a very exciting program
with a number of features, ranging from keynote talks, special sessions, technical
sessions, posters, workshops, and social programs. All of this work would not
have been possible without the generous dedication of the Program Committee
members and the external reviewers in reviewing the papers submitted to BI
2009, of our keynote speakers, John Anderson of Carnegie Mellon University,
Jeffrey M. Bradshaw of Florida Institute for Human and Machine Cognition,
Frank van Harmelen of Vrije Universiteit Amsterdam, Lynne Reder of Carnegie
Mellon University, Zhongzhi Shi of the Chinese Academy of Sciences, and Zhi-
Hua Zhou of Nanjing University, and invited speakers in the special session on
Information Processing Meets Brain Sciences, Zhaoping Li of University College
London, Setsuo Ohsuga of the University of Tokyo, Bin Hu of Birmingham City
University and Lanzhou Unviersity, Tianzi Jiang of the Chinese Academy of
Sciences, Yulin Qin of Beijing University of Technology and Carnegie Mellon
University, in preparing and presenting their very stimulating talks. We thank
them for their strong support.

BI 2009 could not have taken place without the great team effort of the Local
Organizing Committee and the support of the International WIC Institute, Bei-
jing University of Technology. Our special thanks go to Boyuan Fan, Ze Zhang,
Zhenyang Lu, Pu Wang, and Jianwu Yang for their enormous efforts in planning
and arranging the logistics of the conference from registration/payment han-
dling, venue preparation, accommodation booking, to banquet/social program
organization. We would like to thank Shuai Huang, Jiajin Huang, Jian Yang, and
Juzhen Dong of the conference support team at the International WIC Institute
(WICI), the Knowledge Information Systems Laboratory, Maebashi Institute of
Technology, and Web Intelligence Laboratory, Inc. for their dedication and hard
work. We are very grateful to the BI 2009 corporate sponsors: Beijing University
of Technology (BJUT), Beijing Municipal Lab of Brain Informatics, Chinese So-
ciety of Radiology, National Natural Science Foundation of China (NSFC), State
Administration of Foreign Experts Affairs, Shanghai Psytech Electronic Technol-
ogy Co. Ltd, Shenzhen Hanix United, Inc. (Beijing Branch), Beijing JinShangQi
Net System Integration Co. Ltd, and Springer Lecture Notes in Computer Sci-
ence (LNCS/LNAI) for their generous support. Last but not the least, we thank
Alfred Hofmann of Springer for his help in coordinating the publication of this
special volume in an emerging and interdisciplinary research field.

August 2009 Ning Zhong
Kuncheng Li
Shengfu Lu

Lin Chen
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Using Neural Imaging to Inform the Instruction
of Mathematics

John Anderson

Department of Psychology
Carnegie Mellon University, USA

ja+@cmu.edu

I will describe research using fMRI to track the learning of mathematics with a
computer-based algebra tutor. I will describe the methodological challenges in
studying such a complex task and how we use cognitive models in the ACT-R
architecture to interpret imaging data. I wll also describe how we can use the
imaging data to identify mental states as the student is engaged in algebraic
problems solving.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 1, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Distributed Human-Machine Systems: Progress
and Prospects

Jeffrey M. Bradshaw

Florida Institute for Human and Machine Cognition, USA
jbradshaw@ihmc.us

Advances in neurophysiological and cognitive science research have fueled a surge
of research aimed at more effectively combining human and machine capabilities.
In this talk we will give and overview of progress and prospects for four current
thrusts of technology development resulting from this research: brain-machine
interfaces, robotic prostheses and orthotics, cognitive and sensory prostheses,
and software and robotic assistants. Following the overview, we will highlight
the unprecedented social ethics issues that arise in the design and deployment of
such technologies, and how they might be responsibly considered and addressed.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 2, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Large Scale Reasoning on the Semantic Web:
What to Do When Success Is Becoming a

Problem

Frank van Harmelen

AI Department
Vrije Universiteit Amsterdam, The Netherland

Frank.van.Harmelen@cs.vu.nl

In recent years, the Semantic Web has seen rapid growth in size (many billions
of facts and rules are now available) and increasing adoption in many sectors
(government, publishing industry, media). This success has brought with it a
whole new set of problems: storage, querying and reasoning with billions of facts
and rules that are distributed across different locations. The Large Knowledge
Collider (LarKC) is providing an infrastructure to solve such problems. LarKC
exploits parallelisation, distribution and approximation to enable Semantic Web
reasoning at arbitrary scale. In this presentation we will describe the architec-
ture and implementation of the Large Knowledge Collider, we will give data on
its current performance, and we will describe a number of use-cases that are
deploying LarKC.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 3, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



How Midazolam Can Help Us Understand
Human Memory: 3 Illustrations and a Proposal

for a New Methodology

Lynne Reder

Department of Psychology
Carnegie Mellon University, USA

reder@cmu.edu

Midazolam is a benzodiazepine commonly used as an anxiolytic in surgery. A
useful attribute of this drug is that it creates temporary, reversible, anterograde
amnesia. Studies involving healthy subjects given midazolam in one session and
saline in another, in a double-blind, cross-over design, provide insights into mem-
ory function. Several experiments will be described to illustrate the potential of
studying subjects with transient anterograde amnesia. This talk will also outline
how this drug can be used in combination with fMRI to provide more insights
about brain functioning than either method in isolation.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 4, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Research on Brain-Like Computer

Zhongzhi Shi

Key Laboratory of Intelligent Information Processing
Institute of Computing Technology, Chinese Academy of Sciences

Beijing 100190, China
shizz@ics.ict.ac.cn

After more than 60 years of development, the operation speed of computer is
up to several hundred thousand billion (1014 ) times, but its intelligence level
is extremely low. Studying machine which combines high performance and the
people’s high intelligence together becomes the effective way with high capacity
and efficiency of exploring information processing. It will bring the important
impetus to economic and social sustainable development, promotion of the in-
formation industry and so on to make breakthrough in the research of brain-like
computer.

Mind is all mankind’s spiritual activities, including emotion, will, perception,
consciousness, representation, learning, memory, thinking, intuition, etc. Mind
model is for explaining what individuals operate in the cognitive process for
some thing in the real world. It is the internal sign or representation for external
realistic world. If the neural network is a hardware of the brain system, then
the mind model is the software of the brain system. The key idea in cognitive
computing is to set up the mind model of the brain system, and then building
brain-like computer in engineering through structure, dynamics, function and
behavioral reverse engineering of the brain. This talk will introduce the research
progress of brain-like computer, mainly containing intelligence science, mind
modesl, neural columns, architecture of brain-like computers.

Intelligence Science is an interdisciplinary subject which dedicates to joint
research on basic theory and technology of intelligence by brain science, cognitive
science, artificial intelligence and others. Brain science explores the essence of
brain, research on the principle and model of natural intelligence in molecular,
cell and behavior level. Cognitive science studies human mental activity, such as
perception, learning, memory, thinking, consciousness etc. In order to implement
machine intelligence, artificial intelligence attempts simulation, extension and
expansion of human intelligence using artificial methodology and technology.
Research scientists coming from above three disciplines work together to explore
new concept, new theory, new methodology. Intelligence science is a essential
way to reach the human-level intelligence and point out the basic priciples for
brain-like computer.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 5, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



A Framework for Machine Learning with
Ambiguous Objects

Zhi-Hua Zhou

National Key Laboratory for Novel Software Technology
Nanjing University, Nanjing 210093, China

zhouzh@nju.edu.cn

Machine learning tries to improve the performance of the system automatically
by learning from experiences, e.g., objects or events given to the system as
training samples. Generally, each object is represented by an instance (or feature
vector) and is associated with a class label indicating the semantic meaning of
that object. For ambiguous objects which have multiple semantic meanings,
traditional machine learning frameworks may be less powerful. This talk will
introduce a new framework for machine learning with ambiguous objects.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 6, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Data Compression and Data Selection in Human
Vision

Zhaoping Li

University College London, UK
Z.Li@cs.ucl.ac.uk

The raw visual inputs give many megabytes of data per second to human eyes,
but there are neural and cognitive bottle necks in human vision such that only a
few dozens of bits of data per second are eventually perceived. I will talk about
two processes in the early stages of visual pathway to reduce data rate. One is to
compress data such that as much information as possible is transmitted to the
brain given a limited information channel capacity in the visual pathway. The
other is to select, through visual attention, a fraction of the transmitted infor-
mation for further detailed processing, and the data not selected are ignored. See
http://www.cs.ucl.ac.uk/staff/Zhaoping.Li/prints/ZhaopingNReview2006.pdf
for details.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 7, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Do Brain Networks Correlate with Intelligence?

Tianzi Jiang

LIAMA Center for Computational Medicine
National Laboratory of Pattern Recognition

Institute of Automation, Chinese Academy of Sciences
Beijing 100080, P.R. China
jiangtz@nlpr.ia.ac.cn

Intuitively, higher intelligence might be assumed to correspond to more efficient
information transfer in the brain, but no direct evidence has been reported from
the perspective of brain networks. In this lecture, we first give a brief intro-
duction about the basic concepts of brain networks from different scales and
classified ways. In the second part, we present the advance on how functional
brain networks correlate with intelligence. We focus on the evidence obtained
with functional magnetic resonance imaging (fMRI) in the rest state. In the
third part of this lecture, we will discuss how individual differences in intelli-
gence are associated with brain structural organization, and in particular that
higher scores on intelligence tests are related to greater global efficiency of the
brain anatomical network. We focus on the evidence obtained with diffusion ten-
sor imaging (DTI), a type of magnetic resonance imaging. In the fourth part,
we discuss the genetic basis of intelligence-related brain networks. We try to
address the issue on how intelligence-related genes influence intelligence-related
neuronal systems. The evidence based on fMRI and DTI are presented. Finally,
the future directions in this field will be presented.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 8, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



How Were Intelligence and Language Created in
Human Brain

Setsuo Ohsuga

University of Tokyo, Japan
ohsuga@s01.itscom.net

The final objective of this talk is to make clear the origin of language and intel-
ligence. Since intelligence depends on language, origin of language rather than
intelligence is mainly discussed.

First of all a problem immanent in the current understanding of language is
discussed. The structure and the meaning of languages were analyzed by many
philosophers such as F. Saussure, F.L.G. Frege, B.A.W. Russell, L.J.J. Wittgen-
stein, N. Chomsky and the others, and the characteristics of language were made
almost clear by them. What is to be noted in their discussions is that language
is thought originated from a latent potentiality of human being. F. Saussure
named it language in contrast to real languages, named langue by him, that are
generated from language. Chomsky asserts Universal Grammar as the origin of
language and that it is biologically inherent to human being. But they do not
explain anything about what is this latent potentiality or how language was cre-
ated. If human being came out of an evolutional process of living things, then
language had to be created at some point in this process. There was nothing
before that. How primitive human being could create such complex existence as
language which many philosophers with highest intelligence such as listed above
had interested in. This is a big mystery.

In order to have an insight to this problem it is necessary to study the language
along the time axis, from very ancient time when primitive human being have
no language to today, and investigate the possibility of language having been
created. In this talk, the process of language development is classified into the
following four stages,

1. Before language - forming primitive concept
2. Primitive language - from holistic language to compositional language
3. Social language and symbolic language
4. Visual language - invention of letters and high order expressions

Among these stages, this article discuses especially the first two stages. The
major interest is to find the way a basic structure of language that corresponds to
Universal Grammar of Chomsky could be produced from the biological functions
of human brains.

The first point to be discussed is the way primitive human being created
concepts. The concepts had to be made before language because language is a
way to send existing concepts to the others.

In this talk it is assumed that predicate logic can be the Universal Grammar
because it can be a framework of every language. Then, it is shown that the pro-
duction rules of well formed formula (wff) of predicate logic can be realized by

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 9–10, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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neural network with such characteristics as, new neuron is born, neuron grows by
extending its dendrite, a neurons makes links to the others by touching its den-
drite to the axon of the others resulting in a neural-network, every neuron learns
from stimulus from external world and the success or the failure of its response.
If further more it is shown that a neuron could behave like a logical inference by
learning, then these biological characteristics can be a latent Universal Grammar
and the created neural networks represent a language expression. The difference
between ordinary operation of neural network like recognition and this logical
operation is made clear.

By showing that these concepts can be connected to the vocal organs, and
also to sensor organs by means also of purely biological ways, a possibility of
originating language could be explained.

This was the simplest holistic language. It was shown that it could develop
to social language and to compositional language in the same framework. After
some time this language was symbolized. Symbolization was a next big evolu-
tional stage of language. It depends deeply on biological capability of memoriz-
ing. But this function is not made clear yet. In order to analyze the process of
symbolization we must wait the researches from neuroscience and brain science
on this matter.



Affective Learning with an EEG Approach

Bin Hu

School of Information Science and Engineering
Lanzhou University, China, and

Department of Computing, Birmingham City University, UK
binhu@lzu.edu.cn

People’s moods heavily influence their way of communicating and their acting
and productivity, which also plays a crucial role in learning process. Affective
learning is an important aspect of education. Emotions of learners need to be rec-
ognized and interpreted so as to motivate learners and deepen their learning, and
this is a prerequisite in e-learning. Normally, affective learning has been inves-
tigating some technologies to understand learners’ emotions through detecting
their face, voice and eyes motion, etc.

Our research focuses on how to enhance interactive learning between learners
and tutors, and understand learners’ emotions through an EEG approach. We
have developed an e-learning environment and recorded EEG signals of learners
while they are surfing in the website. We presented an ontology based model
for analyzing learners’ alpha wave (a component of EEG signals) to infer the
meaning of its representation, then to understand learners’ emotions in learning
process. The outcomes of the research can contribute to evaluation of e-learning
systems and deepen understanding of learners’ emotions in learning process.
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With the advancement both in the Web (e.g., semantic Web and human-level
wisdom-Web computing) and in Brain Informatics (BI) (e.g., advanced informa-
tion technologies for brain science and non-invasive neuroimaging technologies,
such as functional magnetic resonance imaging (fMRI)), several lines of BI re-
search have been developed directly or indirectly related to Web Intelligence
(WI). Some of them can be treated as the extension to the Web research of the
tradition BI research, such as computational cognitive modeling like ACT-R.
ACT-R is a theory and model of computational cognitive architecture which
consists of functional modules, such as declarative knowledge module, procedu-
ral knowledge module, goal module and input (visual, aural), output (motor,
verbal) modules. Information can be proposed parallel inside and among the
modules, but has to be sequentially if it needs procedural module to coordinate
the behavior across modules. At the International WIC Institute (WICI), we are
trying to introduce this kind of architecture and the mechanism of activation of
the units in declarative knowledge module into our Web information system.
Based on or related to ACT-R, theories and models that are with very close re-
lation to WI have also been developed, such as threaded cognition for concurrent
multitasking, cognitive agents, human-Web interaction (e.g., SNIT-ACT (Scent-
based navigation and information foraging in the ACT cognitive architecture).
At the WICI, we are also working on the user behavior and reasoning on the
Web by eye-tracker and fMRI. Some of other BI studies, however, have been
developed directly by the requirement of WI research. For example, to meet the
requirement of the development of Granular Reasoning (GrR) technologies in
WI research, people at the WICI have been checking how human can perceive
the real world under many levels of granularity (i.e., abstraction) and can also
easily switch among granularities. By focusing on different levels of granularity,
one can obtain different levels of knowledge, as well as in-depth understanding
of the inherent knowledge structure. The interaction between human intelligence
inspired WI methodology research and WI stimulated BI principle research will
benefit both BI and WI researches greatly.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, p. 12, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Abstract. By adopting neurological theories on the role of emotions and feel-
ings, an agent model is introduced incorporating the reciprocal interaction be-
tween believing and feeling. The model describes how the strength of a belief 
may not only depend on information obtained, but also on the emotional re-
sponses on the belief. For feeling emotions a recursive body loop is assumed. 
The model introduces a second feedback loop for the interaction between feel-
ing and belief. The strength of a belief and of the feeling both result from the 
converging dynamic pattern modelled by the combination of the two loops. For 
some specific cases it is described, for example, how for certain personal char-
acteristics an optimistic world view emerges, or, for other characteristics, a pes-
simistic world view.  

1   Introduction 

Already during the process that they are generated beliefs trigger emotional responses 
that result in certain feelings. However, the process of generation of a belief is not 
fully independent of such associated feelings. In a reciprocal manner, the generated 
feelings may also have a strengthening or weakening effect on the belief during this 
process. Empirical work such as described in, for example, (Eich, Kihlstrom, Bower, 
Forgas, and Niedenthal, 2000; Forgas, Laham, and Vargas, 2005; Forgas, Goldenberg, 
and Unkelbach, 2009; Niedenthal, 2007; Schooler and Eich, 2000; Winkielman, 
Niedenthal, and Oberman, 2009), reports such types of effects of emotions on beliefs, 
but does not relate them to neurological findings or theories. In this paper, adopting 
neurological theories on emotion and feeling, a computational dynamic agent model 
is introduced that models this reciprocal interaction between feeling and believing. 
The computational model, which is based on neurological theories on the embodie-
ment of emotions as described, for example, in (Damasio, 1994, 1996, 1999, 2004; 
Winkielman, Niedenthal, and Oberman, 2009)’s, describes how the generation of a 
belief may not only depend on an (external) informational source, but also takes into 
account how the belief triggers an emotional response that leads to a certain feeling. 
More specifically, in accordance with, for example (Damasio, 1999, 2004), for feeling 
the emotion associated to a belief a converging recursive body loop is assumed. A 
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second converging feedback loop introduced in the model, inspired the Somatic 
Marker Hypothesis (Damasio, 1994, 1996), involves the interaction back from the 
feeling to the belief. Thus a combination of two loops is obtained, where connection 
strengths within these loops in principle are person-specific. Depending on these 
personal characteristics, from a dynamic interaction within and between the two 
loops, an equilibrium is reached for both the strength of the belief and of the feeling.  

To illustrate the model, the following example scenario is used. A person is park-
ing his car for a short time at a place where this is not allowed. When he comes back, 
from some distance he observes that a small paper is attached at the front window of 
the car. He starts to generate the belief that the paper represents a charge to be paid. 
This belief generates a negative feeling, which has an impact on the belief by 
strengthening it. Coming closer, some contours of the type of paper that is attached 
become visible. As these are not clearly recognized as often occurring for a charge, 
the person starts to generate a second belief, namely that it concerns an advertising of 
a special offer. This belief generates a positive feeling which has an impact on the 
latter belief by strengthening it.  

In this paper, first in Section 2 Damasio’s theory on the generation of feelings 
based on a body loop is briefly introduced. Moreover, the second loop is introduced, 
the one between feeling and belief. In Section 3 the model is described in detail. Sec-
tion 4 presents some simulation results. In Section 5 a mathematical analysis of the 
equilibria of the model is presented. Finally, Section 6 is a discussion. 

2   From Believing to Feeling and Vice Versa 

In this section the interaction between believing and feeling is discussed in some more 
detail from a neurological perspective, in both directions: from believing to feeling, 
and from feeling to believing. 

2.1   From Believing to Feeling 

As any mental state in a person, a belief state induces emotions felt within this person, 
as described by Damasio (1999, 2004); for example: 

 

‘Even when we somewhat misuse the notion of feeling – as in “I feel I am right about 
this” or “I feel I cannot agree with you” – we are referring, at least vaguely, to the feel-
ing that accompanies the idea of believing a certain fact or endorsing a certain view. 
This is because believing and endorsing cause a certain emotion to happen. As far as I 
can fathom, few if any exceptions of any object or event, actually present or recalled 
from memory, are ever neutral in emotional terms. Through either innate design or by 
learning, we react to most, perhaps all, objects with emotions, however weak, and sub-
sequent feelings, however feeble.’ (Damasio, 2004, p. 93) 

 

In some more detail, emotion generation via a body loop roughly proceeds according 
to the following causal chain; see Damasio (1999, 2004): 

 

belief   →  preparation for the induced bodily response   →  
induced bodily response   →  sensing the induced bodily response  →   
sensory representation of the induced bodily response  →  induced feeling 

 

As a variation, an ‘as if body loop’ uses a direct causal relation 
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preparation for the induced bodily response  →  
sensory representation of the induced bodily response 

 

as a shortcut in the causal chain. The body loop (or as if body loop) is extended to a 
recursive body loop (or recursive as if body loop) by assuming that the preparation of 
the bodily response is also affected by the state of feeling the emotion:  

 

feeling  →  preparation for  the bodily response   
 

as an additional causal relation. Such recursiveness is also assumed by Damasio 
(2004), as he notices that what is felt by sensing is actually a body state which is an 
internal object, under control of the person: 

 

‘The brain has a direct means to respond to the object as feelings unfold because the 
object at the origin is inside the body, rather than external to it. The brain can act di-
rectly on the very object it is perceiving. It can do so by modifying the state of the ob-
ject, or by altering the transmission of signals from it. The object at the origin on the 
one hand, and the brain map of that object on the other, can influence each other in a 
sort of reverberative process that is not to be found, for example, in the perception of an 
external object.’ (…) 

‘In other words, feelings are not a passive perception or a flash in time, especially 
not in the case of feelings of joy and sorrow. For a while after an occasion of such feel-
ings begins – for seconds or for minutes – there is a dynamic engagement of the body, 
almost certainly in a repeated fashion, and a subsequent dynamic variation of the per-
ception. We perceive a series of transitions. We sense an interplay, a give and take.’ 
(Damasio, 2004, pp. 91-92) 

 

Thus the obtained model is based on reciprocal causation relations between emotion 
felt and body states, as roughly shown in Figure 1. 

feeling 

belief body 
state

sensed 
body state  

Fig. 1. Body loop induced by a belief 

Within the model presented in this paper both the bodily response and the feeling 
are assigned a level or gradation, expressed by a number, which is assumed dynamic; 
for example, the strength of a smile and the extent of happiness. The causal cycle is 
modelled as a positive feedback loop, triggered by a mental state and converging to a 
certain level of feeling and body state. Here in each round of the cycle the next body 
state has a level that is affected by both the mental state and the level of the feeling 
state, and the next level of the feeling is based on the level of the body state. 

2.2   From Feeling to Believing 

In an idealised rational agent the generation of beliefs might only depend on informa-
tional sources and be fully independent from non-informational aspects such as  
emotions. However, in real life persons may, for example, have a more optimistic or 



16 Z.A. Memon and J. Treur 

pessimistic character and affect their beliefs in the sense that an optimist person 
strengthens beliefs that have a positive feeling associated and a pessimistic person 
strengthens beliefs with a negative associated feeling. Thus the strengths of beliefs 
may depend on non-informational aspects of mental processes and related personal 
characteristics. To model this for the case of feelings a causal relation 

 

feeling  →  belief 
 

can be added. This introduces a second recursive loop, as shown in Figure 2. 

feeling 

belief 
body 
state

           body- 
      feeling 

 loop 

        belief- 
    feeling 

 loop 

 

Fig. 2. The two recursive loops related to a belief 

From a neurological perspective the existence of a connection from feeling to belief 
may be considered plausible, as neurons involved in the belief and in the associated 
feeling will often be activated simultaneously. Therefore such a connection from feel-
ing to belief may be developed based on a general Hebbian learning mechanism (Hebb, 
1949; Bi and Poo, 2001) that strengthens connections between neurons that are acti-
vated simultaneously, similar to what has been proposed for the emergence of mirror 
neurons; e.g., (Keysers and Perrett, 2004; Keysers and Gazzola, 2009). 

Another type of support for a connection from feeling to belief can be found in 
Damasio’s Somatic Marker Hypothesis; cf. (Damasio, 1994, 1996; Bechara and 
Damasio, 2004; Damasio, 2004). This is a theory on decision making which provides 
a central role to emotions felt. Each decision option induces (via an emotional re-
sponse) a feeling which is used to mark the option. For example, when a negative 
somatic marker is linked to a particular option, it provides a negative feeling for that 
option. Similarly, a positive somatic marker provides a positive feeling for that op-
tion. Damasio describes the use of somatic markers in the following way:  

 

‘the somatic marker (..) forces attention on the negative outcome to which a given action 
may lead, and functions as an automated alarm signal which says: Beware of danger ahead 
if you choose the option which leads to this outcome. The signal may lead you to reject, 
immediately, the negative course of action and thus make you choose among other alterna-
tives. (…)  When a positive somatic marker is juxtaposed instead, it becomes a beacon of 
incentive. (…) on occasion somatic markers may operate covertly (without coming to con-
sciousness) and may utilize an ‘as-if-loop’.’ (Damasio, 1994, p. 173-174) 

 

Usually the Somatic Marker Hypothesis is applied to provide endorsements or 
valuations for  options for a person’s actions. However, it may be considered plau-
sible that such a mechanism is applicable to valuations of internal states such as 
beliefs as well. 
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3   The Detailed Agent Model for Believing and Feeling 

Informally described theories in scientific disciplines, for example, in biological or 
neurological contexts, often are formulated in terms of causal relationships or in 
terms of dynamical systems. To adequately formalise such a theory the hybrid dy-
namic modelling language LEADSTO has been developed that subsumes qualitative 
and quantitative causal relationships, and dynamical systems; cf. (Bosse, Jonker, 
Meij and Treur, 2007). This language has been proven successful in a number of 
contexts, varying from biochemical processes that make up the dynamics of cell 
behaviour (cf. Jonker, Snoep, Treur, Westerhoff, Wijngaards, 2008) to neurological 
and cognitive processes (e.g., Bosse, Jonker, Los, Torre, and Treur, 2007; Bosse, 
Jonker, and Treur, 2007, 2008). Within LEADSTO the temporal relation a →→ b de-
notes that when a state property a occurs, then after a certain time delay (which for 
each relation instance can be specified as any positive real number), state property b 
will occur. In LEADSTO both logical and numerical calculations can be specified in 
an integrated manner, and a dedicated software environment is available to support 
specification and simulation.  

An overview of the agent model for believing and feeling is depicted in Figure 3. 
This picture also shows representations from the detailed specifications explained 
below. However, note that the precise numerical relations between the indicated vari-
ables V shown are not expressed in this picture, but in the detailed specifications of 
properties below, which are labeled by LP1 to LP9 as also shown in the picture. 

 
Fig. 3. Overview of the agent model 

The detailed specification (both informally and formally) of the agent model is 
presented below. Here capitals are used for (assumed universally quantified) vari-
ables. First the part is presented that describes the basic mechanisms to generate a 
belief state and the associated feeling. The first dynamic property addresses how 
properties of the world state can be sensed. 



18 Z.A. Memon and J. Treur 

LP1  Sensing a world state 
If  world state property W occurs of strength V 
then  a sensor state for W of strength V will occur. 

world_state(W, V) →→  sensor_state(W, V) 
 

For the example scenario this dynamic property is used by the agent to observe both 
the paper attached looking like a charge and the paper type looking like an offer; to 
this end the variable W is instantiated by charge and offer. From the sensor states, sen-
sory representations are generated according to the dynamic property LP2. Note that 
also here for the example the variable W is instantiated as indicated. 

 

LP2  Generating a sensory representation for a sensed world state 
If  a sensor state for world state property W with level V occurs,  
then  a sensory representation for W with level V will occur. 

sensor_state(W, V)  →→  srs(W, V) 
 

Next the dynamic property for the process for belief generation is described, where 
both the sensory representation and the feeling play their role. This specifies part of 
the loop between belief and feeling. The resulting level for the belief is calculated 
based on a function g(β, V1, V2) of the original levels.  

 

LP3  Generating a belief state for a feeling and a sensory representation 
If  a sensory representation for w with level V1 occurs,  
  and  the associated feeling of b with level V2 occurs 
  and  the belief for w has level V3 
  and  β1  is the person’s orientation for believing 
  and  γ1  is the person’s flexibility for beliefs 
then  a belief for w with level  V3 + γ1 (g(β1, V1, V2)-V3) Δt will occur. 

srs(w, V1)  &  feeling(b, V2)  &  belief(w, V3)  →→   belief(w, V3 + γ1 (g(β1, V1,V2) - V3) Δt) 
 

For the function g(β, V1, V2) the following has been taken: 
 

g(β, V1, V2) =  β(1-(1-V1)(1-V2)) + (1-β)V1V2  
 

Note that this formula describes a weighted sum of two cases. The most positive case 
considers the two source values as strengthening each other, thereby staying under 1: 
combining the imperfection rates 1-V1 and 1-V2 of them provides a decreased rate of 
imperfection expressed by: 1-(1-V1)(1-V2). The most negative case considers the two 
source values in a negative combination: combining the imperfections of them pro-
vides an increased imperfection. This is expressed by V1V2. The factor β can be used 
to model the characteristic of a person that expresses the person’s orientation (from 0 
as most negative to 1 as most positive). 

Dynamic property LP4 describes the emotional response to a belief in the form of 
the preparation for a specific bodily reaction. This specifies part of the loop between 
feeling and body state. This dynamic property uses the same combination model 
based on g(β, V1, V2) as above. 

 
LP4  From belief and feeling to preparation of a body state 
If  belief w with level V1 occurs  
   and feeling the associated body state b has level V2 
   and  the preparation state for b has level V3 
   and  β2  is the person’s orientation for emotional response 
   and  γ2  is the person’s flexibility for bodily responses 
then  preparation state for body state b will occur with level V3 + γ2 (g(β2, V1, V2)-V3) Δt. 

belief(w, V1)  &  feeling(b, V2)  &  preparation_state(b, V3)  
→→  preparation_state(b, V3+γ2 (g(β2, V1, V2)-V3) Δt) 
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Dynamic properties LP5 to LP9 describe the body loop. 
 

LP5  From preparation to effector state for body modification 
If  preparation state for body state B occurs with level V, 
then  the effector state for body state B with level V will occur. 

preparation_state(B, V)  →→  effector_state(B, V) 
 

LP6  From effector state to modified body state 
If  the effector state for body state B with level V occurs, 
then  the body state B with level V will occur. 

effector_state(B, V)  →→  body_state(B, V) 
 

LP7  Sensing a body state 
If  body state B with level V occurs, 
then  this body state B with level V will be sensed. 

body_state(B, V)   →→   sensor_state(B, V) 
 

LP8  Generating a sensory representation of a body state 
If  body state B with level V is sensed,  
then  a sensory representation for body state B with level V will occur. 

sensor_state(B, V)   →→   srs(B, V) 
 

LP9  From sensory representation of body state to feeling 
If  a sensory representation for body state B with level V occurs, 
then  B is felt with level V. 

srs(B, V)  →→   feeling(B, V) 
 

Alternatively, dynamic properties LP5 to LP8 can also be replaced by one dynamic 
property LP10 describing an as if body loop as follows. 

 

LP10  From preparation to sensed body state 
If  preparation state for body state B occurs with level V, 
then  the effector state for body state B with level V will occur. 

preparation_state(B, V)  →→  srs(B, V) 

4   Example Simulation Results 

Based on the model described in the previous section, a number of simulations have 
been performed. Some example simulation traces are included in this section as an 
illustration; see Figures 4 and Figure 5 (here the time delays within the temporal 
LEADSTO relations were taken 1 time unit). In Figure 4 two different traces are 
shown with different characteristics. Note that the scaling of the vertical axis differs 
per graph. For both traces the world state shows an offer with a rather modest strength 
of 0.3. Moreover both γ1 = 0.6 and γ2 = 0.6. Simulation trace 1 at the left hand side 
has β1 = 0.5 and β2 = 0.5, whereas simulation trace 2 at the right hand side has β1 = 
0.5 and β2 = 1. In trace 1 the belief (and also the feeling) gets the same strength as the 
stimulus, namely 0.3; here no effect of the emotional response is observed. However, 
in trace 2 the belief gets a higher strength (namely 0.65) due to the stronger emotional 
response (with feeling getting strength 1). This shows how a belief can be affected in 
a substantial manner by the feedback from the emotional response on the belief. 

In Figure 5 the complete example scenario for the car parking case discussed ear-
lier is shown. The world state shows something that (from a distance) looks like a 
charge with strenght 0.8 until time point 225; this is indicated by the dark line in the 
upper part of Figure 5. For this case β1 = 0.8 and β2 = 0.4 was taken, which means a 
modest role for the emotional response. The belief in a charge leads to an increasingly 
strong emotional body state b1 and via the related feeling, the belief reaches a 
strength a bit above 0.9.  



20 Z.A. Memon and J. Treur 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. Two example traces: (1) β1 = 0.5 and β2 = 0.5, (2) β1 = 0.5 and β2 = 1 

However, having come closer to the car, after time point 225 the world state 
shows with strength 0.8 something that is more like an offer, whereas the strength of 
the charge shown drops to 0.05, which also was the strength of the offer before time 
point 225. As a consequence the belief in a charge drops and based on a different 
emotion response on the offer belief based on body state b2 the strength of the belief 
in an offer increases until above 0.9. 
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Fig. 5. Trace for the car parking case with β1 = 0.8 and β2 = 0.4 

5   Mathematical Analysis 

In the example simulations discussed above it was shown that for a time period with a 
constant environment, the strengths of beliefs, body states and feelings reach a stable 
equilibrium. By a mathematical analysis it can be addressed which types of equilibria 
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are possible. To this end equations for equilibria can be determined from the dynami-
cal model equations for the belief and the preparation state level, which can be ex-
pressed as differential equations as follows (with b(t) the level of the belief, s(t) of the 
stimulus, f(t) of the feeling, and p(t) of the preparation for the body state at time t).  

 

db(t)/dt  =  γ1 (β1(1-(1-s(t))(1-f(t))) + (1-β1)s(t)f(t) – b(t)) 
dp(t)/dt  =  γ2 (β2(1-(1-b(t))(1-f(t))) + (1-β2)b(t)f(t) – p(t)) 

 

To obtain equations for equilibria, constant values for all variables are assumed (also 
the ones that are used as inputs such as the stimuli). Then in all of the equations the 
reference to time t can be left out, and in addition the derivatives db(t)/dt  and dp(t)/dt  
can be replaced by 0. Assuming γ1 and γ2 nonzero, this leads to the following  
equations. 

 

β1(1-(1-s)(1-f))  + (1-β1)sf  – b = 0 
β2(1-(1-b)(1-f))  + (1-β2)bf  – p = 0 

 

As for an equilibrium it also holds that f = p, this results in the following two equa-
tions in b, f, and s: 

 

β1(1-(1-s)(1-f)) + (1-β1)sf  – b = 0                                                    (1) 
β2(1-(1-b)(1-f)) + (1-β2)bf  – f = 0                                                  (2) 

 

For the general case (1) can directly be used to express b in f, s and β1. Using this, in 
(2) b can be replaced by this expression in f, s and β1, which transforms (2) into a 
quadratic equation in f with coefficients in terms of s and the parameters β1 and β2. 
Solving this quadratic equation algebraically provides a complex expression for f in 
terms of s, β1 and β2. Using this, by (1) also an expression for b in terms of s, β1 and 
β2 can be found. As these expressions become rather complex, only an overview for a 
number of special cases is shown in Table 1 (for 9 combinations of values 0, 0.5 and 1 
for both β1 and β2). For these cases the equations (1) and (2) can be substantially 
simplified as shown in the second column (for equation (1)) and second row (for 
equation (2)). The shaded cases are instable (not attracting), so they only occur when 
these values are taken as initial values. 

As can be seen in this table, for persons that are pessimistic for believing (β1 = 0) 
and have a negative profile in generating emotional responses (β2 = 0), reach a stable 
equilibrium for which both the belief and the feeling have level 0. The opposite case 
occurs when a person is optimistic for believing (β1 = 1) and has a positive profile in 
generating emotional responses (β2 = 1). Such a person reaches a stable equilibrium 
for which both the belief and the feeling have level 1. For cases where one of these β1 
and β2 is 0 and the other one is 1, a stable equilibrium is reached where the belief gets 
the same level as the stimulus: b = s. When a person is in the middle between opti-
mistic and pessimistic for believing (β1 = 0.5), for the case of a negative profile in 
generating emotional responses the stable belief reached gets half of the level of the 
stimulus, whereas for the case of a positive profile in generating emotional responses 
the stable belief reached gets 0.5 above half of the level of the stimulus (which is the 
0.65 shown in the second trace in Figure 4). This clearly shows the effect of the feel-
ing on the belief. The case where both β1 = 0.5 and β2 = 0.5 is illustrated in the first 
trace in Figure 4: b = f = s. 
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Table 1. Overview of equilibria for 9 cases of parameter settings 

               β2   0 0.5 1 

β1 eq. (1)       
eq. (2)  f = 0        b =1 b = f f = 1         b = 0 

b = f = 0    b = s = 0 0 b = sf b = f = 0     b = f = s =1 

b = f  and s = 1 

b = s
 f = 1       

b = f = 0 

0.5 b = (s + f)/2 b = s/2 
f = 0        

b = f = s =1
 

b = f = s b = (s + 1)/2
f  = 1       

b = f = s = 0 
 

b = f =1 b = f = 1     1 1-b = (1-s)(1-f) b = s 
f = 0 

b = s =1 b = f  and s = 0 

b = f = 1       b = f = s =0 

6   Discussion 

In this paper an agent model was introduced incorporating the reciprocal interaction 
between believing and feeling based on neurological theories that address the role of 
emotions and feelings. A belief usually triggers an emotional response. Conversely, a 
belief may not only depend on information obtained, but also on this emotional re-
sponse, as, for example, shown in literature such as (Eich et al., 2000; Forgas et al., 
2005; Forgas et al., 2009; Niedenthal, 2007; Schooler and Eich, 2000). In the litera-
ture, this phenomenon has been studied informally but no formal computational mod-
els have been developed, as far as the authors know. Accordingly, this paper is an 
attempt to develop a formal computational model of how a belief generates an emo-
tional response that is felt, and on the other hand how the emotion that is felt affects 
the belief. For feeling the emotion, based on elements taken from (Damasio, 1999, 
2004; Bosse, Jonker and Treur, 2008), a converging recursive body loop is included 
in the model. As a second loop the model includes a converging feedback loop for the 
interaction between feeling and belief. The causal relation from feeling to belief in 
this second loop was inspired by the Somatic Marker Hypothesis described in (Dama-
sio, 1994, 1996; Bechara and Damasio, 2004), and may also be justified by a Hebbian 
learning principle (cf. Hebb, 1949; Bi and Poo, 2001), as also has been done for the 
functioning of mirror neurons; e.g., (Keysers and Perrett, 2004; Keysers and Gazzola, 
2009). Both the strength of the belief and of the feeling emerge as a result of the dy-
namic pattern generated by the combination of the two loops. The model was speci-
fied in the hybrid dynamic modelling language LEADSTO, and simulations were 
performed in its software environment; cf. (Bosse, Jonker, Meij, and Treur, 2007). A 
mathematical analysis of the equilibria of the model was discussed. The model was 
illustrated using an example scenario where beliefs are affected by negative and posi-
tive emotional responses. 

References 

1. Bechara, A., Damasio, A.: The Somatic Marker Hypothesis: a neural theory of economic 
decision. Games and Economic Behavior 52, 336–372 (2004) 

2. Bi, G.Q., Poo, M.M.: Synaptic Modifications by Correlated Activity: Hebb’s Postulate 
Revisited. Ann. Rev. Neurosci. 24, 139–166 (2001) 



24 Z.A. Memon and J. Treur 

3. Bosse, T., Jonker, C.M., van der Meij, L., Treur, J.: A Language and Environment for 
Analysis of Dynamics by Simulation. International Journal of Artificial Intelligence 
Tools 16, 435–464 (2007) 

4. Bosse, T., Jonker, C.M., Treur, J.: Simulation and Analysis of Adaptive Agents: an Inte-
grative Modelling Approach. Advances in Complex Systems Journal 10, 335–357 (2007) 

5. Bosse, T., Jonker, C.M., Treur, J.: Formalisation of Damasio’s Theory of Emotion, Feeling 
and Core Consciousness. Consciousness and Cognition Journal 17, 94–113 (2008) 

6. Bosse, T., Jonker, C.M., Los, S.A., van der Torre, L., Treur, J.: Formal Analysis of Trace 
Conditioning. Cognitive Systems Research J. 8, 36–47 (2007) 

7. Damasio, A.: Descartes’ Error: Emotion, Reason and the Human Brain. Papermac, London 
(1994) 

8. Damasio, A.: The Somatic Marker Hypothesis and the Possible Functions of the Prefrontal 
Cortex. In: Philosophical Transactions of the Royal Society: Biological Sciences, vol. 351, 
pp. 1413–1420 (1996) 

9. Damasio, A.: The Feeling of What Happens. In: Body and Emotion in the Making of Con-
sciousness. Harcourt Brace, New York (1999) 

10. Damasio, A.: Looking for Spinoza. Vintage books, London (2004) 
11. Eich, E., Kihlstrom, J.F., Bower, G.H., Forgas, J.P., Niedenthal, P.M.: Cognition and Emo-

tion. Oxford University Press, New York (2000) 
12. Forgas, J.P., Laham, S.M., Vargas, P.T.: Mood effects on eyewitness memory: Affective 

influences on susceptibility to misinformation. Journal of Experimental Social Psychol-
ogy 41, 574–588 (2005) 

13. Forgas, J.P., Goldenberg, L., Unkelbach, C.: Can bad weather improve your memory? An 
unobtrusive field study of natural mood effects on real-life memory. Journal of Experimen-
tal Social Psychology 45, 254–257 (2009) 

14. Hebb, D.: The Organisation of Behavior. Wiley, New York (1949) 
15. Jonker, C.M., Snoep, J.L., Treur, J., Westerhoff, H.V., Wijngaards, W.C.A.: BDI-

Modelling of Complex Intracellular Dynamics. Journal of Theoretical Biology 251, 1–23 
(2008) 

16. Keysers, C., Gazzola, V.: Unifying Social Cognition. In: Pineda, J.A. (ed.) Mirror Neuron 
Systems: the Role of Mirroring Processes in Social Cognition, pp. 3–28. Humana 
Press/Springer Science (2009) 

17. Keysers, C., Perrett, D.I.: Demystifying social cognition: a Hebbian perspective. Trends in 
Cognitive Sciences 8, 501–507 (2004) 

18. Niedenthal, P.M.: Embodying Emotion. Science 316, 1002–1005 (2007) 
19. Schooler, J.W., Eich, E.: Memory for Emotional Events. In: Tulving, E., Craik, F.I.M. 

(eds.) The Oxford Handbook of Memory, pp. 379–394. Oxford University Press, Oxford 
(2000) 

20. Winkielman, P., Niedenthal, P.M., Oberman, L.M.: Embodied Perspective on Emotion-
Cognition Interactions. In: Pineda, J.A. (ed.) Mirror Neuron Systems: the Role of Mirror-
ing Processes in Social Cognition, pp. 235–257. Humana Press/Springer Science (2009) 

 



N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 25–35, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Information Hypothesis: On Human Information 
Capability Study 

Jiří Krajíček 

Faculty of Information Technology, Brno University of Technology, Department of  
Information Systems, Božetěchova 2, Brno 612 66, Czech Republic 

ikrajice@fit.vutbr.cz 

Abstract. Main aim of this paper is to explore the human information capabili-
ties with link to open problems in computer science. We come with working 
hypothesis reflecting currently known research experimental evidence of human 
information capabilities. As every hypothesis, presented hypothesis needs fur-
ther verification to show confirmation or disconfirmation in result. Neverthe-
less, this work opens novel topic on scientific research with the aim to resolve 
presented open problems and review of classical paradigm in computer science. 

1   Introduction 

The computing industry has passed parallel hardware revolution with the introduction 
of more-core processors (more than one computational core) and parallel software 
revolution is right incoming. Beside proposed parallel challenge in hardware and 
software design [3], even toady we can observe certain limitations we are facing [22].  

In effort to find solutions for open problems (see critical review for details) here 
we turn research focus back to nature approach, to human base. To show relevant 
scientific contributions and publications, we can highlight Lucas and Penrose contri-
butions, for example. Lucas, in his paper “Minds, machines and Gödel” [20], is  
arguing that the human mathematician cannot be represented by any machines and 
Penrose [29] has suggested that the human mind might be the consequence of quan-
tum-mechanically enhanced, "non-algorithmic" computation. Penrose uses variation 
of the “halting problem” to show that mind cannot be an algorithmic process [30]. 
Rosen has proposed that computation is an inaccurate representation of natural causes 
that are in place in nature [33]. Moreover Kampis [16] assumes that information con-
tent of an algorithmic process is fixed and no “new” information is brought forward. 
These publications are a few examples of different information capability (to compute 
and communicate) between human and classical computer and represent motivation 
for novel research approach. Hence here we are interested in researching open  
problems in inner scope rather than outer (from human to human, through human). 
Presented information hypothesis is an effort to approximate human information ca-
pability and highlight its advantages.  

In second chapter we introduce critical review from point of open problems, walls 
in computer science. In third chapter main alternative approaches as related work are 
briefly described. The chapter fourth introduces another alternative approach – human 
information capability and continues by proposed information hypothesis on human 
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information model, which is the research synthesis of scientific evidence related to 
human information process. The fifth chapter briefly discusses future work and  
preparing experiments which will be essential for future research and hypothesis  
verification.  

2   Critical Review: Open Problems in Computer Science 

2.1   Physical Walls 

Computer science has already faced physical walls in implementation of logical gates, 
in silicon chip (concerning size, overheating, unsustainable power consumption). 
Therefore researchers and chip industries are switching to HW and SW paralleliza-
tion. Nowadays parallel switch help us to survive in trend of performance growth 
(approximately doubling every 18 months) [3]. But once it is done (maximal parallel 
speedup is reached) there is no obvious clue how to continue this settled performance 
growth (one cannot parallelize task that was completely parallelized before) [6].  

Here we can also recall Feynman [8] research question: “How small can you make 
a computer?” Gordon Moor himself is also expecting that his law is limited by eco-
nomics, including the rising cost of advanced lithography and new wafer fabs [22]. 
Although advanced lithography is still promising the decreasing (shrinking) of chip 
size design, at current rate of lithography scaling (~0.7 every two years), the industry 
will reach the length scale of atomic crystal lattices (order 1nm) by mid 2040s. 

2.2   Theoretical Walls 

Theoretical walls are open questions closely related to computational model (Turing 
machine, TM) and its implementation consequences which are restricted by physical 
limitation (as described above). Here we can list undecidable problems like (Halting 
Problem, Post Correspondence Problem), NP-hard and NP-complete problems like 
(Travelling Salesman Problem, SAT Problem, Knapsack Problem, Graph Coloring 
Problem). However, any problem in category of undecidable problems (e.g. Halting 
problem) or in category of NP-complete walls (e.g. 3-SAT problem) is not efficiently 
solvable by using classical computation methodology. 

Beside the fact there exist theoretical computational models more powerful than 
TM, like TM with Oracle, Iterative TM with advice, Site machines (reflecting capa-
bility of distributed computing and modern personal computer non-uniform computa-
tion), real number models, variants of neural networks with real numbers [34], due to 
the infinite descriptive properties it is not possible to implement it efficiently and use 
in practice. Thus effective “artificial” computable theoretical model remains bounded 
by Turing machine.  

In spite the Turing Machine model is formally described, closely related Church-
Turing hypothesis is still an open question itself and needs formalization so that it can 
be finally proved or disproved (confirmed or disconfirmed).   

2.3   Human-Computer Walls 

Beside the physical and theoretical walls computer science is also dealing with many 
human-computer interaction (HCI) problems/issues which are consequences of  
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classical computation design and development [25]. From functionality principle 
computer, as machine, is diametrically different from human. Therefore people are 
educated to understand computers, to think like computers. It is simply observable 
that as greater difference exist at interaction between human and computer as more 
efforts must be spent to eliminate human-computer gap (gulf of execution, gulf of 
evaluation) [24].  

We can heavy change the human computable design, but we can decide how “ma-
chine” computation is designed. Therefore related science of cognitive psychology 
and modeling is positively contributive by studying and testing brain functions. In 
presented hypothesis we understand human functions as special cases of “computa-
tion and communication” not strictly limited to physical brain activity (see chapter 
fifth for details).  

2.4   Discussion: Questions Identified  

We have briefly listed main open problems of computer science. In future researchers 
would like to handle physical, theoretical and human-computer walls as presented. 
Therefore these walls represent the main motivation for alternative computation. By 
considering alternative computing approaches we may push forward several research 
questions.  

• Does the computation have to be processed exactly by the way of classical compu-
tation? 

• What is necessary to change in computer science (research paradigm) to not face 
these walls/problems, what is possible to do to resolve these problems? 

• Is there any way of computation/communication not restricted to these theoretical, 
physical, HCI walls?  

• Beside the artificial TM, is there any natural model which is more powerful and 
more efficient?  

• If there is any, what are the main limitations/walls of such approach?  

3   Related Work: Alternative Computation 

As mentioned in previous chapter, open problems, walls are the main motivation for 
alternative computable approaches. In searching responses for questions as arisen 
from faced walls (see critical review above) and to propose novel inspiration in alter-
native natural computation [17], let us cite from [28]: 

 

“The universe doesn’t need to calculate, it just does it. We can take the  computa-
tional stance, and view many physical, chemical and biological processes  as if they 
were computations: the Principle of Least Action “computes” the shortest path for 
light and bodies in free fall; water “computes” its own level; evolution “computes” 
fitter organisms; DNA and morphogenesis “computes” phenotypes; the immune 
 system “computes” antigen recognition. This natural computation can be more effec-
tive than a digital simulation.  Gravitational stellar clusters do not “slow down” if 
more stars are added, despite the problem appearing to us to be O(n2). And as  
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Feynman noted, the real world performs quantum mechanical computations exponen-
tially faster than can classical simulations”. 

 

As we can see, real world computing is breaking the Turing paradigm [28]. In follow-
ing we briefly summarize two main representatives of real world alternative comput-
ing (quantum, DNA computation) and discuss its properties.  

Both, quantum and DNA are not restricted to silicon chip HW platform (dealing 
physical walls), come from nature, real world observation, both are massive parallel 
(dealing theoretical walls) and promising to be more efficient. 

3.1   Quantum Computation 

There is still an open question whether all quantum mechanical events are Turing-
computable, although it is known that classical TM is the same powerful as quantum 
TM and vice versa [7]. However Deutsch [7], Bernstein and Vazirani [4] shoved that 
there exist problems that quantum TM solve problems faster than classical one, can be 
more efficient. 

For instance, Grover’s quantum searching algorithm compute with N entries in 
O(N1/2) time and using O(logN) storage space [9]. In contrast to classically, search-
ing an unsorted database requires a linear search, which is O(N) in time. Also Shor 
[27] demonstrated that a quantum computer could efficiently solve a well-known 
problem of integer factorization, i.e. finding the factors of a given integer N, in a time 
which is polynomial in logN. This is exponentially faster than the best-known classi-
cal factoring algorithm. Quantum computing was also successfully used to “treat” 
(finding better “solutions” than classical computation can reach) some of artificial 
intelligence NP-hard problems [23, 15].  

Although quantum computing is promising to overcome physical walls of classical 
silicon chip design and decrease time complexity at case of certain theoretical prob-
lems, it cannot be used in practice due to its „own“ walls as seems today. Main disad-
vantages are:  

• Expensive to fabricate. 
• Today quantum 16-qubit chip (D-Wave) is not enough. 
• Decoherence, unwanted interaction with environment during the computation, the 

lost of superposition state. 

3.2   DNA Computation 

Operations of molecular genetics can be understood as operations over strings/strands 
and by proper sequence of such operations we are able to execute required computa-
tion. In 1994 Adleman [1], inventor of DNA computation, demonstrated how to use 
DNA to solve a well-known NP-complete problem, the "travelling salesman" prob-
lem in polynomial time. The goal of the problem is to find the shortest route between 
numbers of cities, going through each city only once. Adleman chose to find the 
shortest route between 7 cities. In later years DNA computation was generalized to 
solve other NP-complete problems and other specific problems like SAT problem, 3-
SAT problem [5]. Although the DNA computing is also promising to overcome 
physical walls of classical silicon chip design and solve NP-complete problems  
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efficiently, the reality is different due to space complexity expansion. Briefly main 
disadvantages are:  

• Representation of problem leads to non optimal space complexity. 
• Execution time (e.g. one computational step can take one day or more). 
• Risk of errors during biological operations (requires repeating until acceptable).  

3.3   Discussion 

Alternative computable approaches like Quantum or DNA computation come with 
“partial” solution, novel approach, but still have other “own” problems. We may ask 
another research questions. 

• What is the next step?  
• Is there any other alternative approach which can positively contribute to open 

problems/walls? 

4   The Study: Human Information Capabilities  

As shown in previous chapter alternative approaches are candidates to overcome 
walls in computer science, on the other hand still not feasible, applicable. In this paper 
we consider another alternative approach – human information capabilities, which 
stand for human computation and communication abilities. As human information 
capabilities are still undiscovered research area (the power and time complexity of 
human information processing is still unknown) we focus on this topic to contribute 
positive on presented walls.   

Classic computation (as we know today) provides two main services to human for 
satisfying his needs. These closely related services are: 

• Processing information, form of information may differ (dealing with computa-
tion). 

• Sharing information (dealing with communication). 
 

Both of these services can be found on human in natural form. Further, there exist 
specific tasks “solvable” by human computation, which cannot be solved by any clas-
sical computer or which is hard to solve (e.g. artificial intelligence NP-hard problems) 
[23, 2]. Here we can note some specific tasks like pattern recognition, path naviga-
tion, natural language processing or more abstract tasks like creativity, free will and 
being consciousness. Moreover, beyond these well-known tasks there is also experi-
mental evidence on human information capabilities which cannot be classically ex-
plained on basis of established physical concepts and statistical theory [13, 26, 19].  

In summary, we do not know the diversity, power and complexity of human infor-
mation capabilities and moreover we do not know it’s all causers and principles [10, 
12, 36]. For instance, there is experimental evidence which links mind process with 
holonomic quantum interpretation [31], but quantum interpretation is still matter of 
open question itself.    

It is not possible to answer such open questions in one paper; hence here we  
operate with information which is known, classical scientific concepts (e.g. neural 
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networks) and results of experimental evidence (e.g. unexplainable human phenom-
ena) to propose research synthesis – working hypothesis with aim to contribute on 
open problems,  walls in computer science. 

4.1   Research Objectives 

Here we briefly list main research objectives as concludes from research motivation 
and proposed working hypothesis (see section 4.2 below).  

• Proposal of working hypothesis on human information capabilities motivated by 
open problems in computer science (this paper). 

• To approximate model of human information capabilities related to working hy-
pothesis (briefly this paper). 

• Proposal of experiments: to verify presented information hypothesis, to design 
computable/communication patterns and to contribute on walls in computer sci-
ence (briefly this paper). 

• Perform of proposed experiments (future work). 

In conclusion to explore human information capabilities and explain how human 
computation may be performed via designed human computable model.  

4.2   Working Information Hypothesis 

In classical computer science there exist many human/natural based approaches (e.g. 
iterative evolutionary approach). These approaches are commonly studied separately 
in contrast to real world evidence. Here we assume these approaches as cooperative 
system, research synthesis rather than stand alone approach (to be closer to real hu-
man). This also reflects real evidence of human scientific results (psychology, neuro-
biology, and quantum mechanics) [12, 36, 30, 10]. Whole hypothesis is divided into 
three parts and linked together. Now, we postulate hypothesis statements conse-
quently. 

4.2.1   Working Hypothesis (H1) 
Rather than describing human information capability like independent neural net-
work, iterative evolutionary computation or fuzzy system, etc, we are assuming the 
synthesis of these approaches as cooperative information (computing and communi-
cating) system based on neural networks, molecular neurobiology, evolutionary ap-
proach and phenomena related to quantum mechanics at least (as proposed on refer-
ence information human model, see figure 4.1). 

 

In real world human mind, thinking is related to brain functions, where brain includes 
biological neural network (here is the reference to level of neural network computa-
tion).  

Biological neural network describes a population of interconnected neurons or a 
group of disparate neurons whose inputs or signaling targets define a recognizable 
circuit. This circuit is evolvable and reconfigurable [21] (here is the link for iterative 
evolvable approach).  

The field of molecular neurobiology overlaps with other areas of biology and 
chemistry, particularly genetics and biochemistry and study behaviors on molecular 
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level, behind neuron size. Study of nervous behavior on such level brings us to micro-
scopic world, molecular level where quantum phenomena can be examined. Further 
the evidence on such level of non-local physical, chemical and biological effects sup-
ports quantum brain theory [12, 36]. These theories where proposed by various re-
searchers [30, 31, 32, 10] (here is the link which supports quantum phenomena expla-
nation).  

Although clear quantum explanation on this level remains open question until veri-
fication, at least we now consider the research evidence of activity which is beyond 
the neuron size (see below). 

4.2.2   Working Hypothesis (H2) 
By considering and supporting all phenomena in cooperative information system as 
stated in H1 information process in human information model (see figure 4.1) is posi-
tively changed in terms of complexity/efficiency, in contrast with considering each 
phenomenon as independent model, stand alone information processing approach.    
 

With respect to H1 and H2 statement, recently in computer science it has been proven 
that assuming “ingredients” of real modern computing like non-uniformity of pro-
grams, interaction of machines and infinity operations in cooperative model, simulta-
neously; leads to model beyond Turing machine, to the model of Site machine, Turing 
machine with advice [34], see also chapter 2.2. 

4.2.3   Working Hypothesis (H3) 
Based on H1 and H2 computation and communication patterns can be designed to 
replace or overcome some of problems/tasks we are attempting to solve in computer 
science.   

 

With respect to H1, H2 and H3 statement; further research in following third statement 
can also bring us explanation why human is able to solve NP-hard problems similarly 
to quantum computation; meanwhile these problems are not efficiently solvable by 
classical computation today [23, 2]. 

4.3   Towards Human Information Model 

Meanwhile human science is referring to psychology (natural SW), biology, medicine 
(natural HW); the technical science is referring to classical computer science and 
physics. Here we have to meet both research attitudes to fulfill common goal. To 
verify the presented hypothesis statements H1, H2 and H3 we need to deal with human 
information model. In general, we may try to describe the best model for human in-
formation capabilities, but the best model will always remain human himself. More-
over it is not currently feasible to answer all human-information open questions in one 
model. Therefore presented model stands for links of “what do we know” separately 
to observe “what we need to overcome”. At this phase, we do not need to answer all 
questions to be able to use what we have, what we are. 

Figure 1 present general multi-level model of human information capabilities. The 
existence of each level is examined further and was confirmed by experimental evi-
dence as described above. 
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Fig. 1. General multi-level model of human information capabilities, each level is linked with 
others as cooperative system. This is a reference model, pointer to human capabilities. 

4.3.1   Physical Macro Level 
Physical macro level refers to nervous system linked with sensory preceptors which 
can be described as neural network connected to external devices. It is still an open 
question what variant of neural network is the best approximation for human-natural 
network. Currently the model of Analogue Recurrent Neural Networks (ARNN) is 
examined as human neural network candidate. If ARNN operates with real numbers 
then computable power is equal to Turing machine with oracle [35]. However the 
evolutionary gene extension, biological growth and die aspects in neurons seem to be 
essential for biological neural network approximation, modeling [21]. 

4.3.2   Physical Micro Level 
Physical micro level refers to evidence of computation beyond the neuron level. Mo-
lecular neurobiology has discovered that biochemical transactions play an important 
role in neuronal computations; on level where toady quantum mechanics is the most 
accurate description. For instance, in [32] dendrite spine is examined as a quantum 
computing device. Further, recently the Shafir-Tversky statistical effect (well known 
in cognitive psychology) was represented by quantum model [18]. Moreover there is 
huge experimental evidence on phenomena (beyond neuron level) which supports 
quantum explanation [12, 36, 31, 11]. 

4.3.3   Non-physical Level 
Non-physical refers to human information activity which cannot be explained on basis 
of established physical concepts and statistical theory. It is assumed that such activity 
is executed beyond any physical artifact/part of human body [26, 13, 14]. Although 
the explanation of e.g. paranormal scientific evidence [13], near death experiences 
[19] is matter of discussion and open questions, we should consider such evidence as 
part of human information capabilities as evidence shows. 

According to conventional scientific view the mind is product of the brain, neural 
network activity (electro-chemical reactions between neurons). This is based on  
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observation of metabolic brain activity in response to specific thinking process. But in 
critical examination this observation only implies the role of such neurons as mediator 
and does not necessary imply the origin of thought itself. The studies based on NDE 
(near death experiences) and paranormal evidence might be useful in support of this 
information level which is assumed to be beyond any physical artifact (brain) and 
might put the neural network just to role of mediator, receiver rather than origin (the 
fundamental information level).   

5   Experimental Verification: Proposal of Experiment Tasks 

In future work, we are going to focus more on experiments, where human can execute 
specific task (generally interested in tasks which are easy for human but difficult for 
computers). In these experiments human activity (on each modeled level) can be re-
corded (e.g. by EEG, fMRI). In more detail, we focus on study of connections be-
tween synaptic functions in neuronal level and quantum coherence inside neuron 
especially among microtubules (micro-level) [10, 11]. 

Each level provides certain resources which are essential in task solving. Here we 
are interested in what impact has each phenomenon on each level, what activity is 
recorded and what resources of recorded activity are available.  

We have selected several essential experiments which need to be tested. Designed 
experiments include testing of following tasks (the most of presented tasks naturally 
come from human - artificial intelligence):  

• Pattern recognition (CAPTCHA application [2] testing, e.g. morphed letter recog-
nition). 

• Image comparison (NP-complete problem: two images of the same place from 
different observer view are compared). 

• Image description (Open computer problem: describe images by finite sequence of 
words to identify it). 

• Sentence development (human will develop such nature sentence that is an open 
problem for any classical computer). 

• Further investigation in near death experience testing (interested in human infor-
mation processing beyond physical brain EEG activity, EEG totally flat). For ex-
amples of research evidence see [19]. 

As we can see, the proper execution (performing) of proposed experiments naturally 
requires further research work. Here we have briefly described experimental task’s 
form and properties to link between this and future work, between presented hypothe-
ses (theory) and hypothesis verification (analysis of experimental evidence).    

6   Conclusion 

We have listed main open problems of computer science, discussed alternative ap-
proaches which are promising the solutions. But in spite of quantum, DNA alternative 
efforts open problems/walls remains open. Hence we focused on human information 
capabilities as other alternative approach and presented the working information  
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hypothesis which is offering the positive contribution on discussed problems. We 
have also presented the abstract human information model which is essential for fu-
ture investigation in hypothesis verification and preparing experiments.  

Beside these proposed experiments, as main research objective remains the  
verification of presented hypothesis, mostly based on human experimental evidence, 
human model approximation and final design of patterns (“algorithmic-rules”) for 
problems which we are able to solve in terms of H3 statement.  
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Abstract. The retinotopic characteristics on human peripheral vision are still 
not well known. The position, surface area and visual field representation of 
human visual areas V1, V2 and V3 were measured using fMRI in 8 subjects (16 
hemispheres). Cortical visual field maps of the 120deg were measured using ro-
tating wedge and expanding ring stimuli. The boundaries between areas were 
identified using an automated procedure to fit an atlas of the expected visual 
field map to the data. All position and surface area measurements were made 
along the boundary between white matter and gray matter. In this study, we de-
veloped a new visual presentation system widest view (60 deg of eccentricity). 
The wide-view visual presentation system was made from nonmagnetic optical 
fibers and a contact lens, so can use in general clinical fMRI condition and the 
cost is lower. We used the newly wide view visual presentation system, the rep-
resentation of the visual field in areas V1, V2 and V3 spans about 2223 
mm^2,1679 mm^2 and 1690 mm^2 . 

1   Introduction 

The number of neurons in human visual cortex far exceeds the number in many other 
species that depend on vision. For example, the surface area of macaque monkey 
visual cortex is probably no more than 20% that of human visual cortex, although the 
cortical neuronal density is similar. This species difference in the number of cells in 
visual cortex cannot be explained by how these species encode the visual world. The 
monkey samples the retinal image at a higher resolution. There are 1.5 million optic 
nerve fibers from each eye in macaque and only 1 million such fibers in humans [1]. 
The large size of human visual cortex is likely not a result of an increase in the supply 
of information but, rather, due to an increase in visual processing and the organization 
and delivery of information to other parts of cortex, such as those devoted to language 
and reading. Given these differences in visual cortex size, it would not be surprising 
that many features of human visual cortex are not present in closely related primate 
systems [2]. 
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In human visual pathway, visual information passes from retina to lateral genicu-
late nucleus and then to human primary visual cortex. Therefore, human primary 
visual cortex (V1) contains a map of visual space. To a good approximation, each 
two-dimensional (2D) location in the visual field is represented at a single physical 
location within V1. Area V1 is the human visual cortical area with the most well-
defined anatomical boundaries, agreed on by virtually all previous studies, both his-
torical and more recent [3, 4].  

Previous retinotopic studies of humans by fMRI have identified the V1 [5], placing 
it between the occipital pole and the lateral end of the parieto-occipital sulcus (POS) 
[6]. Andrews et al. (1997) measured the size of the lateral geniculate nucleus (LGN) 
and the optic tract as well as the surface area of striate cortex. They observed that the 
surface area correlates closely with the cross-sectional area of the optic tract as well 
as with the area and volume of the lateral geniculate nucleus (LGN). Given that pho-
toreceptor density also varies by up to a factor of three across individuals [7], it is 
possible that this density is a key variable that leads to the variation in size of the 
central representations found in the LGN and V1. To what extent do the sizes of other 
visual areas follow the size of V1? This question has not been answered precisely. 
Amunts et al. (2000) measured the volume of Brodmann's areas 17 and 18 in ten 
brains (post-mortem). However, they did not report on a correlation between the sizes 
of these areas. Also, the correspondence between Brodmann’s area 18 and visual area 
V2 is not as clear as that between striate cortex and V1 [8]. 

In this study, we investigated the quantitative relationship between the V1 surface area 
and human peripheral visual field and estimated the cortical surface area of the V1, V2, 
V3. We used a newly developed visual presentation system to examine the V1, V1, V2, 
V3 surface area and areal cortical magnification for 0° to 60° of eccentricity. Therefore 
human V1 appeared to be an ideal location to test for addition functional features within a 
well defined, well accepted cortical area, by using functional MRI (fMRI). 

2    Method and Materials 

2.1   Subjects and Stimuli 

Eight healthy subjects without previous neurological or psychiatric disorders (age 19–
31 years, mean 25 years; two women, six men) participated in the study. The subjects 
had normal or corrected-to-normal vision and were right-handed. Visual stimuli were 
created on a display using a resolution of 800 × 600 pixels. The display stimulus was 
brought to the subject’s eyes within the scanner by a wide-view optical-fiber presenta-
tion system. Monocular (right eye) presentations were accomplished; the optical-fiber 
screen (surface-curved with a curvature radius of 30 mm) was placed in the center of 
the 30 mm from a subject’s eye. The visual field of stimulus was a 120° horizontal × 
120° vertical. Because the screen so was close to the eye, subjects wore a contact lens 
(Menicon soft MA; Menicon, Japan. with +20, +22, +25 magnification) to retain their 
length of focus. We obtained written informed consent from all subjects before the 
experiment. The study was approved by the Institutional Research Review Board of 
Kagawa University, Japan. 
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To identify the retinotopic areas of the visual cortex, we carried out fMRI scans 
while subjects viewed phase-encoding stimuli [8]. A high-contrast, black-and-white, 
radial checkerboard pattern (mean luminance 110cd/m^2, contrast 97%) reversed 
contrast at a frequency of 8 Hz [9], with eccentricity ranging from a 0° to 60° visual 
angles. Two types of stimulus were used for locating visual area boundaries and esti-
mating eccentricity. The stimulus for locating boundaries was a 22.5° wedge that 
rotated slowly counterclockwise about a red fixation spot at the center of the stimuli 
(As Fig.1 Polar). The wedge rotated in steps of 22.5°, remaining in each position for 4 
s before instantaneously rotating to the next position. The stimulus for estimating 
eccentricity was an expanding checkered annulus. The flickering radial checkerboard 
was moved from the center to the periphery in discrete steps (each step 7.5°, with a 
total of eight steps, As Fig.1 Eccentricity), remaining at each position for 8s before 
instantaneously expanding to the next position. 

2.2   MR Data Acquisition  

The fMRI experiment was performed using a 1.5 T Philips clinical scanner (Intera 
Achieva; Best, The Netherlands). All images were acquired using a standard radio-
frequency head coil. We acquired 23 slices approximately orthogonal to the calcarine 
sulcus to cover most of the cortical visual areas. The T2*-weighted gradient echo-
planner imaging sequence was used with the following parameters: TR/TE = 2000/50 
ms; FA = 90°; matrix size = 64 × 64; and voxel size = 3 × 3 × 3 mm. Before acquiring 
the functional images, T2-weighted anatomical images were obtained in the same 
planes as the functional images, using the spin echo sequence. A T1-weighted high-
resolution image was also acquired after each functional experiment.  

2.3   Data Analysis 

The functional and anatomical data were processed using BrainVoyager software 
package (Brain Innovation, Masstricht, Netherlands). After preprocessing the func-
tional data, anatomical data was processed. The recorded high-resolution T1-weighted 
three-dimensional (3-D) recordings were used for surface reconstruction. The gray 
and white matter was segmented using a region-growing method, and the white matter 
cortical surface was reconstructed. Prior to surface flattening, the cortical surface was 
inflated and cut along the calcarine from the occipital pole to slightly anterior of the 
POS [10]. 

The functional data was aligned onto the 3-D anatomic image using the image co-
ordinates. To identify boundaries (wedge stimuli), maps were created based on cross-
correlation values for each voxel, determined by a standard hemodynamic box-car 
function (r ≥ 0.25). We identified the boundaries of the V1 by hand based on the hori-
zontal and vertical meridians and knowledge of the retinotopic organization of the 
visual cortex.  

All volume measurements were made on the 3-D anatomical image. Under each 
eccentricity condition (0°–7.5°, 7.5°–15°, 15°–22.5°, 22.5°–30°, 30°–37.5°,  
37.5°–45°, 45°–52.5°, 52.5°–60°), each strongest-response voxel in the V1 was 
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counted as active for each 3-D anatomical image. Because the voxel size is 1 × 1× 1 
mm, the active voxel volume in the V1 for each eccentricity condition equals the 
counted number of voxels. If we assume that cortical thickness was invariable in the 
V1, then the V1 surface area can be obtained by dividing the voxel volume by the 
cortical thickness, assumed here to be 2.5 mm^2. 

3   Results  

3.1   Eccentricity Maps 

Figure 1 shows a three-dimensional rendering of the left hemisphere of subject LS. 
The surface represents the boundary between white and gray matter that was identi-
fied by segmentation algorithm [11]. Within this portion of the brain, each cortical 
region responds mainly to a visual stimulus at one retinotopic location. 

Figure 1A shows a color map of the response to an expanding ring on a medial 
view of the cortical surface, which indicates the eccentricity (distance from the fovea) 
that causes a signal at that location. The hue of the color at each cortical surface point 
indicates the response phase, which is proportional to the eccentricity of the local 
visual field representation. The data in this figure represent the average of three sepa-
rate sessions. In Figure 1B, the cortical surface was unfolded, which is processed by 
inflation algorithm. In Figure 1C, the surface region including the occipital lobe, pos-
terior parts of the parietal lobe and temporal lobe, containing the activated area has 
been cut off, and the resulting approximately conical surface cut again along the fun-
dus of the calcarine sulcus to allow it to be flattened completely. 

There is a systematic increase in eccentricity moving anteriorly along the medial 
wall of occipital cortex. As the expanding ring stimulus moved from the fovea to the 
periphery of the retina, the location of the responding areas varied from posterior to 
anterior portions of the calcarine sulcus in what is referred to as the eccentricity di-
mension of retinotopic. The larger peripheral representation crossed to the fundus of 
the parieto-occipital sulcus. 

A parallel treatment of data from the rotating hemifield stimulus is shown in Fig-
ure1. The color also indicates the phase of the periodic response, which is now pro-
portional to the polar angle of the local visual field representation. The locations of 
several visual areas were identified by measuring angular visual field representations 
[12, 13]. Figure 1d shows the angular visual field representations on the folded and 
unfolded surface that spans most of the occipital lobe and posterior parts of the parie-
tal lobe and temporal lobe. The color at each location represents the angle of the rotat-
ing wedge that caused an fMRI response. 

3.2   The Sizes of V1/V2/V3 

Table 1 contains measurements of the surface area of the visual field representations 
from 0-60 deg. Right and left hemispheres, (left and right visual field) as well as dor-
sal and ventral aspects (lower and upper visual field) are listed separately for each 
subject.  Figure 2 shows the correlation in size between V2 and V3 is significant  
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Fig. 1. Eccentricity and Polar angle maps of human visual areas. The top row shows polar angle 
coded by color  displayed on the folded cortical in the left hemifield head (A), the cut and 
inflated cortical surface (B), and the flattened cortical (C).  

Table 1. Surface area Measurements 

 

Table 1. Surface area measurements for the 60 deg visual field representation of V1, V2 and 
V3. The measurements are shown for right and left hemispheres, dorsal and ventral aspects of 
V1/2/3, and eight different subjects (16 hemispheres). Various summary statistics are listed at 
the bottom of the table. 
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Fig. 2. V2 surface area correlates with V3 surface area (c), but V1 and V2 (a), V1 and V3 (b) 
surface area is no significant correlation. Note that these are measurements of quarter-field 
cortical representations. Triangles are ventral regions and squares are dorsal regions data.  

(r = 0.761, p< 0.001, df = 32), but between V1 and V2 (r = 0.072, p=0.696, df = 32), 
V1 and V3 (r = 0.231, p=0.204, df = 32) were not.  

The V2 surface area in the wide-filed 60 deg representation is roughly 82% that of 
V1, and this size difference is statistically significant (pairwise t = 3.249, p < 0.01, df 
= 31). The surface area of V3 is averaged 1556mm^2. V3 is on average 71% the size 
of V1, and this size difference is statistically significant (pairwise t = 7.790, p < 
0.001, df = 31).  

We measured the average areas of V1/V2/V3 in different degree as a function of 
eccentricity, as shown figure 2. There was a significant decrease of the response area 
in V1(y = -123.98Ln(x) + 553.99, R1=0.9822), V2(y = -82.69Ln(x) + 372.58, 
R2=0.9898) and V3(y = -75.329Ln(x) + 313.91, R3=0.9876). The tread of decreasing 
of V2/V3 is slower than that of V1 and the areas of V1/V2/V3 in 50deg. The trend of 
decreasing slowed down in 40~50deg of V2/V3, which is different with V1.  
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We also measured the V1 surface area of the peripheral 15~60deg and compared it 
with that of the central 0~15deg. The area on peripheral cortex is almost the same size 
with that on central cortex (P=0.889). A mean of 49.6% of striate cortex was devoted 
to the representation of the peripheral vision in 15-60deg. The data is not significantly 
different from the post-mortem data of which the peripheral cortex is about 46.9%. 
The percentage was significantly larger than the 39.1% of striate cortex devoted to 
peripheral vision in the macaque. 

4   Discussion 

Our results indicate that peripheral representation most reach dorsorostral by the POS 
and most subjects’ representation was located in the ventrocaudal bank of the POS. 
Previous fMRI studies of human retinotopic mapping have identified the V1 using the 
visual stimulus of limited to central and/or peri-central visual field. The stimuli used 
did not directly activate much of the periphery in V1, V2, V3 and it was hard to com-
pare with physiological studies of human peripheral vision above 30° of eccentricity 
[14]. Using wide-view visual presentation system, we estimated that the V1 has an 
average surface size of approximately 2223 mm^2, which represents the portion of 
visual field eccentricity from 0° to 60°. Our estimates are consistent with the results 
of those physiological and fMRI studies.  

Were the cortical surface a plane, one could calculate the gray matter volume from 
the surface area and knowledge of the mean cortical thickness. The cortical surface is 
not flat, and in regions of high curvature the local volume can differ measurably from 
the estimate based on planarity. Specifically, volume is underestimated on the crowns 
of gyri and overestimated in the fundi of sulci. For large regions that include sulci and 
gyri, these two errors tend to cancel one another. For smaller regions these two types 
of errors may not cancel well. In a subset of the regions reported in this paper, we 
calculated the difference between estimates of gray matter volume assuming planarity 
and estimates that account for local curvature. The difference between the two esti-
mates never exceeded 5 percent, even in small regions such as V3 or the sub-regions 
used to estimate cortical magnification. Hence, for the regions we report here, it is 
reasonable to estimate the gray matter tissue volume as surface area multiplied by 
cortical thickness. 

Does surface area correlate with performance? Duncan and Boynton (2002) have 
reported a correlation between cortical magnification estimates (based on surface 
area) and a visual acuity task [15]. If such a correlation is observed in several con-
texts, then a theory relating the size of the neuronal substrate, say based on signal-to-
noise ratio, may become accepted. Should this connection become secure, then the 
analysis of correlation between surface area and performance may provide a means 
for uncovering the functional role of visual areas. 

V1 surface area (mean = 2202 mm^2) is larger than previous research which focus 
on central vision [16]. The area mapped out to 60 deg is about twice of which in cen-
tral vision. The area for V1 surface agrees with the post-mortem data. 

The previous research found a correlation between the surface area of V1 and the 
size of the retinal and geniculate input streams. And, Dougherty et al. made the  
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investigation that the surface areas of V1 and V2, V2 and V3 have a relatively high 
correlation, between V1 and V3 was not. In our results, the correlation in size be-
tween V2 and V3 is significant, but between V1 and V2, V1 and V3were not. The V2 
surface area in the wide-filed 60 deg representation is roughly 82% that of V1, and 
this size difference is statistically significant. The surface area of V3 is averaged 1556 
mm^2. V3 is on average 71% the size of V1, and this size difference is statistically 
significant. There is a difference from previous research in central vision [17]. In 
Dougherty’s data, the surface area of V2 was about 75% and V3 was about 55% the 
size of V1. The area of V2 and V3 in our results were significatively larger than that 
in 0~12deg. In our results, the correlation in size between V2 and V3 is significant, 
but between V1 and V2, V1 and V3 were not. The previous DTI research [18] found 
the pattern of connections between V1/V2 ↔ PPA and V3 ↔ FFA, respectively. So 
among V1, V2 and V3 may be complex correlation because of the influence of addi-
tional factors, such as the insertion of a significant pulvinar input at the level of V2, 
V3 and increasing significance of feedback and other projections. 

5   Conclusion 

In this study, we quantitatively investigated the functional characteristics of human 
peripheral visual fields. We used fMRI to identify the areal magnification factor and 
surface area size of the V1, V2, V3 for a wide visual field of eccentricity up to 60° 
which is lager than that in previous studies. We also estimated the average V1, V2, 
V3 surface area. This study demonstrated that among V1, V2 and V3 may be complex 
correlation because of the influence of additional factors, such as the insertion of a 
significant pulvinar input at the level of V2, V3 and increasing significance of feed-
back and other projections. 
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Abstract. Attention and emotion both play the crucial roles in human cognitive 
processing. This study tried to investigate the relationship between attention and 
emotion, using dynamic facial expressions which are natural and frequently en-
countered in everyday life. The results showed that the emotional expressions 
are processed faster than the neutral ones when they are outside the current fo-
cus of attention. It indicates that the emotion processing is automatic and not 
gated by the attention. 

1   Introduction 

Attention and emotion both play the crucial roles in human cognitive processing. 
Emotion is one of the basic survival-related factors. It produces specific bodily re-
sponses, aimed at preparing the organism for crucial behavior. Specialized neural 
systems are evolved for the rapid perceptual analysis of emotionally salient events, 
such as emotional facial expressions. (M. Eimer, A. Holmes, 2003).  

Meanwhile, numerous stimuli from the environment confront our limited process-
ing capacity simultaneously. The attention mechanism helps the brain select and 
process only those stimuli most relevant to the ongoing behavior. But adaptive behav-
ior requires to monitor the environment and detect potential survival-related stimuli 
(e.g., emotional) even when they are unexpected and not current task relevant or are 
outside the focus of attention [2]. 

The notion that attention bias to the emotion was supported by some studies. They 
provide the evidence that detection of emotional stimuli occurs rapidly and automati-
cally [3]. A controversial issue is whether the encoding and analysis of emotionally 
salient events can occur independently of attention [4]. Recent studies provided con-
flicting results. In an fMRI study [5], spatial attention was manipulated by having 
subjects respond to stimulus arrays containing two faces and two non-face stimuli 
(houses). Four stimuli were presented with a cross in the center. Faces presented to 
the left and right of the cross, and houses presented below and above the cross. Or 
vice versus. In each trial, subjects either compared the two faces or the two houses. 
Thus, the attention was manipulated on the face pair or on the house pair. And facial 
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expression was either fearful or neutral. The results showed that the fMRI response to 
fearful and neutral faces was not modulated by the focus of attention, consistent with 
the view that the processing of emotional items does not require attention.  

However, the opposite results came up later in another ERP study by Holmes and 
Vuilleumier [1]. When faces were attended, a greater frontal positivity in response to 
arrays containing fearful faces than the neutral faces. In contrast, when faces were 
unattended, this emotional expression effect was completely eliminated. This study 
demonstrates a strong attentional gating in the emotion processing.  

The ERP result was supported by an fMRI research by Pessoa [6]. Participants 
were instructed to focus on the gender of faces or on the orientation of the bars. A 
Face in the centre and two bars at peripheral were presented simultaneously. The 
participants’ task was either to judge the gender of the face or to determine whether 
the two bars had the same orientation. Thus the spatial attention was controlled on or 
off the face. The bar-orientation task was made very difficult to consume most atten-
tional resources, leaving little resource to process the unattended faces. During the 
gender task, fearful faces evoked stronger neural activity than neutral faces in a net-
work of brain regions including the fusiform gyrus, superior temporal sulcus, orbi-
tofrontal cortex and amygdala. Note that such different activation was only observed 
in the gender task but not observed in the bar-orientation task.  

Another study by Anderson[7]investigated this question by manipulating object-
based attention while keeping spatial attention constant. Double-exposure’ images 
that contained faces and buildings were used. Both of them were semi-transparent, 
and subjects were instructed to make either a male/female judgment (attend to faces) 
or an inside/outside judgment (attend to places). No effect of attention was observed 
for the two expressions. Similar responses were evoked to both attended and unat-
tended fearful or neutral faces in the amygdala. However, an interesting effect was 
observed with expressions of disgust, which evoked stronger signals in the amygdala 
during unattended relative to attended conditions [8].  

With only a few exceptions [9, 10, 11], studies on perception emotional expres-
sions were conducted using static faces as stimuli. However, neuroimaging studies 
have revealed that the brain regions known to be implicated in the processing of facial 
affect, such as the posterior superior temporal sulcus (pSTS), the amygdala and the 
insula, respond more to dynamic than to static emotional expressions [12]. So it is 
more appropriate, in research dealing with the recognition of real-life facial expres-
sions, to use dynamic stimuli [11]. 

The present study thus attempts to investigate the relationship between attention 
and emotion. To do this we use a standardized set of dynamic facial expressions with 
angry, happy and neutral emotions, which are presented either attended or unattended 
as a result of manipulation of spatial attention. 

2   Methods 

2.1   Participants 

Fifteen volunteers participated in the experiment. All the participants had normal or 
corrected-to-normal vision. The participants received course credits or were paid 
award for taking part in the study. 
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2.2   Materials 

Videos that consisted of faces of four different individuals (two male, two female) 
were used. The videos consist of face articulating a nonsense bi-syllable word (with-
out the audio track). Each of the stimuli was expressed by a kind of emotion valence: 
happy, angry or neutral.  

Mean duration of standard (non-target) stimuli is 1170 ms. There is no significant 
difference among the three different emotional types of stimuli. Deviant stimuli were 
inserted with a 200 ms interruption on the basic of the standard stimuli. All faces 
covered a visual angle of about 3.4*4.9 degree. 

2.3   Design and Procedure 

This is a two-factor within-subject design. The experimental factors are spatial atten-
tion (attended/unattended) and emotion valence (angry/happy/ neutral). 

Participants were seated in a dimly lit sound-attenuated room, with response but-
tons under their right hands. All stimuli were presented on a computer screen in front 
of a black background at a viewing distance of 70cm. A cross maintained at the center 
of the screen as the fixation. The eccentricity of the faces (measured as the distance 
between the centre of each face and the central fixation cross) was 4.2 degree.  

The experiments consist of six blocks, each containing 48 standard trials and 16 
deviant trials. In each block, participants were asked to pay attention to only one side 
(left or right) and respond to the deviants and standards as soon as possible. Forty-two 
standards and six deviants were presented at the attended side in every block. In each 
trial, an expression video was present at only one side of the screen with the central 
fixation. The ISI varied from 1200ms to 1500ms.  

3   Results 

One participant’s data are excluded due to the low accuracy (below 80%). Fourteen 
available data were collected and analyzed. Considering the deviants with short inter-
ruption were artificially made and can not present the natural expressions, the re-
sponds to the deviant stimuli are excluded. Only the data of the standard stimuli are 
analyzed and compared through different conditions. Repeated Measure ANOVAs 
with two factors, facial emotion (angry, happy, neutral) and spatial attention were 
carried out on percentage of accurate responses and reaction time, respectively. 

3.1   Reaction Time 

The reaction time from the onset of the stimulus to the respond was recorded. The 
average of RT to all the stimuli is 1214.76ms.  

The main effect of spatial attention is significant (F1, 13 = 12.506, P<0.01). The re-
sponds to the stimuli in the attended location is much faster than the responds to the 
unattended stimuli.  

RTs of emotional and neutral expressions are different. If we consider all the data 
regardless the attention factor, the reaction to the emotional stimuli is faster than the 
neutral stimuli but not significant (F2, 26 = 2.623, P=0.092). But Fig.1 shows the detail  
[ 



48 L. Zhang, B. Roeder, and K. Zhang 

 

Table 1. RTs of the different expressions under attended/unattended condition (ms) 

 Attended Unattended 

Angry 1212.23 + 59.87 1235.97 + 55.10 

Happy  1212.04 + 37.95 1223.02 + 55.62 

Neutral 1220.02 + 65.51 1257.81 + 60.85 

Mean 1214.76 + 54.45 1238.94 + 57.19 

 

 

Fig. 1. RTs of the expressions with different emotion valences under attend/unattended  
condition 

Table 2. Paried T-test on RTs of expressions with different emotion valences under at-
tended/unattended condition (ms) 

Mean   Spatial Attended Spatial Unattended 
Differences  Angry Happy Neutral Angry Happy Neutral 
Spatial  Angry    23.74   
Attended Happy 0.18    10.98  
 Neutral -7.79 -7.97    37.80** 
Spatial  Angry       
Unattended Happy    12.95   
 Neutral    -21.84* -34.79*  

 
between spatial attention and emotions. There is no difference between emotional and 
neutral ones when the expressions were presented at the attended location. But there 
is an obvious difference among emotional and neutral expressions when the stimuli 
were presented at the unattended location.  
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Further analysis by Pairwise Comparisons showed that RTs to the unattended an-
gry expression is higher than unattended neutral expression (Diff. = 21.844ms, mar-
ginal significant P=0.053). So does RTs of happy expressions (Diff. = 34.792 ms,  
P < 0.05). 

Paried T-test was carried out on the RTs of angry, happy, and neutral expressions, 
respectively. Results showed that the reaction to the emotional expressions varied 
indistinctively with the attention, but distinctively to the neutral expression (t1, 13 = 
3.474, P<0.01). RTs of neutral expressions became much slower when the stimuli 
showed up on the unattended side. But for angry and happy expressions, the reaction 
changes from attended to unattended location were not significant.  

3.2   Accuracy 

The overall performance was high. (MeanAccuracy = 82.60%). The accuracy among all 
the conditions was above 80% except the responds to the unattended neutral expres-
sion (79.76%). See Figure 2. 

 

Fig. 2. The accuracies of responds to the expressions with different emotion valences under 
attend/unattended conditions 

Neither the main effect of emotion nor spatial attention is significant at the aspect 
of accuracy (Emotion F2, 26 = .420; Attention F 1, 13 = .292). Also, there is no interac-
tion between the emotion and attention (F 2, 26 = .478).  

The accuracies of the emotional expressions are the same under the spatial attended 
condition and the unattended condition. There is a slight difference between the re-
sponds to neutral expression under the two attended conditions but didn’t reach the 
significance.  



50 L. Zhang, B. Roeder, and K. Zhang 

 

4   Discussion 

The primary aim of the present experiment was to investigate the relationship be-
tween the attention and emotion. We use dynamic facial expressions as the emotional 
stimuli, which are natural and frequently encountered in everyday life. The spatial 
attention was manipulated by instructing the participants to pay attention to one side 
of the screen thus maintain the attended focus at the certain location. The probability 
of the stimuli is another complement to control the spatial attention. In each block, 
75% stimuli were present at the attended side. A sustained attention paradigm was 
employed (with left/right side attended tasks delivered in separate experimental 
blocks). 

It is predictable that the process will be slower when the stimuli appear outside the 
current focus of attention. This is confirmed by the gain of RTs to the stimuli at  
the attended location comparing with unattended location. The question is whether the 
emotional expressions are processed pre-attention or automatically.  

The emotion is a task-irrelevant factor in this experiment. Participants only have to 
detect the interruption within the expression, which is a simple physical detection 
task. If the emotion processing is not automatically, the attention effect will be the 
same to any type of expressions regardless the emotion valence. That means the de-
cline of the attention absence to the neutral expressions will be the same with the 
emotional expressions. But the results turned out to be the opposite. It took more time 
to distinguish the stimuli when the neutral expression appeared outside the focus of 
attention. But increased cost didn’t change significantly when the emotional expres-
sions appeared outside the attention. It implies the emotion information speedup the 
processing even it is irrelevant to the ongoing task. The result supports the notion that 
emotion can be processed automatically. The emotion expression drew the attention 
automatically, which proved the attention bias to emotional objects again. 

However, our results are not enough to draw the conclusion that the emotion proc-
essing is pre-attention. Comparing with the previous studies, evidence for the process-
ing of emotion stimuli that are outside the focus of attention is mixed. The present 
result is consistent with some previous study including behavioral experiments, ERPs 
and fMRI studies. Many fMRI studies pay attention on the respond of amygdala to the 
fear, and other related area, such as superior temporal sulcus (STS), fusiform cortex 
[5]. A left amygdala response to fearful compared to neutral faces occurred regardless 
of whether the faces were at relevant/attended locations or at the irrelevant/ unat-
tended locations, demonstrating that fear processing in the amygdala was obligatory 
and unaffected by the modulation of spatial attention.  

The mixed conclusion can be related to the spare processing capacity that is util-
ized for the processing of task-irrelevant or unattended items. The studies that re-
vealed that attention modulates the processing of emotional stimuli employed very 
demanding tasks that might have nearly exhausted the processing capacity. By con-
trast, the studies that observed little or no effect of attention used less demanding 
tasks. The task in this experiment is relative simple and with little processing resource 
involved as our design. It was proved by the high accuracy and the participants’  
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feedback. Plenty spare processing capacity can be utilized during the task. It is a rea-
son to explain the fast processed to the unattended emotional items.  

Besides, the difference only existed between the emotional and neutral expressions, 
and we didn’t find the difference between the positive emotion (happy) and negative 
emotion (angry). Although there were some studies found the process of positive 
emotion and negative emotion activated different brain areas and may involve differ-
ent processing mechanism [13, 6]. Emotional valence should not be neglected when 
we discuss the attention effect on the emotion processing. In the study by Anderson 
[7], the amygdala responses to attended and unattended fearful faces were the same, 
responses to unattended disgusted faces were, paradoxically, increased. Unfortu-
nately, the two negative emotions were not in our experiment. The further research is 
going to consider more emotion valence. 

In summary, the study with dynamic natural expressions found the emotional effect 
under the unattended condition. It indicates that the expressions with emotional in-
formation are processed faster than the ones without emotion (e.g., neutral) when they 
are outside the current focus of attention. As the salient information for the survival 
and the keys in human social communication, the emotion requires fast processed. 
The processing to the emotion is automatic regardless it is inside or outside the atten-
tion and regardless it is relevant or irrelevant to the ongoing behavior. Further re-
search should utilize electrophysiology or neuroimaging to test the behavioral results. 
It will also reveal the details of emotion processing mechanism and the role of atten-
tion plays. 
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Abstract. In this paper, we present an investigation on heuristics
retrieval in human problem solving by combining the computational
cognitive model ACT-R (Adaptive Control of Thought-Rational) and
advanced fMRI (functional Magnetic Resonance Imaging) brain imag-
ing technique. As a new paradigm, 4*4 Sudoku is developed to facilitate
this study, in which seven heuristics that can be classified into 3 groups
are designed to solve two types of tasks: simple and complex ones. The
cognitive processes of the two types of 4*4 Sudoku tasks are explored
based on the outputs of ACT-R model. This study shows that several
key elements take important roles in the retrieval of heuristics, including
the ways of problem presentation, complexity of heuristics and status of
goal. The fitness of model prediction to real participants’ data on behav-
ior and BOLD (Blood Oxygenation Level-Dependent) response in five
predefined brain regions illustrates that our hypotheses and results are
acceptable. This work is a significant step towards tackling the puzzle of
the heuristics retrieval in human brain.

1 Introduction

Human problem solving, one of the important research issues in cognitive science
and computer science especially in artificial intelligence (AI), has been studied
for dozens of years [2, 7, 8, 12, 13, 15]. In their book [8], Newell and Simon ob-
served that human being always uses heuristic strategy when solving a complex
problem, such as chess. Heuristic searching strategy is also a popular method
in AI, such as in solving traveling salesman problem [12], flow shops scheduling
problem [7], and so on. MaCarthy pointed out that the largest qualitative gap
between human performance and computer performance is in the area of heuris-
tics [9]. One puzzle on problem solving is that how human brain retrieves and
uses heuristics to speed up problem solving. The answer of this question may
shed light on developing new model for Web-based information retrieving (IR),
Web-based reasoning technology [16, 17]. This paper focuses on this question and

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 53–62, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



54 R. Wang et al.

(a) 4*4 Soduku (b) Answers 

Fig. 1. 4*4 Sudoku and the answers

tries to examine the information processing process of human problem solving
by the approach of combining computational cognitive model ACT-R (Adaptive
Control of Thought-Rational) and advanced fMRI (functional Magnetic Reso-
nance Imaging) brain imaging techniques [3, 5, 11].

In cognitive psychology and AI domains, many classical problem tasks have
been used to investigate the information processing processes of problem solving,
such as Tower of Hanoi, the savage and the missionary puzzle, and so on. These
tasks are somewhat complicated and cost long time to solve. A good task in
brain imaging experiments shall be solved in a short period with brief heuristics
and be consistent for all participants. We found that the simplified 4*4 Sudoku
is a good candidate with all these features. A 4*4 Sudoku, as shown in part (a)
of Figure 1, is a 4*4 matrix with two mid-lines bold lines are used to divide the
matrix which called boxes and some of grids are fill with digits. The task is to fill
all of the empty grids so that each row, each column, and each 2*2 box contains
the digits from 1 to 4 only one time each, as shown in part (b) of Figure 1. For
controlling the strategies that participants use, we simplified the problem so that
participants only need to find the answer in one grid which is marked by ‘?’.

2 Methods

2.1 Event-Related fMRI Experiment

Tasks. As described in Section 1, we developed a new paradigm of human prob-
lem solving, simplified 4*4 Sudoku that involves seven heuristics which can be
classified into three groups.

– The first three heuristics that are most easy one involve checking in one
dimension : (Row), (Column) and (Box). For example, Row heuristics is
shown in part (a) of Figure 2. Three digits in the set of 1 to 4 are given in
the row with grid of ‘?’. The answer of ‘?’ is the resting digit.

– The second three heuristics involve checking two dimensions: (Row and Col-
umn), (Row and Box), and (Column and Box). For example, Row and Col-
umn heuristics is shown in part (b) of Figure 2. Three digits in the set of 1
to 4 are given in the row and column with grid of ‘?’.
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Fig. 2. Three types of heuristics in 4*4 Sudoku

– The last heuristics involves checking three dimensions: (Row and Column
and Box), as shown in part (c) of Figure 2. Three digits in the set of 1 to 4
are given in the row, column and box with grid of ‘?’, only one digit in each
dimension.

The first three heuristics checking only one dimension are called as simple heuris-
tics, and the resting four heuristics checking one or two more dimensions as
complex heuristics.

Materials and Procedure. The tasks in this experiment are to solve the prob-
lem using only one of above heuristics. Therefore, the experiment materials are
two types of 4*4 Sudoku problems. The visual stimuli of the tasks also are those
as shown in Figure 2. The experiment took two steps. Firstly, before fMRI scan-
ning, all participants are trained to get familiar with the seven heuristics and
to be able to use these heuristics to solve the corresponding problems. Secondly,
the participants performed tasks in MRI scanner with more than 80 trials.

Experiment Procedure. A trial begin with an alerting stimulus presents for
two seconds followed by a 4*4 Sudoku stimulus that stays on the screen until
the participant indicates they know the answer or 20 seconds has elapsed. When
participants feel that they has found the answer of the problem, they press a
key under the thumb of their right hands and then speak out the answer. Then
the Sudoku stimulus is cleared. The ACT-R model simulates the processes from
the presentation of stimulus to the key pressing.

fMRI Scan. Event-related fMRI data were collected by a gradient echo planar
pulse acquisition on a Siemens 3T Trio Tim Scanner. Behavioral data and fMRI
brain imaging data of 16 participants were collected.

Data Analysis and Results. Behavioral results RT (mean of response time
over 16 participants) of the two types of 4*4 Sudoku, were calculated. Functional
fMRI results, BOLD (Blood Oxygenation Level-Dependent) responses in five
predefined brain regions based on [6] were also calculated.



56 R. Wang et al.

Table 1. Examples of declarative and procedural knowledge in 4*4 Sudoku

Knowledge Example
Declarative Knowledge (chunk-type Sudoku x1 x2 x3 x4)
(Chunk-Type, Chunk) (chunk-type quesdata a1 a2 a3 a4 . . . )

(p1 isa Sudoku x1 1 x2 2 x3 3 x4 4) . . .
Procedural Knowledge visual-?, visual-row, visual-col, visual-box
(Production Rules) encode-row, encode-col, encode-box

get-answer, pressing, . . .

2.2 ACT-R Model

Although some results have been obtained from fMRI data, such as BOLD re-
sponse of five brain regions, these results cannot tell us detail information pro-
cessing processes to understand how the problem solving is processed [14] and
how these cognitive processes work on the change of BOLD response of brain
regions. Therefore, ACT-R modeling is combined with fMRI data to help us
solving these problems [1, 4].

The Steps of Modeling. In general, the following steps are involved to set up
a cognitive model in ACT-R.

– Simulating stimulus environment. This is the first step in ACT-R modeling
that makes the model performing the task as a real participant.

– Defining declarative knowledge and procedural knowledge. Two knowledge
definitions are the main components of an ACT-R model that help to set up
a successful model.

– Setting parameters for a new model. Most of parameters are default except
some of them may not fit to a new task.

– Debugging and running the model to get a prediction of behavioral data RT
and functional fMRI BOLD response.

Two Knowledge Definitions of the Model. In ACT-R, declarative knowl-
edge is presented as chunk defined by chunk-type and slots while procedural
knowledge is presented as production rules like if/then patterns. Table 1 lists
the two knowledge definitions of 4*4 Sudoku (only part of them): chunks like
the form of 1 to 4, the information related ‘?’, production rules like encode ‘?’
and encode heuristic information in row, column and box dimension, and so on.

Parameters. Table 2 lists the parameters of the model for predicting the BOLD
response in five predefined brain regions, where m is the scales the magnitude of
the response, s is the time scale and b is the exponent. Others are using default
values.

Hypotheses of Cognitive Process. The cognitive processes of 4*4 Sudoku
problem solving are supposed as follows. Firstly, participants encode the ob-
ject ‘?’, and then they shift to related dimensions to encode the information to
retrieve heuristics and omit irrelative information. While gathering the digits
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Table 2. Parameters for predicting BOLD response of five modules

Module Visual Goal Retrieval Imaginal Production
m 0.8 1 1 1.3 0.1

Parameters s 1.5 0.9 2.5 1.5 1.5
b 6 7 2 6.7 6

related to heuristics, participants make a number of judgments by the state of
goal and retrieve heuristics for the answer and finally make their responses. We
simplify the processes in one sentence: only encoding valid information in related
dimensions for heuristics retrieval by goal status oriented. In the model, ways of
problem presentation, complexity of heuristics and status of goal take important
roles in the heuristics retrieval.

3 Results

3.1 Behavioral Results

Behavioral results, the mean latencies (also called response time (RT)) over 16
participants from the presentation of tasks stimulus to the thumb press are 1.53
seconds in simple tasks and 2.90 seconds in complex tasks. These results came
from behavioral data collected synchronous with fMRI scanning. The means RT
are for correct trials only. The difference between simple and complex tasks is
1.37 seconds which shows that the heuristics application in complex tasks cost
more time because visual encoding, memory retrieval, problem representation,
goal control and production rules are more complex than simple ones. All of these
cognitive elements are involved in the retrieval and application of heuristics.

3.2 fMRI BOLD Effect Results

Dotted lines in Figure 3 show the BOLD response of five predefined brain regions
for simple and complex 4*4 Sudoku tasks. These results show that complex
tasks always have larger time scale and steeper shape than the simple ones. The
complexity of heuristics makes these differences. More explanation will be given
later.

3.3 Fitting an ACT-R to the Behavioral Results

The predictions of behavioral results RT are 1.50 seconds in simple tasks and 2.84
seconds in complex tasks. The correlation of latency of ACT-R theory and real
RT data is 0.999, and the difference is 0.04. The well fitness of ACT-R theory to
participants data in behavioral results demonstrates that the modeling cognitive
processes mentioned in Section 2, are a certain extent reasonable. Tables 3 and
4 show the information processing processes on five modules of ACT-R for the
two kinds 4*4 Sudoku based on trace outputs of ACT-R model.

Visual Module. For both tasks, participants need to find out ‘?’ firstly for
retrieval and then retrieve digits on related dimensions. For the simple ones, the
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information of heuristics is gathered only from one row (or one column/box).
And visual module doesn’t take much time to encode three digits because it
does not need to shift focus to another dimension. The gathering digits in only
one dimension make participants encode them soon, only one second, as shown
in Table 3. While in complex tasks, heuristic related information disposes on
at least two dimensions and costs more time to encode, and the participants
have to shift focus to another dimension after encoding one. It takes about 1.5
seconds before retrieving all information for heuristics, 0.5 second more than the
simple one, as shown in Table 4. Only related dimensions and valid information
are encoded in the model because encoding other irrelative information will cost
more and is not supported in the model. It is also supposed that the order
of encoding in 4*4 Sudoku is row, column and box. Only valid information in
heuristics is presented in the model.

Goal Module. Before getting the answer, the state of controlling and transform-
ing cognitive processes is changed by the complexity of heuristics. The basic pro-
cedure of control state in the goal module includes visualizing the information
from input modality through eyes, encoding and integrating the information,
and then retrieving the heuristics to get the answer, pressing key and speaking
the answer out in the end. The complexity of heuristics differs in dimension
number and digits distribution. For simple tasks, the states in the goal module
are simpler than the complex ones in dimension encoding, representation, infor-
mation integration and memory retrieval, as listed in Tables 3 and 4. The tasks
are easy for adult participants because goal space is fixed in 1, 2, 3, 4 and only
different in their orders. By goal status oriented, participants might only attend
the valid information in related dimension and retrieved heuristics to answer the
question.

Retrieval Module. As mentioned above, the retrieval module retrieves infor-
mation from declarative memory. For the simple tasks, the digits in heuristics
are only in one dimension and the memory burden is least, so the retrieval mod-
ule is fired one time; for the complex ones, heuristic related digits are in two or
three dimensions and the brain maintained the former encoded digits. In this
case, retrieval module is activated two or three times.

Imaginal Module. The imaginal module in ACT-R is response for transforming
problem representations, such as a change to retrieve digits from one dimension
to another. So it is related to the operation of retrieval module where it is
mainly determined by valid information of heuristics. Note that although there
are some irrespective digits, they are not recalled, such as ‘3’ in part (a) of
Figure 2. One interpret action is that human being always attends and selects
useful information actively in heuristic strategy.

Procedural Module. In ACT-R architecture, the procedural module takes a
role of conductor or control center in dealing with the communication of in-
formation among modules. The production rules implement the basic units
of procedural knowledge. The scale of production system is decided by the
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Table 3. Operations in five modules for simple 4*4 Sudoku (for task (a) of Fig. 2)

Scan Time Visual Goal Retrieval Imaginal Production

1 0.0
Encode ? ? Encode

0.5 Encode row Visualizing Focus row
Encode 4 Encoding 4 Encode

1.0 Encode 2, 1 2, 1 Encode
Integrating 4, 2, 1 Solve
Retrieving 4, 2, 1, (3) 3 Retrieve fact

1.5 Pressing (3) Press key

Table 4. Operations in five modules for complex 4*4 Sudoku (for task (b) of Fig. 2)

Scan Time Visual Goal Retrieval Imaginal Production
1 0.0

0.5 Encode ? Visualizing ? Encode
Focus Row

Encode row Evaluate
1.0 Encode 3 Encoding 3 Focus Col

Encode col Encode
Encode 4 3, 4, (1, 2) 4

1.5 Encode 1 1 Evaluate
2 2.0 Integrating 3,4,1 Solve

2.5 Retrieving 3, 4, 1, (2) 2 Retrieve fact
3.0 Pressing (2) Press key

complexity of problem. In modeling 4*4 Sudoku, complexity of heuristics, such as
dimension number and valid information distribution decides the procedural sys-
tem and the status of goal. With goal status controlled and oriented, procedural
module organizes the schedule, including selected attention, problem representa-
tion, information communication and integration and state transformation, and
so on.

3.4 Fitting an ACT-R to the BOLD Response

In this study, the regions of interest include five predefined regions related to
five ACT-R modules [6, 10]. Solid lines in parts (a) to (e) of Figure 3 display
BOLD response predictions for these regions. The horizontal coordinates in the
figures are scan numbers. And the base line scans to be contrasted is two former
scans before the stimulus onset. The mean correlation of ACT-R prediction and
fMRI data is 0.87 and the mean difference is 0.057 which shows the prediction
is acceptable. Part (a) of Figure 3 shows the results for the left fusiform region
corresponding to the visual module. The predictions from the visual module
show a good match in two type tasks. The correlation with the left fusiform is
0.93. The prediction of BOLD response of visual region in complex tasks shows
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Fig. 3. BOLD response in ACT-R theory and fMRI data

a higher magnitude, larger time scale and steeper shapes than simple ones, just
like the fMRI analysis results. Part (b) of Figure 3 shows the results for the left
anterior cingulated cortex corresponding to the goal module. The correlation
with the left ACC region is 0.90. Part (c) of Figure 3 shows the results for
the left prefrontal region corresponding to the retrieval module. The correlation
with the left prefrontal region is 0.83 which shows a less fitting. As described on
declarative knowledge, the chunks only concerns four digits which is easier for
an adult participant. So activity in retrieval module is lower than other modules
like goal and visual module. Part (e) of Figure 3 shows the results for the left
parietal region corresponding to the imaginal module. The correlation with the
left parietal region is 0.86, also a receivable matching. Part (e) of Figure 3 shows
the results for the left caudate region corresponding to the procedural module.
The correlation with this region is 0.82, the least fitting in the model (similar to
that observed by other researchers [6]). All these predictions of BOLD response
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show that our modeling hypotheses on cognitive processes are reasonable in some
extent.

3.5 Summary

The simulation results in both behavioral data and BOLD response shows that
the computational model of 4*4 Sudoku is reasonable and the hypotheses of
modeling are explicable. The fitness of model prediction shows that some cogni-
tive elements that affect the retrieval of heuristics. The first element is the way
of problem presentation. For a given problem like 4*4 Sudoku, participants had
been trained to try to get the answer with given seven heuristics. All partici-
pants knew the task environment well. In other words, the problem space for all
participants is supposed the same. The way of problem presentation is simplified
and the complexity of heuristics decides the cost of processes of cognition. The
second one is the complexity of heuristics like the digits distribution in dimen-
sions. This is the key factor involved in the retrieval heuristics. And the third
one is the status of goal which acts a controller of the system in the whole pro-
cesses, from encoding ‘?’, retrieving answer to speaking it out. The goal status
transformation is also important in heuristics retrieval.

4 Conclusions

Studies on human heuristic problem solving mainly involve understanding the
retrieval, implication and selection of heuristics. This paper focused on the first
issue (i.e. the retrieval of heuristics). Two methodologies have been used to
examine the problem. The first one is ACT-R modeling based on information-
processing theory and production system, and the second one is fMRI, one of
brain imaging techniques. The outputs of ACT-R model prove that the cognitive
hypotheses are reasonable. The good fitness of theory prediction to the real
participants’ data shows that the model is valid. It is obviously helpful that
combining the two methods to study human brain in complex.
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Abstract. EEG (electroencephalograph) provides information about
the electrical fluctuations between neurons that characterize brain ac-
tivity, and measurements of brain activity at resolutions approaching
real time. On the other hand, cognitive architectures such as ACT-R
would explain how all the components of the mind work together to
generate coherent human cognition. Thus EEG/ERP (event-related po-
tential) and ACT-R will provide two aspects to explore the cognitive
processes and their neural basis. In this paper, we present a case study
by combining EEG/ERP and ACT-R for investigating human computa-
tion mechanism. In particular, we focus on two digits addition tasks with
or without carry, and systematically perform a set of behavior and EEG
experiments, as well as with the help of ACT-R simulation. Preliminary
results show the usefulness of our approach.

1 Introduction

Multi-aspect analysis and simulation is an important methodology in Brain In-
formatics, which emphasizes on a systematic way for investigating human infor-
mation processing mechanisms [18,20,21]. The existing results, as reported over
the last few decades about understanding human information processing mech-
anism, are greatly related to progress of measurement and analysis technolo-
gies. EEG (electroencephalograph) is a popular, relatively handy measurement
technique that provides information about the electrical fluctuations between
neurons that characterize brain activity, and measurements of brain activity at
resolutions approaching real time. Technologies have been developed to check
the synchronous neural oscillations from EEG/ERP (event-related potential)
data, which may reveal the dynamic cognitive processes in human brain [16].
On the other hand, cognitive architectures such as ACT-R (Adaptive Control
of Thought - Rational) would explain how all the components of the mind work
together to generate coherent human cognition [1,2], which is also a kind of effort
towards conceptual modeling of the brain. Thus EEG/ERP and ACT-R will pro-
vide two aspects to infer the cognitive processes and their neural basis. Hence,
combining EEG/ERP and ACT-R might be an appropriate approach to help us
to reach the goal of investigating the spatiotemporal feature and flow of human
information processing system (HIPS) and investigating neural structures and
neurobiological processes related to the activated areas.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 63–73, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In this paper, we present a case study by combining EEG/ERP and ACT-R
for investigating human computation mechanism. In particular, we focus on two
digits addition tasks with two difficulty levels: with or without carry, and sys-
tematically perform a set of behavior and EEG experiments, as well as with the
help of ACT-R modeling, to explore the cognitive processes and their neural ba-
sis. The rest of the paper is organized as follows. Section 2 provides background
and related work on cognitive neuroscience, human thinking process and ACT-R
research. Sections 3 explains how to design the experiments of an ERP mental
arithmetic task. Sections 4 describes how to do ERP/topography data analyses
and ACT-R simulation, respectively, as an example to investigate human com-
putation mechanism and to show the usefulness of combining ERP and ACT-R.
Finally, Sections 5 gives concluding remarks.

2 Background and Related Work

Generally speaking, capabilities of human intelligence can be broadly divided
into two main aspects: perception and thinking. So far, the main disciplines with
respect to human intelligence are cognitive psychology that mainly focuses on
studying mind and behavior with respect to “thinking oriented” high cognitive
functions and models, as well as neuroscience that mainly focuses on studying
brain and biological models of intelligence. In cognitive neuroscience, although
many advanced results with respect to “perception oriented” study have been
obtained, only a few of preliminary, separated studies with respect to “thinking
oriented” and/or a more whole information process have been reported [3,6,14].
Furthermore, an integrated interpretation with those results from both cognitive
psychology and cognitive neuroscience is needed.

ACT-R, one of the best known, fully implemented, and free to public cogni-
tive architecture models, is a theory on how the structure of brain achieves the
function of adaptive cognition in a system level, as well as a platform to build
computational models to simulate/predict human cognitive behavior, including
a wide cognitive problems. It can perform complex dynamic tasks, which usually
emphasize perceptual-motor components and their coordination with other cog-
nitive components (learning and memory, reasoning, and so on) and with strong
time pressure [1,2,13].

In recent years, a series of fMRI experiments have been performed to explore
the neural basis of cognitive architecture and to build a two-way bridge between
the information processing model and fMRI [11,12]. The patterns of the activa-
tions of brain areas corresponding to the buffers of the major modules in ACT-R
are highly consistent across these experiments; and ACT-R has successfully pre-
dicted the Blood Oxygenation Level-Depend (BOLD) effect in these regions. A
recent result is to use the imaging data to identify mental states as the student is
engaged in algebraic problems solving, in which fMRI is used to track the learn-
ing of mathematics with a computer-based algebra tutor and cognitive models
in the ACT-R architecture is used to interpret imaging data [1].
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Problem-solving is one of main capabilities of human intelligence and has been
studied in both cognitive science and AI [10], where it is addressed in conjunction
with reasoning centric cognitive functions such as attention, control, memory,
language, reasoning, learning, and so on. We need to better understand how
human being does complex adaptive, distributed problem solving and reasoning,
as well as how intelligence evolves for individuals and societies, over time and
place [5,8,15,17,19,21].

As a step in this direction, a series of EEG/ERP experiments have been
performed to explore the neural basis of human computation processing [9]. It
includes the mental arithmetic tasks with visual stimuli for obtaining EEG/ERP
human brain data as an example to investigate human problem solving process.
ERP is a light and sound brain potential produced with respect to the specific
phenomenon of spontaneous movement [4]. In addition to using the traditional
analysis tools, we have observed that EEG/ERP data are peculiar with respect
to a specific state or the related part of a stimulus by using an agent-enriched
peculiarity oriented mining (A-POM) as a knowledge discovery approach that
automates EEG/ERP data analysis and understanding [21]. Also to our best
knowledge, this study is the first time to combine EEG/ERP with ACT-R.

3 Experimental Design of Mental Arithmetic Tasks

3.1 Outline of Experiments

Figure 1 gives an example of computation processing from the macro viewpoint,
which consists of several component functions of the human computation mech-
anism, including attention, interpretation, short-term memory, understanding
of work, computation, and checking. Based on the brain informatics method-
ology, the data obtained from a cognitive experiment and/or a set of cognitive
experiments expect to be used for multi-purpose. For example, it is possible that
our experiments meet the following requirements: investigating the mechanisms
of human visual and auditory systems, computation, problem-solving (i.e. the
computation processing is regarded as an example of problem-solving processes),
and spatiotemporal characteristics and flow of HIPS in general. Furthermore, we
set multiple difficulty levels with respect to a series of computation tasks in a
set of experiments.

More specifically, the task of our cognitive experiments is to show a numerical
calculation problem to a human subject, and to ask the subject to solve it in
mental arithmetic. The numerical calculation used in the experiments is the
addition problem with the following form: “augend + addend = sum” for on-
task that is the state on which the human subject is calculating by looking at
a number. Furthermore, we also need to define another state called off-task on
which the human subject is looking at the number that appears at random.

Figure 2 shows an example of the screen state transition. For the current
case study, we set two difficulty levels: level 1 is two digits addition without
carry and level 2 is two digits addition with carry, in order to investigate the



66 S. Motomura, Y. Ojima, and N. Zhong

Event 1: Attention of figure

Event 2: Interpretation of figure 

Event 3: Memory of figure
Event 4: Confirmation of work

Event 5: Addition 
Event 6: Memory of sum

Augend Addend+ =

Event: 1     2     3           4            1     2     3     5 6

Event 1
Event 2

Events 3, 4, 5, 6

A

B

Event 1

C

D

E

Function A: Executive attention

Function B: Visual orienting 
Function C: Visual features

Function D: Word meanings

Function E: Working memory

Event 1: Attention of figure

Event 2: Interpretation of figure 

Event 3: Memory of figure
Event 4: Confirmation of work

Event 5: Addition 
Event 6: Memory of sum

Augend Addend+ =

Event: 1     2     3           4            1     2     3     5 6

Augend Addend+ =Augend Addend+ =

Event: 1     2     3           4            1     2     3     5 6

Event 1
Event 2

Events 3, 4, 5, 6

A

B

Event 1

C

D

E

Function A: Executive attention

Function B: Visual orienting 
Function C: Visual features

Function D: Word meanings

Function E: Working memory

Fig. 1. Human computation processing

1 13+51=13+5113+513+13

on-task Level 1 (ex. 13+51=64) 

2 25817425817258125825

off-task (ex. 2, 5, 8, 1, 7, 4 …) 
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Fig. 2. An experimental design with two difficulty levels

spatiotemporal features and flow of the computation processing, as well as its
neural basis by comparing in different difficulty levels.

3.2 Trigger Signal, Timing Diagram and Measurement Conditions

In order to derive ERP data, the trigger signal is fired with an interesting event
since it is necessary to obtain ERP by the addition average based on the signal
after measured. In this study, since we pay attention to each event of “augend”,
“plus”, “addend”, and “equal” presentations in computation activities, the pre-
trigger was set to 200 msec, and an addition between two digits is recorded in
2000 msec, respectively. Figure 3 provides an example of the timing diagram, in
which “Au” denotes an augend, “Ad” denotes an addend, and “Rn” denotes a
random number. Furthermore, for the addition with 2 digits, “Au 1” and “Ad 1”
are the most significant digit (MSD) of augend, and “Au 2” and “Ad 2” are the
least significant digit (LSD) of augend, respectively. Moreover, the number from
Rn 1 to Rn 8 in the off-task is 1-digit random number.

The EEG activity was recorded using a 128 channel BrainAmp amplifier
(Brain Products, Munich, Germany) with a 128 electrode cap. The electrode cap
is based on an extended international 10-20 system. Furthermore, eye
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Fig. 3. Timing diagram of all tasks

movement measurement (2ch) is also used. The sampling frequency is 1000 Hz.
The number of experimental subjects is 7.

4 Data Analysis and Simulation

The same mental arithmetic tasks as described in Section 3 are used to combine
ERP/potential topography analyses and ACT-R simulation from the viewpoint
of spatiotemporal characteristics. This is because ERP analysis provides an ex-
cellent temporal resolution. The advantage of potential topography analysis is
that it catches the electrical fluctuation and gives a rough visualization of the
spatiotemporal characteristics for recognizing distribution and appearance of
positive and negative potentials. Furthermore, ACT-R simulation can predict
the process of information processing in a 5 msec scale and can specify acti-
vated areas by modularized units for the real brain ERP data. By using such a
multi-aspect approach, we attempt understand human problem solving process
in depth.

4.1 ERP Data Analysis

For the measured EEG data, a maximum of 102 addition average processing were
performed, and the ERPs were derived by using Brain Vision Analyzer (Brain
Products, Munich, Germany). Generally speaking, the Wernicke area of a left
temporal lobe and the prefrontal area are related to the computation process [7].
In this study, we pay attention to recognition of the number, short-term memory
and integrated processing, vision, as well as comparing Level 1 and Level 2 by
focusing on the following three important channels: AFz, CP3, and Oz.

Figure 4 shows the ERP with respect to the three important channels: AFz,
CP3, and Oz. First of all, from the on-task related waves, some remarkably
results are found in each stage of the computation process, such as augend,
plus, addend, and equal. For instance, it can be confirmed that P250 appears
in channel AFz, P300 or P400 appears in CP3 that is near the part of language
interpretation, and N250 appears in the visual projection area Oz. Furthermore,
although it is large in the stages of augend and addend presented, the reaction
is small in the stage of the equal sign presented.
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Fig. 4. ERP comparison among on-task Level 1, on-task Level 2 and off-task

It is suggested that the computing activity is started at once when an addend
is presented. Moreover, there is a little difference between Level 1 (without carry)
and Level 2 (with carry) from a global view. However, the delay is caused in
Level 2 with carry about 25 msec in the stages of addend and equal presented.
On the other hand, in comparison between on-task and off-task, both amplitude
and timing are resembled in the first half of the computation process, but it
is also confirmed that the latent time of off-task is short when entering the
latter half of the computation process. It is guessed that this is related to some
attention to the number related cognition. We can also see that comparing with
off-task, there is the latency of reaction with 100 to 200 msec in the peak when
addend and equal are presented in on-task.
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Fig. 5. The spatiotemporal feature of a computation process represented by Level 1
and Level 2 topographies

4.2 Potential Topograph Analysis

Figure 5 shows the spatiotemporal feature of a computation process represented
by Level 1 and Level 2 topographies. Different from ERP, the potential topogra-
phies use only the presentation trigger signal in augend presented. We obtain these
topographies by adding the average of seven subjects using an ordinary EEG anal-
ysis tool. In this research, we focus on investigating the difference between Level 1
and Level 2 in the computation process with respect to 200 msec intervals at the
computation stages for a task. Although both topographies denote noticeable po-
tentials with respect to augend or addend presented, it can be confirmed that the
potential distribution is with some difference between these topographies, in par-
ticular, in the equal sign stage. According to testee questionnaires, the computing
time is enough because Level 1 is easy. Therefore, it is guessed that the subjects
were able to do the confirmation computation in the last stage.

4.3 ACT-R Simulation

ACT-R is applied to the two digits computation problem for deeply understand-
ing the meaning of the results obtained by ERP and topographies. In particular,
comparing the computation processes in Level 1 (without carry) and Level 2
(with carry). In this study, a present latest version ACT-R 6 was used.
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As described in Section 2, ACT-R is a theory and computational model of
human cognitive architecture. As a theory, it proposes the systematical hypoth-
esis on the basic structure of human cognitive system and functions of these
structures in information processing to generate the human cognitive behavior;
as a computational model, it offers a computer software system for the develop-
ment of computational models to quantitatively simulate and predict the human
behavior for a wide range of cognitive tasks. It consists of a set of modules with
their own buffers, each devoted to processing a different kind of information.
These modules include a declarative memory module, a visual module for iden-
tifying objects in the visual field, a manual module for controlling the hands, a
goal module for keeping track of current goals and intentions, and other modules.

Furthermore, there are two kinds of knowledge represented in ACT-R, declar-
ative knowledge and procedural knowledge. Declarative knowledge is represented
in structures called chunks with chunk-types as categories and slots as category
attributes, whereas procedural knowledge is represented as rules (if-then rules)
called productions. Thus chunks and productions are the basic building blocks
of an ACT-R model. A production rule as in the core production system can
be fired based on the chunks in these buffers and then it changes the chunks in
the buffer of the related modules or the state of the related modules, which may
leads to fire a new production rule and so on to generate the cognitive behavior.

In cognitive psychology, human problem solving can be modeled as operat-
ing on the human heart symbol (the form of information representation in the
mind), and retrieving memory and managing states of the goal. Based on the
observation, the following chunks were defined in the present study.

– Chunk that shows addition knowledge of one digit
– Chunk for carrying cognition
– Chunk for controlling states of a goal
– Chunk that maintains mental representation.

Furthermore, production rules were defined by dividing the visual perception
process and the computing process. In each step of operations, states of the goal
are managed, the mental representation is operated, the memory is retrieved,
and it demands from the buffer of an intellectual module. The visual perception
process was divided into the following steps.

– Position tracking for the displayed number
– Movement of attention to the detected position
– The number is recognized and maintained as a mental representation.

The computation process was divided into the following steps.

– Addition of units digit
– Determination of carrying
– Addition of tens digit
– Processing at the case of carrying
– Collation and input of results.
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Fig. 6. Results of ACT-R Simulation for on-task Level 2 (with carry)

Figure 6 shows the ACT-R simulation result of two digits addition problem for
on-task Level 2 (with carry). The vertical axis denotes the modules related to the
computation activities in ACT-R, and the horizontal axis denotes the time-series
of the computation activities.

The modules are fired when computing are declarative, imaginal, and procedu-
ral ones. It is suggested that the region BA (Brodmann Area) 45, BA 46, BA 7,
BA 39, BA 40 and basal ganglia corresponding to these modules deeply contribute
to such a computation related problem solving process. When augend, operator,
and addend are presented, the displayed position tracking to the number and the
attention shift are reflected and the visual module is activated. Moreover, to main-
tain the recognized number as a mental representation, the imaginal module is
fired. It is suggested that the addition knowledge is referred to the declarative
module when the equal sign is presented, and the declarative memory (semantic
memory) contributes to the problem solving. When a sum is presented, both the
manual module and the motor area are remarkable. The goal module acts through
the whole, and the process that arrives at the state of the goal while managing a
small step is suggested. Moreover, the procedural module that plays the role to
control the activity of all modules also acts through the whole.

4.4 A Comparative Study of Results

We focus on deeply investigating the delay problem that is caused by the difference
between the addition operation without carry (Level 1) and with carry (Level 2).
In the ERP analysis, it can be confirmed that, compared with Level 1, there exists
a delay about 25 msec in Level 2. However, it is difficult for a more detailed analysis
since the inconsistency of timeand individualdifference of subjects. For this reason,
we individually investigated the subjects who can be classified into 2 types: good
and not good at computation. The results shows that the delay is hardly seen in the
subjects who are good at computation, but the delay about 50 msec to 100 msec
appears in the subjects who are not good at computation.

The output of an ACT-R simulation is a time course for when and how long
the activations of each module involved in the task. Based on it, one can predict
the performance of the subjects (such as reaction time and accuracy) as a general
model. Therefore, we can use such a general model as a basis and combine with
ERP/topography to analyse individual difference of subjects.
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Table 1. Difference between the addition operation without carry (Level 1) and with
carry (Level 2)

Level 1: no-carry (e.g. 24+34=58) Level 2: carry (e.g. 13+28=41)
module module

time declarative imaginal procedual time declarative imaginal procedual
6.435 4+4=? start-addition 6.435 3+8=? start-addition
6.485 add-ones 6.485 11=10+? add-ones
6.685 one=8 6.685 one=1
6.735 2+3=? add-tens 6.735 1+2=? add-tens
6.935 ten=5 6.935 ten=3
6.985 6.985 3+carry=? add-carry
7.035 ans=58 7.035
7.085 7.085 ans=41

Table 1 shows the results of ACT-R simulation with respect to Level 1 (with-
out carry) and Level 2 (with carry). Comparing the processes, we can see that
the declarative memory is accessed in the case with carry, and the delay about
50 msec appears (step-11 in the ACT-R result). This is because a carry is caused
by the addition operation of “3” and “8”of the units digit, and the carry will be
operated with “3” of the sum of the tens digit, which is more complex than the
computation in Level 1.

5 Conclusion

In this paper, we presented an approach of combining EEG/ERP analysis and
ACT-R simulation to understand deeply a two digit mental computation prob-
lem as a case study for investigating human computation mechanism. It was
confirmed that the retardation phenomenon of the reaction appears in the addi-
tion operation with carry, compared with the addition operation without carry.
And individual difference in performance was also discussed. The preliminary
results show the usefulness of our approach.

Our future work includes extending our approach to combine with fMRI since
EEG topographies have limitation in spatial resolution and need to combine with
fMRI data analysis for identifying the activated areas more accurately. Thus,
combining EEG/ERP, fMRI and ACT-R will provides an powerful approach to
help us to investigate the spatiotemporal feature and flow of HIPS, and its neural
structures and neurobiological processes related to the activated areas.
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Abstract. This paper focuses on the problem of probability weighting in the 
evaluation of lotteries. According to Prospect Theory a probability of 0.5 has a 
weight of smaller than 0.5. We conduct an EEG experiment in which we com-
pare the results of the evaluation of binary lotteries by certainty equivalents 
with the results of the bisection method. The bisection method gives the amount 
of money that corresponds to the midpoint of the utilities of the two payoffs in a 
binary lottery as it has been shown previously. In this method probabilities are 
not evaluated. We analyzed EEG data focused on whether a probability is eva-
luated or not. Our data show differences between the two methods connected 
with the attention towards sure monetary payoffs, but they do not show brain 
activity connected with a devaluation of the probability of 0.5. 

1   Introduction and Theory 

In risky decision making Prospect Theory [1, 2] is one of the most accepted theories. 
One central point in Prospect Theory is probability weighting. One key aspect of the 
probability weighting function is that the probability of 0.5 has a weight smaller than 
0.5. We design an EEG study in which we try to find brain activity associated with 
the perception of the probability of 0.5. In a previous EEG study [3] the bisection 
method as a direct method without risk was compared with the certainty equivalent 
method as an indirect method that is connected with risk. Both methods are used for 
eliciting a utility function and this study revealed that the bisection method is suitable 
as a reference method for eliciting utility functions. We use these two methods to 
isolate the effect of the evaluation of the probability of 0.5 in the experimental design 
and in the EEG data. 

In the following part we shortly describe both methods and the problem in more 
detail. Then we present the experimental part with our results and the conclusion. 

1.1   Certainty Equivalent Method 

The certainty equivalent method elicits a utility function by determining certainty 
equivalents of lotteries in which the payoffs  and  occur with a probability of 
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 0.5. Based on decision of a subject between a binary lottery and a sure payoff, 
the certainty equivalent CE represents the sure payoff when the subject becomes in-
different between the lottery and the sure payoff. 

1.2   Bisection Method 

Applying this method, a utility function is elicited by determining the amount of 
money CU that corresponds to the midpoint of the utilities of the two amounts of 
money  and . During the experiment the subjects are asked to evaluate their 
perceived ‘happiness that money brings’ [4] in order to achieve a monetary valuation 
without using lotteries. This study uses the term ‘joy’ at receiving an amount of mon-
ey when applying the bisection method in order to provide the subjects with a mone-
tary valuation context (see figure 1). 

 

Fig. 1. Schematic presentation of the bisection method for 0 and 1000 

1.3   Theory: Does CU Equal CE? 

After comparing the prediction of models of decision theory for both methods it can 
be stated that CU will equal CE does not apply for all theories. While  can 
be reasoned by Expected Utility Theory, the same is not true for Prospect Theory [1, 
2] due to its use of a Probability Weighting Function. 

If the utility function in both methods is normalized to 0 and 1 and the offered lot-
tery of the CE method has a fifty-fifty chance ( 0.5), a theoretical comparison can 
be made as follows: 

The bisection method asks for the same difference of ‘joy’ between three outcomes 
,  and . This is achieved by perceiving  as the monetary amount corres-

ponding to the midpoint of joy between  and . 

As far as normalization is concerned, the utility of  and  is 0 and  1. Thus, the utility of the perceived midpoint  is 

. 

The offered lottery of the CE method has two values  and  as in the bisection 
method. According to Expected Utility Theory, the utility of the certainty equivalent 
is equal to the probability p of the fifty-fifty lottery, since  1 0.5. 
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Hence, the perceived midpoint of the difference of joy has the same utility as the 
certainty equivalent of an indifference decision between a fifty-fifty lottery and a sure 
payment. It follows that a comparison of these two methods will not yield different 
results if Expected Utility Theory holds. 

The CE method as used for the development of Prospect Theory differs in this 
comparison, given that the utility of an indifference decision between a sure outcome 
and a lottery does not equal the given probability p as a result of the weighting func-
tion, consequently  1 0.5 .  

The Probability Weighting Function is stated to be inverse S-shaped, with a probabili-
ty of 50 % being affiliated to a section of underweighting probabilities [2, 5, 6]. Fur-
ther studies [7, 8] also confirmed that the crossover point from an overweighting to an 
underweighting of probabilities is about 0.35. As a result, the value of 0.5  is 
actually lower than 0.5, leading to the conclusion that a comparison of these two me-
thods yields different results, namely . 

Different results between CU and CE would also be expected by theories of Regret 
[9], Disappointment [10] and Tension [11], formed on the basis of additional effects 
throughout the decision process, such as emotional reactions etc. In order to investi-
gate the neural underpinnings of risky and riskless decisions event-related brain po-
tentials (ERPs) were used, an EEG technique where brain potentials are recorded 
time-locked to external stimuli [12]. Different ERP components can be characterized 
by three criteria: time, place and polarity of the components’ appearance. The P300 
(or P3), a positive deflection at centro-parietal electrode sites peaking at 300 ms or 
more after the stimulus’ presentation, is basically related to the cognitive processes 
like working memory, allocation of attentional resources, stimulus novelty and the 
stimulus’ dependence on a given task [13-16]. Other cognitive processes having an 
impact on the P300 variability like stimulus frequency [13, 14], emotional value [14, 
17, 18] or the stimulus’ relevance can be traced back to the aforementioned concepts. 

Coming back to the economical question that CU equals CE, the P300 can be uti-
lized to reveal processes that are not reflected in observable behavior. For example, 
according to Prospect Theory the information of performing a lottery should result in 
a devaluation of the amount used in this task. But when does this devaluation take 
place? And is this devaluation reflected in the processing of the information when 
providing stimuli? In the present paper the focus is directed on the attention-capturing 
processes of the bisection method and the certainty equivalent method. The expected 
result for the riskless method would be less attention allocation processes compared to 
the method that is connected with risk. 

2   Material and Methods 

2.1   Participants 

16 right-handed (9 women) and neurologically healthy subjects participated in this 
study after giving informed consent. They were paid 7 Euro per hour for their  
participation. 
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2.2   Experimental Procedure 

The subjects took part in two sessions which were scheduled two weeks apart. They 
were seated in a comfortable chair in front of a 19 inch CRT display. Each session 
started with a test block to familiarize the subjects with the task. It was the subject’s 
task to make decisions by clicking two mouse buttons with their left or right index 
finger. 

First, two numbers (  and ) were shown to the subject within a white frame 
(see figure 2), which turned into one out of two colors, either light blue or pink. Ac-
cording to this color codification, the subjects distinguished between two conditions: 
the CE method termed as ‘lottery condition’ and the bisection method termed as ‘bi-
section condition’. Then a third number was revealed, located between the numbers 
shown before, and the subjects had to make a decision by means of a YES/NO re-
sponse. Finally the screen turned back into black. 

As for the lottery condition, the outer numbers represented payoffs of a fifty-fifty 
lottery and the inner number a sure payoff. The subjects were asked whether they 
preferred a sure payoff (YES), or opted for playing the fifty-fifty lottery (NO). 

 

Fig. 2. Sequence of screens shown to the subject 
 

Additionally, for the bisection condition the outer numbers corresponded to the 
utility interval boundaries, while the inner number characterized the perceived utility 
interval center. The subjects had to decide whether they sensed the first utility interval 
as larger than the second utility interval (YES or NO) concerning the perceived joy at 
receiving these amounts of money. 

Hence, the question in both conditions resulted in asking whether the same interval 
had been perceived as larger or not (see figure 3). 
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Fig. 3. Comparison of the experimental question for the CE method and the bisection method 

Furthermore, identical numerical values were presented in both conditions. The left 
number  was constantly zero, while the right number  included 15 different 
values that were placed around 1000. The inner number varied between seven catego-
ries, containing the exact arithmetic mean C of the two outer numbers as well as 
ranges of 50 units (C+50, C-50), 150 units (C+150, C-150) and 300 units (C+300, C-
300) from the center. All numerical values were multiplied by the factors 1, 10 and 
100. Thus, not only values within the range of 1000 resulted, but additional values 
within the range of 10000 and 100000 were also induced. 

Color codification and response configuration of the YES/NO answers to the 
right and left index finger were randomized among the subjects. The duration of the 
experiment was approximately one hour per session. The adjustment of the two 
conditions and the different number values during the experiment were distributed 
randomly.  

In order to examine the stimulus presentation of the inner number, a fragmentation 
into the seven categories and the following YES/NO responses was conducted. The 
NO answers, in this respect, represent negative deflections from the center position C, 
and the YES answers positive deflections. 

For analyzing the behavioral data only the averaged YES answers were taken into 
account, given that the NO answers are equivalent. 

2.3   EEG Recording and Analysis 

The electroencephalogram was recorded from 29 thin electrodes mounted in an elastic 
cap and placed according to the international 10-20 system. The EEG was re-
referenced offline to the mean activity at the left and right mastoid. In order to enable 
the offline rejection of eye movement artifacts, horizontal and vertical electrooculo-
grams (EOG) were recorded using bipolar montages. All channels were amplified 
(bandpass 0.05 – 30 Hz) and digitized with 4 ms resolution, impedances were kept 
below 10 kΩ. 

EEG-data with eye blinks were corrected using a blind source separation method 
[19]. EEG-periods with pulse artifacts were excluded from the data set. Following the 
artifact procedure, stimulus-locked bins were calculated (epoch length 900 ms, base-
line 100 ms) for each subject and the following conditions (see table 1). 
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Table 1. Stimulus-locked bins for the EEG data 

Condition Inner Number 
Category 

Followed 
Response 

Bin 

Lottery Condition C-300 No C-300NoLott 
Lottery Condition C-150 No C-150NoLott 
Lottery Condition C-50 No C-50NoLott 
Lottery Condition Center No CenterNoLott 
Lottery Condition Center Yes CenterYesLott 
Lottery Condition C+50 Yes C+50YesLott 
Lottery Condition C+150 Yes C+150YesLott 
Lottery Condition C+300 Yes C+300YesLott 

Bisection Condition C-300 No C-300NoBisec 
Bisection Condition C-150 No C-150NoBisec 
Bisection Condition C-50 No C-50NoBisec 
Bisection Condition Center No CenterNoBisec 
Bisection Condition Center Yes CenterYesBisec 
Bisection Condition C+50 Yes C+50YesBisec 
Bisection Condition C+150 Yes C+150YesBisec 
Bisection Condition C+300 Yes C+300YesBisec 

3   Results 

3.1   Behavioral Data 

A within-subject analysis of variance (ANOVA) was performed for the behavioral 
data, with the condition, the inner number category and the scaled factor serving as 
inner subject factors. The ANOVA revealed no significant difference between both 
conditions (F=0.307, df=1, p=0.588). Further verification of both conditions using a 
paired t-test resulted in no significant values on a 5 % significant level (see table and 
figure 8 in the Appendix). Furthermore, a significant value is existent for the scaled 
factors (F=1.313, df=6.762, p=0.012), but not for other factor interactions (see table 3 
in the Appendix). 

3.2   EEG Data 

The figures 4 and 5 show stimulus-locked ERPs at the CZ electrode for the bins de-
scribed in the previous section. Most pronounced differences are located about 
500 ms poststimulus. ERPs related to the center position (C-50, C, C+50) hardly de-
viate, whereas the categories C-300, C-150, C+150 and C+300 tend to have a larger 
positivity. Obviously, the most pronounced positivity is related to the bin in the lot-
tery condition. 

ERP waveforms were analyzed by a set of ANOVAs, with the focus being directed 
on the mean amplitudes in different time periods and differentiated by the lateral, 
parasagital and midline location as well as by the followed response. 
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A high significant difference could be determined at a time period of 450-600 ms 
poststimulus (p<0.02, see table 5 and 6 in the Appendix) for the inner number catego-
ries. Based on a 5% significant level, no significant differences exist when regarding 
both conditions as within-subject factor (see table 5 and 6 in the Appendix); neither 
for the YES answers nor for the NO answers. 

Furthermore, an ERP verification of the extreme categories C-300 and C+300 had 
been conducted. Figure 6 presents the ERPs at the CZ electrode for these categories. 
A paired t-test for CZ and PZ revealed a significant difference for the C+300 category 
(p<0.05, see table 7 in the Appendix). It is obvious that the C+300 category of the 
lottery condition is marked by a higher positivity at the centro-parietal electrodes (see 
also figure 9 in the Appendix). 

Depending on the stimulus event of the colored frame presentation, the ERPs are 
not distinguishable, as seen in figure 7. Based on this identical pattern no further sta-
tistical test was deemed necessary. 

 

 

Fig. 4. Stimulus-locked ERPs of the inner number stimulus at the CZ electrode for the 
YES-answers 

 

Fig. 5. Stimulus-locked ERPs of the inner number stimulus at the CZ electrode for the 
NO-answers 
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Fig. 6. Stimulus-locked ERPs of the extreme categories at the CZ electrode 

 

Fig. 7. ERPs of the colored frame stimulus 

4   Conclusion 

The experimental analysis shows three considerable results. First, there are no ob-
vious differences between the bisection method and the CE method at the presentation 
of risk as well as for the behavioral data. Second, differences appear in the ERPs 
concerning the inner number categories. Third, the category C+300 in particular pro-
duces a high positive potential for the YES answers under the lottery condition. 

The characteristic of the evoked ERPs within the time period of 450-600 ms post-
stimulus shows that a P3 is existent. Given the assumption that a P3 reflects a 
task-related attention [13-16], the statement can be made that a higher positive poten-
tial represents higher attention on that stimulus. 

The ANOVAs of the inner number stimulus revealed a very high significance for 
the time period of 450-600 ms, with the consequence that this stimulus will probably 
cause differences. ERPs of categories near the center position have a lower positive 



82 R. Morgenstern et al. 

peak than categories further away from this center position, which is specifically 
category C+300 in the lottery condition. Thus, this stimulus induces a very high atten-
tion. Since in this category the sure payoff seems to be very attractive compared to the 
offered lottery, this potential could reflect the attractiveness of money or a pleasant 
surprise concerning the following sure payoff. Comparing this result with other EEG 
studies [20-22] analyzing the role of the P300 in connection with monetary reward, 
the argument that high attractive payoffs induce a higher P300 is reasonable. 

The statistical analysis of the behavioral data shows no difference between the re-
sults of the CE method and the bisection method. It can be assumed that the perceived 
center of ‘joy’ equals the certainty equivalent,  accordingly. Hence, the 

utility of both is  and not . There is no evidence 

that probabilities in risky choices are underweighted, as reported in some experimen-
tal or empirical papers on Prospect Theory. The EEG data shows no different atten-
tion on both methods at the presentation of risk. Thus, a distinct process of probability 
weighting or risk evaluation cannot be found for a probability of 0.5. Following the 
discussion in section 1.3 on modeling the evaluation of probabilities it can be con-
cluded that these results are consistent with economic theories, like Expected Utility 
Theory or a special form of Prospect Theory with w(0.5)=0.5, in which no probability 
weighting of a probability of 0.5 is postulated. 

Further experimental studies using EEG or fMRI techniques combining the  
bisection method and the CE method seem to be very promising to shed light on the 
phenomenon of probability weighting of probabilities that are different from 0.5. 
Economic models and models of mental processes can be subject to further tests by 
using these two methods. 
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Abstract. In this paper we present our research on virtual operator cog-
nitive modeling and reasoning. They operate in a virtual environment for
risk prevention. We want to model the influence of their cognitive states
and personality on their decisions and actions in the environment. The
purpose of our research is to design a system that generates behavior-
based errors to support learning and risk prevention. It uses new mech-
anisms taking into account human factors and human behavior model
regarding risky situations. We make use of the COCOM and CREAM
model describing the different states or control mode in which an agent
can be regarding to a lack of time or a temporal pressure. A challenge
is to implement these models to produce the expected flexible, contex-
tual and erroneous behaviors in both normal and constrained working
conditions.

1 Introduction

The emergence of knowledge engineering tools for risk analysis and researches
in cognitive and behavioral modeling give us the opportunity to develop tools to
improve training and decision making for managing a team and/or preventing
risks.

In our work, our goal is to highlight the link between some risky and damaged
situations and the cognitive state of a human operator. We want to explain why
in a certain context the operator choose a way than another. We want to intro-
duce unexpected variations so that training scenarios are no longer predefined
and ideal. This feature is particularly interesting when training objectives are
not only to acquire the correct procedure, but also to highlight the difficulties of
cooperative work and the constraints linked to hazardous professional activities.
One of our particular concerns is also to understand how errors can be linked
explicitly to situational, human and socio-organizational dimension. It is widely
acknowledged that human and organizational factors play a critical role on hu-
man decisional process. The question is what is the most influential factors that
affects decision ? Our system aims to take into account various situational con-
straints and human-factors issues to support the generation of the subsequent
variations in the way virtual operators are behaving and applying the procedures
to achieve their task. Such constraints could be the result of the combination
of cognitive and physical parameters such as tiredness, stress, expertise, hunger,
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motivation, excessive mental and physical workload. They can also come from
time pressure or missing tools. We aim to emulate the deviated behaviors that
could occur (errors, failure or botching) with a reasonable level of faithfulness.
The scientific interests related to our work correspond to the following ques-
tions: how to represent in a faithful way the activity of a real operator in virtual
environment? How do operators work in a deteriorated environment ? How do
experts operate deviations and take some risks ?

In this paper we first present some models issued from cognitive studies de-
signed for modeling errors and deviated human behaviors. Then we introduce
our approach. After that, we present how we integrate these models into the
decisional process of an operator and we finally present some results.

2 Errors and Behaviors Model

To understand the consequences of deviated behaviors on an organizational, hu-
man and technical system it is useful to introduce models that describe variable,
contextual, erroneous and some time partial decisional process. Researches on
human error produced various models and classifications to explain or predict
errors occurrence in human behavior : decision scale of Rasmussen [10], human
error mechanism [11], control mode and erroneous actions [4] [5] [8].

Rasmussen [10] classified human performance into three categories : Skill,
Rule and Knowledge (SRK). Skill-based behaviors are routine activities con-
ducted automatically and do not required conscious allocation of attentional
resources. Behaviors are skill-based when human performance is determined by
stored, preprogrammed patterns of instructions. Rule-based behaviors are activ-
ities controlled by a set of stored rules or procedures. The distinction between
behaviors classified as skill-based and rule-based depends on the attention and
training level of each individual. Knowledge-based behaviors are those in which
stored rules no longer apply and a novel situation is presented for which a plan
must be developed to solve a problem. In contrast to set rules, plans are often
required to be changed based on the situation. Attentional resources must be
allocated to the behavior and, therefore, the performance of knowledge-based
behaviors is goal-controlled.

Reason [11], based on Rasmussen considerations, proposed a classification and
differentiated three types of errors:

1. Errors founded on automatism, where actions deviate from followed inten-
tion, further to faults in execution (wool-gathering) or the stocking (mem-
ory), or else further to the application of an inadequate automatism (press on
the bad key). We can perceive these errors only during the action execution.

2. Errors founded on rules, consist of a bad application of rules during the
resolution of a problem (for example use the bad algorithm of resolution).

3. Errors founded on knowledge, consist of a bad use of knowledge while resolv-
ing a problem.
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Fig. 1. CREAM model

In CREAM, Hollnagel [6] characterized the erroneous actions as a set of generic
relation-ships between the human actions and what can be observed in terms
of task goal achievement. Hollnagel calls phenotype the patterns of erroneous
action that are observable and genotype the patterns in the underlying causal
mechanisms that lead to phenotypes. These statements are based on genetic
metaphors. The phenotypes are structured in simple (concerning one single ac-
tion) and complex (covering complex sets of actions) phenotypes. The erroneous
action are classified as follows (Fig. 1) :

1. Repetition : The previous action (or set of actions) is repeated.
2. Inversion : The order of two neighboring actions is reversed.
3. Omission : An action is not carried out. This can be inside a sequence of

actions or - very often - the omission of the last action(s) of a series.
4. Delay : An action (or set of actions) started too late.
5. Premature action : An action (or set of actions) started too early, e.g., before

a signal was given or the required conditions had been established.
6. Replacement : A simple task (action) is replaced by another simple task

(action). Both are subtasks of a more general task.
7. Insertion : A simple task (action) belongs to the same general task is added

in a sequence.
8. Inclusion : A simple task (action) is an inclusion when it is added in a

sequence and has no link with the current task (not in the same hierarchy).

In the COCOM model, Hollnagel [5] defined four types of control mode corre-
sponding to time zones within which an agent can operate :

1. Strategic : the agent has a broad time horizon and looks ahead at higher-level
goals, having both an overall and a detailed view of the work system.

2. Tactical : this mode characterizes situations where performance more or less
follows a known procedure or rule. The user’s time horizon goes somewhat
beyond the dominant needs of the present, but planning has a limited range.
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The simplest situation will often be chosen, and safety constraints are there-
fore not always respected.

3. Opportunistic : the next action reflects the salient features of the current
context. Only a little planning or anticipation is involved, perhaps because
the context is not clearly understood by the agent or because the situation is
chaotic. Opportunistic control is a heuristic that is applied when the knowl-
edge mismatch is large, either due to inexperience, lack of formal knowledge,
or an unusual state of the environment.

4. Scrambled : the next action is in practice unpredictable or random. Such a
performance is typically the case when people act in panic, when cognition
is effectively paralyzed and there is accordingly little or no correspondence
between the situation and the actions.

3 Our Approach

Several researchers developed applications for modeling virtual operators reason-
ing [13] [3]. Only a few works propose to build systems incorporating behaviors
based on cognitive and error models [2] [14] [15]. But this generation of behaviors
is not founded on models issued from cognitive science, it is based on informatics
foundation.

We find an application of the CREAM model in El Kechàı and Despres work
[1]. They used it to know what errors the trainee is making and furthermore
what causes lead to these errors. Woods [16] developed an application, based on
Reason, reproducing a simplified functioning model of a central nuclear with a
cognitive simulator to reproduce human operator actions. They do not aim to
generate errors but to explain the errors done by a virtual operator controlled
by a real human.

To characterize the deviations that virtual operators may sometimes display,
we were inspired by the notion of borderline tolerated conditions of use (BTCU)
from studies in ergonomics and human reliability [9]. This notion highlights
the implicit individual and social regulations in the working environment which
may lead to compromises in the use of tools and the performance of tasks.
Some tasks are carried out only partially or not at all, because of a lack of
time due to compromises made between safety and production. This concept is
complementary to other elements linked to the individual, such as consciousness
of risks, the effects of tiredness, or temporal pressures on performance.

In our approach, we combine COCOM, CREAM and BTCU. Starting from
these models we propose new mechanisms and algorithms to simulate human
decisional processes and generate human behavior-based errors. A challenge is
to implement these models to produce the expected flexible, contextual and
erroneous behaviors in both normal and constrained working conditions.

We integrate these models into a more global agent cognitive architecture,
MASVERP1, based on Belief-Desire-Intention [12] in order to produce behaviors
in response to agent goals and perception of the environment. According to its
1 Multi-Agent System for Virtual Environment for Risk Prevention.
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Fig. 2. Perception-Decision-Action loop

perception2 (new events, leak, fire, an order, a changing state), the agent sets
up its characteristics, its goal, its control mode and then the decisional process
decides the next action (task) to perform. This decision generate an action in
the environment which can succeed or not. Fig. 2 illustrates this mechanism.

4 Decisional Process

4.1 Task Representation

To represent agents activity we use HAWAI-DL3 language that consists of a
formal description of the task as an arborescent decomposition beginning from
the more abstract task (root) decompose with subtasks until the lower level, the
action (leaf). The description of the activity integrates individual features and
situational constraints. A task is constitute with three parts : the core, relations
with the world and the link with the objects.

The core corresponds to all the information needed to describe the task. Re-
lations with the world are the world states managing the execution of the task
(starting conditions, realization or stop conditions).

The scheduling of the subtasks of a task is defined by different types of con-
structors: SEQ (subtasks are executed in the given order), ALT (only one subtask
is executed), AND (subtasks are executed in any order and do not share data
and resources), OR (subtasks are executed in any order and at least one sub-
task is executed), PAR (subtasks are executed in any order and share data and
resources), SIM (subtasks are executed at the same time).

The context of realization of the task is described with preconditions at-
tributes. The consequences of the task execution is describes with post-conditions
attributes. For the preconditions we distinguish :

2 Perception is the ability to take in information via the senses, and process it in some
way.

3 Human Activity and Work Analysis for sImulation-Description Language.
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Fig. 3. A sample of a task described with HAWAI-DL

1. Mandatory : state of the world required to perform the task
2. Regulatory : state of the world required by safety regulations
3. Resources : tools that are required to accomplish the task
4. Safety : Safety tasks are compromise between safety and production. They

are usually done only by expert.
5. Favorable : the context in which the task is relevant, for example favorable

expertise condition. There is two ways to remove a pipe. The expertise con-
dition can be: bolts are not rusted. If the bolts are rusted, an expert will do
the task with the good expertise conditions.

A task has conditional and dynamic states. When a precondition is true the task
state is set to active for this precondition: mandatory active, regulatory active,
favorable active, resource active. These are the conditional states. The dynamic
states are used during plan execution : active/inactive, pending/finished, con-
flicting, concurrent, failed.

Preconditions as well as postconditions have the same formalism. Both are
conditions. Conditions can be combined with some logical operators (AND, OR).
We represent conditions as a quadruple: < operator, object, property, value >.

Example : (= Pipe6 status normal), (> Pipe6 diameter 50).

4.2 Reasoning with COCOM, BTCU and CREAM

According to the COCOM model, the parameter that influences the decision and
behavior of an agent is the temporal pressure. We added some supplementary pa-
rameters that influence according to us operators control mode and consequently
their behaviors. We integrate : (i) the internal state of an agent, (ii) temporal
pressure which comes from the agent itself, (iii) equipment, (iv) environmental
parameters, (v) parameters of task (Fig. 4). We distinguish three categories of
internal states: cognitive (risk perception, cognitive workload, vigilance, motiva-
tion), physical (strength, physical workload) and physiological (stress, hunger,
thirst, tiredness, agitation).
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Fig. 4. Link between main influential factors on Control Mode

Fig. 5. Planning depending the control mode

We use the control mode (Cm) as follows and as describes in Fig. 5. In strate-
gic, tactical and opportunistic mode agent will prepare the intervention (tools).
Depending on the mode, operators are doing the good procedures or operate
deviations or even errors or violations. They do not interpret the context in the
same way and do not have the same representations.

We integrate safety implications directly in the description of a task. Safety
tasks (BTCU tasks) may be characterized as ”‘allowed to be performed”’, ”‘al-
lowed not to be performed”’, or ”‘not allowed”’. According to their Cm agents
will do or not the BTCU tasks (Fig. 6).

To determine the errors that can be done according to CREAM, we consider
CREAM model as a request base. In this article we only consider the simple
phenotype proposed by Hollnagel (Fig. 7). We determined which characteristics,
parameters can bring the agent to do such errors and associated it with rules.
We also linked errors with the Cm.
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Fig. 6. Does agent can apply a BTCU task ?

Fig. 7. Dependencies between error, control mode and characteristics

4.3 How Does Agent Interpret the Task Conditions ?

In the interpretation of the preconditions we add rules linked to the cognitive
state of the agent (example : favorable expertise conditions are evaluated only by
expert agent, strategic agent does not performed safety related task that is not
allowed). Preconditions are tested typically by checking the status (value) of the
concerned object. This can be done by sending a query to the object database.
We describe below how each preconditions are evaluated during the execution
and Fig. 8 shows the implemented function.

1. Mandatory conditions : If they are not true, the task can not be executed.
Agents are trying to make them true by replanning. The state of the current
task is set to pending. The process looks for tasks that responding to the



92 L. Edward, D. Lourdeaux, and J.-P. Barthès

following constraint : their postconditions must match the mandatory pre-
conditions of the current task. The founded tasks are executed as a general
OR-task.

2. Regulatory conditions : They are not blocking unlike the mandatory condi-
tions. But in the case of an ALT-task, if there is no tasks to execute, the
planner can try to solve the regulatory conditions.

3. Favorable expertise conditions : These conditions are interpreted only by
expert agent. If they are not true agent will not execute the task. Example
of environment conditions : (> Pipe6 diameter 50)

4. Favorable contextual conditions : They are not blocking. They are useful
in the case of an OR-task, if all the tasks can be executed then the condi-
tions allows to choose the more appropriate task depending on the context.
Example of contextual conditions : (= weather state rainy)

5. Safety conditions : Same as the favorable conditions, only expert agent will
evaluate the safety environment conditions.

6. Resources conditions : First we check if agent has the resource in its tool
box, in its pockets or in its hands. If agent does not have the resource, if
it is not in a hurry it will look for a plan to get the resource. It has also
the possibility to ask another agent. If agent is in opportunistic mode it will
reason by analogy. This means it looks for a similar tool that can be used to
do the task (a-sort-of object).

5 Results

We developed each operator as a cognitive autonomous agent on the OMAS
platform. We have an agent in charge of managing the objects database and an-
swering queries. Each operator agent has an interface agent called MIT4 which
is in charge of sending to its interface module developed with QT all informa-
tion about the agent’s states, the value of its different characteristics and its
plan. These values are use to show the evolution in real time of the agent’s
states and plans. We tested our algorithms on a small part of the scenario
(Fig. 9).

Agents have to do the task ”Drain the pipe”. This order matches the goal
g1(= pipe06 state drained). The planner generates a plan to achieve this goal.
Fig. 10 illustrates the action selection mechanism results for three steps. Yel-
low tasks are active, greens are ended and red are in failure. At step 1, Agent1
chose to prepare the recuperation by putting a bucket under the Pipe06. The
other choice is a task related to safety, inexperienced agent can not do this
type of task. Agent2 that is expert, chose the second way that is to throw
absorbent and ammonia on the floor. The second main task of this little sce-
nario is to open the gate so that the liquid can flow. There is one of two ways
to do the task : turn the handle of the gate slowly or roughly. Agent1 chose
the first alternative that is to turn slowly. As the handle is rusted the task
4 Masverp InTerface.
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Fig. 8. Check Conditions Function

Fig. 9. Extract of the task model

does not succeed. In the remainder of the simulation, agent looks for a task
to achieve the goal g2(= handle05 state unblock). Agent2 chose the same task
but it also tries the other alternative related to safety that is to turn roughly
the handle. It does not succeed. It will also look for a way to unblock the
handle.
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Fig. 10. Planning Execution

Fig. 11. Inexperienced and expert agent plan execution

6 Conclusion and Outlook

In this paper we present our work on virtual operator decisional process modeling
using models issued from cognitive science and safety. By introducing different
categories of preconditions and cognitive rules we are able to generate deviated
behaviors according to agent personality and competencies. An expert or inex-
perienced agent does not have the same reasoning, knowledge and representation
and consequently their actions are not always the same. We are able to trace
agent’s activity and explain the observed behaviors according to agent’s person-
ality, physiological, physical and cognitive states. We are also able to trace the
evolution of these parameters.

The next step of our work will be to enrich the decisional module by integrat-
ing other types of errors according to CREAM model and to test if our model
still behaves in an acceptable way.
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Abstract. Users’ visual search on a Web page is impacted by informa-
tion forms, information layout, Internet advertisements (ads for short),
etc. Text and picture are two important forms of expressing the infor-
mation on Web pages, and it is generally through the two forms of title
that users can search their desired information. This study investigates
the effect of the two basic information forms and floating ads on visual
search using eye-tracking. By analyzing the visual search time and pupil
diameter, the results show that it is easier to find the picture than the
text; whether the target is text or picture, floating ads do not significantly
impact people’s visual search time, however, it would make people bored.

1 Introduction

A website includes a series of related Web pages, and each Web page contains
various forms of information. In general, the title of information on a Web page
is expressed as the form of text or picture, and it is through the two forms
of title that users search their desired information. However, the users’ visual
search on Web pages is different from the search engines like Google, which will
be impacted by many factors [1] - [4], such as information layout, information
forms, and Internet advertisements.

The study about text and picture reported that picture had the superiority
effect to text [5]. Carroll et al. [6] through the eye movement study also found that
users would look at the picture information first, and then read the text. Brandt
also indicated that majority of users paid more attention to the picture, whereas
the text was read at the end in his eye tracking studies [7]. Rayner et al. [8]
reported that when participants looked at the print ads, the average fixation
duration in picture of ads was significantly longer than text, which also provided
the evidence that people pay more attention to picture than text. However, these
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studies about text and picture which are just simple visual stimuli are different
from Web pages which have a variety of influencing factors.

There are also many studies about the effect of Internet ads on the user’s visual
browsing behavior, such as ads content [9], present form [10] and location [11]
which had the effect on banner ads. Stenfors et al. through exploring internet ads
found that the Internet ads had no significant effect for users’ visual search on
Web pages [12,13]. Balkenius and Moren found that users wouldn’t pay attention
to the useless Internet ads when they were browsing on Web pages [14]. These
studies indicate that the most users will neglect the existence of Internet ads dur-
ing visual browsing information on Web pages. However, a study demonstrated
that animation can disperse users’ attention to the content of Web pages [15].
Based on our knowledge, it has not been reported about the study on the effect
of users’ visual search for the usual condition that the Web page with a floating
ad.

An eye tracker is a mental measure precision instrument which can capture
the changes of eye movement and record the data, such as pupil size and scan
path during people reading, looking at a picture or viewing scenery [16].

In this study, participants’ eye movement data were recorded by Tobii T120
eye tracker. By analyzing the visual search time and pupil diameter, we inves-
tigated the two basic information forms and floating ads for the effect of the
visual search behavior on Web pages.

2 Experimental Design and Method

2.1 Experimental Web Pages

In the study, we designed 10 Web pages matching 10 search targets, which were
involving different topics such as the mobile, car and diet. The searched target of
each Web page was either text or picture, text was the Chinese phrase consisted
of 3 ∼ 6 Chinese words, and the picture was a well-known logo picture which
was almost the same as text in visual effects. We arranged the searched targets
on different locations to eliminate the effects of information layout for the visual
search time, as well as used the single page type with no scrollbar to eliminate
the effects of using scrollbar for visual search time.

The experiment included visual search on the Web page without floating ads
and with floating ads. The Web page with floating ads was just adding a floating
ad on the Web page without floating ads. The floating ad was displayed in
synchronism with the Web page, which appeared at random position and floated
as the same speed as the real situation on the Web page. Fig. 1 shows the possible
pathways of the floating ad on a Web page.

2.2 Participants and Apparatus

The participants were 100 undergraduates or postgraduates from various majors
with the average age of 23.0 years old (SD = 1.8), in which 51 were female.
All participants were right-handed, skilled users of the Internet, had normal
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Fig. 1. Possible pathway of the floating ad on a Web page. The dotted lines represent
the possible pathway of the floating ad.

or corrected-to-normal vision, and none of them had the experience about the
eye movement experiment. Participants were randomly divided into 2 groups
according to whether the Web page with floating ads. There were 50 participants
in the group without floating ads, and the other 50 participants were in the
group with floating ads. Eye tracker recorded the eye movement data in the
whole visual search process from participants’ viewing the Web page to finding
out the required phrase or logo picture.

We used Tobii T120 eye tracker to record participants’ eye movement during
them either searching the text or logo picture on Web pages without floating ads
and with floating ads. The rate of Tobii T120 eye tracker is 120 HZ, the Web
pages were displayed on the screen which is a 19” LCD monitor with a resolution
set to 1024 × 768 pixels.

3 Results

In this study, we focus our analysis on the search time and pupil diameter during
participants searched text and logo picture on the Web page with and without
floating ads.
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3.1 Search Time

Search Time on Text vs. on Logo Picture. We contrasted visual search
time for searching both text and logo picture on the Web page with floating ads
or without floating ads. As shown in Fig. 2(a), the average search time on text
(14.16 s) was longer than on logo picture (8.69 s) and there was a significant
difference between them when participants performed visual search on the Web
page without floating ads [F (1, 98) = 40.83, P < 0.05]. As shown in Fig. 2(b),
the average search time on text (14.91 s) was also longer than on logo picture
(7.90 s) and there was a significant difference between them when participants
performed visual search on the Web pages with floating ads [F (1, 98) = 71.34,
P < 0.05]. The results indicated that, whether there were floating ads on Web
pages or not, the average search time on text was significant longer than on logo
picture.

Fig. 2. Average search time on text vs. on picture. (a) For the Web page without
floating ads, the average search time on text was significant longer than on picture (p
< 0.05*). (b) For the Web page with floating ads, the average search time on text was
significant longer than on picture (p < 0.05*). 0.05 is the significant level of F-check,
and the error lines represent the mean standard error.

Search Time on the Web Page with Floating Ads vs. without Floating
Ads. We contrasted visual search time for searching either text or logo picture
on the Web page with floating ads and without floating ads, as shown in Fig.
3(a). Although the average search time on the Web page with floating ads (14.91
s) was longer than without floating ads (14.16 s) when the search target was
presented as text, the difference between them was not significant [F (1, 98) =
0.68, P > 0.05]. As shown in Fig. 3(b), even though the average search time on
the Web page with floating ads (7.90 s) was shorter than without floating ads
(8.69 s) when the search target was presented as picture, there were no significant
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Fig. 3. Average search time on the Web page with floating ads vs. without floating
ads. (a) For the search target was text, no significant difference between with floating
ads and without floating ads (p > 0.05). (b) For the search target was logo picture, no
significant difference between with floating ads and without floating ads (p > 0.05).
0.05 is the significant level of F-check, and the error lines represent the mean standard
error.

differences between them [F (1, 98) = 1.02, P > 0.05]. The results suggest that
no matter search text or picture, floating ads don’t significantly impact people’s
visual search time on Web pages.

However, the result of the questionnaire showed that 83% participants con-
sidered floating ads impacting their visual search on Web pages [χ2

0.05(1) =
43.56, P < 0.05], which conflicted with the results that floating ads had no sig-
nificant effects on the search time. Therefore, we would do the further statistical
analysis of pupil diameter which is related to emotion in cognitive science.

3.2 Pupil Diameter on the Web Page with Floating Ads vs. without
Floating Ads

Figure 4 presents the changes in pupil diameter when participants did visual
search on the Web page with or without floating ads. For the search target was
presented as text, the average pupil diameter on the Web page with floating
ads (3.58 mm) was smaller than without floating ads (3.79 mm) and there was
a significant difference between them [F (1, 98) = 5.60, P < 0.05], as shown
in Fig. 4(a). For the search target was presented as logo picture, the average
pupil diameter on the Web page with floating ads (3.62 mm) was also significant
smaller than without floating ads (3.84 mm)[F (1, 98) = 6.67, P < 0.05], as
shown in Fig. 4(b). A study demonstrated that the changes in pupil diameter
reflect the changes in emotion: the pupil dilated in pleasant emotion and pupil
constricted in annoying emotion [17]. The result of the pupil diameter indicates
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Fig. 4. Average pupil diameter in the Web page with floating ads vs. without floating
ads. (a) For the target is text, with floating ads is significant smaller than without
floating ads (p < 0.05*). (b) For the target is logo picture, with floating ads is significant
smaller than without floating ads (p < 0.05*). 0.05 is the significant level of F-check,
and the error lines represent the mean standard error.

that no matter the search target presents as text or picture, the floating ads
impact users’ mood that it would make people bored when they perform visual
search on Web pages.

4 Discussion

4.1 Information Form Impacts Users’ Visual Search Efficiency

Search time is the main indicator for measuring users’ visual search efficiency on
Web pages. The shorter the visual search time is, the higher the visual search
efficiency would be. This study investigated the effect of information forms in-
cluding text and logo picture for users’ visual search on Web pages. Results
indicate that the information form significantly impacts the visual search ef-
ficiency on Web pages, and whether there are floating ads on Web pages or
not, the visual search time on text is significantly longer than logo picture
(see Fig. 2).

Text on Web pages is often in a single color, not colorful as the picture.
Therefore, several previous studies show that the colorful pictures attract users’
more attention than text. Users usually view the picture before reading the
text [6], which because the color of the picture could provide prior clues for
their visual search and attract their eyeballs [18,19]. Rayner also pointed out
that viewers’ initial fixation frequency on the picture (69%) are much higher
than the text (16%) [20]. Moreover, When a hyperlink is presented as two forms
text and picture on the same page, users often prefer clicking the picture to
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the text [21]. In addition to the reading and scene perception, the perceptual
span or the span of the effective stimulus is generally referred to as the amount
of information available during each fixation. A great deal studies [22] - [26]
supplied the evidences that the larger the perceptual span of the stimulus refers
the more information input during each fixation. Thus, the stimulus is easy to be
identified and processed, in contrast, the stimulus with smaller perceptual span
is difficult. It is generally considered that text is one-dimensional for reading,
whereas picture is two-dimensional. Obviously, picture has larger perception span
than text, which makes picture easier to be identified than text [27]. In our study,
the visual search time in picture is significantly shorter than in text. The result
shows that picture which is the same as the text in visual effects is much easier
to be searched than text.

The result of the questionnaire shows that 84% participants prefer the picture
to text [χ2

0.05(1) = 46.24, P < 0.05], which is highly consistent with the result of
the search time.

4.2 Floating Ads Impact on Visual Information Search

Floating Ads don’t Impact Visual Information Search Efficiency. As
one of the most popular Internet ads, floating ads usually appear on the Web
page when users view a new Web page. In this study, we further investigated
the effect of floating ads for visual search efficiency on visual searching the text
or picture.

User’s visual behavior on Web pages includes visual browsing and visual
search. Some studies about visual browsing on Web pages indicated that users
wouldn’t pay attention to the useless Internet ads [14]. In addition, the study
on static banner ads also demonstrates that users usually take the avoidance
strategies according to their experience [28], namely, most users often neglect
the existence of Internet ads when they are browsing information on Web pages.
A study about visual search on Web pages showed that the animation flash pic-
tures would disperse the user’s attention [15]. That is to say, animation ads
may affect users’ visual search time. However, there were also some studies
showed that Internet ads had little effect for users’ visual search behavior on
Web pages [12,13].

The results of this study demonstrated that, whether the search target was
text or picture, floating ads had no significant effect on users’ search time (see
Fig. 3).

The floating ads as a rich media type of Internet ads are usually involving
the commercial activity, which are extension of the general media ads, such
as paper ads and TV ads. Different from the general media ads, floating ads
appear over the Web page, and people can selectively avoid or ignore them. Users
often believe that floating ads are not useful for their requirement. Especially
during users’ searching information by eyes, they will be unconscious to consider
that floating ads have no relation to their desired information, and adopt the
avoidance strategies. In our study, whether the search target is text or picture,
few participants looked at the floating ads during they performed the visual
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search tasks. Most participants adopted the avoidance strategies so that the
search efficiency wasn’t significantly impacted by floating ads. In reflection to
the search time, the result shows that there is no significant difference on the
search time between with floating ads and without floating ads.

4.3 Floating Ads Impact People’s Mood

Previous researches [29,30] about the relationship between the pupil size and
mental activity suggested that the pupil diameter dilated in positive emotion
(such as happy and joy), and the pupil diameter constricted in negative emotion
(such as fear and sadness). These results show that the pupillary response is
associated with the changes in emotion.

By analyzing the average pupil diameter, we found that whether the searched
target is text or picture, the average pupil diameter on the Web page with floating
ads was significantly smaller than without floating ads. The result shows that
users don’t prefer searching on the Web page with floating ads, which makes the
pupil diameters constricted. Therefore, floating ads would make people bored
when they perform visual search on Web pages.

The result of questionnaire shows that 94% participants didn’t like floating
ads during them searching information on Web pages by eyes, which is highly
consistent with the result of the average pupil diameter.

5 Conclusion

This paper reports an experiment study on the effect of information forms and
floating ads for visual search using eye-tracking. The results show that the visual
search time on text is longer, in contrast that on picture is shorter. And there
is significant difference between them. Therefore, the picture which is the same
as the text in visual effects is easier to be searched than text. In addition, the
study also investigates the effect of floating ads. The results show that whether
the searched target is text or picture, floating ads do not significantly impact
people’s visual search time, however, the result of the pupil diameter indicates
that floating ads would make people bored.
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Abstract. Figural effects demonstrate that the influence on reasoning
performance derives from the figure of the presented syllogistic argu-
ments (Johnson-Laird and Bara, 1984). It has been reported that figure
P-M/M-S is easier to reason with than figure M-P/S-M with syllogistic
generation paradigm (Johnson-Laird, 1984), where M is the middle term,
S is the subject and P is the predicate of conclusion, respectively. How-
ever, the figural effects are still unclear in syllogistic evaluation paradigm.
In order to study such effects, we employed the figure M-P/S-M/S-P and
the figure P-M/M-S/S-P syllogistic evaluation tasks with 30 subjects us-
ing eye-movement. The results showed that figural effects that the figure
P-M/M-S/S-P was more cognitively demanding than the figure M-P/S-
M/S-P, occurred in major premise and conclusion for the early processes,
and in both premises and conclusion for late processes, rather than in mi-
nor premise reported by Espino et al (2005) that the figure P-M/M-S has
less cognitive load than the figure M-P/S-M with generation paradigm.
Additionally, pre-/post-conclusion viewing analysis found that for the in-
spection times of both premises the figure P-M/M-S/S-P took up more
cognitive resources than the figure M-P/S-M/S-P when after viewing the
conclusion. The findings suggested there were differences in figural effects
between evaluation and generation paradigm.

1 Introduction

Syllogistic reasoning is a form of deductive reasoning in which a logical conclusion
is drawn from premises (the major premise and the minor premise). For example,

Major premise: All humans are mortal.
Minor premise: Some animals are human.
Conclusion: Some animals are mortal.

Each of the three distinct terms, “human,” “mortal,” and “animal, ” represents
a category. “Mortal” is the major term; “animal” is the minor term; the common

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 106–114, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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term “human” is the middle term(M) that links together the promises. “animal”
is the subject(S) of the conclusion, and “mortal” is the predicate(P) of the
conclusion. The arrangement of the middle term in each premise yields four
types of scheme for reasoning, known as the figures of syllogism, that is, the
figures M-P/S-M, P-M/S-M, M-P/M-S and P-M/M-S.

There are two research paradigms in studying how humans perform syllogis-
tic reasoning: one is conclusion-evaluation paradigm, which requires subjects to
decide whether a presented conclusion is deduced from the premises and the
other is conclusion-generation paradigm, which requires subjects to generate the
conclusion following the premises. Researchers have found that the evaluation
task is more prone to conclusion-drive processing and the generation task may
be viewed as a premise-driven processing [14].

Frase [9] performed earlier research about figures of syllogism with the
conclusion-evaluation paradigm. The results show that the figure M-P/S-M/S-P
takes significantly less time and produces fewer errors than the figure P-M/M-S/S-
P. Mediated association theory [9] is proposed to explain the results. As showed
in Fig. 1, the figure M-P/S-M/S-P is a forward-chaining paradigm with the re-
sponse chaining of S-M-P, while the figure P-M/M-S/S-P is a backward-chaining
paradigm with response chaining of P-M-S when inferring the conclusion with the
direction of S-P. Late studies on syllogism have demonstrated that the figure of
premises has strong influence on syllogistic reasoning behaviors [2,3,12].

Johnson-Laird and Bara [12] reported a study on syllogism with the conclusion-
generation paradigm. They stated that figural effects occur when subjects inte-
grate premises. The mental model theory (MMT) [13] suggests that the figure
P-M/M-S where the middle terms are contiguous is less cognitively demanding
than the figure M-P/S-M where the middle terms are not. Furthermore, the fig-
ure M-P/S-M has a response bias of the conclusion with direction of S-P, while
the figure P-M/M-S has a response bias of P-S. Unlike MMT, the dual mechanism
theory [5,8,10,19], proposes that there are two distinct cognitive systems underly-
ing reasoning. System 1, which is shared with other animals, comprises a set of au-
tonomous subsystems that include both innate input modules and domain-specific
knowledge acquired by a domain-general learning mechanism, and is considered as
associative processing. System 2, which is specific to humans and constrained by
working memory capacity, is considered as reflective processing and participates

Fig. 1. Response chain of figure M-P/S-M/S-P and figure P-M/M-S/S-P



108 X. Jia et al.

in human higher cognitive function. A neural imaging study explored dual mecha-
nism theory in syllogistic reasoning [10]. It is found that a frontal-temporal system
processes concrete materials while a parietal system processes abstract materials.

Espino et al [4] examined both the early and late processes in syllogistic rea-
soning in the conclusion-generation paradigm using eye-movement. The results
showed that the effects of the difficulty of problems and the type of figure on
syllogism are different. The the figure, but not the difficulty of syllogism, has
effects on early processing; both the figure and the difficulty have effects on the
late processing. The results also showed that figural effects mainly occur on mi-
nor premise; furthermore, the figure P-M/M-S is less time consuming in both
early processing and late processing. Those results support MMT that the fig-
ure M-P/S-M creates an additional working memory load as the noncontiguous
middle terms.

Stupple and Ball et al. [20] studied figural effects in syllogistic conclusion-
evaluation paradigm. In their experiments, subjects can view only one of the
three masked regions simultaneously and the results have yielded reliable support
of MMT [13] that there are longer inspection time for the nonpreferred conclusion
(the conclusion direction of P-S for the figure M-P/S-M and S-P for the figure
P-M/M-S) than preferred one (the conclusion direction of S-P for the figure
M-P/S-M and P-S for the figure P-M/M-S).

Previous studies reveal that figural effects are more explicit in conclusion-
generation paradigm [12]. Those studies focus on belief bias effects in the eval-
uation paradigm [7,16]. Figural effects in the conclusion-evaluation paradigm
are still not entirely clear [16]. In addition, previous studies typically used se-
quential premise presentation, which may burden the working memory load and
constrain premises integration. In contrast, parallel premise presentation may
be more effective for testing figural effects.

Eye-tracker has been widely used in cognitive studies and especially in studies
of reading. Some authors argue that it can indicate the processes of mind [17,18].
The present study employed the conclusion-evaluation paradigm to explore the
figural effects of the figure M-S/P-M/S-P and the figure P-M/M-S/S-P with
parallel stimulus presentation method based on eye-movement.

2 Method

In the study, experiments were performed by using eye-tracker. The early pro-
cesses, revealing the comprehension of an ROI, could be analyzed by the first
fixation duration which denoted the duration of the given region of interest
(ROI) from the time subject entered in it until he/she left it forwards or back-
wards for the first time. The late processes, revealing the reanalysis and inte-
gration of an ROI, could be analyzed by the sum of the duration of all the
fixations except the first fixation duration, which was different from Espino’s
study where the late processes was defined as the sum of the duration of all
the fixations made in a given part [4]. Pre-conclusion and post-conclusion view-
ing analysis [1] was used to test the impact of conclusion on figural effects in
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syllogistic evaluation paradigm. Data were analyzed using SPSS 15.0 software
(http://www.spss.com/).

2.1 Subjects

Thirty paid undergraduate or graduate students from the Beijing University
of Technology participated in the experiments (15 males and 15 females; aged
24.2 ± 2.1 years). All subjects were native Chinese speakers and right-handed,
with normal or corrected-to-normal vision. None of the subjects reported any his-
tory of neurological or psychiatric diseases. All subjects gave informed
consent.

2.2 Design and Stimuli

The experiments employed one-factor within subject design. Two conditions
were the figure M-P/S-M/S-P and the figure P-M/M-S/S-P, respectively. Each
subject received 90 figure M-P/S-M/S-P tasks and 90 figure P-M/M-S/S-P tasks.
Examples were showed in Table 1. All the stimuli were selected or adapted from
previous studies. The ROIs were major premise, minor premise, and conclusion,
respectively.

Table 1. Examples of tasks (translated from Chinese)

Figure M-P/S-M/S-P
Major premise: All Greeks are the whites.
Minor premise: Some people are Greeks.
Conclusion: Some people are the whites.
Figure P-M/M-S/S-P
Major premise: Some integers are natural numbers.
Minor premise: All natural numbers are real numbers.
Conclusion: Some real numbers are integers.

2.3 Apparatus and Procedure

The syllogistic reasoning tasks were presented by Tobii Studio with the sampling
rate of 60 Hz, and the monitor’s resolution was 1024× 768 pixel. Subjects were
tested individually in a soundproof and comfortable room with soft light. All the
sentences were presented in “Song” font with average length of 9 characters. The
premises and conclusion were presented simultaneously and the procedure was
showed in Fig. 2. Subject was seated in front of the monitor 60 cm away and the
calibration of the eye tracker was performed. The syllogisms were presented one
by one in a same pseudorandom order to each subject. Although subjects were
given enough time to complete the tasks, they were instructed to judge whether
the given conclusion was “true” and “false” instead of the logical terms “valid”
and “invalid” by pressing a button as fast as possible.
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Fig. 2. Stimuli presentation (translation in English: All plants are creature; All pine
trees are plants; All pine trees are creature)

3 Results

3.1 Results of Correctness and Response Time

Results of correctness and response time were showed in Fig. 3. The correctness
was significantly higher for the figure M-P/S-M/S-P (0.80 ± 0.04) than that
of the figure P-M/M-S/S-P (0.71 ± 0.12) (F (1, 29) = 15.29, p < 0.001). The
results were consistent with the ones reported by Frase [9], but inconsistent
with conclusion-generation paradigm [12,13]. The response time was significantly
shorter for the figure M-P/S-M/S-P (8.82 ± 3.22) than that of the figure P-
M/M-S/S-P (12.42 ± 5.55) (F (1, 29) = 38.45, p < 0.001).

3.2 Results of Early and Late Processes

The results of early and late processes analysis were showed in Table 2. The
early processes were significantly longer for the major premise and conclusion
of the figure P-M/M-S/S-P than that of the figure M-P/S-M/S-P (F (1, 29) =
14.51, p < 0.005, F (1, 29) = 37.891, p < 0.001, respectively). The difference of

Fig. 3. The correctness and response time
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Table 2. Early and late processes of premises and conclusion (unit: s)

Tasks type Early processes Late processes
Figure M-P/S-M/S-P
major premise 0.25 ± 0.05 1.87 ± 1.01
minor premise 0.26 ± 0.06 1.85 ± 0.88
conclusion 0.26 ± 0.05 0.89 ± 0.44
Figure P-M/M-S/S-P
major premise 0.27 ± 0.05 2.51 ± 1.58
minor premise 0.27 ± 0.05 2.43 ± 1.24
conclusion 0.29 ± 0.05 1.41 ± 0.73

the first fixation duration for the minor premise did not reach a statistical sig-
nificance. The late processes were significantly longer for the major premise,
the minor premise and the conclusion of figure P-M/M-S/S-P than that of
figure M-P/S-M/S-P (F (1, 29) = 19.331, p < 0.001; F (1, 29) = 25.281, p <
0.001; F (1, 29) = 48.128, p < 0.001 respectively). The results might imply that
both early and late processes happened in the major premise (premise 1), which
was different from ones reported by Espino [4] that the figural effects appeared
in the minor premise (premise 2).

3.3 Results of Pre-/Post-conclusion Viewing Analysis

We postulated that it was conclusion-driven processing in syllogistic evalua-
tion paradigm. To clarify the effects of the conclusion on syllogistic reasoning,
as showed in Table 3, we conducted an analysis of pre-conclusion and post-
conclusion viewing analysis of the premises fixation durations [1]. The difference
of pre-conclusion for the figure M-P/S-M/S-P and the figure P-M/M-S/S-P
did not reach a statistical significance. The post-conclusion for the figure M-
P/S-M/S-P was significantly less than the figure P-M/M-S/S-P (F (1, 29) =
26.76, p < 0.001). The results showed that the conclusion-driven processing
might be applied in conclusion-evaluation, and figure P-M/M-S/S-P was more
cognitively demanding than figure M-P/S-M/S-P when after viewing the con-
clusion.

Table 3. Fixation durations of pre-/post-conclusion viewing (unit: s)

Inspection time Figure M-P/S-M/S-P Figure P-M/M-S/S-P
pre-con 2.93 ± 1.21 2.99 ± 1.22
post-con 2.35 ± 1.14 3.48 ± 1.81
Notes: pre-con denotes the inspecting time of premises before the first
fixation on the conclusion; post-con denotes the inspecting time of the
premises after the first fixation on the conclusion.
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4 Discussions

The present study addressed the figural effects in syllogistic reasoning with
the conclusion-evaluation paradigm and simultaneous presentation of premises
and conclusion using eye-movement technique. The eye-movement methodology
could ensure reliable inspection time analysis. The statistical results of correct-
ness and response times showed that the figure P-M/M-S/S-P was more cogni-
tively demanding than the figure M-P/S-M/S-P. The result was consistent with
ones reported by Frase [9]. At the same time, this result did not confirm the MMT
prediction that the figure P-M/M-S is easier than figure M-P/S-M [12,13]. Our
recent fMRI study about figural effects showed similar results that the figure P-
M/M-S/S-P, which seemed backward-chaining processing, was more cognitively
demanding than the figure M-P/S-M/S-P, which was a kind of forward-chaining
processing [11]. The details will be discussed in the following analysis.

4.1 Early and Late Processes Analysis

The early processes implicated the initial presentation of problems and the late
processes referred to the information integration. Both early and late processes
showed that the figure P-M/M-S/S-P was more cognitively demanding than the
figure M-P/S-M/S-P. The results did not support the critical MMT prediction
that additional mental manipulations are required to align such noncontiguous
middle terms for figure M-P/S-M [12]. Meanwhile, the result gave a hint that the
processing might be different between the conclusion-evaluation and conclusion-
generation paradigms [4].

It might be reasonable to consider following issues: (1) Conclusion-generation
was considered to be premise-driven processing in which the contiguous middle
terms of the figure P-M/M-S was less cognitively demanding. (2) Conclusion-
evaluation was considered as conclusion-driven processing in which the conclu-
sion might offer a heuristic strategy. Thus, the figure P-M/M-S/S-P was more
cognitive load, like backward-chaining processing with the response chain of
P-M-S. On the contrary, the figure M-P/S-M/S-P might be forward-chaining
processing with response chain of S-M-P. (3)In Espino’s [4] study the premises
were displayed in a line, that is, the terms of S, M, P were displayed in a one-
dimension view in which it might be more cognitively demanding and visual load
when integrating the figure M-P/S-M with the noncontiguous middle terms than
the figure P-M/M-S with contiguous middle terms; whereas, in our experiments
the premises and the conclusion were displayed in three lines. The terms of S, M,
P were displayed in a two-dimension view in which the differences in visual load
were diminished. According to the analysis, the results were consistent with ones
reported by Frase [9] that figure P-M/M-S/S-P was more cognitively demanding,
and challenged the prediction of MMT.

4.2 Conclusion-Driven Processing Analysis

In order to clarify the impact of conclusion on figural effects in syllogistic reason-
ing, we did the pre-conclusion and post-conclusion viewing analysis. The results
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showed that before viewing the conclusion there was no difference between the
figure M-P/S-M/S-P and the figure P-M/M-S/S-P in fixation duration; whereas
after viewing the conclusion, the fixation duration of figure P-M/M-S/S-P was
significantly longer than figure M-P/S-M/S-P. The results offered evidence that
the processing in syllogistic evaluation paradigm might be a conclusion-driven
pattern and figure P-M/M-S/S-P was more cognitively demanding than figure
M-P/S-M/S-P when after viewing the conclusion.

According to Frase [9], the figure M-P/S-M/S-P might be a forward-chaining
processing with the response chain of S-M-P; whereas the figure P-M/M-S/S-P
might be a backward-chaining processing with the response chain of P-M-S. As
a result, when subjects were required to evaluate the validity of figure P-M/M-
S/S-P with the given conclusion S-P, it was relative difficult (longer response
time and more errors) as it was easy to conclude the relationship of P-S just as
formulated by MMT [12,13]. The results could be explained by the dual mech-
anism theory [5,8,10,19]. Dual mechanism theories have various flavors. The
present study was consistent with the dual mechanism account developed by
Newell and Simon [15]for the domain of problem solving that the heuristic and
formal processes correspond to system 1 and system 2 respectively. Figure M-
P/S-M/S-P automatically utilized situation-specific heuristics, which were based
on background knowledge and experience. However, when conflict, between pre-
ferred conclusion direction of P-S and given conclusion direction of S-P for figure
P-M/M-S/S-P, was detected, the formal (analytic) system was more active to
control reasoning performance and to overcome the prepotent system 1. How-
ever, with the limit of working memory capacity there were longer response times
and more errors for the figure P-M/M-S/S-P.

5 Conclusions

The present study addressed the reliable figural effects in syllogistic evaluation
paradigm. From our experiments, one might conclude that there was conclusion-
driven processing in evaluation paradigm, at the same time, the figural effects
represented figure P-M/M-S/S-P was more cognitively demanding than figure M-
P/S-M/S-P different from generation paradigm with premise-driven processing.
The results might imply the mental model theory (MMT) was not suitable for
syllogistic evaluation paradigm, whereas dual mechanism theory might shed a
light on the situation, which still needed further experiments to confirm it.
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Abstract. In this paper, a hierarchical organization of prior knowledge
based on multidimensional data model is firstly proposed, it is the basis
of structured thinking. Secondly, a representation of granular structures
based on multidimensional data model is also proposed, it can represents
information from multiview and multilevel. Finally, the relation between
structured prior knowledge and granular structures is analyzed.

1 Introduction

Granular computing is a general computation theory for effectively using gran-
ules such as classes, clusters, subsets, groups and intervals to build an efficient
computational model for complex applications with huge amounts of data, in-
formation and knowledge [1]. It is also a way of thinking [2] that relies on the
human ability to perceive the real world under various levels of granularity (i.e.,
abstraction).

Hobbs [3] stated that ‘We perceive and represent the world under various
grain sizes, and abstract only those things that serve our present interests. The
ability to conceptualize the world at different granularities and to switch among
these granularities is fundamental to our intelligence and flexibility. This enables
us to map the complexities of real world into computationally tractable simpler
theories’. Gordon et al. [4] pointed out that human perception benefits from the
ability to focus attention at various levels of detail and to shift focus from one
level to another. The grain size at which people choose to focus affects not only
what they can discern but what becomes indistinguishable, thus permitting the
mind to ignore confusing detail. Bradley C. Love [5] noticed that humans fre-
quently utilize and acquire category knowledge at multiple levels of abstraction.
Yao [2] proposed the basic ideas of granular computing, i.e., problem solving
with different granularities. Granular computing, as a way of thinking, can cap-
tures and reflects our ability to perceive the world at different granularity and
to change granularities in problem solving.

Although these scholars have noticed that human can solve problem at differ-
ent levels of granularity, the reason of which has seldom been analyzed until now.
If we know how the human intellect works, we could simulate it by machine.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 115–126, 2009.
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In our opinion, this is concerned with human cognition, which leads to signifi-
cant differences between human and machine in problem solving. Firstly, human
can use relevant prior knowledge subconsciously in problem solving, but machine
can’t. For example, we notice that everyone can solve a given problem easily from
his/her familiar fields at different levels of granularities. But (s)he even cannot
solve a problem from his/her unfamiliar field at single level, not to mention at
multiple levels. Secondly, human can use their relevant prior knowledge to gen-
erate a good ‘structure’ or problem representation in problem solving. As we all
know that the famous story of young Gauss who gave the answer to the sum of
all the numbers from 1 to 100 very quickly, not by very fast mental arithmetic
but by noticing a pattern in the number sequence. Namely, that the numbers
form pairs (1+100=101, 2+99=101, · · ·, 50+51=101). This example indicates
that a good structuring, or representation of the problem helps considerably. In
essence, the so called ‘good’ structure of a problem is a hierarchical structure
induced from it. Thirdly, J.Hawkins and S.Blakeslee [6] pointed out that there
have fundamentally different mechanisms between human brain and machine.
The mechanism of human brain is that it retrieves the answers stored in mem-
ory a long time ago, but not “compute” the answers to a problem as machine.
This indicates that human usually search a relevant or similar answer to the
solved problem from his memory in problem solving, or we can say that it de-
pends on relevant prior knowledge to solve problem for human. Maybe these can
be used to interpret why human can focus on different levels during the process
of problem solving, but machine cannot.

In this paper, the importance of hierarchical structured prior knowledge in
granular computing is stressed firstly, where prior knowledge is extended to a
broader sense, which includes domain knowledge. A nested and hierarchical orga-
nization of prior knowledge based on multidimensional data model is proposed,
it is the basis of structured thinking [7]. Secondly, multidimensional data model
was introduced into granular computing, it can represent information from mul-
tiview and multilevel, and can be used as a representation model of granular
structures. Finally, the relation between structured prior knowledge and granu-
lar structures is analyzed.

2 Prior Knowledge

In this section, we will give a brief introduction to prior knowledge, and propose
an organization of prior knowledge based on multidimensional data model. We
also point out that structured prior knowledge is the basis of structured thinking.
The main role of structured prior knowledge is to provides humans with a much
greater control over the solved problem.

2.1 An Introduction to Prior Knowledge

Prior knowledge is all the knowledge you’ve acquired in your lifetime. It in-
cludes knowledge gained from formal and informal instruction. Prior knowledge
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has the same meaning as background knowledge, previous knowledge, personal
knowledge, etc. In this paper, we will extend the concept “prior knowledge” to
a broader sense, which also includes domain knowledge.

Prior knowledge can help us all of the time. When we do something for the
first time, we will feel hard because we don’t have much prior knowledge about
it. After we do something several times and accumulate a lot of relevant prior
knowledge, we will feel easier. This indicates that prior knowledge is very helpful
to human problem solving.

In practice, prior knowledge is valuable to be incorporated into a practical
problem solving. Yu et al. [8] noticed the necessity of extra information to prob-
lem solving, and provided a mathematical expression

Generalization = Data + knowledge (1)

This formula indicates that if you want to solve a problem at higher levels or
multiple levels of abstraction, you will have to add extra knowledge to the solved
problem. In this formula, data can be obtained from the solved problem. But
what’s the knowledge here? In our opinion, the knowledge here is what we call
prior knowledge in this paper.

Prior knowledge can be obtained by learning. When we learn new knowledge,
we will assimilate it and make sense of it by connecting it to what we have already
known, or we can say that we will incorporate it into our existing knowledge
structure subconsciously. As stated in [9]: “Our representation of the world is not
necessarily identical to the actual world. We modify information that is received
through our senses, sharpening, selecting, discarding, abstracting, etc. So our
internal representation of the world is really our own construction. In other
words, human brain is not a sponge that passively absorbs information leaking
out from the environment. Instead, they continually search and synthesize.”
Which structure does prior knowledge be organized in human brain? And which
organization of prior knowledge is suitable for granular computing particularly?
These will be discussed in the next subsection.

2.2 Structure of Prior Knowledge

Some researchers have noticed the importance of knowledge structure. Mandler
[10] pointed out that meaning does not exist until some structure, or organiza-
tion, is achieved. In [11], the authors pointed out that knowledge structure is
a structured collection of concepts and their interrelationships, it includes two
dimensions: multilevel structure and multiview structure. This is in accordance
with granular structures. In [6], the authors pointed out that “the cortex’s hier-
archical structure stores a model of the hierarchical structure of the real world.
The real world’s nested structure is mirrored by the nested structure of your
cortex”. In an exactly analogous way, our memories of things and the way our
brain represents them are stored in the hierarchical of the cortex. In [12], the au-
thors mentioned that humans and other species represent knowledge of routine
events or stereotypical action sequences hierarchically. These indicate that prior
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knowledge can be organized as a hierarchical structure. But which hierarchical
structure can reflect prior knowledge more intuitively?

Quillian [13,14,15] pointed out that prior knowledge is stored in the form
of semantic networks in human brain. A semantic network or knowledge struc-
ture is created with three primitives: concepts, relations, and instances. Yao [16]
pointed out human thought and knowledge is normally organized as hierarchical
structures, where concepts are ordered by their different levels of specificity or
granularity. A plausible reason for such organizations is that they reflect truth-
fully the hierarchical and nested structures abundant in natural and artificial
systems. Human perception and understanding of the real world depends, to a
large extent, on such nested and hierarchical structures.

Of course, we don’t know the genuine organization of prior knowledge in
human brain until now. But from the above we know that prior knowledge
should be organized as a nested and hierarchical structures, which is helpful to
human problem solving.

2.3 Organization of Prior Knowledge

Maybe there have a lot of knowledge stored in human brain, but only a little part
of which is relevant to the solved problem in problem solving. So we should only
extract the relevant part of prior knowledge and reorganize them as a nested
and hierarchical structure in problem solving. Hierarchical structures not only
make a complex problem more easily understandable, but also lead to efficient
solutions.

In this subsection, we will provide a nested and hierarchical organization of
prior knowledge relevant to the solved problem, which is suitable for problem
solving particularly. We will reorganize relevant prior knowledge from one point
of view with multiple levels of granularity as a concept hierarchy, and reorganize
relevant prior knowledge from multilevel and multiview as a multidimensional
data model.

The formal use of concept hierarchies as the most important background
knowledge in data mining was introduced by Han, Cai and Cercone [18]. And
a multidimensional data model can be regarded as a combination of multiple
concept hierarchies. So it is rational to represents prior knowledge as concept
hierarchies or multidimensional data model.

Concept hierarchy. Concepts are the basic unit of human thoughts and play
a central role in our understanding of the world. Human usually has a rich
clustering of concepts for knowledge from his familiar field, in which each concept
is related to many other concepts, and the relationships between concepts are
clearly understood. Concepts are arranged hierarchically using umbrella concepts
to more tightly relate them. The concept hierarchy is such an example.

In what follows, an organization of prior knowledge from one point of view
with multiple levels of granularity is proposed based on concept hierarchy. In
order to satisfy the need of nested and hierarchical structure, we will organize
relevant prior knowledge as a concept hierarchy in the form of tree in this paper.
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A concept hierarchy is a graph whose nodes represent concepts and whose arcs
represent partial order relation between these concepts. In a concept hierarchy,
the meaning of a concept is built on a small number of simpler concepts, which
in turn is defined at a lower level using other concepts.

Concept hierarchies are used to express knowledge in concise and high-level
terms. As P.Witold [17] pointed out that granular computing is an information
processing pyramid, concept hierarchy tree just has the form of pyramid, where
more nodes at lower level and they are all specific concepts, less nodes at higher
level and they are abstract concepts.

In [1], the authors pointed out that the granulation process transforms the
semantics of the granulated entities. At the lowest level in a concept hierarchy,
basic concepts are feature values available from a data set. At a higher level, a
more complex concept is synthesized from lower level concepts (layered learning
for concept synthesis).

In [19], the authors stated “Concepts are not isolated into the human cog-
nitive system. They are immersed into a hierarchical structure that facilitates,
among others, classification tasks to the human cognitive system. This concep-
tual hierarchy expresses a binary relationship of inclusion defined by the following
criterions:

Inclusion criterion : Each hierarchy node determines a domain included into do-
main of its father node. Each hierarchy node determines a domain that includes
every domain of its son nodes.

Generalisation-Specialisation criterion: Every node in the hierarchy, has differ-
entiating properties that make it different from its father node, if it exists, and
from the others son nodes of its father, if they exist. ”

Concept hierarchies may be defined by discretizing or grouping data, that
is, discretizing numerical data into interval, and grouping categorical data into
a generalized abstract concept. A total or partial order can be defined among
groups of data.

For example, we can evaluate the ability of a person from multiview, such as
‘education’, ‘vocation’, ‘income’, etc. And, for each view, e.g., ‘education’, we
can regard it from multilevel by relying on our relevant prior knowledge. For
example, prior knowledge about ‘education’ can be organized as the following
concept hierarchy.

Education

              High                     Low        

Doctoral          Postgraduate  Undergraduate       Others 
student           student      

Fig. 1. Concept hierarchy of ‘Education’
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The concept hierarchy illustrated as figure 1 possesses a nested and hierarchi-
cal structure, where every node represent a concept, and arcs represent partial
order relation between these concepts. Nodes at lower level are represent specific
concepts, and those at higher level are represent abstract concepts.

Different people may own different prior knowledge, and different people may
also have different preferences. Thus, for a given problem, different people will con-
struct different concept hierarchy. To illustrate this, we still take ‘education’ for
example. If you are a manager of some college and university, or a manager of a
science institute, your prior knowledge relevant to ‘education’ may be structured
as figure 1. But in common people’s opinion, ‘undergraduate’ should also belong
to high education. Thus, prior knowledge is relevant to the context of a problem.

A concept hierarchy can only organizes relevant prior knowledge from one
particular angle or point of view with multiple levels of granularity, but it can
not organizes those from multiview.

In the next section, we will borrow the concept of multidimensional data
model from data warehousing, and provide an organization of prior knowledge.
This organization can represent relevant prior knowledge from multilevel and
multiview.

Multidimensional data model. In 1969, Collins and Quillian [15] made a typ-
ical experiment to prove prior knowledge that stored in long-term memory are
in network architecture. This experiment suggests that people organize knowl-
edge structurally and stored the features of the concept in different levels of the
hierarchical architecture.

How can we represent this network architecture intuitively? In this subsec-
tion, we will organize multiple concept hierarchies as an organic whole, which is
represented by a multidimensional data model. This organization can not only
make relevant prior knowledge more easily understandable, but also represents
them from multiview and multilevel intuitively.

Multidimensional data model [20,21] is a variation of the relational model that
uses multidimensional structures to organize data and express the relationships
among data, in which the data is presented as a data cube, which is a lattice of
cuboid. A multidimensional data model includes a number of dimensions that
each includes multiple levels of abstraction defined by concept hierarchy. Thus,
a multidimensional data model can be treated as a combination of multiple
concept hierarchies, and it can represent data from multiview and multilevel.
This organization provides users with the flexibility to view data from different
perspective. Based on the hierarchical structure of multidimensional data model,
it is possible to “scan” a data table from different levels of abstraction and
different dimensions.

In a multidimensional data model, each dimension can be represented by
a concept hierarchy, which can represents a problem from a particular angle.
Concept hierarchies of multiple dimensions be organized as a multidimensional
data model, which can represents data from multiview and multilevel. In fact,
multidimensional data model itself is a well-organized network structure, it can
reflect relevant prior knowledge intuitively and completely.
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Vocation

        Enterprises        Institution  

State-owned   Private   Education  Civil servant 
enterprise     enterprise     

Fig. 2. Concept hierarchy of ‘Vocation’

Income(unit:yuan) 

   High      Low  
 Above 6000  Below 6000  

Fig. 3. Concept hierarchy of ‘In-
come’

Next we will illustrate the ability of multidimensional data model represents
prior knowledge from multiview and multilevel through an example. As the above
mentioned, we can evaluate the ability of a person from multiview, such as
‘education’, ‘vocation’, ‘income’, etc. And for each view, we can regard it from
multilevel by relying on our relevant prior knowledge.

We assume that prior knowledge about ‘vocation’ and ‘income’ be structured
as concept hierarchies illustrated as figure 2 and figure 3, respectively. Then
we will organize prior knowledge about ‘education’, ‘vocation’, and ‘income’
as a multidimensional data model, which can used to evaluate a person from
multiview and multilevel.

For simplicity, we will denote those concepts in figure 1, figure 2 and fig-
ure 3 by some symbols. Such as denote ‘education’ by ‘A’, ‘vocation’ by ‘B’
and ‘income’ by ‘C’. The correspondence between concepts and symbols is as
follows.

‘Education’ ↔ ‘A’
‘High education’ ↔ ‘A1’ ‘Low education’ ↔ ‘A2’
‘Doctoral student’ ↔ ‘A11’ ‘Postgraduate student’ ↔ ‘A12’
‘Undergraduate’ ↔ ‘A21’ ‘Others’ ↔ ‘A22’

where ‘A11’, ‘A12’, ‘A21’, ‘A22’ are specific concepts, and ‘A1’ is abstracted
from ‘A11’ and ‘A12’, ‘A2’ is abstracted from ‘A21’ and ‘A22’.

‘Vocation’ ↔ ‘B’
‘Enterprises’ ↔ ‘B1’ ‘Institution’ ↔ ‘B2’
‘State-owned enterprise’ ↔ ‘B11’ ‘Private enterprise’ ↔ ‘B12’
‘Education’ ↔ ‘B21’ ‘Civil servant’ ↔ ‘B22’

Similarly, ‘B11’, ‘B12’, ‘B21’, ‘B22’ are specific concepts, and ‘B1’ is abstracted
from ‘B11’ and ‘B12’, ‘B2’ is abstracted from ‘B21’ and ‘B22’.

‘Income’ ↔ ‘C’
‘High income’ ↔ ‘C1’ ‘Low income’ ↔ ‘C2’

The multidimensional data model is organized from the above three concept
hierarchies as figure 4, which can be used to evaluate a person from multiview
(education, vocation and income) and multilevel. For example, the shadow cell in
the data cube illustrated as figure 4 represents persons with high education, work
as a civil servant and have a high income. Each concept hierarchy corresponds
a dimension in figure 4.
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Fig. 4. Multidimensional data model

3 Granular Structure

In this section, we will give a brief introduction to granular structure, and present
a representation of granular structure from multiview and multilevel. This repre-
sentation can be used to represent information from multi-granularity in granular
computing.

3.1 What Is Granular Structure

A central notion of granular computing is multilevel granular structures, which
consists of inter-connected and inter-acting granules, families of granules inter-
preted as levels of differing granularity, and partially ordered multiple levels
known as hierarchical structures. They are the results of a structured under-
standing, interpretation, representation, and description of a real-world problem
or system. Granular structures provide structured descriptions of a system or a
problem under consideration.

Granular computing emphasizes on structures. The study of granular com-
puting depends crucially on granular structures that represent reality through
multilevel and multiview. It seems that hierarchical granular structure is a good
candidate for developing a theory of granular computing.

3.2 Representation of Granular Structure

In granular computing, we usually represent a problem from one particular angle
or point-of-view with multiple levels of granularity by a hierarchy. However, the
conceptualization of a problem through multiple hierarchies (i.e., multiview) and
multilevel in each hierarchy is general and flexible. A complete understanding
of a problem requires a series of granular structures that should reflect multiple
views with multiple levels [16,22]. Thus, granular structures need to be modeled
as multiple hierarchies and multiple levels in each hierarchy. That is, granular
structures should reflect multiview and multilevel in each view. But there has
no effective model to represent granular structure in existing literature.
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We notice that the structure of multidimensional data model is consistent
with the needs of granular structure. A multidimensional data model includes
multiple dimensions, and each dimension includes multiple levels of abstraction.
So each dimension in a multidimensional data model corresponds to a view with
multiple levels of granularity in granular structures. Thus, we will represent a
problem from multiview and multilevel by a multidimensional data model, which
use multidimensional structure to organize data and express the relationships
among data. This representation will facilitate the process of problem solving.
Moreover, concept hierarchy and multidimensional data model can not only to
elicit the content of knowledge, but also its structure.

Granular structures provide descriptions of a system or a problem under con-
sideration. Yao [23] pointed out that granular structures may be accurately de-
scribed as a multilevel view given by a single hierarchy and a multiview under-
standing given by many hierarchies. But he didn’t mention how to organize these
multiple hierarchies as an organic whole.

In what follows, we will present multidimensional data model representation
of granular structures through an example.

Example 1. Representing granular structures of the following problem by a
multidimensional data model, where the problem is provided by table 1.

This problem is provided by a table, where every column represents a par-
ticular view of the problem. So every column can be represented by a concept
hierarchy, as shown in figure 1, figure 2, and figure 3. So this problem can be
represented as a multidimensional data model by organizing these concept hier-
archies as an organic whole, as shown in figure 5. The objects in cells of data
cube as in figure 5 are satisfy properties determined by corresponding coordi-
nate. Or we can say that the objects in cells of data cube is the extension of
a concept, and the intension of the concept is designated by coordinate of the
corresponding cell.

We can obtain the multidimensional data model representation of table 1 as
figure 6 by combining table 1 and granular structure illustrated as figure 5. Or in
other words, we can obtain multidimensional data model as figure 6 by loading
data in table 1 to granular structure as figure 5. For example, the object 4, 5, 10
in data cube possesses the properties ‘A2’, ‘B1’ and ‘C2’ simultaneously, that
is, these objects possess properties as ’Low education’, work in ‘Enterprises’ and
‘Low income’.

For a given table, we can generalize its every attribute to a concept hierar-
chy tree, and organize these concept hierarchy trees as a multidimensional data
model. In essence, the multidimensional structure of this multidimensional data
model is the granular structure hid in the given table. Thus a given table can be
generalized to multiple tables with different degrees of abstraction by combining
this table and granular structures hid in it. These tables with different degree of
abstraction is the basis of structured problem solving and structured information
processing.
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Table 1. Training dataset

U Education Vocation Income(unit:yuan)

1 Doctoral student Private enterprise High
2 Postgraduate student State-owned enterprise High
3 Others Education Low
4 Undergraduate Private enterprise Low
5 Undergraduate State-owned enterprise Low
6 Postgraduate student State-owned enterprise Low
7 Undergraduate State-owned enterprise High
8 Undergraduate Civil servant Low
9 Doctoral student Education Low
10 Others State-owned enterprise Low

Fig. 5. Granular structure of table 1 Fig. 6. Multidimensional data model
of table 1

4 Relation between Structured Prior Knowledge and
Granular Structure

Every one may be possess much knowledge, which usually be organized as a
complicated network architecture in human brain. But prior knowledge is always
related to a problem. When we solve a problem, we only need to consider prior
knowledge relevant to it. Prior knowledge relevant to the solved problem will
be extracted from the complicated network structure, and be reorganized as a
nested and hierarchical structure, we call it structured prior knowledge, which
will helpful to human problem solving.

Granular structure is a central notion of granular computing, it can repre-
sents a problem from multilevel and multiview. Granular structure can make im-
plicit knowledge explicit, make invisible knowledge visible, make domain-specific
knowledge domain-independent and make subconscious effects conscious [7]. In
essence, granular structure is a structure hid in the solved problem.

As stated above, we can see that prior knowledge and granular structure are
related together tightly by the solved problem. There have many points of sim-
ilarity between prior knowledge and granular structure. For instance, they have
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a similar structure, that is, they all can be modeled as a nested and hierarchical
structure, and each hierarchical structure also includes multiple levels of ab-
straction. They also have a similar ability of representation, that is, they all can
represent a problem from one view with multiple levels of abstraction or from
multiview and multilevel. In fact, Granular structures is an intuitive reflection of
structured prior knowledge relevant to the solved problem, and the construction
of granular structures is need the guidance of relevant prior knowledge.

5 Conclusion

In this paper, a nested and hierarchical organization of prior knowledge based on
multidimensional data model is proposed, it is the basis of structured thinking.
A representation of granular structures based on multidimensional data model
is also proposed, it can represents a problem from multiview and multilevel.
Finally, the relation between structured prior knowledge and granular structure
is analyzed.

From the discussion, we conclude that the reason of human intelligence can
solve problem at different levels of granularities is that human can not only use
hierarchically organized relevant prior knowledge subconsciously, but also use
structured prior knowledge to reorganize the solved problem as a good represen-
tation (granular structure) in problem solving.
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Abstract. Much knowledge has been gained about how the brain is activated on 
audiovisual interaction. However, few data was acquired about the relationship 
between audiovisual interaction and spatial locations of audiovisual stimuli. 
Here, we investigated the multisensory interaction of audiovisual stimuli pre-
sented on central and peripheral spatial locations. Firstly, we determined the 
maximal eccentricity of peripheral spatial location on where stimuli were pre-
sented which was 30°. Second, the results of audiovisual interaction showed 
that the interaction of visual and auditory can have dramatic effects on human 
perception and performance. Moreover, this effect depended on the spatial loca-
tions of presented audiovisual stimuli. 

1   Introduction 

Recognizing an object requires one to pool information from various sensory modali-
ties, and to ignore information from competing objects [1]. It is well documented that 
combining sensory information can enhance perceptual clarity and reduce ambiguity 
about the sensory environment [2]. For example, multisensory information can speed 
reaction times [3, 4, 5], facilitate learning [6] and change the qualitative sensory ex-
perience [2]. Typically, these perceptual enhancements have been found to depend 
upon the stimuli being within close spatial and temporal proximity, although interac-
tions have been observed in some cases even with significant spatial disparities be-
tween the visual and auditory stimuli [7]. In addition, visual information dominates 
auditory spatial information in the perception of object location [8, 9]. Perceptual 
temporal acuity in the visual system is relatively poor compared with the auditory 
system [7, 10]. 

Some studies have shown that the reaction times to visual stimuli slowed with the 
eccentricity increase of stimuli [13]. And the capability of auditory localization also 
became low with the eccentricity increase of stimuli [14]. However, whether the  
eccentricity of stimuli affected the multisensory interaction remain unclear. 
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In present study, we mainly investigated whether multisensory interaction of 
audiovisual stimuli presented on the central and peripheral spatial locations was con-
sistent. In order to gain maximal difference of audiovisual interaction between on the 
central and peripheral spatial locations, we conducted a pre-experiment prior to all 
experiments and determined the eccentricity of peripheral spatial location on where 
stimuli were presented. 

2   Method 

2.1   Subjects 

Thirteen volunteers (22 to 31 years, mean: 24.8 years, both males), students from the 
Kagawa University participated in the experiment. All had normal or corrected-to-
normal vision and normal hearing and all were right handed. The experimental proto-
col was approved by the ethics committee of Kagawa University. After receiving a 
full explanation of the purpose and risks of the research, subjects provided written 
informed consent for all studies as per the protocol approved by the institutional re-
search review board. 

2.2   Stimuli 

The experiment contained three stimulus types which are unimodal visual (V) stimuli, 
unimodal auditory (A) stimuli, and multimodal audiovisual (VA) stimuli. Each type 
had two subtypes of standard stimuli and target stimuli. 

The unimodal V standard stimulus was a white, horizontal, square wave grating 
(subtending a visual angle of approximately 3°). The unimodal A standard stimulus 
was of a 1600 Hz tone with linear rise and fall times of 5ms and an intensity of 65 dB. 
The multimodal VA standard stimulus consisted of the simultaneous presentation of 
both unimodal A and V standard stimuli at a spatially congruent location. The dura-
tion of each type of stimulus was 105 ms. 

The unimodal V and A target stimuli were very similar to the unimodal V and A 
standard stimuli, but contained a distance of no stimulation exhibition time half way 
through the standard stimuli which subjectively made the stimulus appear to flicker 
(V target stimulus) or stutter (A target stimulus). The difficulty of the target stimulus 
detection can be adjusted for each subject during a training session prior to the ex-
periment by selecting the different distance of no stimulation exhibition time halfway 
so that the accuracy in detecting the target stimuli was 80%. The V target stimulus 
contained four different distances of no stimulation exhibition time halfway which 
were 25ms, 35ms, 45ms, and 55ms. The A target stimulus also contained four differ-
ent distances of no stimulation exhibition time halfway which were 15ms, 25ms, 
35ms and 45ms. The multimodal VA target stimulus consisted of the simultaneous 
presentation of both unimodal A and V target stimuli at a spatially congruent location. 
The visual detection capability was degressive with the increase of the eccentricity of 
presented location. We conducted a pre-experiment prior to all experiments, in order 
to determine the max eccentricity of peripheral spatial location on where stimuli were 
presented. The pre-experiment contained 320 V standard stimuli and 320 V target 
stimuli. The V standard and target stimuli were presented with equal probability at an 
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eccentricity of ±7.5°, ±10°, ±12.5°, ±15°, ±30°, ±45°, ±60°, ±75° along the horizontal 
meridian to the both sides of the central fixation point. The task to subjects was to 
respond by pressing a button with the right hand as quickly as possible if the V target 
stimuli appeared, but to withhold a response to the V standard stimuli. As shown in 
Figure 1, if the eccentricity exceeded 30°, the accuracies started to drop. Because the 
accuracies from eccentricity 45° were lower than 75%, therefore we determined the 
eccentricity of 30° as the peripheral spatial location on where stimuli were presented. 
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Fig. 1. The accuracies to V target stimuli with a 25ms, 35ms, 45ms or 55ms distance of no 
stimulation exhibition time halfway at the eccentricity of ±7.5°, ±10°, ±12.5°, ±15°, ±30°, ±45°, 
±60°, ±75° along the horizontal meridian to the both sides of the central fixation point  
(** p < 0.001) 

2.3   Task and Procedure 

Experiments were conducted in a dark and sound-attenuated room. The stimulus pres-
entation and data acquisition were controlled using the Presentation (Version 0.61) 
experimental software. The V stimuli were presented on a 17-in display which was 
placed directly in front of the subject’s head at a distance of 30ms. The A stimuli were 
delivered through three speakers which were placed before the display at eccentricity 
of -30°, 0°, +30° (Figure 2A ).  

The experiment had 15 sessions. Each session consisted of 60 unimodal A stimuli, 
60 unimodal V stimuli, and 60 multimodal VA stimuli. All stimuli were randomly 
presented, and each type of stimulus was presented with equal probability on the left 
(-30°), right (+30°) and central (0°) locations. The target stimulus frequency was 20% 
in each stimulus type. Figure 2B showed the all stimulus types.  



130 Q. Li et al. 

 

Speaker

Display

30 30

30cm

(A) (B)

 

Fig. 2. (A) Experimental arrangement of the display and speakers. (B) All stimulus types. E.g. 
ALs: auditory standard stimulus presented on left side. 
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Fig. 3. Schematic of the trail sequence 

As shown in Figure 3, after 2000ms of experiment onset, first stimulus was pre-
sented for 105ms on the left, right or central location. Following a random interstimu-
lus interval of 600-1000ms, another stimulus was presented. 

Throughout the experiment, the subjects were required to fixate on a centrally pre-
sented fixation point. The subject’s task was to detect all target stimuli anywhere as 
quickly and accurately as possible and to respond by pressing the left key of a com-
puter mouse. The subjects were allowed to take a 2-min break between sessions. At 
the beginning of experiment, the subjects were given a number of practice trials to 
ensure that they understood the paradigm and were familiar with the stimuli. 

2.4   Data Analysis 

Reaction times (RTs) and hit rates (HRs) for the target stimuli were computed sepa-
rately for each stimulus type and location. The RTs and HRs were analyzed using a 
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repeated-measures ANOVA with stimulus modality (V, A and VA) and stimulus 
location (left, right and central) as the subject factors. 

3   Results 

3.1   Response Times 

Fig.4. showed the RTs of V, A and VA stimuli on left, right and central locations. The 
ANOVA analysis of variance revealed a significant effect of the main factors, stimu-
lus modality [F (2, 48) =27.4, P<.001] and stimulus location [F (2, 48) =17.0, 
P<.001]. There was a significant interaction between stimulus modality and stimulus 
location [F (4, 48) =4.5, P<.05]. For the stimulus modality, RTs to VA target stimuli 
were significantly faster than that of unimodal V target stimuli and unimodal A target 
stimuli anywhere. For the stimulus location, RTs to V and VA target stimuli on the 
central location were faster than that on the left and right location. 
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Fig. 4. Reaction times of V, A and VA stimuli on left, right and central locations (** p <0.001) 

3.2   Hit Rates 

Fig. 5 showed the HRs of V, A and VA stimuli on left, right and central locations. 
The ANOVA analysis of variance revealed that a significant effect of the main factors 
on stimulus modality [F (2, 48) =60.4, p<.001]. For the stimulus modality, HRs to A 
and VA target stimuli were more accurate than that of unimodal V target stimuli. For 
the stimulus location, HRs to V target stimuli on the central location was more accu-
rate than that on the left and right location. 
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Fig. 5. Hit Rates of V, A and VA stimuli on left, right and central locations (* p < 0.05, ** p < 
0.001) 

4   Discussion 

We found the enhancement of RTs and HRs to response the unimodal V stimuli on 
central spatial location than on peripheral spatial locations. This enhancement attrib-
ute to the difference of the cell structure in the retinae. Some neuroanatomy studies 
showed that the Pβ ganglion cells in the retinae dominate at the fovea and there is a 
decrease in the ratio of Pβ to Pα ganglion cells with increasing retinal eccentricity, 
the central parts of the retina is particularly sensitive to contrast, high spatial fre-
quency and colour, but the peripheral parts of the retina is possesses a high temporal 
resolution [15,16]. 

No difference in the RTs and HRs response to unimodal auditory stimuli was 
found on between central spatial location and peripheral spatial locations. This results 
supported that spatial perception in the auditory system were relatively stolid [7, 10]. 

The responses to VA target stimuli were faster than those to unimodal V target 
stimuli and unimodal A target stimuli on each of three spatial locations (left, right, 
and central). This finding is consistent with some previous studies, and supported that 
the multisensory audiovisual information speeded reaction times [3, 4, 5]. Moreover, 
the RTs to responses the VA target stimuli presented on central spatial locations was 
shorter than that presented on peripheral spatial locations. This supports the hypothe-
sis that the spatial location of presented stimuli affected audiovisual interaction.  

In addition, we did not found HRs enhancement between unimodal A stimuli and 
multimodal VA stimuli. And the HRs to response the unimodal A stimuli was above 
90%. We speculated that it is enough to subjects to detect the VA stimuli only  
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through the auditory segment of VA stimuli because the detection of auditory stimuli 
was too easy. So, the synchronously presented V stimuli did not improve the HRs to 
response the multimodal stimuli. 

5   Conclusion 

We investigated the influence of stimulus spatial locations on audiovisual interaction 
using a behavioural measure. As a result, the audiovisual interaction reduced ambigu-
ity of stimuli and enhanced the behavioral response. Moreover, the behavioral en-
hancement of audiovisual stimuli depended on the spatial locations of audiovisual 
stimuli. 
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Abstract. A functional model of limbic system of brain is proposed by combin-
ing four conventional models: a chaotic neural network (CNN), a multi- layered 
chaotic neural network (MCNN), a hippocampus-neocortex model  and an 
emotional model of amygdala. The composite model can realize mutual asso-
ciation of multiple time series patterns and transform short-term memory to 
long-term memory. The simulation results showed the effectiveness of the pro-
posed model, and this study suggests the possibility of the brain model con-
struction by means of integration of different kinds of artificial neural networks.  

1   Introduction 

Artificial neural networks have been developed for decades from last century and 
successfully used in fields of function approximation, optimization, pattern recogni-
tion, intelligent control, and so on. Functionally, Hopfield network, a recurrent neural 
network in which all connections are symmetric, has the ability of stationary auto-
association, meanwhile chaotic neural networks can realize dynamic association [1, 
2]. Emotion models are also proposed and applied in control systems recently [3]. 
However, realization of an integrated artificial brain model including multiple func-
tions of brain is still a high hurdle even though learning models, memory models, 
emotion models and other functional neural networks have been proposed. 

The limbic system of mammalian brain locates on the under of brain including the 
parts of hippocampus, amygdala, anterior thalamic nuclei, and entorhinal cortex. It 
serves to a variety of functions including to transform short-term memory (working 
memory) into long-term memory (declarative memory), to control the emotional re-
sponse and support decision of behaviors. In this paper, we propose a limbic system 
mathematical model, which combines several functional models, to present how input 
patterns are stored in hippocampus and transformed into long-term memory on cortex, 
and how emotion models participate in these processes. Our functional model of the 
limbic system is developed according to the following points: 

1) Hippocampus plays an important role of transforming intermediate-term mem-
ory to long-term memory. Ito et al proposed a hippocampus-cortex model [4] and a 
hippocampus-neocortex model [5] which composed a circuit of cortex - dentate gyrus 
                                                           
* A part of this study was supported by JSPS-KAKENHI (No.18500230, No.20500277 and 

No.20500207). 
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– hippocampus – cortex to realize episode memory and long-term memory, respec-
tively. For its characteristic structure of neuroanatomy and computational availability 
of mathematics, we adopt this hippocampus-cortex model as a part of our model of 
limbic system. 

2) The structure of hippocampus is organized with stratified slices and chaotic  
response is observed appearing among these neurons. We proposed a new hippocam-
pus-neocortex model to realize mutual association and long-term memory in our pre-
vious works [8, 9]. The main difference between our model and Ito et al’s model is 
that a model of CA3 layer of hippocampus was presented by multi-layered chaotic 
neural networks (MCNN) [7]. MCNN is also used to realize dynamical memory proc-
ess in this study. 

3) Amygdala plays important roles in emotional responses of brain, and neighbored 
to hippocampus in location. We consider that emotion can promote the efficiency of 
memory process, so adopt an emotion model proposed by Balkenius and Moren [3] 
[13] into our model of limbic system. The main components of the emotion model are 
thalamus, amygdala, orbitofrontal cortex and sensory cortex. The model has been 
used successfully in an intelligent control system [14] and we also used it to improve 
the chaos control process in hippocampus-neocortex model efficiently [10]. 
 According to the knowledge of neuroanatomy, neurophysiology and physiological 
psychology, we propose a higher function model of limbic system fusing hippocam-
pus-neocortex model, MCNN and emotion model described above in this paper.  

2   A Model of Limbic System 

A model of limbic system which is composed with a hippocampus-neocortex model 
[8, 9] and an amygdala model [3] [13] is shown in Fig. 1. The hippocampus-neocortex 
model consists of a memory circuit including cortex – dentate gyrus – hippocampus – 
cortex given by Ito et al [4] [5]. Entorhinal cortex and CA2 of hippocampus are omit-
ted for their weak connections. A chaotic model of CA3 layer in hippocampus is 
adopted in with multi-layered chaotic neural networks (MCNN) [7] which combines 
two chaotic neural networks [1] instead of the single layer of Ito et al’s model to serve 
intermediate-memory processing. MCNN showed its effectiveness of mutual associa-
tion of plural time series patterns and long-term memory formation in our previous 
simulations [7] [8] [9]. However, emotional effect is not considered in the memoriza-
tion process of MCNN, likewise almost of conventional association systems. In fact, 
amygdala, which locates adjacent of hippocampus, plays important roles in the emo-
tional responses such as fear and aggression, and also in the memorization process 
such as learning of Pavlovian fear conditioning and enhancing of long-term memory 
formation [14]. We adopt an amygdala model given by Balkenius and Moren [3] [13] 
here to evaluate and promote the efficiency of memory processing. 

2.1   A Hippocampus-Neocortex Model 

The dark dots and gray dots in Fig. 1 express neurons of neocortex and hippocampus, 
and symbols of CX1, CX2, DG, CA3 and CA1 denote the first layer of cortex, the  
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Fig. 1. A model of limbic system proposed in this paper. Neurons in cortex, hippocampus and 
amygdala are expressed with dark, gray and white dots respectively. Signals are expressed with 
arrow lines. 

second layer of cortex, dentate gyrus, the third layer of hippocampus and the first 
layer of hippocampus respectively. The signal flow of the hippocampus-neocortex 
model is showed with arrows, i.e.: input stimuli (Input layer) → sensory memory 
(CX1) → short-term memory (CX2) → intermediate memory (DG) → Hebbian learn-
ing and chaotic processing of storage and recollection (CA3) → decoding (CA1) → 
long-term memory (CX2). The output of CA3, which is a result of chaotic memory 
processing, projects to Amygdala and the output of Amygdala is input to CA3 to 
realize chaotic state control of MCNN in CA3.  

The dynamics of association cortex is given as following. 
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is the output value of the i th neuron in the Input layer of association 

cortex, )(1 tx cx
i  and )(2 tx cx

i are the output value of the i th neuron in CX1 and CX2 

respectively, 22 cxcx
ijw ⋅  denotes the weight of connection (variable) between the j th 

neuron (output) and the i th neuron in the CX2 layer, 12 cxcxw ⋅
 

12 cacxw ⋅ denote the 
weights of connections (fixed) between layers of CX1 and CX2, CX2 and CA1 re-

spectively, )(1 txca
i  is the output of the i th neuron in CA1, cxθ  is a threshold value 
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of cortex neurons, N  is the number of neurons in CX1 as same as CX2, f  expresses 

a step function. Eq. (3) endows CX2 associative function for input patterns and long-
term memory formation function for output patterns of hippocampus.  

The learning rule of the synapses in CX2 is given by Eq. (4) which is a Habbian 
rule using the different output of neurons in time t  and 1−t . 
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Where hcα  is a parameter of learning rate. 

Hippocampus composes DG, MCNN and CA1 neurons. DG executes pattern  
encoding (Eq. (5)) with a competition learning (Eq. (6)). 
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Where 1cxdg
ijw ⋅  denotes the weight of connection between the i th neuron in CX1 

(output) and the j th neuron in DG, 1cx
jx  is the output of the i th neuron in CX1, 

dgθ is a threshold value of DG neurons, hcβ  is a learning rate and hchc βα < . 

CA3 accepts the encoded information from DG and executes chaotic processing of 
storage and recollection with MCNN. It consists of two CNN layers which dynamics 
is given by Eq. (12) – Eq. (15) and one output layer which neuron’s output is given by 
Eq. (7) – Eq. (9). 
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Here the jth neuron in CNN1 xcnn1

j(t) and the jth neuron in CNN2 xcnn2
j(t) are used to 

transform the output of MCNN by the ith neuron in output layer of MCNN 

)(3 tx outc
i . 

wca3out.cnn1
ij and wca3out.cnn2

ij denote the connections between the output 
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layer and CNN1, CNN2 respectively. Learning rule is given as 
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n
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cnnoutca
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.  

Mutual associative memory process is realized by the output layer of MCNN re-
ceives the output of CNN1 and CNN2, i.e., Eq. (7) and Eq. (8), alternatively. In fact, 
when there are two time series patterns are processed by the two CNN layers of 
MCNN, one layer of CNN plays a role of static external stimuli meanwhile another 
layer of CNN executes chaotic storage or recollection processing dynamically. In 
another word, CNN layers fire alternatively in CA3. To switch their roles of CNNs, 
we used a simple threshold in [7] [8] [9], however, an emotional control given by 
subsection 2.2 and subsection 2.3 can raise the performance of MCNN [10]. 

CA1 in hippocampus decodes output pattern of MCNN which is expressed by n 
neurons to patterns stored by associative cortex CX2 which has N neurons (Eq. (10)). 
Hebbian learning rule is described by Eq. (11) where input from CX1 is a teacher 

signal ( 0.111 =⋅cxca
ijw ).  
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Where hcβ  is a parameter of learning rate, .,...,2,1 Ni =  

CNN1 and CNN2 are Adachi & Aihara’s CNN proposed in [1] [2] and combined 
to each other in our MCNN model [7]. The dynamics are described by Eq. (12) – Eq. 
(15).  
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Where xi(t) is the output value of ith neuron at time t, n is the number of neurons of 
input layer, wij is the weight of connection from jth neuron to ith neuron, yi (t) denotes 
internal state of ith neuron, α is a learning rate of ith neuron, kf , kr, ke are damping 
rates, ai is a parameter as the summation of threshold and external input, γ is a rate  
of effectiveness from another layer, W* ij denotes the weight of connection from jth 
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neuron of different CNN layer to ith neuron in current CNN layer, x*
j (t) is the output 

value of jth neuron in different CNN layer at time t. )(⋅g  is a sigmoid function. 

When a MCNN is composed by two CNN layers, learning rules of the connections 
between the CNN layers W* ij are described by Eq. (16) and Eq. (17).  
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Where β  is a parameter of learning rate, usually m/1=β , m is the number of stored 

patterns.  
Conventionally, we calculated the temporal change of the internal state of a CNN 

layer △x(t), and when △x(t) is less than a threshold θ, the chaotic retrieval of the layer 
is stopped by changing values of parameters kr, kf  into zero, as a result, the CNN 
layer becomes to a Hopfield model. The recalled pattern of one CNN layer provides 
an input pattern to the other CNN layer, and the network realizes mutual association 
and one-to-many retrieval for plural time series patterns [7] [8] [9]. 

2.2   An Amygdala-Hippocampus Model 

Balkenius & Moren’s computational amygdala model [3] [13], which is shown in the 
right part of limbic system model in Fig. 1, is combined with hippocampus-neocortex 
described above to evaluate and promote the performance of memory processing. 
Recently, we proposed an amygdala-hippocampus model which showed faster storage 
ability and higher precision of recollection of plural time series patterns dynamical 
association [10]. The main idea of the adoption of emotional model comes from the 
consideration that unstable state of hippocampus may result emotional response, i.e., 
arousal of amygdala, or the high value of amygdale output may enhance memory 
processing happened in hippocampus.  

The dynamics of the amygdale model is described as follows: 
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Where iS  denotes input stimuli from sensory cortex and thalamus to ith neuron in 

amygdala, iA  denotes the output of ith neuron in amygdala, iO  denotes the output of 

ith neuron in orbitofrontal cortex, E  is the output of amygdala which control the 
internal state of MCNN by tuning damping parameters as same as our conventional 

method. AMYAMY βα ,  are learning rates, ii WV , are variables of connections in Amyg-
dala model. Reward R coming from other area of brain is used to renew Eq. (21) and 
Eq. (22) which belongs to reinforcement learning algorithm. 

Suppose that the unstable degree of a CNN provides a reward R to amygdala 
model, then an emotional control can be realized by Eq. (18) – Eq. (27). 
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Where Si in Eq. (23) corresponds to input of Amygdala (Eq. (19) and Eq. (20)), xj 
denotes the output of chaotic neuron in CNN layers, NAMY is the number of amygdala 
layer in Amygdala model, n is the number of CNN layers, R  is a reward according to 
Eq. (25) where F  expresses fire rate of the neurons in amygdala layer, Rθ  is a 

threshold of the output of the amygdala layer, Rn is a threshold of the reward function 

Eq. (25), )(⋅g  is a Sigmoid function. The output of Amygadala E controls state of 

MCNN with threshold AMYθ  which is described in Eq. (27). 

3   Simulations 

To confirm the effectiveness of the proposed model of limbic system, we performed 
two kinds of simulations using a personal computer loaded a Pentium 4 CPU. The fist 
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simulation was designed to compare the mutual association abilities between conven-
tional MCNN and Amygdala – Hippocampus model. This simulation was also de-
scribed in [10], however, new statistical results would be reported more in this paper. 
The second simulation was designed to compare one-to-many association abilities, 
and long-term memory formation abilities between Amydala-Hippocampus model 
and the model of limbic system proposed in this paper. 

3.1   Simulation of Mutual Association 

Two time series patterns used in mutual association simulation of MCNN and Amyg-
dala-Hippocampus model are as same as those in [7] and [10]. All parameters value or 
their initial value used in these simulations were decided by empirical knowledge or 
according to the previous works and they are shown in Table 1. The comparison of 
storage time and recollection time of different models is shown by Table 2.  
Amygdala-Hippocampus model had a faster storage than MCNN however a slower 
recollection. The results can be explained as that emotional model enhanced the stor-
age processing in the meaning of efficient and enhanced the recollection more “care-
fully” in the meaning of precision. In fact we confirmed that retrieved patterns using 
emotional control method showed their completeness meanwhile MCNN failed some-
time. Illustrations of the results by MCNN are omitted here for want of space, and 
results by Amygadala-Hippocampus model are shown in Fig. 2. 

3.2   Simulation of Long-Term Memory 

Two time series patterns shown in Input layer of Fig. 3 similar to the simulations of Ito et 
al’s [5] were used to investigate the association and long-term memory formation abili-
ties of proposed model of limbic system. Binary patterns in each time series were or-
thogonal, and a 4-step interval between the two time series was set to distinguish them. 
The procedure of simulation is described according to time sequence as following: 

A. Input the two time series patterns. The first pattern of each time series was 
same to serve as a key pattern of one-to-many association. 

B. Intermediate memory recollection. Input the key pattern to associate time series 
patterns stored on the time A. 

C. Recollection without hippocampus. Stop the output of hippocampus and amyg-
dala temporarily to investigate long-term memory formation on CX2. 

D. Consolidate long-term memory with a long-term potentiation (LPT) process, 
i.e., input the key pattern repeatedly. Hippocampus works to transform intermediate 
memory to long-term memory. 

E. Recollection of long-term memory. Stop hippocampus and amygdala to inves-
tigate long-term memory formation on CX2.  

One simulation result of one-to-many association and long-term memory formation 
are shown in Fig. 3. One time series pattern was stored in CX2, while the rate of stor-
age including failed one is reported by Table 3. The output of amygdala model during 
storage and recollection processes is shown in Fig. 4. Comparing with conventional 
hippocampus-neocortex model [8] [9], the model of limbic system proposed raised 
8% rate of successful recollection.  
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Table 1. Parameter values (or initial values) used in the simulations 
 

Symbol Description Value 

N Number of neurons in association cortex 50 
  n Number of neurons in association cortex 30 

12 cxcx
ijw ⋅  Weight of connection from CX1 to CX2   1.0 

12 cacx
ijw ⋅  Weight of connection from CX2 to CA1 1.0 

hcα  Learning rate in association cortex 0.0015 

  hcβ  Learning rate in hippocampus 1.0 

AMYα  Learning rate in amygdala part 0.2 

  AMYβ  Learning rate in ortbitofrontal part 0.8 

  fk  Damping coefficient in CNN 0.02 

ek  Damping coefficient in CNN 0.02 

  rk  Damping coefficient in CNN 0.1, 0.9 

AMYN  Number of neurons in Amygdala 10 

θ  Threshold of conventional control 5 

AMYθ  Threshold of emotional control 0.0-1.0 

Rθ  Threshold of Amygdala neurons 0.3, 0.6, 0.9 

cxθ  Threshold of association cortex 0.5 

  Rn  Threshold of Amygdala reward 0.0-1.0 

 

Table 2. Comparison of memory processing performance with results of mutual association 
simulations 

Model Storage time (steps) Recollection time (steps) 

Conventional MCNN [7] [8] [9] 18 17   
Amygdala – Hippocampus model 

 
8 35 

 

Table 3. Comparison of successful rate of recollection with results of one-to-many times series 
pattern association simulations (%) 

Models Time series A Time series B Failed 

Hippocampus – neocortex model [8] [9] 7 3 90   
Proposed model of limbic system

 
9 9 82 
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Fig. 2. Results of memory processing simulations with Amygadala – Hippocampus model 
proposed in [10]  
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Fig. 3. Simulation results of long-term memory formation. Two time series patterns were pre-
sented during learning process and a piece of a common pattern was used to be a clue pattern 
until long-term memory was formed on CX2 layer. 

 

 

Fig. 4. The change of output of Amygdala during storage and recollection process 
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4   Conclusion 

A model of limbic system is proposed by combining a conventional hippocampus-
neocortex model, chaotic neural works and an amygdala model. The proposed 
mathematical model can realize mutual association and long-term memory of multiple 
time series patterns with higher performance comparing with the conventional mod-
els. Different learning rules, such as Hebbian competition rule and reinforcement 
learning rule, are functionally adopted in the proposed model. This integration of 
memory models and emotion models gives an evidence of the realization probability 
of the computational artificial brain in the future.  
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Abstract. The essence of computer applications is to store things in
the real world into computer systems in the form of data, i.e., it is a
process of producing data. Some data are the records related to culture
and society, and others are the descriptions of phenomena of universe and
life. The large scale of data is rapidly generated and stored in computer
systems, which is called data explosion. Data explosion forms data nature
in computer systems. To explore data nature, new theories and methods
are required. In this paper, we present the concept of data nature and
introduce the problems arising from data nature, and then we define a
new discipline named dataology (also called data science or science of
data), which is an umbrella of theories, methods and technologies for
studying data nature. The research issues and framework of dataology
are proposed.

1 Introduction

According to the recent IDC research report entitled “As the Economy Con-
tracts, the Digital Universe Expands” [1], the amount of new digital information
reached about 486 billion gigabytes in 2008 and increased 3 percent faster than
IDC previous projection. The digital universe is expected to be double in size
every 18 months. In 2012, five times as much digital information will be gener-
ated versus 2008. When the data are explosively increasing, they also become
more complicated and diversified. At the IBM Information on Demand 2009
conference, experts pointed out that in the world almost 15 GB (gigabytes) data
are produced every day. These data come from various equipments including
sensors, RFIDs, meters, GPSs, etc., and at least 80 percent of new data are
unstructured, such as Web contents, Web logs, email, image, video, audio, and
so on.

All the facts mentioned above indicate that data explosion has happened
and been spreading. In fact, data explosion is the course that data in computer
systems explosively increase since human continuously stores data when using
the computers. During the course of data explosion, the mass data appear multi-
ple natural features including out of control, unknown, diversity and complexity.
Therefore, data explosion forms data nature. Studying data nature is an effective

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 147–158, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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approach to study real nature, for example, the researches on Bioinformatics [2],
Brain Informatics [3] and Behavior Informatics [4] indicate that we can study
life and human brain by studying related scientific data.

This paper proposes dataology (also called data science or science of data)
which is an umbrella of theories, methods and technologies for studying data
nature. The rest of this paper is organized as follows. Section 2 introduces data
explosion. Section 3 describes data nature including natural features and evolu-
tion, as well as key issues in data nature. Section 4 presents dataology as a new
research discipline and provides its framework and content. Finally, Section 5
gives concluding remarks.

2 Data Explosion

Data are increasing explosively with the development of human being. Trying to
remember is the instinct of human being. From time immemorial, using brain to
remember experienced things is the primary means. Because of some unknown
reasons, human memory cannot retain everything they read. The memories in
human brain are also unreliable. Thus, human seeks various tools to help them
to memorize all along. Originally, human carved figures and characters on hard
objects to assist remembering. They found that the information recorded out of
brain was convenient for transmission and communication, therefore the human
instinct of recording information is deepened.

The inventions of papermaking and printing brought about the first data
explosion 1 during which a mass of natural things (including natural phenomena,
culture, society, etc.) are represented by characters or figures, and then printed
into books or materials. That is, the information about a period of history can
be recorded into a book for memorizing and transmitting, such as the Bible,
the Records of the Grand Historian, and so on. The information can be stored
for a long time, replicated many times, and spread widely. During the course
of this data explosion, the authors/publishers produced information, and the
books/libraries stored and conveyed information.

The inventions of computers (especially Internet/WWW) and storage devices
brought about the second data explosion. It is a process that data in computer
systems explosively increase because human continuously stores data when they
use the computers. During this explosion, all of books in the earlier libraries and
previous publications (i.e., main productions in the first data explosion) can be
stored into a personal computer, even a removable hard disk.

So far no proof indicates that there exists a kind of device which can replace
computers and storage devices. In the future, a certain kind of man-made being

1 The term “information explosion” and “data explosion” are usually replaceable.
Information is the explanation of data, and data is the symbolic representation of
information. Therefore, in general, the more the information, the more the data
required to be stored is. Conversely, the more the data, the more the information
can be expressed is. In this paper, we use the term “data explosion”.



Data Explosion, Data Nature and Dataology 149

would be created, who has the camera memory and its memory retains every-
thing it reads. It would exhibit powerful processing ability. This will bring the
next data explosion.

Data explosion makes people lost in the mass data, which can be illustrated
in the following aspects:

– Difficult to ensure the truth of data: we cannot know if the data obtained
from computer systems (such as Internet/WWW) are true. This will lead
that we do not know which are usable though the mass data we own.

– Difficult to share data: data sharing becomes more and more difficult though
it is one of goals of computer systems to provide the ability of data sharing.
A great amount of data are produced every day, we do not know what need
to be shared, as well as how to share.

– Difficult to keep data consistent: we cannot ensure the consistency of data.
For example, we often get the different results when we query the same
object on different websites.

Though we are continuously developing new technologies, such as grid com-
puting [5], cloud computing [6]), and wisdom-Web computing [7], the above
problems become more and more serious.

3 Data Nature

3.1 What Is Data Nature?

The development of the world is the course in which human being continuously
explores real nature (universe and life) and builds up culture and society. When
the human activities and their results are stored into computer systems, we
create a data nature unconsciously.

During data explosion, more and more data are stored into computer systems.
They have various categories and formats. For example, there exist the following
data categories:

– Personal data: The personal data are often stored in personal computers,
including personal privacy data and work data. The personal work data
involve various contents, such as the the data for the company/organization,
the data for the job, and so on. The personal data are also dispersed in the
Internet, which are often neglected though it is a kind of important personal
data.

– Enterprise data: The enterprise data are stored in enterprise computer sys-
tems. They are respectively from enterprise operations, clients, competitors,
trades, etc.

– Government data: The government data are stored in governmental com-
puter systems, which include government operation data, social resource
data, economics of population data, etc.

– Public data: The public data are stored in public websites, which can be
accessed by Web search engines.
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– Data in various kinds of languages: Different nationalities use different lan-
guages, such as English, Chinese, Arabic, and so on. Therefore, the data in
different languages have been produced.

– Geographical data: The geographical data describe the geographical situa-
tions and changes in our countries or areas, which include the data related
to space, ocean, earth, country, etc.

– Life data: The life data implicate a great deal of life characteristics and
information, which include DNA sequence data, protein sequence data, and
cognitive and medical brain data, etc.

– Cultural and social data: The cultural and social data describe the develop-
ment of the human being and the society, which include human behaviors,
economic data, etc.

– Internet data: The Internet data are dispersed in the Internet. They are
easy to access, but contain numerous garbage and viruses. The appearance
of Internet data makes the data in computer systems to show more natural
features.

The formats of the data in data nature include:

– Special format data: The special format data are the data produced by pro-
fessional digital equipments, such as medical image data (including x-ray,
MRI, CT, EEG, etc.), cognitive brain image data, GIS data, multimedia
data, which can be collected and processed by professional equipments or
software.

– General format data: The general format data are the data stored in general
format. In the early stage of computer applications, most of data are stored in
relational databases and managed by general database management systems,
such as Oracle or DB2. These data have clear structures and are easy to
process.

The mass unknown data in computer systems are the basis of data nature. We
do not know if the data from the Internet are true; we query the same object
on different websites, but often get different results; maybe in the Internet a
database has indicated that human being will face energy crisis, but we cannot
grasp this knowledge; we input DNA sequences into computers, but we do not
know what they indicate? what law they have? which fragments of DNA make
the differences among people? how genes change during the evolution of species?
whether gene evolution or mutation exists? and so on.

Though human being have produced data and are continuously producing
data, these data have shown various natural features as follows:

– Out of control: The explosive increase of data leads that human cannot com-
pletely control it. Human also cannot control the appearance and spread of
computer viruses, the deluge of SPAMs, the jam of NII (National Informa-
tion Infrastructure) [8] due to network attack, etc.

– Unknown: Since HGP (Human Genome Project) [9] launched, a great amount
of DNA data are stored into computers. However, people do not know what
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these DNA sequences indicate, as well as how genes change during the evo-
lution.

– Diversity: As mentioned above, there are various data categories, they are
from space, ocean, biology, brain, multiple languages, various trades, as well
as in the Internet/out of the Internet, public/private, therefore, the data in
data nature exhibit diversity.

– Complexity: The mass data in computer systems are complex, they have
various data formats and there exist many associations and relationships
among these data.

Thus, natural features of data are more and more obvious. Various data forms
and data “regions/areas” or data “tribes” have come into being. Though during
data explosion we cannot distinctly describe the data nature, in fact, we have
already worked and lived in it. The Digital Earth project [10] is in process.
Through it, we are gradually transforming real nature into data nature.

3.2 Key Issues in Data Nature

As shown in Fig. 1, our culture and society are built on real nature at the be-
ginning, and then the computer science and technology help people store both
“culture and society” and “real nature” into computer systems when the com-
puter was invented (as shown in Fig. 2). This meets both practical requirements
and the human instinct of remembering.

As shown in Fig. 3, culture and society will be built on both real nature and
data nature, and supported by computer science and technology. It means that
our culture and society will rely increasingly on data nature.

In data nature, we will face many new problems. For example, if one asks how
many papers are related to DNA in science, it is easy to answer; if he asks how

Real Nature

Culture and Society 

Fig. 1. Culture and society are built on real nature

Real Nature
Data Nature

Culture and Society Computer
Science

and
Technology

Fig. 2. From real nature, culture and society to data nature



152 Y. Zhu, N. Zhong, and Y. Xiong

Real Nature

Culture and Society 

Data Nature

Computer
Science

and
Technology

Fig. 3. The culture and society based on both real nature and data nature

many fields are studied in science, it is difficult to answer; if he asks which paper
is associated with each other in science or what is indicated by all the papers
in science, it is more difficult to answer. Therefore, we say that science itself is
a valuable research topic. Science has been digitized and stored into computer
systems in the form of data. It forms a “data tribe” or “region” like human
tribe or region in real nature. Similarly, a library, a DNA database and a DOD
(Department of Defense) system are bigger data tribes or regions which need us
to explore and study.

In fact, we will face the following problems in data nature:

– How to recognize data nature?
– How to recognize real nature through data nature?
– How to live in both data nature and real nature?
– How to recognize whether the contents of data nature truly represent the

real nature?
– How to develop and utilize data nature for the part superior to real nature?

Human existing foundation is material, that is, all the basic necessities of life,
such as clothing, food, shelter and transportation, are based on materials. Com-
puter systems have changed the foundation, for example, life habit, thinking,
standpoint, morality, law, etc., have been changed. People rely increasingly on
data in computers rather than the materials. Now human lives have been occu-
pied by more and more data.

4 Dataology

4.1 What Is Dataology?

As mentioned above, the research achievements on real nature are stored into
computer systems in the form of data which forms data nature. The exploration
on data nature will be on a higher level than before. Many principles and laws
in real nature, such as prime number, fibanacci sequence, golden ratio, pareto
principle, etc, are also available in data nature (e.g., DNA data tribe). Many
nice things in the world have been shown to us in the form of data, so now it is
necessary for us to discover them from data.

With the forming of data nature, the science and technology of exploring data
become more and more important. One significant discipline called dataology is
forming, which takes data as a research object.
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For a long time, the researches and technologies aiming at data mainly focus
on data storage and management, such as database technology. Their primary
goal is to model real nature, rather than to take data themselves as a research
object.

The appearance of data mining technology [11] means that people began to
study the laws aiming at data in computer systems. In the field of Internet,
more and more researches focus on network behavior, network community, net-
work search, and network culture. Because of the accumulation of data, newly
disciplines, such as bioinformatics and brain informatics, are also typical dataol-
ogy centric research areas. For instance, DNA data in bioinformatics are the
data that describe natural structures of life, based on which we can study life
using computers.

Brain informatics, which emphasizes a systematic approach to investigat-
ing human information processing mechanisms, including measuring, collecting,
modeling, transforming, managing, mining, interpreting, and explaining multiple
forms of brain data obtained from various cognitive experiments by using power-
ful equipments, such as fMRI (functional magnetic resonance imaging) and EEG
(electroencephalogram) [3]. A tangible goal of brain informatics studies is to form
a brain data area with a conceptual brain data model namely Data-Brain, which
represents functional relationships among multiple human brain data sources,
with respect to all major aspects and capabilities of human information process-
ing systems (HIPS), for systematic investigation and understanding of human
intelligence. In fact, Data-Brain construction is to form brain data area in com-
puter. On one hand, developing such a Data-Brain is a core research issue of
brain informatics. Systematic brain informatics research needs a Data-Brain to
describe related knowledge and to annotate various human brain data sources,
in order to support data sharing and data integration. Based on this way, it
provides a long-term, holistic vision to uncover the principles and mechanisms
of underlying HIPS. On the other hand, the brain informatics methodology sup-
ports such a Data-Brain construction. The Data-Brain is used to model various
human brain data related knowledge, involving data themselves, data production
and data disposal.

Thus, we need a special discipline dataology and pay much attention to study-
ing data themselves. Dataology is an umbrella of theories, methods and tech-
nologies for studying data nature. It will provide basic theories and methods for
many (maybe all) disciplines and fields, including data acquisition, data analy-
sis, data awareness, data management, etc. These basic theories and methods
will be applied on various fields for developing special theories, methods and
technologies, which will form dataology for specific domains.

The main research issues of dataology are:

– To form data areas in various domains;
Massive datasets have driven research, applications, and tool development in
business, science, government, and academia. The continued growth in data
collection in all of these areas ensures the fundamental problem of dataology
addresses, namely how the component (i.e., data area) of data nature is
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formed in various domains. We are experiencing a strong demand for more
powerful, intelligent computing paradigms for large-scale data measuring,
collecting, modeling, transforming, exploring and managing [7].

– To study the structures of datasets in data nature;
In data nature, a dataset which we will deal with may be a hard disk full of
data, or a database managed by a certain DBMS, or a Web server, therefore,
we need to study how to access these data from these media or circumstances.
It is critical to analyze storage structure and logical structure of a dataset,
which is called the study on the structures of a dataset.

– To acquire available data from data nature;
Like to explore the golden or the oil, we will acquire available data from data
nature. However, it is different from data mining because it only gets original
data rather than process and analyze data. In general, available data should
be acquired from various data sources in data nature and these data should
be integrated. Sometimes they should be stored in the data warehouse after
data cleaning.

– To prove the rules of data nature by theoretical methods;
Like the research on science, we need to establish many theories and methods,
and present hypothesis, induction, deduction and inference, and build up
logical and theoretical systems in order to solve various problems generating
from data nature.

– To discover the rules of data nature by experimental means;
There are a lot of propositions and rules to be verified. Furthermore, many
valuable results will produce through experiments, which is similar to the
chemical experiments. Therefore, we need to establish various experimental
systems and means in order to discover the rules in data nature.

– To develop and utilize data resources in data nature.
Developing and utilizing data resources is a goal to research data nature,
which will support the research on natural science and social science and
serve for human life and social development. We believe that data resources
are the most important resources in this century (perhaps more important
than oil and coal), therefore, it is an important issue to develop and utilize
data resources in data nature, which is an important topic in dataology.

4.2 The Framework of Dataology

The framework of dataology is shown in Fig. 4. This framework includes two
main parts: foundations of dataology and applications of dataology (e.g., uni-
versal dataology, life dataology, behavior dataology, etc).

Foundations of Dataology. Foundations of dataology is composed of three as-
pects: data acquisition, data analysis and data awareness. They can be divided
in more detail (see Fig. 4). All these technologies require data management.
There are some existing technologies including data integration, data manage-
ment (e.g., file system, database management system and data warehouse, etc.),
data mining, data visualization, etc. They are developing continuously.
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Fig. 4. The framework of dataology

In addition, dataology needs to develop more new technologies:

– Data Experiment
Most of people consider that bioinformatics makes biological experiment to
become data computing. However, we believe that bioinformatics is more like
biological data experiment. For example, we have a gene sequence of SARS
virus in which “A”, “C”, “G” and “T” are represented as the points with
different colors. When we optionally change sequences or duplicate parts of
sequences (this just like to try to mix multiple reagents in chemical experi-
ments), we may find an “S” picture. If that is quite true, the result is very
valuable. Such cases also exist in other fields (e.g., brain informatics). This
means that data experiment technology will be on demand.

Data experiment is to use various known or unknown methods to deal
with a dataset in order to discover special features and laws. It focuses
on the randomness of methods and the unpredictability of results. This is
different from data mining in which the selection of methods is based on the
prospective results.

– Data Camouflage and Perception
The data camouflage is to camouflage the private data which are exposed in
the public. Different from data security (privacy protection, privacy mining),
data camouflage focuses it efforts on camouflaging the data in the public,
rather than storing data in a safe place to prevent invasion.

In the field of computer, a logion says, “garbage in garbage out”. However,
current problems are that we do not know which data are garbages, as well as
which data are the disguise of valuable data. How to obtain the valuable data
under this circumstance? This involves data perception which is to percept
the camouflaged data. It can be regarded as the reverse of data camouflage.
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– Data Taxonomy
Data taxonomy is to classify data to form the pedigree of data and history
of development. Because of the forming of data nature, the data exhibit
diversity and have various categories. The data in data nature need to be
classified according to data purpose or relationships, which is similar to clas-
sify the things in real nature according to species, history or culture. This
new technology is called data taxonomy.

– Data Awareness
The sense of human being includes vision, audition, sniff, touch, etc. Thus, if
people want to feel data nature as feeling real nature, only data visualization
technology is not enough. Dataology needs to develop new technologies of
data awareness including data sniffization, data audibization, data tangib-
lization, etc.

Applications of Dataology. Because of the forming of data nature, people are
unable and unnecessary to use all of data and pursue data consistency. People
will use data in part under their lives and work circumstance. Thus, for obtaining
the better results, new data technologies will be the special technologies aiming
at different fields and circumstances instead of the general technologies. For
example, the technologies of bioinformatics are just the special technologies.
Therefore, specific domain dataology will create corresponding data technologies.

The applications of dataology consist of universal dataology, life dataology,
behavior dataology and so on, in which, some specific domain dataologies have
been formed from the viewpoint of dataology, because they all work on data
nature. For example, we believe that both bioinformatics and brain informatics
should belong to life dataology, and behavior informatics should belong to be-
havior dataology. In addition, various dataologies will come into being, such as
spatial dataology, oceanic dataology, financial dataology, and so on.

Let us take brain informatics also called brain dataology as an example to
illustrate the applications of dataology in the framework. From the viewpoint of
dataology, the key steps in brain dataology research are shown in the followings:

1. Brain activities experiments:
To do the experiments aiming at brain activities using some devices, such as
fMRI, OT, ERP/EEG, etc, and collect the experimental data which will be
stored into the data nature in the computer systems.

2. Brain data collection:
To collect the brain data from data nature, for example, we can collect the
brain data through the experiments, the literatures or the public databases.

3. Brain data integration:
To integrate various types of brain data and build the brain data warehouses
according to the demands on the brain science research in order to provide
the comprehensive data for systematical research.

4. Brain data mining:
To discover the rules in human brain activities when people participate the
cognition activities, such as, solving problems, reasoning, making decisions,
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learning, etc. In general, new data mining algorithms should be developed
according to the demands on brain science research.

5. Mining results analysis:
To analyze the brain activities rules and cognition approaches from the re-
sults of data mining, because the mining results indicate the rules in the
brain activity data. In this stage, brain scientists, psychologists and dataol-
ogists are expected to collaborate.

6. Mining results verification:
To do the experiments and verify the results from brain data mining (i.e.,
the potential rules of brain activities). If it is true, the knowledge of brain
activities will be accepted, conversely, the brain activities experiments in
Step 1 should be improved, for example, designing the newly instruments
and devices.

7. Brain activities experiments improvement:
To improve the brain activities experiments according to the verified results
in Step 6. And so on, over and over again, human recognition ability on the
brain is improved gradually.

In the above steps, the tasks in Steps 1, 6 and 7 are administrated by brain
scientists, or brain scientists are expected to participate, whereas, the tasks in
Steps 2, 3, 4 and 5 are performed by dataologists.

It can be expected that all of the existing fields can form the corresponding
dataology. Thus, we say that dataology is one of the most important disciplines
in the 21st century.

5 Conclusion

We explore real nature and use computers to represent our discoveries, society,
nature and human being. Data have been produced explosively and a complex
data nature has been created unconsciously. The history of human being and
society will become the history of data. Therefore, it is necessary for human to
research data nature, and new theories and methods are required, which is the
goal to present the new discipline “dataology”.

Data nature (i.e., data in computer systems) is the research object of dataol-
ogy. There will be many new research contents and methods, such as data ex-
periment, data taxonomy, data awareness, and so on. In the 21st century, people
will live in both real nature and data nature. Dataology as an emerging discipline
will become one of the most important disciplines. The data technology also will
become one of the most important technologies in the future.
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Abstract. In this paper, we want to farther advance the parallelism be-
tween models of the brain and computing machines. We want to apply the
same idea underlying neuroimaging techniques to electronic computers.
Applying this parallelism, we can address these two questions: (1) how
far we can go with neuroimaging in understanding human mind? (foun-
dational perspective); (2) can we understand what computers “think”?
(applicative perspective). Our experiments demonstrate that it is possible
to believe that both questions have positive answers.

1 Introduction

Studies of machines and of living organisms are strongly related. Biological princi-
ples have been often used to design machines. In cybernetics [1], artificial adaptive
machines, i.e., machines that can control their states, have been studied with re-
spect to the adaptivity ofnatural living organisms.This relation between studies of
living organisms and design of machines is even more strict when we observe com-
puting machines. It is not hard to imagine that the Von Neumann architecture [2]
and the neural-based computing architecture originally introduced by Turing [3]
have been inspired by concepts coming from the study of the mind and of the brain.
Viceversa,also theoriesof computer architectures inspired somestudiesof themind
and the brain.CognitivePsychology [4]uses computingmachines as ametaphor for
defining models of the human mind. Cognitive Science (see [5]) is even more radical
as computing machines are exploited to test and validate models of the mind.

The strict relation between models of the mind and computing machines is
fascinating. Staying in this tradition, in this paper, we want to farther advance
this parallelism.

Brains are often studied using neuroimaging techniques to discover areas re-
lated to particular cognitive processes. Neuroimaging techniques are also used
to induce activation patterns for high-level cognitive processes related to specific
semantic categories [6]. These activation patterns can be used to determine what
cognitive process a brain is performing.

Computing machines nowadays are extremely complex. These machines per-
form complex tasks. These tasks seem to be “cognitive processes”1. For example,
manipulating symbols can be seen as a “cognitive process”.
1 We often use terms in wrong contexts, e.g., “cognitive processes” as related to ma-

chines. Yet, we need to make use of human centered terms for describing machines.
Whenever we misuse a term, we will indicate it with different characters as we did
for “think” in the title and for “cognitive processes”.

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 159–170, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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We have then a wonderful opportunity. We can think to observe electronic
computers with techniques similar to brainimaging. We have good reasons for
doing this as we can address these two questions: (1) how far we can go with
neuroimaging in understanding human mind? (foundational perspective); (2) can
we understand what computers “think”? (applicative perspective).

This is a fascinating research program and in this introduction we gave only a
taste of it. We will better describe our vision in Sec. 2. We describe the parallelism
between brains and machines that gives the possibility of applying “brainimag-
ing” techniques for electronic computers. We better introduce the two reasons
motivating this novel view: a foundational perspective and an applicative per-
spective. The rest of the paper is organized as follows. In Sec. 3, we report on
the studies that are the background for this research. In Sec. 4, we describe the
approximated model for studying the parallelism between brains and machines.
In Sec. 5, we report on the experiments for testing the approximated model. We
here define a test set that can be used for further experiments. Finally, in Sec.
6, we draw some conclusions on this experience and we plan the future work.

2 The Vision

Electronic computers nowadays are extremely complex information processing
systems. In some sense, these machines are performing “cognitive processes”. As
previously happened in cognitive science and in cognitive psychology studies,
we can imagine the parallelism between computers and minds in the field of
neuroimaging. Computers as well as brains are the physical objects performing
“cognitive processes”. We hereafter call them “cognitive physical objects”. As
shown in Fig. 1, cognitive tasks activate the “cognitive physical objects”. In both
cases, it is possible to observe the activation of these cognitive objects by taking
activation images. We can take these activation images by observing different
physical phenomena, e.g., electric or magnetic. The parallelism is now complete.
On the brain side, we have the brain as the observed cognitive physical object, a
real cognitive task, and classical brainimaging techniques, i.e., fMRI, as the way
of observing the brain activation. On the electronic computer side, we have the
computer as the observed cognitive physical object, a program as the cognitive
task, and images of the electrical activation of micro-chips as a way of observing
the computer activation.

The parallelism we made between brains and computers in the field of neu-
roimaging opens two possible very interesting research perspectives:

– foundational perspective: how far we can go with neuroimaging in under-
standing human mind?

– applicative perspective: can we understand what computers “think”?

Both research questions are extremely fascinating.
The foundational perspective is extremely important. The aim of some studies

in neuroimaging [6,7] is to determine the correlation between high-level cogni-
tive processes and neuroimages. The idea is that processing different conceptual
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Fig. 1. Observing brains and machines

knowledge produces different brain images representing different activation pat-
terns. For example, different conceptual information such as faces, chairs, and
houses produces different activation patterns [6]. These correlations can be used
for better understanding the way the human brain organizes conceptual knowl-
edge. Yet, an extremely important question is: how far we can go with neuroimag-
ing in understanding human mind using these methods?. With the parallelism
between brains and machines we have a wonderful opportunity to answer to this
question. On the brain side (Fig. 1), we have two known variables, i.e., the re-
quired cognitive activity and the observed activation pattern, and one unknown
variable, i.e., the way the brain is performing the cognitive process. In brain
imaging, the aim is to understand and to model the unknown variable. On the
electronic computer side, there are no unknown variables: the three elements are
completely known. This gives a very relevant test-bed. We know exactly how
“knowledge” is processed in computers and we know exactly the “cognitive pro-
cess” we ask machines to do. If we succeed in studying the correlation between
the cognitive process and the activation image in the electronic computer side,
we can be confident that the same method can be used on the brain side. We
can also answer two additional questions. On the electronic computer side, we
can study if better activation image interpretation models produce better corre-
lations between activation images and cognitive activities. For example, what is
the effect of knowing that processes are stored as code and data? Does it help
in determining the correlation between activation images and the process “cog-
nitive” activity? Answering these kinds of questions on the electronic computer
side can help in determining if clearer separations between brain images related
to different cognitive activities correlate with better understanding of the brain
cognitive processes.
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The applicative perspective is also an extremely interesting and unexplored
area of research. Using the ideas developed on the brain side of the parallelism
(Fig. 1), we can try to apply them to the electronic computer side. Can we
develop technologies that “read the computer mind”. This predictive model can
have a wide variety of applications, e.g., detecting malicious software, detecting
the intentions of hostile computers by looking at their activation patterns. We
need specific devices that can capture activation images of computers. We can
then study the application of machine learning to induce models that can predict
what a computer is doing by analyzing its activation patterns.

The complete realization of the electronic computer side of the vision is a long
term goal. It requires physical devices to capture the activation state of electronic
computers. Yet, as electronic computers are easily and directly observable, it is
possible to set up a scenario where we can test the idea. This scenario can
help in preparing the ground of the complete research program. This first phase
of analysis is the virtual observation of electronic computers. We exploit the
fact that we can directly observe the memory state of machines and, then, we
can draw their activation state. As the observation of the activation state is
done through a software system instead of a physical device, we call it virtual
observation. We will describe this scenario in Sec. 4.

3 Background

Categorization is the cognitive ability of classifying objects into concepts. This
ability is extremely important for this study as, on both the brain side and the
electronic computer side, we want to study the correlation between activation
images (i.e., objects) and cognitive processes (i.e., concepts). The final aim is to
develop models that determine the performed cognitive process by observing an
activation image. For example, we want to have a model that determines that
the brain in Fig. 1 is performing the act of looking at a chair. This should be
done only by observing the brain image.

One of the objectives of machine learning is to define models and algorithms
that can learn categorization functions from existing training data. Observing
some brain images grouped into classes, i.e., grouped according to the cognitive
process, machine learning algorithms induce classifiers that can predict the class
for a new and unseen brain image. A classification function C is defined as:

C : I → T (1)

where I is an instance space and T is the set of possible categories. This clas-
sification function will observe objects i ∈ I assigning a class t ∈ T . The cate-
gorization is possible if some regularities appear in the space of the instances I.
To discover these regularities, we need to observe instances using some feature.
These instances are then represented as points in feature spaces F1 × ... × Fn

where each Fi is an observable feature. We can then define a function F that
maps instances i in I to points in the feature space, i.e.
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F (i) = (f1, ..., fn) (2)

This model is generally called feature-value vector and underlies many algo-
rithms.

The field of machine learning has delivered a wide range of algorithms to
analyze huge amounts of data in order to find regularities. Supervised (e.g.,
[8,9]), semi-supervised (e.g., [10]), and weakly supervised (e.g., [11]) algorithms
and models are available to automatically learn classifiers or decision making
systems. These models are widely and successfully applied in many important
fields, e.g., homeland security (e.g. [12]), data mining for business intelligence
(e.g. [13]), and computational linguistics [14].

Machine learning algorithms have been used to discover regularities in images
of brains performing cognitive and semantic tasks. The work in [7] follows the
idea that it is possible to discover regularities in brain images of individuals
observing or thinking of objects in the same semantic class such as chairs, houses,
etc. (e.g., [6]). Machine learning has been applied to induce brain activation
patterns for words where the activation image is not observed. Words with similar
meaning should have similar activation patterns. Using corpus linguistics, word
similarity is determined comparing their distributional meaning, i.e., their vectors
of co-occurring words. This is the distributional way of determining the meaning
of a word [15]. The induced activation patterns have high predictive performance.

4 Virtual Observation of Computational Machines

Electronic computers have a very nice property with respect to our research
program. The activity of these machines is observable using software programs.
Then, we can simulate the electronic computer side of our vision without actually
having a physical device to observe the activation state of machines. We can write
a software program that snapshots the memory of the machine. These snapshots
can then be used to produce activation images as if these were taken from an
external device.

Using these virtual observations of the activation states, we can test the over-
all process of the electronic computer side. Then, we can study if it is possible
to derive a correlation between the images of the activation states and the per-
formed “cognitive processes”. For this purpose, we will extract features from
activation images to feed machine learning algorithms. Given a set of train-
ing examples, i.e., training activation states, associated with different types of
“cognitive activities”, the machine learning algorithm can extract prototypical
models of activation for these types of cognitive activities. These latter models
can be used to classify novel activation states, i.e., recognize the type of cognitive
process that the activation state suggests. If classifiers have good performances
with respect to a set of testing activation states, we can conclude that the task
of reading “machines’ thoughts” is reachable using the proposed features. Fi-
nally, we can repeat the process using smoothed images of the activation states.
Smoothed images better approximate the images produced with physical obser-
vation devices. Then, we can determine if the final vision is viable.
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In the rest of this section, we first describe the way of capturing the activation
state of machines using software programs (Sec. 4.1). Then, we describe the
standard features for image classification we used (Sec. 4.2).

4.1 Capturing the Activation State

In an electronic computer, we can simulate the capturing of the activation state
by directly observing the status of the memory. The way we are doing this then
is simple. The aim of this phase is to produce an image representing the acti-
vation state of a machine performing a particular “cognitive task”, e.g., sorting
a vector or comparing two strings. We exploit the fact that processes perform
“cognitive activities”. We can define here a “cognitive activity” as the execution
of a program over input data. Processes are completely represented in memory,
i.e., both programs and data are stored in memory. Then, we can directly take
snapshots of the memory associated with target processes. These snapshots can
be used to build images.

Given a cognitive activity, the procedure for extracting images from this ac-
tivity is then the following:

– running the process representing the cognitive activity, i.e., the program and
the related input data

– stopping the process at given states or at given time intervals τ
– dumping the memory associated with the process
– given a fixed height image and the memory dump, read incrementally bytes

of the memory dump and fill the associated RGB pixel with the read values
– eventually, produce a smoothed image

This simple procedure can produce more images for each process related to a
cognitive activity.

As it is important to explain which part we are using, here we briefly describe
the organization of the process memory (see Fig. 2). The process memory con-
tains: the process control block, the stack, the heap, the data, and the program
text. The process control block (PCB) contains the information about its status,
i.e., the process identification number, the program counter, the registers, the
list of opened files, etc. The stack contains information regarding function calls,
passed arguments, and local variables. The heap contains dynamically allocated
data, e.g., vectors with a length decided at run-time. The data area contains the
statically allocated data, e.g., vectors with fixed length decided at compilation
time. Finally, the text area contains the compiled program.

The relative size of the different memory areas is extremely important. The
PCB is extremely small with respect to the other areas. The fact that it is not
directly observable from an external process is then not relevant. The information
loss can be ignored. The other four areas are instead observable. Yet, in general,
the data areas (the heap and the data area itself) are bigger than the code area.
Thus, a large part of the memory image represents the data areas.

The process memory is then transformed into an image using the following
procedure. Let M(p) be the memory dump of the process p. The memory dump
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Fig. 2. Organization of the memory for a process

is a sequence of bytes, i.e., M(p) = [b0, ..., bm]. Using this sequence of bytes we
can produce an image I(p) in Red-Green-Blue (RGB) coding. The image I(p)
is a bi-dimensional array of pixels pi,j . Each pixel is three contiguous bytes of
the memory image. Given the height h of the image, each RGB pixel has the
following RGB values:

pi,j = [b3(i+h·j) b3(i+h·j)+1 b3(i+h·j)+2] (3)

where the first byte b3(i+h·j) is used for the red component, the second b3(i+h·j)+1
for the green one, and the third b3(i+h·j)+2 for the blue one. Figure 3 provides
an example of two memory images for the “cognitive task” of sorting a vector.
Figure 3(a) is the process at the initial state and Figure 3(b) is the process that
accomplished the task. The smaller stripe on the left of each figure is the code
area. This is stable during the process execution. The bigger stripe on the right is
the vector. At the beginning of the process (Fig. 3(a)), this area is homogeneous
as it shows a random vector. At the end of the process (see Fig. 3(b)), we can
see a figure suggesting we have a sorted vector.

Finally, to approximate the physical extraction of the activation images, we
use a distortion process for the images. This distortion process allows seeing
images where contiguous pixels are merged. This approximates the condition
of images captured by a physical scanning device. We cannot expect images
of the resolutions given by equation (3). This distortion is called smoothing
or blurring. We use the simplest smoothing model, i.e., the rectangular uniform
filter. According to this filter, each pixel in the smoothed image si,j is a weighted



166 F.M. Zanzotto and D. Croce

(a) (b)

Fig. 3. Sorting Process: two activation states

(a) (b)

Fig. 4. Sorting Process: two distorted activation states

sum of the rectangle n×m of pixels around the target pixel in the original image.
If we use K = n = m, si,j are the smoothed image pixels, and pi,j are the original
image pixels, the smoothed pixels are defined as:

si,j =
1

K2

K−1∑
u=0

K−1∑
v=0

pi+u−�K
2 �,j+v−�K

2 � (4)

This kind of distortion is very interesting as it mixes information extracted from
contiguous pixels. For example, the distortion of the images in Fig. 3 is reported
in Fig. 4. These latter are obtained using a parameter K = 10. This smoothing
is particularly relevant as it models what can happen in the situation we have
in the final setting, i.e., we are using an external capturing device to extract
activation images of electronic computers.

4.2 Feature Space for Images

Once we have the complete or the smoothed activation images, we can model
them in the selected feature space to finally use the machine learning algorithm
to induce the classifiers. We describe here the features we used. The basic idea
is to use what is already available for image processing to estimate how far we
can go.

We used three major classes of features: chromatic, textures (OP - OGD)
and transformation features (OGD), as described in [16]. Chromatic features
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express the color properties of the image. They determine, in particular, an n-
dimensional vector representation of the 2D chromaticity histograms. Texture
features emphasize the background properties and their composition. Texture
feature extraction, in LTI-Lib [17], uses the steerability property of the oriented
gaussian derivatives (OGD) to also generate rotation invariant feature vectors.
Transformations are thus modeled by the OGD features. A more detailed dis-
cussion of the theoretical and methodological aspects behind each feature set
are presented in [16].

5 Experimental Evaluation

We have now the possibility of investigating whether or not we can solve the
problem of determining the “cognitive process” given the activation image. This
can help in finding initial answers to the questions issued in Sec. 2 related to the
foundational perspective and the applicative perspective.

The rest of the section is organized as follows. First, we describe the experi-
mental settings (Sec. 5.1). Second, we give the results of the experiments (Sec.
5.2). Finally, we discuss these results (Sec. 5.3).

5.1 Experimental Setting

For our experiments, we selected 3 different “cognitive tasks”, i.e., 3 types of
algorithms: sorting, comparing two strings, and visiting a binary tree. We used
quicksort as the sorting algorithm and we selected the levenshtein distance algo-
rithm for comparing two strings. We implemented these algorithms in 3 different
programming languages (c, java, and php) on a linux platform. We have then 3
different “cognitive tasks”.

For each of the 3 algorithms in the 3 programming languages, we randomly
generated 20 different input data according to the type of algorithm. For the
quicksort algorithm, we generated 20 unsorted vectors of 105 elements. For the
levenshtein distance algorithm, we generated randomly 20 pairs of strings of
100 characters. For the tree visiting algorithm, we generated 20 trees with 104

nodes and a random node for each tree. We then have 180 different algorithm-
data pairs. For each of the algorithm-data pair, we took 3 snapshots: one at the
beginning of the execution, one in the middle, and one at the end. We have then
540 instances. We randomly selected 50% of the instances as training and 50%
of the instances for testing. We kept the same distribution of the algorithms and
of the languages for both training and testing.

We have then defined two classification tasks:

– per-algorithm task (algo), the final classes are the 3 different algorithms (i.e.,
sorting, comparing, and visiting), regardless of the programming language
of the implementation

– per-language task (lang), the final classes are the 3 different programming
languages (i.e., c, java, and php), regardless of the implemented algorithm
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Table 1. Classification accuracy over the different experimental settings

Task Smoothing DecTree NaiveBayes

algo no 80.37 64.44
lang no 98.89 99.25
algo yes 81.48 62.96
lang yes 98.89 99.62

The per-algorithm task is our final task, i.e., understanding whether or not it
is possible to determine the “cognitive task” performed by the machine. The
per-language task is instead a control test. We want to see if it is possible to
determine the “cognitive substrate” where the “cognitive task” is performed. As
this task seems to be easier and it is similar to the per-algorithm task, we want
also to see if it is solvable with the feature space for images we are using.

For the two classification tasks, we prepared two different settings according
to the smoothing applied to the final images:

– no-smoothing, images are kept with the highest quality available;
– smoothed, images are smoothed according to the equation (4).

We need these two settings to determine if the performance of the two classifi-
cation tasks is affected by a degradation of the images. As we already discussed,
the degradation approximates the real operational conditions where the captured
image cannot have the quality of the single byte of memory.

Finally, as machine learning algorithms we used a decision tree learner [8]
(DecTree) and a probabilistic model, i.e., the naive bayes (NaiveBayes). We
selected these two types of algorithms because they behave completely differ-
ently. The decision tree learning algorithm recursively selects features. At each
step, the one selected is the best discriminatory one. The pruning done in the J48
algorithm also performs a feature selection. Yet, the naive bayes algorithm uses
and weights all the features in the probabilistic model. These two algorithms
then give the possibility of analyzing performances in two completely different
setting. We used the implementation given in [18].

5.2 Results

The results of the experiments are reported in Tab. 1. The first column describes
the tasks that have been analyzed. The second column reports if the smoothing
has been applied. The third column reports the accuracy obtained using the
decision tree learning algorithm. Finally, the third column reports the accuracy
obtained using a naive bayes probabilistic learning algorithm.

5.3 Discussion

As expected, the task of deciding the language of the process is simple and
solvable. Accuracies are extremely high. There is no difference in performance



Reading What Machines “Think” 169

either between the machine learning algorithms or between the quality of the
images. Programming languages produce different organizations of the memory
of the processes.

Deciding the algorithm performed by a process is instead more complex. Yet,
results are encouraging. The performance of the decision tree learning algorithm
is above 80%. The performance is even higher for smoothed images. The differ-
ences between the naive bayes algorithm and the decision tree learning suggests
that some features are more informative than others. These features are even
more important for smoothed images. This increase in performance is unex-
pected. The behavior of the naive bayes algorithm is instead more predictable as
classifiers learnt and applied on plain images performed better than those learnt
and applied on smoothed images.

These are initial answers to the two questions issued in Sec. 2. As discussed in
the next section, we still need to investigate more complex datasets to generilze
these initial findings.

6 Conclusions and Future Work

We introduced a new vision that can both help in answering questions in neu-
roimaging and produce novel applications in the computer field. The results of
the experimental evaluation suggest we can read what computers “think” as we
can positively predict “cognitive processes” from activation images. Then, we can
have positive expectations of the foundational perspective and the application
perspective. Yet, the research program we started is still at the beginning and
many questions still have to be addressed. For this study we investigated simple
“cognitive processes”. We need to scale-up to different datasets, e.g., datasets
containing activation images of word processors and image processors. Then,
we have to attack the problem of determining which processes are active in a
given memory. Finally, we have to figure out physical devices to directly capture
activation images from the electronic computer.
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Abstract. In this study, we explore the approach using Support Vec-
tor Machines (SVM) to predict the high-level cognitive states based on
fMRI data. On the base of taking voxels in the brain regions related
to problem solving as the features, we compare two feature extraction
methods, one is based on the cumulative changes of blood oxygen level
dependent (BOLD) signal, and the other is based on the values at each
time point in the BOLD signal time course of each trial. We collected
the fMRI data while participants were performing a simplified 4*4 Su-
doku problems, and predicted the complexity (easy vs. complex) or the
steps (1-step vs. 2-steps) of the problem from fMRI data using these
two feature extraction methods, respectively. Both methods can produce
quite high accuracy, and the performance of the latter method is better
than the former. The results indicate that SVM can be used to predict
high-level cognitive states from fMRI data. Moreover, the feature extrac-
tion based on serial signal change of BOLD effect can predict cognitive
states better because it can use abundant and typical information kept
in BOLD effect data.

1 Introduction

Methods in machine learning, such as classification, have been introduced into
fMRI (functional Magnetic Resonance Imaging) data mining to investigate neu-
ral cognitive mechanism and decode mind states. In early years, Haxby and
colleagues used Support Vector Machines (SVM) to train classifiers to predict
whether a participant was watching a shoe or a bottle [1], and a human face or
an object [2], which provided more information about semantic representation
in human brain. Since then, more and more researchers have investigated the
methods of machine learning to analyze fMRI data collected in visual or audi-
tory perception tasks. Kamitani and Tong’s work showed that different angles
of gratings in vision could be distinguished through fMRI data [3]. By analyzing
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the fMRI data with LS-SVM (Least Square Support Vector Machine) algorithm,
Formisano et al. could predict “who” (male or female) was saying “what” (which
German vowels) through fMRI classification [4]. Haynes et al. even used fMRI
data from visual cortex to classify and predict human’s quick stream of con-
sciousness [5]. In a serial of studies, Mitchell and colleagues applied the methods
of fMRI classification in several cognitive tasks: (1) reading a set of words be-
longing to six types of semantics (such as tools, fruits, and so on), (2) reading two
types of sentences (explicit vs. ambiguous sentences), (3) viewing sentences and
pictures [6,7,8,9]. As a type of data-driven method, classification emphasizes the
mapping between observed fMRI data and the cognitive states. Although many
researchers used this machine learning method to explore the states of human
cognition, most of them focused on perception, but not on high-level cognition
with complex information processing, such as problem solving. Different problem
tasks may be with similar visual stimulus but need very different ways to solve
them. If machine learning approach can be used to predict high-level cognition,
this approach might shed light on how the brain processes information, and on
mind reading needed in brain-machine interface development. In this study, we
explore the approaches from fMRI data to identify the type of the problem the
participant was solving.

Several methods of classification have been used in previous studies. Multi-
voxel pattern analysis (MVPA) used in Haxby’s study addressed the issue about
classifier selection [1, 2]. In Kendrick’s research, a Gabor Wavelet Pyramid model
was adopted to predict the pictures when participants were watching a large
number of nature images [10]. Hasson used the information of intersubject syn-
chronization to judge whether a participant was watching human faces or build-
ings in a film clip [11]. Sato and colleagues compared the methods of SVM and
MLDA’s (Maximum Uncertainty Linear Discrimination Analysis) performances
of predicting human cognitive states in hearing, vision, finger exercises and other
tasks [12]. They indicated that all brain areas were required for MLDA, but much
less brain areas for SVM. In addition, with the less areas involved in, the classi-
fication performances were higher in SVM than that in MLDA. So it seems that
the method of SVM had the superiority in classification. We have also tried some
different classifiers (including back propagation of neural network and Gaussian
Naive Bayes) and also find that SVM is better than others in our study. We will
report how we implemented SVM with the emphasis on feature extraction in
later sections.

2 Method

2.1 Task and Materials

Event related fMRI data were recorded while participants were solving simplified
4*4 sudoku tasks. Sudoku is a combinatorial number-placement puzzle, the goal
of the puzzle is to fill a 4 × 4 grid so that each column, each row, and each of the
four 2 × 2 boxes contains the digits from 1 to 4 only one time each. As shown in
Figure 1, in this study, we simplify the puzzle and ask participants to give the
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answer of the cell marked with ‘?’. It was a 2 × 2 designed experiment with two
2-level factors: steps (1-step vs. 2-steps) and complexity (simple vs. complex).
There are totally four types of tasks, in a task of 1-step, participants only needed
to find the answer of the cell with a mark ‘?’ (e.g., Figure 1(a) and 1(b)); while
in a task of 2-steps, participants had to find the answer of the cell with mark
‘*’ before they could find the answer of the cell with mark ‘?’ (e.g., Figure 1(c)
and 1(d)). On the other hand, in a simple task, the participants only needed
to check one column, one row, or one box to find the answer for ‘?’ (see Figure
1(a) for an example of only checking one box needed); but in a complex task,
the participants had to check column and row and/or box (see Figure 1(b) for
an example). These tasks had little differences in vision stimuli, but had great
differences in the problem solving processes, such as, problem representation and
memory retrieval for heuristics.

1 2 3
4 ?

3

1 2 *
4 ?

3

2
2 4

*1
3 ?

2
2 4

?1
3

(a) 1-step
simple

(b) 1-step
complex

(c) 2-steps
simple

(d) 2-steps
complex

Fig. 1. Examples of materials

As shown in Figure 2, a trial of the experiment starts with a red star shown
for 2 seconds as warning (the stimulus is visually shown on a black screen),
the participants solve the puzzle in the following period of 20 seconds in maxi-
mum. When participants find the answer of ‘?’, they are asked to press a button
immediately and speak out the answer in a 2 seconds period. Participants are
encouraged to finish the problem as correctly and quickly as possible. After that,
the correct answer is provided in the screen for 2 seconds as a feedback. Then
there is a 10 seconds of inter-trial interval (ITI; a white cross shown on the
screen) and the participants are asked to take rest in this period.

There were 5 sessions each with 48 or more trials and each session involved 4
types of tasks randomly selected with equal probability.

2s

Time

20s 2s 2s 10s

1 2 3
4 ?

3

1 2 3
4 ?

2
3

* +

Fig. 2. The protocol of a scan trial
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2.2 Scan Protocols and Data Preprocessing

The images were acquired on a 3.0T MR scanner (Siemens Trio+timGenmeny)
NMR equipment and a SS-EPI (single shot echo planar imaging) sequence sen-
sitive to BOLD (blood oxygen level dependent) signals was used to acquire the
fMRI data. The functional images were acquired with the following parameters:
TR = 2000 ms, TE = 30 ms, flip angle = 90o, FOV = 200mm × 200mm, matrix
size = 64 × 64, slice thickness = 3.2 mm, slice gap = 0 mm, and 32 axial slices
with AC-PC on the 10th slice from the bottom of brain.

19 college students (9 males and 10 females) from Beijing University of Tech-
nology were scanned after obtaining informed consent. The average age of par-
ticipants was 22.8, and all of them were right-handed native Chinese speakers.

Data preprocessing (e.g., motion correction) and statistical analysis were per-
formed with NeuroImaging Software package (NIS, kraepelin.wpic.pitt.edu/nis/).
3 participants were excluded due to head movement exceeding 5mm. All images
were coregistered to a common reference structural MRI image and smoothed
with a 6 mm full-width half-maximum three-dimensional Gaussian filter. For
each voxel and each trial, the percent signal change relative to the baseline (two
scans before the stimulus onset scan of the trial) was calculated and used as
fMRI data in classification.

2.3 Classification Based on SVM

In general, the process of classification is to find a function mapping the fMRI
data to a specific cognitive state through training datasets, and then to use
this mapping to determine the unknown cognitive state from fMRI data. The
function can be formalized as follows:

f : fMRI-sequence (t, t+n) → Y
where fMRI-sequence (t, t+n) is the observed fMRI data during the interval
from time t to t+n, Y is a finite set of cognitive states to be discriminated.
In this study, we performe two types of classifications, one is step classification
(1-step tasks vs. 2-steps tasks), and the other is complexity classification (simple
tasks vs. complex tasks).

Feature (Voxel) Selection

Feature selection is the technique, commonly used in pattern recognition, of
selecting a subset of relevant features for building learning models. The perfor-
mance of pattern classification typically depends on feature selection in which a
set of features is selected that contains enough information to perform the clas-
sification. By removing most irrelevant and redundant features from the data,
feature selection helps to improve the performance of models by alleviating the
effect of the curse of dimensionality, enhancing generalization capability and
speeding up learning process. In the fMRI data classification, feature selection is
equivalent to voxel selection. Typically, voxels can be selected based on anatom-
ical or functional knowledge.
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In the present study, voxels in several predefined regions are selected as fea-
tures according to ACT-R (Adaptive Control of Thought-Rational) theory [15,
16]. As a cognitive architecture, ACT-R assumes that cognition emerges through
the interaction of a set of modules, 8 brain regions are mapped to these specific
modules. In this study, voxels in 5 bilateral brain regions that are related to the
sudoku solving are selected to build our model. The 5 bilateral brain regions
are as followed: lateral inferior prefrontal cortex (PFC) , centered at Talairach
coordinates x = ±40, y = 21, z = 21, reflect retrieval of information in declar-
ative module; posterior parietal cortex (PPC) , centered at x = ±23, y = -64,
z = 34, reflect changes to problem representations in imaginal module; anterior
cingulate cortex (ACC), centered at x = ±5, y = 10, z = 38, control various
stages of processing and prevent the problem solving state from distracting from
the goal; caudate, centered at x = ±15, y = 9, z = 2, play an action-selection
role; and fusiform gyrus (FG), centered at x = ±42, y = -60, z = -8, engage
in visual processing [14, 15, 16]. 748 voxels in these predefined regions were se-
lected including bilateral PFC (5 × 5 × 4, i.e., 5 voxels wide, 5 voxels long, and
4 voxels high), bilateral PPC region (5 × 5 × 4), bilateral FG region (5 × 5 ×
3), bilateral ACC region (3 × 5 × 4), bilateral caudate region (4 × 4 × 4).

Feature (Value) Extraction

How to extract feature values to build classifier’s input vectors is also a key factor
to affect the performance of classification. According to hemodynamic response
function, the BOLD signal changes by cognition increases to arrive at the peak
values after 4-8 seconds from the cognitive stimuli, then decreases gradually, and
the BOLD signal lasts about 12-14 seconds. So how to abstract the characteristic
of BOLD signal change is very important. In general, as depicted in Figure 3,
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Fig. 3. Features used to describe BOLD effect
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different features are used to describe the pattern of BOLD effect, such as peak
time, peak value, change rate, cumulative changes, and bold change value at
each time point. Among these features, cumulative changes might describe the
change rate, peak value, and peak time synthetically.

In this paper, we compare two feature extracting methods for encoding fMRI-
sequence (t, t+n) as inputs to the classifier. The first one is to extract cumulative
BOLD changes of each voxel located in predefined regions, in which the input
vector is a 748-dimensional vector. Supposing V = [vi] = (v1,v2, . . . , v748), where
vi is the sum of BOLD changes from scan2 to scan7 of the ith voxel. The second
one is to extract the change value at each time point of BOLD time course, in
which the classifier’s input vector is a 6-dimensional vector. Supposing T = [tj ]
= (t1,t2, . . . , t6), where tj means the BOLD signal change value at the j+1 scan
after stimulus onset (t1 corresponding to scan2, t2 corresponding to scan 3, and
so on).

Classification

Two classifiers based on SVM are compared in the present study, one is called
multi-voxel-classifier (MVC), in which the 748-dimensional vector of MVC is
used as the future vector of the classifier. The other is called single-voxel based
voter classifier (SVVC), in which the 6-dimensional vector for each selected voxel
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is the input of each single-voxel classifier. The details of the two kinds of classi-
fication are given in the following sub-sections.

Multi-Voxel-Classifier with the Sum of BOLD Signal Change (MVC)

As shown in Figure 4, the input vectors of the MVC consist of the sum of
BOLD changes of voxels in predefined regions, the classifier are trained from
the vectors of training samples along with corresponding labels. Once trained,
the classifier can be used to predict labels for a test set. The predicted labels
are then compared to the true labels and the accuracy of the classifier can be
computed.
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Single-Voxel Based Voter Classifier (SVVC)

As shown in Figure 5, a set of 6-dimensional features vectors along with their
labels of a voxel is given to train a single-voxel classifier to form an optimal
discrimination hyperplane which means each single-voxel classifier after training
can predict the unknown type of test data. Because of a lot of noises in fMRI
data, however, the result predicted only by one voxel is unacceptable. This is only
the first stage. The second stage treat each single-voxel classifier as a voter, and
the final decision is made by calculating the weighted sum of the classification
of all single-voxel-classifiers. The weight is corresponding to the performance of
classifications of each classifier, the higher classification accuracy a single-voxel-
classifier obtained, the higher weight will be assigned to it.

The classifiers mentioned above are all SVM classifiers, and the LIBSVM
toolkit [13] based on MATLAB platform was used to train these classifiers. The
parameters of training are as follows: svm type = nu SVC, kernel type = RBF,
nu = 0.5, C and gamma were adjusted in given interval [-10, 10] to get optimized
performance.

The Leave-One-Session-Out method was adopted to evaluate the validity of
the classifiers. As there were 5 scan sessions for each participant, we randomly
chose 4 sessions data to train the classifier and used the data in the left session
to test the classifier to get one validation. There were totally 5 validations, the
final accuracy for each participant was the average of the accuracy values in
these 5 validations.

3 Results

We performed 2 kinds of classification tasks, one was step classification (1-step
tasks vs. 2-steps tasks), and the other was complexity classification (simple tasks
vs. complex tasks).

3.1 Results of MVC

The results of classification based on MVC for all subjects and the average ac-
curacy are shown in Figure 6(a), in which the step classifiers denoted in grey
columns, the highest accuracy reaches to 80.9% in individual participants, and
the average accuracy across 16 participants is 70.3% [SD = 0.04], which is sig-
nificantly higher than the random classification chance level of 50%. As to the
complexity classifiers denoted in dark columns, the highest accuracy is 68.7% in
individual participants, and the average accuracy across 16 participants is 63.3%
[SD = 0.03], which is significantly higher than the random classification chance
level of 50%. The results show that the classification in step is more effective
than the one in complexity.

3.2 Results of SVVC

The results of classification based on SVVC for all subjects and the average
accuracy are shown in Figure 6(b), in which the step classifiers denoted in grey
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Fig. 6. Classification results

columns, the highest accuracy reaches high to 91.49% in individual participants,
and the average accuracy across 16 participants is 79.4% [SD = 0.06]. As to the
complexity classifiers, denoted in dark columns, the highest accuracy is 89% in
individual participants, and the average accuracy across 16 participants is high
to 81.3% [SD = 0.06]. The accuracy of SVVC is higher than MVC significantly
[F (1, 33) = 99.651, p< 0. 001].

4 Discussion

It is well known, classification performance depends on features selection, and
suitable features can improve the classifier performance effectively. The high ac-
curacy in our classification demonstrat that selecting PPC, PFC, ACC, FG, cau-
date as features is suitable for classifying high-level cognitive states. Significant
BOLD pattern differences as shown in Figure 7 can explain the high accuracy
in our classification. Because these regions are related to solving the 4*4 Su-
doku, significant task differences in BOLD signal can improve the accuracy of
classification when these regions are selected as features. The high classification
accuracy might indicate that these regions take part in problem solving. Hence,
the classification method might be used to analyze activated brain regions in cog-
nitive tasks. Researchers have already used this pattern classification in fMRI
data analysis to explore brain activity [1, 2]. It is also interesting to see that
although the same features are selected in two methods mentioned above, the
accuracy of SVVC is higher than MVC significantly. This is due to information
lossless by feature extracting from BOLD effect time course in SVVC.
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Note (1) 1S: 1-step simple; 1C: 1-step complex; 2S: 2-step simple; 2C: 2-step complex.
         (2)  0: onset scan;  -1,-2:  the first scan and second scan before the stimulus scan onset.

Fig. 7. Different BOLD pattern in predefined regions

To conclude, it is possible that using BOLD signal time courses of selected
ROIs, including PPC, PFC, ACC, FG, and caudate, to predict the mental states
of high-level cognitive processes from fMRI data. To our best knowledge this
study is the first one reported in using machine learning methods to decode
cognition during problem solving. Until now, this is only a preliminary study,
many problems still have to be addressed in future work, such as how to use this
kind of method to clarify the roles of brain regions in problem solving, how to
understand and explain the performances of classification in depth.
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Abstract. In order to understand human intelligence in depth and find
the cognitive models needed by Web Intelligence (WI), Brain Informat-
ics (BI) adopts systematic methodology to study human “thinking cen-
tric” cognitive functions, and their neural structures and mechanisms
in which the brain operates. For supporting systematic BI study, we
propose a new conceptual brain data model, namely Data-Brain, which
explicitly represents various relationships among multiple human brain
data sources, with respect to all major aspects and capabilities of hu-
man information processing systems (HIPS). On one hand, constructing
such a Data-Brain is the requirement of systematic BI study. On the
other hand, BI methodology supports such a Data-Brain construction.
In this paper, we design a multi-dimension framework of Data-Brain and
propose a BI methodology based approach for Data-Brain modeling. By
this approach, we can construct a formal Data-Brain which provides a
long-term, holistic vision to understand the principles and mechanisms
of HIPS.

1 Introduction

Brain Informatics (BI) [13,14] is a new interdisciplinary field to study human
information processing mechanism systematically from both macro and micro
points of view by cooperatively using experimental/computational cognitive neu-
roscience and Web Intelligence (WI) and data mining centric advanced informa-
tion technologies. It can be regarded as brain sciences in the WI centric IT
age [12,14].

The capabilities of human intelligence can be broadly divided into two main
aspects: perception and thinking. Though it is not appropriate to say that think-
ing centric cognitive functions are superior to perception oriented functions,
thinking centric functions obviously reflect more intelligence of HIPS than per-
ception oriented functions. Thus, for getting cognitive models needed by WI,
our BI study focuses on the “thinking centric” cognitive functions, which are
complex and involved with multiple inter-related cognitive functions with re-
spect to activated brain areas for a given task, and neurobiological processes of

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 182–193, 2009.
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spatio-temporal features related to the activated areas. Aiming at the character-
istics of thinking centric functions, BI emphasizes on a systematic approach for
investigating human information processing mechanisms, including measuring,
collecting, modeling, transforming, managing, and mining multiple human brain
data obtained from various cognitive experiments by using fMRI (functional
magnetic resonance imaging) and EEG (electroencephalogram).

Such systematic study includes four core issues: systematic investigation of hu-
man thinking centric mechanisms, systematic design of cognitive experiments,
systematic human brain data management, and systematic human brain data
analysis and simulation. For supporting this systematic study, BI attempts to
capture new forms of collaborative and interdisciplinary work. New kinds of BI
methods and global research communities will emerge, through infrastructures
on the Wisdom Web[11] and knowledge grids, that enable high speed and dis-
tributed, agent-based large-scale analysis, simulations and computations, and
radically new ways of sharing data and knowledge.

A BI portal [12] is just such an infrastructure which implements data storage,
sharing, and utilization with a long-term, holistic vision for systematic data
management. It is oriented to analysis and simulation, so conceptual modeling of
brain data, i.e., Data-Brain modeling [2], is a core issue in BI portal construction.
Systematic BI methodology also supports such a Data-Brain construction.

This paper presents a case study on Data-Brain modeling based on BI method-
ology. The rest of this paper is organized as follows. Section 2 discusses back-
ground and related work. Section 3 gives the definition of Data-Brain and its
multi-dimension framework. Section 4 describes a BI methodology based ap-
proach for Data-Brain modeling. Finally, Section 5 gives concluding remarks.

2 Background and Related Work

As a typical “data” science, the key questions of recent Brain Informatics study
are how to obtain high quality of experimental data, how to manage such huge
multimedia data, as well as how to analyze such data for discovering new brain
related knowledge. Effective data management is the base of BI study. Over
the last decade, researchers have focused their efforts on constructing various
brain databases for supporting brain data management. These brain databases
can store microcosmic structure data [21] and macroscopic structure data [16],
respectively. As two kinds of important macroscopic brain data, both fMRI and
EEG are also focused. The researchers constructed many related brain databases,
such as fMRIDC [18], AED [15], all of which are oriented to data storage and
sharing.

The construction of traditional databases often adopts a top-down course,
from conceptual modeling to physical modeling. But in the existing studies of
brain databases, conceptual modeling of brain data is often neglected. Because
most of data in the existing brain databases come from separated studies, the
relationships among data are lack. Conceptual modeling can only be used to
describe the limited relationships among data in the same experiment task, so it
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cannot get enough attention. Because of the neglect of conceptual data model-
ing, it is difficult to support systematic BI study based on these brain databases
since the relationships among data cannot be explicitly represented and applied.
For example, systematic data analysis needs to adopt agent-enriched human
brain data mining for multi-aspect analysis and simulation on multiple human
brain data sources. This needs not only systematic data storage based on the
relationships among data, but also a formal conceptual model which explicitly
describes the relationships among data to guide agent computing. Hence, sys-
tematic BI methodology needs the study of conceptual modeling of brain data,
i.e., Data-Brain modeling.

The complexity of human brain leads that BI study needs global cooperation.
Thus, more and more researchers focus their efforts on connecting decentralized
brain databases by network or grid infrastructure to construct various resource
networks/grids for supporting global cooperation. The international neuroin-
formatics network is just such a resource network, which contains many brain
database nodes, such as Brain Bank [17]. At the network/grid level, conceptual
data models have the wider scope of applications, including not only off-time
applications, such as supporting the design of database schemas, but also on-
time applications, such as providing formal knowledge sources. Obviously, the
traditional graphical modeling languages, such as the Entity-Relationship (ER)
model [1], cannot meet all the requirements of new applications.

At present, ontologies are widely applied on network/grid based systems [6].
Both ontologies and data models are partial accounts of conceptualizations [9],
and the common features between them have gotten attention [5]. Though some
researchers focus on differentiating ontologies from conceptual data models [4],
the various applications of ontologies, especially the applications in resource
networks/grids, still make the ontology be a new effective approach for formally
modeling data related domain knowledge at the conceptual level. Hence, on-
tology can be regarded as a new approach of conceptual data modeling at the
network/grid level.

3 Data-Brain

3.1 What Is a Data-Brain?

The Data-Brain is a conceptual brain data model, which represents functional re-
lationships among multiple human brain data sources, with respect to all major
aspects and capabilities of HIPS, for systematic investigation and understand-
ing of human intelligence. On one hand, developing such a Data-Brain is a core
research issue of BI. Systematic BI study needs a Data-Brain to describe multi-
aspect data related knowledge for supporting systematic data storage, sharing,
and utilization. Based on this way, it provides a long-term, holistic vision to
uncover the principles and mechanisms of underlying HIPS. On the other hand,
BI methodology supports such a Data-Brain construction. As a network/grid
level of conceptual data model, the Data-Brain can adopt an ontological mod-
eling approach based on BI methodology. In other words, the Data-Brain goes
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beyond specificity of a certain application and straightly models related domain
knowledge based on multiple core issues of BI methodology, including systematic
investigation, systematic experimental design, systematic data storage (the base
of systematic data management), and systematic data analysis and simulation.

3.2 A Multi-dimension Framework of Data-Brain

Based on systematic BI methodology, we design a multi-dimension framework of
Data-Brain as shown in Fig. 1, including four dimensions and multiple conceptual
views. We only give two conceptual views, the reasoning centric view and the
computation centric view, as examples in Fig. 1 because of the limitation of
space.

1

Function Dimension

Analysis DimensionExperiment Dimension

Data Dimension

has-experimental-purpose

has-result-data has-result-data

has-origin-data

Conceptual View Structural ViewConceptual View Structural View

Fig. 1. A multi-dimension framework of Data-Brain

Firstly, the Data-Brain provides multiple conceptual views of systematic in-
vestigation of human thinking centric cognitive functions. The capabilities of
human intelligence can be broadly divided into two main aspects: perception
and thinking. Our BI study focuses on the “thinking centric” cognitive func-
tions, which are complex and closely related to each other. Thus, we need to
construct various conceptual views which illustrate systematic BI investigation
and their inter-relationships from different viewpoints based on functional re-
lationships among related human cognitive functions. These conceptual views
can be regarded as cognitive/brain scientists’ interfaces to facilitate their own
research activities and cooperation with different focusing and research issues.

Figure 2 gives an abstract representation of the conceptual view, which il-
lustrates reasoning centric, thinking oriented BI investigation and their inter-
relationships based on functional relationships among related human cognitive
functions. The core issue is to investigate human deduction, induction, and ab-
duction related reasoning mechanisms, as well as including commonsense rea-
soning, as shown in the central of Fig. 2. Heuristic search, attention, emotion
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and memory are some component functions to implement human reasoning, as
well as (information) granulation, autonomy, stability and uncertainty are some
interesting characteristics, which need to be investigated with respect to human
reasoning, as illustrated in the middle circle of this figure. Furthermore, decision-
making, problem-solving, planning, computation, language, learning, discovery
and creativity are the major human thinking related functions, which will be
studied systematically, as illustrated outside the middle circle of this figure.

Problem-Solving

Learning

Reasoning

Decision-Making Planning

Creativity

deduction

induction abduction
autonomy

granularityemotion

uncertainty

stability

search

Discovery Language

memory

attention

(Commonsense)
Computation

Fig. 2. The “Reasoning” centric conceptual view

Secondly, the conceptual view of the Data-Brain can be transformed into
its own structural view with four dimensions, namely function dimension, data
dimension, experiment dimension, and analysis dimension, respectively. Figure 1
illustrates such a transformation. Here we give more descriptions on the four
dimensions as follows:

– The function dimension is a conceptual model of domain knowledge aim-
ing at the systematic investigation in BI methodology. It describes the in-
formation processing courses of human thinking centric cognitive functions
and functional relationships among them at the conceptual level. As stated
above, the thinking centric cognitive functions are complex and closely re-
lated to each other, so Data-Brain needs to include a function dimension.
The function dimension provides a holistic, conceptual functional model of
human brain for systematic BI study. It also provides a machine-readable
knowledge base for constructing various conceptual views.

– The data dimension is a conceptual model of domain knowledge aiming
at systematic brain data storage. It describes multiple views, schemes, and
organizations of human brain data with multiple data sources, multiple data
forms, multiple levels of data granularity at the conceptual level. Conceptual
modeling heterogeneous brain data using the data dimension is the key to
realize systematic data storage which is the base of the systematic data man-
agement in BI methodology. By relations with the function dimension, the
data dimension provides a conceptual data model which represents functional
relationships among multiple human brain data sources obtained from vari-
ous cognitive experiments with respect to all major aspects and capabilities
of HIPS. This kind of data representation is with multi-level by modeling,



Data-Brain Modeling for Systematic Brain Informatics 187

abstracting and transforming for multi-aspect analysis and simulation. The
data dimension supports the implementation of a grid-based, analysis and
simulation oriented, dynamic, spatial and multimedia database for storing
and sharing the heterogeneous brain data efficiently and effectively.

– The experiment dimension is a conceptual model of domain knowledge
aiming at the systematic experimental design in BI methodology. It de-
scribes characteristics of various experimentation plans, their classification
and inter-relationships at the conceptual level. Systematic experimental de-
sign is an important issue of BI methodology. For uncovering the principles
and mechanisms of HIPS, BI researchers need to design a series of cognitive
experiments to obtain high quality of experimental data, which represent
different aspects of various thinking centric cognitive functions, based on
systematic methodology of cognitive experimental design. Thus, Data-Brain
needs to include an experiment dimension. By relations with the function di-
mension and data dimension, the experiment dimension explicitly describes
various relationships among various data sources. By the experiment dimen-
sion, cognitive experiments related information can be stamped on each data
set for supporting systematic data analysis and simulation.

– The analysis dimension is a conceptual model of domain knowledge aim-
ing at the systematic data analysis and simulation in BI methodology. It de-
scribes characteristics of various analysis and simulation methods, as well as
their relationships with multiple human brain data for multi-aspect analysis
and simulation. Agent-enriched data mining for multi-aspect data analysis is
an important issue of BI methodology because the brain is too complex for
a single data mining algorithm to analyze all the available data. Thus, Data-
Brain needs to include an analysis dimension. Based on the analysis dimen-
sion corresponding to the data and experiment dimensions, various methods
for data processing, mining, reasoning, and simulation can be deployed as
agents on a multi-phase process for performing multi-aspect analysis as well
as multi-level conceptual abstraction and learning, which aims at discovering
useful knowledge to understand human intelligence in depth [12].

As shown in Fig. 1, these dimensions are not isolated from each other, but with
various relations among them.

4 Data-Brain Modeling

4.1 Data-Brain Modeling Based on Brain Informatics Methodology

As a network/grid level of conceptual data model, Data-Brain modeling can
adopt an ontological modeling approach. Comparing with other ontology engi-
neering methodologies, the “Enterprise Methodology” [8] especially focuses on
the construction of concept hierarchy and more fit to construct a Data-Brain
which take concept hierarchies as skeletons of dimensions. Thus, we choose it to
construct a Data-Brain. The course mainly includes the following four steps:
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– defining the domain and scope of a Data-Brain
– identifying key concepts and properties
– defining the concept hierarchy through taxonomic relations
– constructing axioms

All of the above work, from the identification of key concepts to the classification
of concepts, needs to obey some rules. During Data-Brain modeling, these rules
come from systematic BI methodology, i.e., Data-Brain modeling is based on BI
methodology.

According to dimension definitions, different dimensions of a Data-Brain focus
on different aspects of data related domain knowledge. Thus, after defining BI
as the domain of Data-Brain and the domain knowledge about BI data as the
scope of Data-Brain, we can follow the remanent three steps of “Enterprise
Methodology” to respectively construct four dimensions of Data-Brain based on
the different issues of BI methodology, including:

– constructing the function dimension based on the systematic investigation
– constructing the data dimension based on the systematic data storage
– constructing the experiment dimension based on the systematic experimental

design
– constructing the analysis dimension based on the systematic data analysis

and simulation.

In the next section, we will describe how to construct the function dimension
using OWL-DL language [19] and protege tool [20], which can be regarded as an
example of the BI methodology based dimension construction.

4.2 Constructing the Function Dimension Based on Systematic
Investigation

The function dimension constructed by ontology is an ontology of human cogni-
tive functions. At present, most of human brain related ontologies are the brain
structure related ontologies, such as the ontology of brain cortex anatomy [3].
The study about the ontology of cognitive functions has not gotten attention.

The systematic investigation is an important issue in BI methodology. Based
on it, the course of function dimension construction can be described as follows:

– Identifying key concepts and properties: The systematic investigation
in BI methodology is the investigation of human thinking centric mecha-
nisms. Thus, key concepts of the function dimension are human cognitive
function concepts, such as “Reasoning” and “Problem-solving”, and their
sub-function concepts, such as “Induction”. These key concepts are described
by properties, including data properties and object properties. The data
properties are used to describe concepts themselves; the object properties
are used to describe relationships among concepts. In this systematic investi-
gation, each cognitive function concept represents a series of study activities
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which aim at the cognitive function. So it is worthless to describe cogni-
tive function concepts themselves in the function dimension. For providing
a holistic study view and functional model of human brain, the function
dimension needs to focus on functional relationships among cognitive func-
tions. Thus, there is no key data property in the function dimension. Only
the key object property “has-functional-relationship-with”, which describes
functional relationships among cognitive functions, is included in function
dimension. It includes various sub-properties, such as “includes-in-function”
and “related-to-in-function”, which are used to describe different functional
relationships.

– Defining the concept hierarchy: At present, there is not standard taxon-
omy of human cognitive functions. Researchers often classify cognitive func-
tions according to their own study viewpoints, such as LRMB model [10].
The systematic investigation in BI methodology is a thinking centric one,
so we can define the concept hierarchy of function dimension as follows.
Firstly, human cognitive function concepts are classified into two classes,
“Perception-Centric-Cognitive-Function” and “Thinking-Centric-Cognitive-
Function”. The former includes perception oriented cognitive functions re-
lated concepts, such as “Vision” and “Hearing”. The latter includes think-
ing centric cognitive functions related concepts on which BI focuses, such as
“Reasoning”. Secondly, all of cognitive functions are specialized into more
characterized sub-classes. For example, the concept “Reasoning” can be spe-
cialized into multiple sub-concepts, such as “Induction” and “Deduction”.

– Constructing axioms: Axioms are formal assertions that model sentences
that are always true. They provide a way of representing more information
about concepts, such as constraining on their own internal structure and mu-
tual relationships. The primary axioms in Data-Brain are restriction axioms,
including value constraints and cardinality constraints. Thus, constructing
axioms in Data-Brain can be specialized as using data properties and object
properties to describe concepts with the necessary constraints. Because of
lacking data properties, constructing axioms in function dimension is just
to use the key object property “has-functional-relationship-with” and its
sub-properties to describe cognitive function concepts of function dimension
with the necessary constraints. For example, we can use the object property
“includes-in-function” to describe the concept “Induction” as follow:

Induction ⊆ Restriction( ∃ includes− in − function Attention).

This means that Induction includes Attention as a sub-component, but it
does not only include Attention.

4.3 Constructing Conceptual Views

A Data-Brain includes various conceptual views which are extracted from the
function dimension of the Data-Brain. Because we use ontologies to model Data-
Brain, its conceptual views are just the traversal views [7] of the function
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dimension and can be defined based on the definition of traversal view. Firstly,
we give some related definitions:

Definition 1. A View Core, denoted by Core, is a thinking centric cognitive
function concept in the function dimension. As the core of a conceptual view, it
is corresponding to a BI study issue and represents all the study activities of this
issue.

Definition 2. A Traversal Directive for the source ontology O, denoted by
TD, is a pair:

< Cst, RT >,

where Cst is a concept in the source ontology O from which view is extracted,
and represents the starter concept of the traversal; RT =< R, n > is a relation
directive, where R is a relation in O and n is a nonnegative integer or infinity
which specifies the depth of the traversal along the relation R. If n = ∞, then
the traversal includes a transitive closure for R starting with Cst.

Definition 3. A Traversal Directive Result (the result of applying directive
TD to O), denoted by TD(O), is a set of concepts from the source ontology O
such that:

1. TD =< Cst, RT >;
2. RT =< R, n >, n > 0. if Cst is a concept in the starts of the relation R,

and a concept C ∈ O is the corresponding end of the relation R, then C is
in TD(O);

3. RTnext =< R, n−1 > is a relation directive. if n = ∞, then n−1 = ∞. For
each concept F that was added to TD(O) in step 2, the traversal directive
result TDF (O) for a traversal directive TDF =< F, RTnext > is in TD(O).

No other concepts are in TD(O).

Based on the above definitions, the conceptual view of a Data-Brain can be
defined as follows:

Definition 4. A Conceptual View, denoted by CV , is a five-tuple:

(Core, CF, CFIC, RF, R),

where

– CF =< Core, < parentClassOf,∞ >> (FD) is a specialization of TD(O)
and represents the concept set of core cognitive functions in a conceptual
view, where “parentClassOf” is the inverse relation of the relation “sub-
ClassOf”, and FD is the function dimension of a Data-Brain;

– CFIC =< Core, < includes-in-function,∞ >> (FD) is a specialization
of TD(O) and represents the concept set of component cognitive functions
and interesting characteristics in a conceptual view, where “includes-in-
function” is a relation in the function dimension and used to describe the
functional part-whole relationship among cognitive functions;
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Algorithm 1. Conceptual View Construction
Input: Core and FD.
Output: CV .
1. Initialize empty concept sets CV.CF , CV.CFIC and CV.RF ;
2. Set CV.Core = Core;
3. Set CV.R = {“parentClassOf”,“includes-in-function”,“related-to-in-function”};
4. CV.CF = TDR(Core,“parentClassOf”,∞, FD);
5. CV.CFIC = TDR(Core,“includes-in-function”, ∞, FD);
6. CV.RF = TDR(Core,“related-to-in-function”,∞, FD);
7. return CV

Algorithm 2. Getting Traversal Directive Result: TDR
Input: Cst, R, n, and O.
Output: Concepts.
1. Initialize an empty set of result concepts, Concepts;
2. Initialize the depth of the traversal, depth = n;
3. If (depth == 0) then
4. return Concepts;
5. depthnext = depth;
6. If (depthnext <> ∞) then
7. depthnext = depthnext − 1;
8. If (R == “parentClassOf”) then
9. For each class ci in O
10. If (ci subClassOf Cst) then
11. Add ci into Concepts;
12. Add TDR(ci, R, depthnext, O) into Concepts;
13. End If
14. End For
15.Else
16. For each Restriction in Cst

17. If (Restriction is a value constraint and its property name == R)
then

18. ci = Range of Restriction;
19. Add ci into Concepts;
20. Add TDR(ci, R, depthnext, O) into Concepts;
21. End If
22. End For
23.End If
24.return Concepts

– RF =< Core, < related-to-in-function,∞ >> (FD) is a specialization
of TD(O) and represents the concept set of related cognitive functions in a
conceptual view, where “related-to-in-function” is a relation in the function
dimension and used to describe the functional pertinence among cognitive
functions
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– R = {parentClassOf, includes-in-function, related-to-in-function} is a
set of relations which are used to construct the conceptual view.

According to the above definitions, the algorithm for extracting a conceptual
view from an OWL-DL based Data-Brain is shown in Algorithm 1. Its input
parameters are the view core Core and the function dimension FD. Its output is
the Core centric conceptual view CV . The function TDR shown in Algorithm 2
is used to get the traversal directive result. Its input parameters are Cst, R, n,
and O, which are corresponding to the starter concept, the name of relation,
the depth of the traversal, and the source ontology of the definition of traversal
directive result, respectively.

Using the above algorithms, we can choose different cognitive function con-
cepts as view cores to construct various conceptual views based on various view-
points of BI investigation.

5 Conclusions

The Data-Brain modeling is a core issue of BI study. Aiming at the require-
ments of systematic data management, this paper proposes a new conceptual
data model of brain data, called Data-Brain. By the BI methodology based ap-
proach of Data-Brain modeling, a multi-dimension, formal Data-Brain can be
constructed. It will be the core component of BI portal and play an important
role in systematic BI study by providing the following functions:

– A formal conceptual model of human brain data, which explicitly describes
the relationships among multiple human brain data, with respect to all major
aspects and capabilities of HIPS, for supporting systematic human brain data
storage, integration and sharing;

– A knowledge-base of systematic BI study, which stores brain data related
multi-aspect domain knowledge to both support various knowledge driven
data applications and provide valuable knowledge sources for solving spe-
cial domain problems, such as the diagnosis and treatment for MCI (mild
cognitive impairment) patients;

– A global view and knowledge framework for constructing a BI portal, on
which various methods for data processing, mining, reasoning, and simula-
tion are deployed as agents for implementing the Data-Brain driven multi-
aspect data analysis.
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Abstract. In this paper we propose a computer modeling framework for per-
sonal multi-alternative decision making. It integrates both the objective feature 
space searching and evaluation and subjective feeling space deliberating and 
evaluation process. A case study on fashion decision making is given out as an 
example. It shows that the proposed model outperforms the currently widely 
studied ones in terms of prediction accuracy due to the consideration of the sto-
chastic characteristics and the psychological effects that occur quite often in 
human multi-alternative decision making. 

1   Introduction 

The kernel of a computer recommendation system or computer aided decision making 
system is the model of decision making and preferences of the decision maker. Most 
of the decision making processes in them can be taken as a multi-alternative decision 
making process. Economists use preference in rational decision making to interpret 
decision making activities in terms of preference, looking at the effects or influences 
of preferences in making reasoning faster and introducing new decisions. While the 
focus of economists on “nice” preferences satisfying the properties [1] such as Cohe-
rent, Consistent, Complete, Comparatively constant, Concrete, Conveniently cleaved, 
completely comparative, etc., many studies in behavioral psychology have suggested 
many irrational effects exist in human judgment and decision making practice. These 
are important factors for personal decision making modeling. A good computer model 
for personal decision making should both help the decision maker make quick and 
reasonable decision, and in the mean time, make the decision according to his ‘own’ 
taste. In order to achieve this goal, we should have a better understanding of human 
decision making process, especially the personal factors’ part.  

Generally speaking, decision making process can be divided into three processes, 
namely, search, evaluation and deliberation. Both the search and evaluation strategy 
and deliberation and evaluation process have been carefully studied separately all 
these years. Many models and algorithms have thrived out. In the searching field, 
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genetic algorithm [2], ant colony algorithm [3], etc. are just a few. For the delibera-
tion part, ever since Von Neumann and Morgenstern’s [4] classic expected utility 
theory, much development has popped out from both rational theorist and behavioral 
scientists [5, 6, 7, 8]. They tackle the decision making problem from the representa-
tion of the preference of an ideal decision maker and identification of the behavioral 
principles that human preferences actually obey, respectively. Busemeyer et al. [9] 
study decision making from a dynamic cognitive perspective. They paid much more 
attention to the dynamic motivational and cognitive process during decision making, 
thus their models are good candidates for both modeling and predicating personalized 
preference in decision making process especially under risky or uncertainty. Besides, 
the computational attribute of their model makes it a good candidate to be incorpo-
rated into other computer systems than the descriptive ones. 

From computer decision making system’s perspective, scientists have realized al-
most all the searching algorithms, and have incorporated the rational expected utility 
theory into their implemented decision support systems. This makes it possible to 
provide the general decision support by taking advantage of the large capacity and 
huge memory of the computer system. But for personal decision making, in which the 
behavioral research plays an important role, computer systems till now have done 
quite less except some tracking and simple statistics of the user usage information.    

In this paper, we will propose a personal decision making model which incorporate 
both the objective feature space searching and subjective feeling deliberating into the 
decision making process. Section 2 is an overview of the architecture of the model 
and details the different components of the architecture. Section 3 gives a case study 
of the proposed architecture in personal fashion decision making system. Section 4 
includes some discussions and points out further research directions. 

2   Proposed Architecture 

The many factors that affect the process and result of a decision making can be rough-
ly divided into two categories: objective factors and subjective factors. For the objec-
tive part, we refer to those factors that are definite and easy to be defined. Due to its 
objective nature, they are easy to be formalized and be accepted by computer systems. 
We have a relatively better understanding of this part. Models based on these factors 
are widely studied and implemented in different areas; but for the subjective parts, 
which are     relatively less studied, and due to the stochasticity and randomness exist 
in them, as far as our knowledge is concerned, less computer decision making systems 
have taken much consideration in this aspect. But we would like to argue that the 
subjective experiences that accompany our thinking process are informative in their 
own right in decision making processes. We therefore can’t understand and model 
human judgment and decision making without taking the interplay of these subjective 
and experiential information into account. But there are many subjective factors like 
motivation, feeling, etc. which will be effective in decision making, it is not easy or 
almost impossible for us to define which one will play a major role in a specific deci-
sion making process, let alone consider all of them in one decision making model. 
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One of the possible ways to define then model the subjective factors is to confine the 
subjective factors that will be incorporated into the model only to those that have 
direct effects to decision results and have a semantic relationship with the objective 
features.  

Based on the discussion above, we propose a decision making model whose archi-
tecture integrates both the objective searching and subjective deliberating—the evalu-
ation process is incorporated in each separate process. The framework of the model is 
shown in Fig. 1. It takes into consideration both the objective and subjective factors 
during decision making process. 

Objective searching and evaluation 

                 Candidate set

Subjective deliberating and evaluation

Personalized choice set

 

Fig. 1. Model architecture 

We take the whole problem space Swhole as two main spaces, one is the objective 
feature space Sobjective, the other is the subjective feeling space Ssubjective. The latter is 
intrigued from the former, thus can be inferred from the former by semantic mapping 
using semantic differential method proposed by Osgood [10]. S  S  

2.1   Objective Searching and Evaluation 

At this stage, the model focuses on the objective feature factors of the problem space. 
These factors are easy to formalize and evaluate, and we can use genetic algorithm or 
other searching algorithms to accelerate the optimization process in decision candi-
date set finding. 

2.2   Subjective Deliberating and Evaluation 

During this stage, the main focus will be the subjective factors that have direct seman-
tic relationship with the objective features in a decision making process. The goal is to 
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approach the personal preference of the decision maker by modeling the deliberating 
process during decision making. It is mainly a trade-off between several conflict or 
incoherent subjective attributes in the subjective deliberating space. The model 
adopted here should be capable of accounting for the different ‘irrational’ phenome-
non in human decision making behavior studies, so that the personalized choice set 
will be more human like. Here we choose Multi-alternative Decision Field Theory 
(MDFT) [11] that meets all these needs.  

2.3   MDFT 

MDFT is the expansion of DFT which was proposed by Jerome Busemeyer and Jim 
Townsend [9] in 1993. MDFT provides a mathematical foundation that leads to a 
dynamic, stochastic theory of decision behavior in an uncertain environment. Accord-
ing to MDFT, decisions are based on preference states, P(t), representing the momen-
tary preference for choosing one alternative over the other in a binary choice or others 
in the ternary choices—for instance, A over B or A over B and A over C. That is, P(t) 
reflects the relative strength of preference of choosing A over B or A over B and C at 
time t. Preference evolves over time and is updated by an input valence, reflecting the 
momentary comparison of consequences produced by thinking of the different choic-
es. The valence fluctuates because the decision maker’s attention switches back and 
forth between anticipated consequences. The decision maker draws information about 
the alternatives from his or her memory. The possible consequences connected with 
either alternative are learned from experience and are remembered more or less well. 
A decision is made as soon as the preference process reaches a decision criterion or 
threshold for any one of the alternatives. The dynamics of the preference process is 
formally described according to the following stochastic process: 

                                         P t h SP t V t h                                     (1) 

Where, 
P(t) is the preferences matrix of the alternative choices at time t; 
S is the inhibition matrix. It is decided by the psychological distance of the two 
compared alternatives. 

While  

                                               V t C t M t W t                                          (2) 

C(t) is the contrast matrix, represents the process used to compare options;  
For three alternatives,  

                                      C t 1 0.5 0.50.5 1 0.50.5 0.5 1                                       (3) 

M(t) stands for the attributes’ matrix in subjective deliberating space; 
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W(t) is the weight vector. It represents the amount of attention allocated to each 
attribute at each moment.  

3   Case Study—Fashion Design Decision Making 

3.1   Background 

Intelligent fashion design system has been widely studied in the past decade. The 
main idea of the system is to take a piece of fashion or garment as a combination of 
several design items. So by searching from the database to find different items then 
combine, the system can generate many new style of garments. Thus it can help those 
who are not good at drawing to design their own fashion by making choices with aid 
by computer. The major problem of this kind of system is that fashion design is a 
creative and personal issue, there is not a general accepted rule set for the style. In 
order to tackle this problem, many researchers tend to adopt interactive genetic algo-
rithm [12, 13, 14]. Many progresses have been made in capturing the user’s personal 
style orientation. They can handle well the general rational fashion choice, but for the 
irrational phenomena that happen quite often in fashion choice or the stochastic cha-
racteristics of the user’s choices, due to the limitation of GA, they failed.  

Multi-alternative decision field theory models the dynamic, stochastic decision 
process in an uncertain environment. It can successfully accounts for many irrational 
behaviors in human multi-alternative decision making processes, such as similarity 
effect, attraction effect and comprise effect. But it suffers from that it usually allows 
less alternatives and attributes, and besides, the deliberation process is really time-
consuming.  

Thus it is reasonable to use the proposed framework, integrating GA searching al-
gorithm with MDFT to have a better personal fashion decision making model. 

3.2   Digitization 

In order to ease the process of computer system, we digitize the original garment 
design picture into 10 design attributes, namely outline, waist line, length, collar, 
collar depth, segmentation, sleeve, sleeve length, ornaments, symmetry. They are 
used in GA searching. The 7 independent design items of them are used to find the 
semantic mapping relation of the objective feature space to the subjective feeling 
space. So a garment in the objective feature space will be expressed as a 7-tuple for 
semantic mapping: 

Garmentoi ( outlinei, waisti, lengthi, collari,sleevei, ornamentsi, symmetryi ) 
Where,  

Outlinei, Waisti , Collari, Sleevei, Ornamentsi  each stands for the respective type of 
the ith garment; 
Lengthi is the length of the garment; 
Symmetryi stands for whether the garment is symmetry or not. 
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Here we adopt the adjectives used to describe feelings for women’s fashion col-
lected by Ying Wang et al. [16], namely, simple/complicated, fashionable/traditional 
and unique/usual. By semantic mapping, a garment in subjective feeling space can be 
represented as a 3-tuple: 
Garmentsi ( strucurei, durationi, acceptancei ) 
Where,  

Structurei stands for the structure characteristics measurement of the ith garment ; 
Durationi stands for the prevailing duration measurement of the ith garment; 
And acceptancei stands for the acceptance degree measurement of the ith garment. 
The relationship between the semantic space and the objective design space can be 

expressed as follows: 

                                                          Garment Garment W                                                                (4) 

Where,  

Garmentsi is a 1*3 vector. It stands for the 3 subjective measurements of ith garment 
in the subjective feeling space; 
Garmentoi is a 1*7 vector. It stands for the 7 objective features of ith garment in the 
objective feature space; 
W is a 7*3 weight matrix, wmn stands for the mth objective feature’s contribution to 
the nth subjective feeling evaluation. It was established by questionnaire survey and 
quantification analysis.  

• Parameter fitting 

By fitting the user’s choice data into the MDFT model, we can get the individual 
weight vector for each of the factors in the subjective feeling space Wsi. 
The absolute value of each element in the inhibition S matrix is calculated by Eucli-
dean distance between the two alternatives.  

• Choice prediction 

The stopping criterion for the MDFT is set as 500 time laps. After 500 times’ loop, 
the one with the highest preference is chosen.  

Table 2. Prediction accuracy contrast between GA+MDFT and IGA 

NO GA+MDFT IGA 
1 90% 90% 
2 92% 85% 
3 88% 82% 
4 95% 90% 
5 90% 84% 
6 84% 86% 
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• Results 

Right now, we have 6 subjects doing 100 trials. Each trial includes making ternary 
choice from 80 pieces of garments from the Database. Then we do the model fitting. 
Finally we use the parameters to predict the preference of the user for 80 garments 
generated by computer system. Experiments’ results show that our model has a higher 
mean accurate prediction rate (90%) of the user’s choice than the general IGA ones 
(86%). 

4   Discussions and Conclusion 

The model proposed in this paper incorporates both objective feature space searching 
and evaluation and subjective feeling space deliberating and evaluation. The case study 
on fashion decision making shows that it outperforms the generally used IGA. Through 
careful study of the decision process and the groups of garments for preference choice, 
we can find there are two reasons lead to the relatively poor performance of IGA.  

• GA is based on a global search and global evaluation idea, while due to both the 
limitation of the human brain process and the computer screens, we only offer 3 
each time, which means choice alternatives are mainly compared within 3 with 
some left memory of the earlier comparison result added to the final preference.  

• The existence of those kinds of ‘psychological effects’ generally happened in mul-
ti-alternative human decision making, such as similarity effect, attraction effect and 
compromise effect, especially the similarity effect and compromise effect. Whe-
rever these two kinds of effects exist in groups, the results will lead to the conflict 
with the IGA result, while MDFT is designed to explain and predict these effects.     

To sum up, by the integration of genetic searching algorithm with MDFT, we can 
successfully account for both the decision time and accuracy of the computer based 
personal decision making process in the mean time.  

Compared with the general decision making system, by incorporating the subjec-
tive feeling part using MDFT, we can: 

• Clear identify the subjective factors—better understanding of the decision process, 
and will lead to a scalable and adjustable decision making model. 

• Account for several classical irrational effects.-similarity effect, attraction effect 
and compromise effect, thus lead to a decision result that is more human like and 
can predict more accurately. 

• Less interaction. –after model fitting, the proposed architecture needs less human 
interaction, than the IGA based intelligent fashion design system. 

Compared with the mere cognitive dynamic decision making models for multi-
alternative decision making, like MDFT, instead of using simple heuristics like elimi-
nate by aspects, we introduced the optimized searching strategy to help quickly find 
the optimal solution in a larger objective feature space.  
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In the future study, we are intending to design other methodologies to find out or 
collect the subjective feeling factors, trying other dynamic cognitive models and also 
incorporate the user’s feedback into the objective feature space evaluation and subjec-
tive feeling evaluation to have an efficient and more accurate personalized decision 
making model. 
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Abstract. Common Spatial Patterns (CSP) has become a popular approach for 
feature extraction in Brain Computer Interface (BCI) research. This is because 
it can provide a good discrimination between 2 motor imaginary tasks. In the-
ory, the first and the last spatial filters from CSP should exhibit the most dis-
criminate between 2 classes. But in practice, this is not always true, especially if 
either of these 2 filters emphasizes on a channel that has high variability of 
variance of sample matrices among trials. Such spatial filter is unstable on a 
single class, and thus it is not appropriate to use for discrimination. Further-
more, one or both of these 2 spatial filters may not localize the brain area that 
relates to motor imagery. The desired spatial filters may be at the second or at 
an even greater order of sorted eigenvalue. In this work, we propose to find an 
appropriate set of spatial filters of CSP projection matrix, which may provide 
higher classification accuracy than using just 2 peak spatial filters. We present 2 
selection approaches to select the set of prominent spatial filters: the first one is 
automatic approach; the second one is semi-automatic approach requiring man-
ual analysis by human. We assessed both of our approaches on the data sets 
from BCI Competition III and IV. The results show that both selection ap-
proaches can find the appropriated prominent spatial filters.  

1   Introduction 

Brain computer interface (BCI) is a technology that finds new communicative ways 
of using only the brain to command machines. An electrode cap is placed on the head 
of the user for measuring electroencephalography (EEG) signals. To command the 
machine, the user imagines the specific task such as limb movement, composing 
words. These tasks affect the pattern of EEG signal. Computer would detect and clas-
sify these patterns into different tasks in order to control the computer application 
(such as cursor movement), or control the machine (e.g. wheelchair). In recent years, 
Common Spatial Patterns (CSP) has become a popular technique for feature extrac-
tion in BCI research. This is due to its good feature extraction performance that can 
be easily discriminated even by a simple classifier. Koles et al. introduced CSP to 
analyze EEG signals for discriminating between normal and abnormal EEGs [1]. 
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Müller-Gerking et al. then applied CSP for feature extraction in BCI application [2]. 
Since some spatial filters from CSP projection matrix are useful than others, they 
selected a subset of spatial filters consisting of the first and the last m spatial filters, 
2m filters altogether. They claimed that the classification accuracy is insensitive to the 
choice of m. The optimal value of m for their purpose was around 2 or 3. Much of the 
later work in BCI followed their guideline and usually set m to be around 1-5. For 
example, m was set to 3 in [3]; to 2 in [4], [5]; to 1 in [6]). In our previous work [7], 
we found that this claim was not always valid and higher accuracy can be achieved 
when setting the value of m to be greater than 5. Therefore, in this paper, we explore 
the possibility to search for a reasonably good value of m in each individual classifi-
cation. We developed 2 selection approaches for finding this parameter: automatic 
and semi-automatic selection approaches. The main idea is to sort spatial filters based 
on their usefulness and identify the value of m based on the drop of usefulness of 
spatial filters in this sorted order. Both selection approaches were assessed by using 
the dataset 1 from BCI Competition IV [8, 9] and data IVa from BCI Competition III 
[10]. The results show that our selection approaches usually provide a better value of 
m and the values are sometimes optimal. 

This paper is organized as follows. Section 2 presents theoretical background of 
CSP. Section 3 describes our selection approaches. Section 4 discusses the detail of 
datasets used in our experiments. Section 5 provides the experimental results. Discus-
sion of results is presented in section 6 and the conclusion is given in section 7. 

2   Theoretical Background on CSP and Analysis 

In section 2.1, we provide an introduction to Common Spatial Patterns. We explain 
our view of CSP and the idea that convinced us to design an approach to select a sub-
set of the spatial filters in section 2.2. 

2.1   Common Spatial Patterns (CSP) 

CSP can be used as a feature extraction tool in two-class models. The main idea of 
CSP is to find the projection matrix that maximizes variance for one class while 
minimizes variance for the other class. Once data set is projected into this space, vari-
ance can be used as a feature in classification process. 

Let X denote an N × T matrix of band passed and centered signal samples of a trial 
where N is the number of channels and T is the number of samples. Centering can be 
done for each channel individually by subtracting the mean amplitude of the particu-
lar channel from the signal amplitude for all samples in that channel. In order to use 
CSP, several trials of both classes are needed. 

The normalized spatial covariance of a trial X can be calculated as 

)( T

T

XXtrace

XX
C = . (1) 

Let Cavg1 and Cavg2 denote the averages of covariance matrices of trials in classes 1 
and 2 respectively, then 
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21 avgavgsum CCC += . (2) 

Then Csum can be factored as T
sumsumsum VDV  by eigenvalue decomposition, V is the ei-

genvectors matrix and D is the eigenvalues matrix. 
Denote the whitening P matrix as 

T
sumsum VDP ⋅= − )( 1 . (3) 

Applying P to Eq. 2, in order to make the left side of the equation equal to identity 
matrix I 

T
avg

T
avg

T
sum PPCPPCPPC

21
+= . (4) 

T
avg PPC

1
and T

avg PPC
2

can be factored by eigenvalue decomposition as TQQE1 , 

and TQQE2  respectively. We arrange these matrices so that the diagonal elements of 

E1 and E2 are sorted in descending and ascending order, respectively. 

TT QQEQQEI 21 += . (5) 

Finally we obtain N × N CSP projection matrix W as 

PQW T= . (6) 

We called each row of W a spatial filter, and each column of W-1 a spatial pattern. 
Typically, only some spatial filters are selected. For a certain value m, we reserved the 
first m and the last m rows of W (2m rows altogether) and removed the remaining 
middle N - 2m rows. The remaining rows form Wr matrix with dimension 2m × N. We 
can apply this matrix to any sample matrix Xraw (similar to X but without centering): 

rawr XWZ ⋅= . (7) 

A feature vector f = [f1, …, f2m]T can be defined based on log of variance ratio: 
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where var(Zj) is the variance of samples in row j. This feature vector is ready to serve 
as an input for any classifier. In this paper, we use simple Linear Discriminant Analy-
sis (LDA) as the classifier in evaluation process. However, other classifiers can be 
used. 

2.2   Our Analysis on CSP 

Let us observe the derivation of CSP projection matrix. It is based on the average of 
covariance matrices of trials of the same class. If there is only one trial for each class,  
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there is only one covariance matrix and the average covariance matrix is itself. How-
ever, in BCI, many trials of each class are required to properly train the CSP. Thus, it 
is possible that the values in a covariance matrix of a trial differ significantly from the 
values in the covariance matrix of another trial in the same class and therefore differ 
from the values in the averaged covariance matrix. In other words, the averaging 
process removes some information about stability of each spatial filter from CSP 
projection matrix computation. 

Recall that the main idea of CSP is to find a projection that maximizes variance of 
one class and minimizes variance of the other class. In 2 dimension cases, the projec-
tion along the first spatial filter maximizes the variance of the first class and mini-
mizes the variance of the second class while the projection along the second spatial 
filter maximizes the variance of the second class and minimizes the variance of the 
first class. In general, spatial filters in CSP projection matrix gradually shift the vari-
ances of projected data of two classes. Hence, the first and last spatial filters are the 
most useful when applied to averaged signals. However, this may not be true for in 
each individual trial since the signals can significantly differ from the average. This is 
why more spatial filters are needed. Furthermore, we found that for these 2 spatial 
filters, one or both of them may not localize the brain area around the related motor 
imaginary task, while the desired spatial filters are something else. 

To address such problem, the coefficient of determination (r2) was considered. It 
takes into consideration the stability of data between trials. We have used this pa-
rameter in both of our selection approaches to determine whether all training trials 
can be discriminated well when projected onto the prominent spatial filter dimen-
sions. 

3   Proposed Methods 

We propose 2 selection approaches to select prominent spatial filter set: the first ap-
proach is automatic selection; the second approach is semi-automatic selection. The 
main idea is to extend the selection of spatial filters into ones with less significant 
eigenvalue but have high stability. In section 3.3, we provide a working example of 
selecting the value of m by both approaches. 

3.1   Automatic Selection Approach 

The detailed steps can be expressed as follows:  
 

1. Adjusts the sample length of each trial. We assume that all trials have the same 
number of samples. If this is not the case, we trim out some less-important periods 
such as the beginning of imagery in order to make their lengths equal. Divides the 
trials into training and testing sets. 

2. Trains the CSP using training sets and obtains the full projection matrix W (size 
N × N). Projects all training data with this projection matrix. Each row of the pro-
jected data, called component, is the linear combination of channels. 
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3. Calculates the power spectrum for each component for all trials. The spectrum 
length of each components is Ls where Ls = is the lowest power of 2 that is greater 
than or equal to L. Let Si denote the N × Ls power spectra matrix for trial i. 

4. Calculates r2 coefficients (coefficient of determination). This can be done inde-
pendently for each element of power spectra matrix. For a specific row and column 
in power spectra matrix, let x1 and x2 be a set of elements of matrices Si for all trials 
i that belong to classes 1 and 2, respectively. Let n1 and n2 be the number of trials 
for classes 1 and 2, respectively. The values of r2 can be computed by the follow-
ing formula. 
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where std is the standard deviation. The resulting N × Ls coefficient of determina-
tion matrix is denoted as Rsquare. Notice that only spectra samples in band pass fre-
quency range are calculated. For those whose frequency range is outside the band 
pass range will not be considered and are set to be 0.  

5. Finds the value of m. We apply the maximum function to each row in Rsquare and 
obtain vector Rmax. This vector is further divided into 2 halves: Rmax1 and Rmax2. 
Then, we try to locate the most stable spatial filter in each half. For the first half, 
we locate the element index of Rmax1 that has the highest value of r2. We also do 
the same thing for second half. Let imax1, imax2 denote these indices. Now we 
want to find the set of prominent spatial filters which consists of the first and last m 
spatial filters of projection matrix W. The value of m is the larger of imax1 and (N-
imax2+1).  

3.2   Semi-automatic Selection Approach 

1. Follows the steps 1-4 of automatic selection approach described in section 3.1. 
Also, obtains the vector Rmax1 and Rmax2. 

2. Plots the values in Rmax1 and Rmax2 in separate graph. Sorts the values in descend-
ing order. The graphs should be arranged so that y-axis is r2 values and x-axis is 
the element index of the vector.  

3. Manually locates the sharp drop. The last vector index before the drop is idrop1 for 
the first graph and idrop2 for the second graph. 

4. Finds the maximum (minimum) index value from the portion of the sorted list 
between the first and idrop1 (idrop2). This value is imax1 (imax2) in the first (sec-
ond) graph. The value of m can be derived in the same way as in the first approach. 

3.3 A Working Example of Selection the Value of m 

For automatic selection method, m is obtained by comparing imax1 and imax2 which 
are the element index of first bar of these 2 graphs. Thus m = max(1, 118 – 118 + 1)  
= 1. For semi-automatic selection approach, sharp drops occur between the oblique 
shaded and solid bars in figure 1. The left graph (sorted values of Rmax1) shows that 
idrop1 is 2. In this case, imax1 happens to be the same as idrop1. For the right graph 
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Fig. 1. Bar graphs show how semi-automatic selection works. y-axis represents r2 value, and x-
axis represents element index.  (Number of channels, N, = 118). 

(Rmax2), idrop2 = 116 but the minimum element index is = 115 = imax2. Thus m = 
max(2, 118 – 115 + 1) = 4 as the result of semi-automatic selection approach.  

4   Dataset Usage Detail 

This section discusses on the usage detail for each dataset. We used 2 datasets: one 
from BCI Competition IV, dataset 1 [8, 9] and the other from BCI Competition III, 
dataset IVa [10]. Thus, we divide this section into 2 sub-sections corresponding to 
each dataset.  

4.1   BCI Competition IV, Dataset 1 

This dataset was provided by Blankertz, et al. [8], which recorded by [9]. However, 
this dataset consists of artificially generated EEG data, i.e. subjects c, d, and e. 
These subjects were excluded from our analysis. And the remaining subjects, i.e. a, 
b, f, and g were used in our analysis. Subjects a and f imagined left hand vs. foot, 
subjects b and g imagined left hand and right hand. Details of experimental setup 
can be found on [8]. We used the downsampled version; 100 Hz, with 59 electrode 
channels. 

We trained CSP and LDA on well-tuned window trials to continuously classify 
the continuous EEG data. Typically, signals are recorded between 0-4 seconds after 
the stimulus. But we adjusted the interval and starting time of each trial in order to 
achieve better performance. Relax trials that use to train a model are short idle peri-
ods between 2 consecutive motor imaginary periods. Starting relax trial was de-
layed after stop imagery for 1 second, to avoid responsive delay of subjects on 
stopping their imagination. Evaluation is based on classification result of each time 
sample. 

4.2   BCI Competition III, Dataset IVa 

This dataset was provided by Blankertz et al. [10]. Five healthy subjects, which con-
sist of aa, al, av, aw, and ay. We have to discriminate between right hand and foot 
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movement imageries. Details of experimental setup can be found on [10]. We used 
the downsampled version; 100 Hz, with 118 electrode channels. 

For the given data, each subject has different number of training set and test set, we 
used first session as training set, and the remaining 3 sessions (thus, there are totally 4 
sessions) were used as test set. This dataset was treated as single trial EEG for analy-
sis. Trials were classified into motor imaginary of right hand vs. foot. Evaluation is 
based on classification result of each trial. 

5   Experimental Results 

This section showed results of our both selection approaches and the results of CSP 
using different values of m. The selection results of BCI Competition IV; dataset 1, 
can be seen on table 1, and BCI competition III; dataset IVa, can be seen on table 2. 

Table 1.  Selection results for value of m, testing on BCI Competition IV dataset1. There are 3 
pairs of classes: task1, task2 and relax. 

Subject Frequency and 
Time window 

Between Auto selection m Semi-auto 
selection m 

Task 1 vs. Task 2 2 2 
Task 1 vs. Relax 3 3 a 

7-28 Hz, 
0.75-4.5 s 

Task 2 vs. Relax 24 24 
Task 1 vs. Task 2 1 1 
Task 1 vs. Relax 3 3 b 

11-14 Hz, 
0.5-4.75 s 

Task 2 vs. Relax 1 1 
Task 1 vs. Task 2 2 3 
Task 1 vs. Relax 3 4 f 

7-26 Hz, 
0.5-4.25 s 

Task 2 vs. Relax 3 4 
Task 1 vs. Task 2 3 3 
Task 1 vs. Relax 6 6 g 

7-26 Hz 
0.5-4 s 

Task 2 vs. Relax 6 10 

Table 2. Selection results for value of m, testing on BCI Competition III dataset IVa 

Subject Frequency, Time window Auto selection m Semi-auto selection m 
aa 11-16 Hz, 0.5-3.5 s 7 9 
al 11-26 Hz, 0.75-4 s 1 4 
av 9-25 Hz, 0.75-3.5 s 7 7 
aw 10-24 Hz, 0.75-3.75 s 1 3 
ay 8-27 Hz, 0.25-3.5 s 2 2 

 
Figures 2 and 3 showed the plots of accuracy against the value of m obtained from 

for the first and second datasets respectively. 
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Fig. 2. Plotted results of the accuracy against m for each subject, testing on BCI competition 
IV; dataset 1. Here, y-axis is accuracy (%) and x-axis is m. Acc T1 is the percentage of cor-
rectly classifying Task 1. Acc T2 and Acc R are defined similarly. Dashed line represents the 
selected m using automatic approach, while dashed-dotted line represents the selected m using 
semi-automatic approach. If both approaches agrees on m, only one dashed line is shown. Each 
column shows results of the classification between a pair of tasks. 
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Fig. 3.  Plotted results of accuracy against m for each subject, testing on BCI competition III; 
dataset IVa. Acc T1 is the percentage of correctly classifying Task 1. Acc T2 is defined simi-
larly. Dashed line represents the selected m using automatic approach, while dashed-dotted line 
represents the selected m using semi-automatic approach. If both approaches agree on m, only 
one dashed line is used for representation. 

6   Discussion 

For dataset from BCI competition IV; dataset 1, subject a showed that both of our 
selection approaches gave the same values of m. Two out of three of binary classifica-
tions, Task1 vs. Task2 and Task1 vs. Relax, showed validity of our approaches. For 
the Task2 vs. Relax, CSP fails to provide suitable features. Regardless of the value of 
m, either one of two classes was classified with accuracy below a pure chance (50%). 
For subject b, our both selection approaches also gave the same values for all pairs, 
and the results are satisfied. The given parameters gave the overall accuracy on posi-
tion that beginning to stop increasing when m is increased. For subject f, on Task1 vs. 
Task2, the automatic approach output m = 2. This value yields a high overall accuracy 
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which begins to stop increasing. It is interesting that with semi-automatic approach, 
accuracy is slightly better. This was also the same for Task1 vs. Relax. For Task2 vs. 
Relax, m from semi-automatic approach gave the classification more stable in both 
classes than the lower m as automatic gave (As we can see that classification of Task2 
is slightly better, and it is the point that begins to stop increasing). Subject g, Task1 
vs. Task2 showed successfully on our both selection approaches with same parameter 
given as m = 3. The result is fine on Task1 vs. Relax. And for Task2 vs. Relax, auto-
matic approach gave the optimum value (m = 6), that classification of all aspect is 
stable, with the best overall accuracy. 

For dataset from BCI competition III; dataset IVa, subject aa showed that semi-
automatic selection provided the optimal value of m. While subject al was best at m = 
1 which is the value given by the automatic approach. From the graph result of sub-
ject av, showed this subject is not a suitable user for using BCI application. As we can 
see from the values around 3 to 11, those showed failure of classifier that failed for 
discriminate Task 2, and overall accuracy is around 60% for all m values. Subject aw 
worked well with our both selection approaches. And for last subject, subject ay, our 
both selection approaches give the optimum for overall accuracy.  

7   Conclusion 

Automatic selection and semi-automatic selection of prominent spatial filters of CSP 
based on value of m provide an alternative method for BCI application when CSP is 
used as a feature extraction tool. Automatic approach has advantage that the whole 
process can be done by computer program without human intervention. However, in 
some cases, it may not be the one that gives the highest accuracy. Semi-automatic 
approach can alleviate from this drawback. Human can better interpret the relativity 
between r2 values of each spatial filter and may select a better choice of m. However, 
the selection can be subjective. The disadvantage of semi-automatic is of courses the 
needs human to manually analyze the dropping rate, which may require some experi-
ence person to analyze them effectively. Analyzing of dropping rate may be hard to 
determine by computer due to unpredictability on speed of dropping values for each 
subject, and each pair of 2 classes. In our opinion, semi-automatic can be converted to 
full automatic, if an efficient algorithm on analyzing of dropping rate was designed.  
 
Acknowledgments. We would like to thank Benjamin Blankertz, Guido Dornhege, 
Matthias Krauledat, Klaus-Robert Müller, and Gabriel Curio for providing their data-
sets in our analysis. 
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Abstract. Collective intelligence derives from the connection and the interac-
tion of multiple, distributed, independent intelligent units via a network, such 
as, typically, a digital data network. As collective intelligences are effectively 
making their way into reality in consequence of ubiquitous digital communica-
tion, the opportunity and the challenge arise of extending their basic  
architecture in order to support higher thought-processes analogous to those 
characterizing human intelligences. We address here specifically the process of 
conceptual abstraction, namely the discovery of new concepts and ideas, and, to 
this purpose, we introduce the general functional notion of cognitive prosthesis 
supporting the implementation of a given thought-process in a collective intelli-
gence. Since there exists a direct relationship between concept discovery and 
innovation in human intelligences, we point out how analogous innovation ca-
pabilities can now be supported for collective intelligences, with direct applica-
tions to Web-based innovation  of products and services. 

1   Introduction 

The age of digital networking has turned into a real option the possibility  of a collec-
tive intelligence [12], namely the coordinated activities of independent intelligent 
units into the activity of a larger intelligence, which finds its antecedents in a variety 
of contributions from visionary thinkers across human history, starting from Plato’s 
panpsichic awareness to Bergson’s and Deleuze’s multiplicities and Verdnasky and  
Teilhard de Chardin’s noosphere. Indeed, why then are computers and computer net-
works, such as Internet in primis, so crucial in order to give reality to an  idea that, in 
various formats, has always been around? Precisely because they make it real by 
embodying it into an extremely efficient bio-digital machine, capable of connecting 
together multiple sources of intelligence through real-time interactions and of storing 
the results of such interactions in a long term memory. As long as this machinery was 
unavailable collective intelligence could not emerge as a new form of life. 

Thus, the coming of age of collective intelligences can be viewed as an evolution-
ary milestone comparable, and to some extent analogous, to the appearance, roughly 
2.5 billions of years ago, of modern eukaryotic cells, as found in most of the living 
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forms that are today inhabiting the earth,  and as derived from ancient bacteria being 
engulfed by pre-eukaryotes through a form of endosymbiotic cooperation. Just as 
what is happening today, the availability of the appropriate biological infrastructure 
made possible, to our bacterial ancestors, a fundamental evolutionary leap, as it had 
not happened since the inception of life on Earth another billion years before and as 
may happen again today. 

Our general approach is the implementation of specialized software layers   as kind 
of cognitive prostheses for the strong integration of distributed intelligence units in 
the performance of specific cognitive functions.   In the millions years of  history of 
the human brain, the same role is played by specialized regions supervising higher 
thought-processes. In that context, cognitive prostheses have been recently proposed 
and engineered by bio-medical researchers (see for instance [5]) as a way of restoring 
cognitive functions whose supervising regions have been damaged (as through the 
effect of anoxia ) or have decayed (as in the case of Alzheimer disease).  In the case 
of collective intelligence, our aim is to use them to implement higher thought-
functions directly, thus supplementing  through technology what nature has accom-
plished in the case of human intelligence.  

Our specific target  here pertains the activity of conceptual abstraction. Said in a 
more direct way, we want to support the processes of thought that get done whenever 
we utter, verbally or mentally, “I’ve got an idea!” or, to borrow the words of an an-
cient and most illustrious thinker and innovator, “Eureka!”. Abstraction can then 
trigger innovation. Whenever this happens, something really new takes place, by 
combining the new idea with existing knowledge and skills, and thus bringing it back 
from the realm of abstraction into the real world where new things are created  that 
correspond to instances of the ideas. These can range, depending on the extent, the 
nature and the quality of the novelty, from new tricks to make ends meet and new 
ways to become wealthy by, say, manufacturing a type of ice-cream appealing to the 
population living north of the artic circle, to revolutionary outbreaks and timeless 
works of art. Of course, for this to happen, we  do not need just new ideas but also 
good new ideas, but the point here is that ideas, once generated, immediately undergo 
the process of natural selection and only the good ones make it back to the world by 
being instantiated into something that did not exist before. Now, it is a fact that ideas 
are generated not just by individuals but also by communities, which are themselves a 
fundamental ingredient of collective intelligences. The ideation capabilities of com-
munities within corporate organizations have been widely studied, among others, by 
Nonaka and Takeuchi  in their book The Knowledge Creating Company [14] where 
they introduce an interesting construction called the “Knowledge Spiral” that relates 
the emergence of new ideas  (“Knowledge Externalization” in their terminology) with 
innovation. The Knowledge Spiral, illustrated in Figure 1, is composed of the follow-
ing four phases linked together in a continuous cycle:  

 
--Internalization, during which ideas that have been accepted as innovative get 
learned by people in the community that will use them to produce new artifacts, pro-
vide new services etc.;  
--Socialization, during which the community develops a common understanding of 
the ideas thus internalized; 
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--Externalization, the crucial phase during which altogether new ideas emerge from 
the community;  
--Combination, when new ideas are combined with older and established ones for 
innovation purposes.  
 

On the other hand, while it is easy to identify a set of well-established technologies to 
support Internalization, Socialization and Combination of knowledge, including e-
mail, corporate portals and groupware, so far nothing has been identified for Exter-
nalization. Generally speaking the attitude has been that we may hope that it will 
happen, and that the right kind of corporate culture and innovation will be responsible 
for creating favorable conditions for it. We want to show here that  this does not have 
to be the case. In fact, without performing any kind of magic, our cognitive prosthesis 
will recognize ideas once they  are likely to have been already produced in different 
parts of the community that underlies the collective intelligence itself. Indeed, in a 
collective intelligence new ideas are produced all the time, and they are immediately 
internalized by being freely exchanged. Once we identify strong internalization and 
socialization points that do not correspond to any so far known idea, then we have 
found new ideas that need to be accounted for. Before showing how this can be done 
we need, however, to extend the definition of community from its commonly under-
stood meaning, and relate it directly to the collective intelligence par excellence, 
namely the Web. Furthermore, we need to define a minimal architecture for collective 
intelligences, where abstraction capabilities for representing ideas are made available. 
 
 

 
 

Fig. 1. The knowledge spiral 

2   A Minimal Architecture for Collective Intelligences 

At the basis of our minimal architecture there are ontologies and communities. 
Ontologies have since a long time provided a powerful tool to organize knowledge. 
At a philosophical level, ontology  is the most fundamental branch of metaphisics. 



 Boosting Concept Discovery in Collective Intelligences 217 

It studies being  or existence and its basic categories and relationships, to determine 
what entities and what type of entities exist. At the more specific level of knowl-
edge representation and knowledge management, ontologies identify ideas as con-
cepts applied to specific domains and organized as graphs via relationship links. A 
typical example of an ontology as shown in Figure 2 is given by an automotive 
ontology, organizing concepts used by enterprises operating in the automotive  
industry. 
 

 
Fig. 2. An automotive ontology 

Our view both of ontologies and of communities is information-driven: they are 
identified with the information they contain, either because they produce it (in the 
case of communities) or because they categorize it (in the case of ontologies). Fur-
thermore, both communities and ontologies can be represented as networks (di-
rected graphs). This common formal representation makes it easy to model the in-
teraction between the two levels. Indeed, as a very important caveat, it should be 
made clear that the notion of community that we adopt here not only assumes net-
works as a form of representation, but is itself a specialization of the notion of net-
work. In fact, we adhere to the view, coming from the tradition of network theory, 
that a community can be defined in topological terms as a region of a dynamic  
network where links are denser than in the surrounding regions. In other words, 
communities are directly identified with highly interconnected regions of dynamic 
networks, as shown in Figure 3. This allows us to model as communities social 
networks whose nodes map directly into human individuals, such as family clans, 
but also digital communities where the role of humans is crucial but indirect, in that 
the primary community members are Web sites pointing one to the other. As we 
shall discuss later on, the most immediate applications for our cognitive prosthesis 
supporting abstraction capabilities in collective intelligences are indeed in the do-
main of this kind of Web communities. 
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Fig. 3. Communities (Highly interconnected regions) within a network 
 

Thus, we are ready to introduce our minimal architecture for collective intelligen-
ces, which defines structures given by just two layers, as illustrated in Figure 4:  

- an “object” level with network of nodes that cluster into communities content and 
information;  
- a “meta-level” where content and information is abstracted into ontologies and ab-
straction can be viewed also in terms of the symmetric relationship of classifica-
tion/categorization, with concepts classifying the content they are abstractions of. 

3   A Cognitive Prosthesis for Concept Discovery 

The fundamental function that our cognitive prosthesis must supply is supporting 
abstraction into ideas. In other words, it must support concept discovery. Thus, our 
cognitive prosthesis will act as a  hardwired “knowledge spiral” that supervises the 
interaction between the two layers in the minimal architecture of collective intelligen-
ces and makes possible to up-raise the process of information creation at the object 
level into a process of knowledge creation at the meta-level through the introduction  
of emergent concepts into existing ontologies. Intuitively, the process that we apply is 
an interleaving of content-based classification together with graph-based detection of 
communities, where we assume that the existing nodes in the ontology classify corre-
sponding community regions 
 

− if the graph covered by the classification is part of still un-covered adjacent 
community graphs then we add corresponding nodes to the ontology, thus 
putting in action the learning capability to abstract from the new content 
which has just been acquired; 

− we then proceed to classify again on the basis of the extended ontology. 
 
Obviously, we also assume that the topology of the community structures is dynamic, 
and thus subject to continuous reconfiguration, since the participants in the collective  
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Fig. 4. A collective intelligence built  up from a community layer 

intelligence are constantly creating new information, and are connecting up with new 
nodes thus creating new communities. 

In our model, we call domain ontology a directed graph G = (C, R) where nodes are 
concepts and arches are binary relations.  A classifier is a tuple (TS, L, A, ϕ) such that: 

 

• TS is a training set of past cases   
• L is a set of labels   
• A is a set  of actual cases  
• ϕ:A→L is a classification function. 
 

Let l be a label in L. We call seed relative to c the set ϕ-1(c). Intuitively, in a Web con-
text the seed relative to the concept c is the set of URL’s that are definitely about c. 

Given a domain ontology  O = (C, R), we perform community trawling  upon ϕ-1 

(c) for each c in C. Community trawling is a process that, starting from a graph G, 
finds all communities imbedded in the vicinity of G. See for example [11].  By doing 
so, for each concept c∈C, we obtain a set of graphs C(c) that represents a bundle of 
Web communities pertaining to c.   
 
Example 
Let{www.autopartsfair.com,www.griffinrad.com,www.radiator.com,www.carpartswh
olesale.com} be the set of URLs of the example in Figure 2. We now apply the algo-
rithm described in [11] to detect the Web communities subsumed by this set. The 
Web community associated with the concept “Radiator” is individuated by the follow-
ing sites: 
 

www.autoguide.net 
www.autopartsfair.com 
www.carpartswholesale.com 
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www.allworldautomotive.com 
www.btztradeshows.com 
 

By doing so, we attach ϕ-1(Radiators) to ontology O and we get a new graph as in 
Figure 6. In [1,2] the graph-theoretic properties of such structures is discussed, show-
ing that they are scale-free networks as characterized  in [3,4,5]. 

We are now in condition to identify ontology concepts with the communities origi-
nated by classification. We start with the definition of community . A graph G is an 
ordered pair (V,E) where V is a finite set  whose elements are called  nodes and E is a 
binary relation on V. An element of E is called  edge.  A  subgraph W of  G is a pair 
(V’,E’) where V’ is a subset of V’ and E’  is  a subset of  E. 

 
Definition 1. Let G be a graph.  A weak community in G is a subgraph W of G such 
that the number of edges internal to W is greater than the umber of edges external  
to W. 
 
Definition 2. Let G be a graph. A strong community in G is a subgraph W of G such 
that, for any node  in W, the number of edges internal to W is greater than the number 
of edges external to W. 
 
Of course, strong communities are also weak communities.  Now we define the con-
cept of smallest community generated by a graph.  
 
Definition 3.  Let W be a subgraph of G. The smallest strong (weak) community gen-
erated by G is a subgraph  C(W) of G such that  

i) C(W) is a strong (weak) community 
          ii) C(W) ⊇ W 
          iii) If  C’ is a community and C’ ⊇ W then C’ ⊇  C(W) 

The construction of C(W) is straightforward and is given by the following algorithm 

1. Input a graph W=(V’,E’) of the graph G=(V,E) 
2. for any node ν∈V’ 
3.    if   the number of internal arches of n  is   greater than the 

number of its external arches  
     begin 

        Eυ = {(ν,a) | a ∈V} 
    Vν = {a∈V | (ν,a) is external to W } 
    V= V∪ Vν    , R = R  ∪ Rν  

    Go to 2 
    end if 

 
When the algorithm stops, the graph  W  will become C(W).  C(W) is also called the 
community generated by W. 
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Fig. 5. Merging ontologies with communities 

 
Definition 4. Let S be a seed and IK(S) be a community generated by S. We call dy-
namic seed generated by S the set of positive answers given by a classifier trained 
with S. We indicate this set with Cl(IK(S))). 
 
Definition 5. Let S be seed and let Cl(IK(S))) be the dynamic seed generated by S. 
We call dynamic concept generated by S, and we indicate it with Dyn(S), the web 
community  dynamically generated by Cl(IK(S))). Formally: 

 
                                                Dyn(S) = Kl(Cl(IK(S)))).                                         (1) 
 

Whenever there is an evolution in the connectivity of IK(S), two new seeds S’ and S’’ 
are generated by S.  By classifying IK(S’) and IK(S’’) with S’ and S’’ as training sets, 
we get two new concepts c’ and c’’, respectively.  
 
Example 2 : Asbestos Removal meets Photovoltaic Roofs 
We simply illustrate the procedure above by applying it to a specific case related to a 
collective intelligence rooted in  social networks focused on environmental issues. 
The process is graphically described in Figure 6. 
 
Let us assume that our collective intelligence contains  a concept corresponding to 
“Asbestos Removal”  pointing to a  specific community of Web sites. As is well-
known, many buildings contain asbestos, which was used in spray-applied flame-
retardant, thermal system insulation, and in a variety of other materials. Roofs of 

transmission 

engine 

radiator 

steering 
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industrial buildings are typical places where asbestos found widespread application, 
since the invention of the mixture of cement and asbestos known as Eternit at the 
beginning of the last century. When in the second half of the century it became clear 
that asbestos can be very noxious to the human health, it became relevant to remove it 
from buildings containing it.  

Now let us suppose that later on this community evolves by merging with another 
community for which the concept “Asbestos Removal” cannot by itself (on the basis 
of its training) classify properly. By our procedure, this automatically identifies a  
self-trained concept which we baptize (based on our own internalization of this com-
munity) “PV Integration”, referring to the integration of photovoltaic modules in 
buildings so as to make them capable to produce, from the solar light, electricity to be 
consumed by the residential units in the buildings. For obvious reasons of exposure to 
light, roofs are indeed the most natural candidates for such an integration. We then 
add a super-concept which can be viewed as an abstraction of the merging of the two 
communities, and can be properly named “Asbestos Removal and PV-Integration”, 
meaning that whenever we remove asbestos from a roof, we can as well kill two pi-
geons with one stone by replacing the asbestos parts with PV modules so as to make 
the building not only environmentally safe but also “clean and green” from the stand-
point of energy production. The emergence of this concept is indeed at the basis of the 
integration, as is currently taking place, between the asbestos removal industry an the 
engineering of roof-based PV power plants. 

The method for the discovery of  Web communities is based upon the following re-
sult due to Ford and Fulkerson ([8]). We call s-t graph a structure of the form 
(V,E,s,t). 

 
Theorem 1. Let G = (V,E,s,t) be an s-t graph. Then the maximum flow is equal to the 
minimum s-t cut. 
A minimum cut is a cut which minimizes the total capacities of the cut edges and the 
following theorem, due to Ford and Fulkerson,  states that the maximum graph flow 
equals to the value of a minimum cut. 

 
Theorem 2. Let G=(V,E) be a graph. Then a community C can be identified by calcu-
lating the s-t minimum cut with s and t being used as the source and sink respectively.   

 
We then have the following algorithm of community extraction found by Flakes, 
Lawrence and Gilles.([7]).  Suppose T = V\S for a subset S ⊆ V. If s ∈S, t ∈ T then the 
edge set {(u,v) ∈E | u∈S, v∈T } is called a s-t cut (or cut) on a graph G, and an edge 
included in the cut set is called a cut edge. 

 

The procedure is as follows:  
 

1. S is a set of seed nodes and  G = (V,E) is a subgraph of the Web graph crawled 
within a certain depth from the nodes in S, i.e. certain in/out links away from the 
nodes in S. The subgraph G is called vicinity graph.  

2. Suppose that any edge e ∈E is undirected with edge capacity c(e) =|S|.  
3. Add a virtual source node s to V with the edge connecting to all nodes in S with 

edge capacity = ∞ and finally add a virtual sink node t to V with the edges connected 
from all the nodes  in V-{S  ∪ {s} ∪{ t}} with the edge capacity = 1.  

4. Then perform the s-t maximum flow algorithm for G. 
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Fig. 6. Knowledge creation at work 

4   Conclusions  

We have formally defined the functioning of a cognitive prosthesis to boost concept 
discovery in collective intelligences, with the objective to transfer at the collective 
level the human capability to innovate.  We are currently experimenting our approach 
in the perspective of meeting the marketing needs of  corporations in  the age of Web 
2.0 and of empowered customer and user groups, as described in [13], and of support-
ing user-driven product innovation [9,10]. 

We conclude by replying to an obvious question: how does this fit with the Seman-
tic Web project http://www.w3.org/2001/sw/,  that, since its inception at the very 
beginning of the new millenium, aims at making the Web fully “understandable” by 
software agents through the annotation of Web content with ontologies?  

By and large we view the Semantic Web as fitting with our vision and objectives, 
and we believe that its full realization will lead to the creation of a federation of ad-
vanced collective intelligences effectively marking the threshold for the Collective 
Intelligence era. We are proposing, however, an alternative to its current methods, 
which amount essentially to involving communities in the manual creation of meta-
content in  the form of ontologies and concept taxonomies. By contrast, we view 
communities as much better fitted at producing content rather than meta-content: this 
is the primeval impulse of human creativity that gets naturally boosted and multiplied 
through digital connectivity, as demonstrated by the explosive growth of Web 2.0 ⎯ 
namely the Web of blogs, social networks and personal spaces. 

By providing a way to automatically co-evolve communities and ontologies, our 
framework can be exploited to automate the creation of a “meta-web” where the bur-
den of semantic annotations is taken away from the users communities, and newly 
inserted concepts effectively correspond to genuine innovation, as captured and  
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abstracted away through the cognitive capability of concept discovery directly sup-
ported by the collective intelligence itself. 
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Abstract. The paper presents a method of heart ventricle segmenta-
tion. The proposed approach tries to imitate a human process of top-
down localisation of proper contour by subsequent detection of a whole
heart, interventricular septum and, finally, left and right ventricle. As
a tool of cotour detection adaptive potential active contours (APAC)
are used. They allow both to describe smooth, medical shapes and, like
the other active contour techniques, make it possible to use any expert
knowledge in energy function. Finally, the paper discusses the obtained
results.

1 Introduction

Image segmentation is a crucial element of every system where imitation of hu-
man image recognition process is necessary. There exist numerous methods of
low-level segmentation such as thresholding, edge-based methods, region-based
methods, etc ([1,2,3]). Most of them, however, possess limitations when more
complicated images (e.g. medical images) are considered. Those limitations are
a result of fact that proper segmentation in such cases is possible only if addi-
tional, high-level expert knowledge is considered. In this paper this knowledge
is used in three-phase top-down process of left and righ heart ventricle segmen-
tation. As a tool, which does not possess limitations mentioned above, adaptive
potential active contours ([4,5]) are used. They, simirarly to other active con-
tour techniques ([6,7,8]), allow to incoporate any expert knowledge in the energy
function.

The paper is organized as follows: in section 2 the considered problem is
presented, section 3 describes proposed three-phase approach to heart ventricle
segmentation, section 4 is devoted to discussion and presentation of obtained
results, whereas the last section focuses on the summary of the proposed ap-
proach.

2 Problem

Obstruction of pulmonary arteries by the emboli is one of the most frequent
cause of death among the population in the most developed societies. In recent

N. Zhong et al. (Eds.): BI 2009, LNAI 5819, pp. 225–235, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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a) b) c)

Fig. 1. Sample heart image: (a) - sample slice, (b) - masks of right ventricle obtained
from contours drawn by an expert (Mri,in - white, Mri,ou - black), (c) - masks of left
ventricle obtained from contours drawn by an expert (M le,in - white, M le,ou - black)

decades the development of computed tomography (CT) allowed to introduce
new diagnostic methods of pulmonary embolism. Some of them were mentioned
in [4]. This paper focuses on a method for the right ventricle systolic pressure
assessment linked with shifts in interventricular septum curvature that requires
drawing of endocardial and epicardial contours. Currently they are drawn manu-
ally, which is time-consuming as well as prone to errors due to technical mistakes
and tiredness (Fig. 1). The aim of this work is to automate this process.

The analysed image data are obtained using ECG-gated computed tomogra-
phy scanner in a standard chest protocol after intravenous injection of contrast
media. Next, heart cycle is reconstructed in 10 phases and two chamber short
axis view is generated leading to 4D image sequence, i.e. the set of 2D images
for each reconstructed slice and for each phase of heart cycle.

3 Proposed Approach

The proposed method tries automatically to imitate the top-down process of
right and left heart ventricle contour localization. This process is divided into
three phases, i.e. preprocessing, segmentation and improvement phase that are
described below. It uses adaptive potential active contours (APAC) presented in
[4,5] with different formulation of energy function in each phase. The choice of
potential active contour approach resulted from specific properties of potential
contour model that, in a natural way, allows to describe smooth, medical shapes.
Other traditional active contour techniques such as snakes or geometric active
contours require special steps, e.g. definition of additional smoothing internal
energy components, in order to achieve similiar results. It should be emphasized
that the presented approach is currently not fully automatic because the expert
must choose, for each 4D image sequence, a proper threshold that allows to
distinguish in the images those areas that represent blood with injected contrast
from the rest of the image (Fig. 2a). This requirement, however, in comparison
with manual contour drawing is not a difficult task. Nevertheless, there are
also conducted works that aim at solving that problem. Below the following
denotations are used:

– I - set of all pixels in the image;
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a) b)

c) d)

Fig. 2. Preprocessing phase: (a) - image after thresholding, (b) - potential contour of
both ventricles (scaled down image after thresholding with weak distance potential
filter), (c) - interventricular septum line (scaled down image after thresholding with
weak distance potential filter) (d) - interventricular septum (original image)

– Cin, Cou - set of pixels in the image that lay inside and outside the current
contour, respectively;

– Lri, Lle - set of pixels in the image that lay on the right and left side of the
current line separating ventricels, respectively;

– M ri,in, M ri,ou - set of pixels in the image that lay inside and outside the
right ventricle mask drawn by an expert, respectively;

– M le,in, M le,ou - set of pixels in the image that lay inside and outside the left
ventricle mask drawn by an expert, respectively;

– T in
k , T ou

k - set of pixels in the image that lay inside the rectangle drawn
around the k-th contour point and lay inside and outside the current contour,
respectively.

– n - function that value represents the number of pixels in a given set;
– D - function that value represents the intensity at the given point of a

processed image (the values are in range [0, 1]) and which definition differs
between phases;

3.1 Preprocessing Phase

The first element of the proposed top-down detection process is localisation of
both heart ventricles. In this phase potential active contours are used. At this
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a) b)

c) d)

Fig. 3. Segmentation phase: (a) - potential contour of left and right ventricle (scaled down
image after thresholding with weak distance potential filter), potential contour of left and
right ventricle (original image), (c) - potential contour of right ventricle and expert mask
(Mri,in - white), (d) - potential contour of left ventricle and expert mask (M le,in - white)

Fig. 4. Precision and recall measures of left and right ventricle contours for 80 slices
of the same heart
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a) b) c)

Fig. 5. Improvement energy component, rectangles represent 4 sample areas where
local avarage pixel intensity inside and outside the contour was considered: (a) - slice
below current segmented image, (b) - current segmented image, (c) - slice above current
segmented image

stage energy function focuses on two aspects of the contour that is sought: it
should be relatively small and should contain inside all the pixels representing
blood with injected contrast (pixels with intensity above the given threshold)
(Fig. 2a). Consequently, energy has the bigger value the larger contour is and
the more pixels above threshold stay outside the contour:

Epre =
n(Cin)
n(I)

+ 4
∑

x∈Cou D(x)
n(Cou)

(1)

Here D is a strongly scaled down image after thresholding with weak distance po-
tential filter applied (Fig. 2b, Fig. 2c). The weights of the energy components are
chosen experimentally. Scaling down of the image reduces time of computations
and distance potential filter causes better contour behaviour during evolution
(there is no problem with locally constant character of objective function).

Detection of both ventricles allows to localize approximatelly interventricular
septum because it should lay inside that contour and should have significantly
lower intensity than pixels representing blood with contrast. In the presented
approach septum is represented by a line separating left and right ventricle.
This line is found using brute force search algorithm that tests each line starting
at the top edge of the image and ends at its bottom edge. This line is accepted
that has the longest part inside the prevoisuly found contour and has, at that
part, the maximum amount of points below the given threshold (Fig. 2d). In
fact, the search of this line can also be considered as an another active contour
algorithm where evolution method evaluates every possible contour to find the
optimal one.

3.2 Segmentation Phase

Having found the line representing interventricular septum, it is possible to find
a left and right ventricle using the similar approach described in preprocessing
phase. Here also the potential active contour can be of use. In order to find the
ventricle energy function one has to take into consideration three aspectes of the
sought contour: it should be relatively small, it shold lay on the proper side of
the septum line and it should contain inside all the pixels representing blood
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a) b)

c) d)

Fig. 6. Improvement phase: (a) - potential contour of left and right ventricle (scaled
down image after thresholding with weak distance potential filter), potential contour
of left and right ventricle (original image), (c) - potential contour of right ventricle and
expert mask (Mri,in - white), (d) - potential contour of left ventricle and expert mask
(M le,in - white)

with injected contrast that lay on the proper side of the septum line. To put it
differently, for the right ventricle energy has the bigger value the larger contour
is, the more pixels stays at the right side of the septum line and the more pixels
above threshold stay outside the contour at the right side of that line:

Eseg,ri = 2
n(Cin)
n(I)

+
n(Lri)
n(I)

+ 4
∑

x∈Cou∩Lle D(x)
n(Cou ∩ Lle)

(2)

Similarily, for the left ventricle energy has the bigger value the larger contour
is, the more pixels stays at the left side of the septum line and the more pixels
above threshold stay outside the contour at the left side of that line:

Eseg,le = 2
n(Cin)
n(I)

+
n(Lle)
n(I)

+ 4
∑

x∈Cou∩Lri D(x)
n(Cou ∩ Lri)

(3)

Here D is a slightly scaled down image after thresholding with weak distance
potential filter applied (Fig. 3a). The weights of the energy components are
chosen experimentally.



Segmentation of Heart Image Sequences Based on Human Way 231

3.3 Improvement Phase

The segmentation phase gives quite well results but is designed only to find
just approximate localization of both ventricles. It does not take into considera-
tion any additional expert knowledge that should be considered (more detailed
description of that need will be discussed further). In this work a sample im-
provement is used which shoud imitate the behaviour of expert that manually
draws the contours. As it was mentioned earlier, 2D images are the result of
reconstruction, which aims at creating two chamber short axis view. Thus, the
pixel intensities of the obtained slices are averaged. That is why during image
examination, in order to find a proper contour, an expert must look not only
at the currently segmented slice bu also at the slices above and below. This is
imitated using the following energy forumulation for the right ventricle:

Eimp,ri =
∑

x∈Cou∩Lle D(x)
n(Cou ∩ Lle)

+ Oimp,ri (4)

and for left ventricle:

Eimp,le =
∑

x∈Cou∩Lri D(x)
n(Cou ∩ Lri)

+ Oimp,le (5)

Here D is a slightly scaled down image after thresholding with a strong distance
potential filter applied (Fig. 6a). The weights of the energy components (equal
to 1) are chosen experimentally.

The first component of the above equations ensures that all the pixels repre-
senting blood with injected contrast that lay on the proper side of the septum
line are inside the contour. The second component (identical for both ventricles
which need not to be a rule) is used to make the contour, in the given K points
equally distributed along the contour, to lay there where local differences be-
tween avarage pixel intensities (from the current slice and the slices above and
below) outside and inside the contour are the biggest:

Oimp,ri = Oimp,le =
1
K

K∑
k=1

(1 − uk) (6)

where

uk =
{

tk if tk ≥ 0
0 if tk < 0 (7)

and

tk =

∑
x∈T in

k
D(x)

n(T in
k )

−
∑

x∈T ou
k

D(x))

n(T ou
k )

(8)

Here D is a an image obtained by avaraging (after thresholding) the pixels of
the current slice and of the slices that lay directly below and above the current
slice (Fig. 5).
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Fig. 7. Comparison of precision and recall measures of left ventricle contours in seg-
mentation and improvement phases for 10 slices of the same heart during 1 heart cycle

4 Discussion of the Results

The conducted exepriments revealed that a preprocessing phase is able to find
a proper septum line if only a proper theshold is chosen by an expert (Fig. 2c,
Fig. 2d). Also, the segmentation phase gives satisfactory results (Fig. 3) though
in this case an additional objective analysis should be performed to evaluate the
obtained contours (approximate septum line can be evaluated visually).

As shown in [9] contours can be treated as binary classifiers of pixels. As a
result, so as to evaluate them methods of classifier evaluation can be used. In this
paper precision P and recall R are used for this purpose. For the right ventricle
they can be expressed as:

P ri =
n(M ri,in ∩ Cin)

n(M ri,in ∩ Cin) + n(M ri,ou ∩ Cin)
(9)

Rri =
n(M ri,in ∩ Cin)

n(M ri,in ∩ Cin) + n(M ri,in ∩ Cou)
(10)

and for left ventricle as:

P le =
n(M le,in ∩ Cin)

n(M le,in ∩ Cin) + n(M le,ou ∩ Cin)
(11)
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Fig. 8. Comparison of precision and recall measures of right ventricle contours in seg-
mentation and improvement phases for 10 slices of the same heart during 1 heart cycle

Rle =
n(M le,in ∩ Cin)

n(M le,in ∩ Cin) + n(M le,in ∩ Cou)
(12)

Precision indicates how many pixels inside the current contour are in fact cor-
rectly classified and recall how many pixels that are expected to be classified are
in fact inside the contour. The more both of those measures at the same time
are closer to 1, the more perfect segmentation results are. Smaller values of pre-
cision mean that contour sticks out of the mask drawn by an expert and smaller
values of recall mean that mask sticks out of the contour. Those measures are
in general not well suited for segmentation problem because they consider only
a number of pixel (contour area) and not its structure (contour shape) but for
the purposes of this article they are sufficient.

The above measures were used to evaluate the segmentation phase results.
The results for 80 (8 slices and 10 phases of heart cycle) 2D images and both left
and right ventricle are presented in Fig. 4. For most of them the precision and
recall have simultaneously values above 0.8 which is a quite satisfying result.

The visual effect of segmentation phase for a sample slice is presented in Fig.
3. It seems to be quite well if the orginal image is considered (Fig. 3b). It is
quite well fitted to the image data but in comparison to the masks drawn by an
expert (Fig. 3c, Fig. 3d) it differs significantly. The reason of that is a fact that an
expert uses additional knowledge during segmentation. The improvement phase
described above focuses on one technical aspect of manual segmentation where
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the information from other slices is also taken into consideration. The initial
results after this phase are promising. The comparision of the contours obtained
for 10 (1 chosen slice and 10 phases of heart cycle) 2D images in segmentation and
improvement phase is presented in Fig. 7 and Fig. 8 (the reslut of segmentation
phase was the initial contour in the improvement phase and additional potential
sources were added to increase contour flexibility). A slight improvement can
be observed especially in recall value of the right ventricle. However, the visual
effect (Fig. 6c, Fig 6d) reveals that better improvement technique still should be
searched for. The reason behind it is a fact that only visual information (even
if additional slices are used) is considered and an expert possesses additional
medical knowledge that allows to draw a proper contour. It can be used in the
presented framework because any information can be used in energy function. For
example, one can consider the conscious expert knowledge (e.g. the relationship
between shapes of both ventricles such as information that the interventricular
septum should have a constant thickness) as well as some knowledge that is not
conscious or is hard to express directly using mathematical formula and that
can be obtained using machine learning techniques (e.g. neural network trained
to estimate the proper localization of the contour in the given slice taking into
account the image information from other slices). These aspects are under further
investigation.

5 Summary

In this paper three-phase approach for segmentation of left and right heart ven-
tricle was presented. The approach in question imitates the conscious top-down
human process of segmentation using adaptive potential active contour (APAC)
technique. The obtained results reveal that proposed methodology is well suited
to the described problem. The preprocessing and segmentation phases allow to
achive very good approximate localization of heart ventricles. However, a precise
review of expert results requires additional semantical knowledge. The proposed
improvement phase uses only visual information and, thus, the the improvement
is only slight. It shows that in that phase other formulations of energy function,
especially those that are able to use unconscious or hard to express medical ex-
pert knowledge, should be used, which will be further investigated by the authors
of this work.
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