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Preface

This volume contains the papers selected for presentation at The 2009 Interna-
tional Conference on Active Media Technology (AMT 2009), jointly held with
The 2009 International Conference on Brain Informatics (BI 2009), at Beijing
University of Technology, China, on October 22–24, 2009. Organized by Web
Intelligence Consortium (WIC) and IEEE Computational Intelligence Society
Task Force on Brain Informatics (IEEE TF-BI), this conference marked the fifth
in the AMT series since its debut conference at Hong Kong Baptist University
in 2001 (followed by AMT 2004 in Chongqing, China; AMT 2005 in Kagawa,
Japan; and AMT 2006 in Brisbane, Australia).

Over the past years, Active Media Technology (AMT) and its applications
have engulfed our daily lives, enhancing connectivity and interactivity in ways
never before imaginable; todays examples include Facebook, Twitter, and Google
Latitude. At the same time, AMT applications have redefined how business is
being conducted by empowering consumer engagement and participation (e.g.,
ParkatmyHouse.com). Advertisers are tapping into social networks to create new
business opportunities (e.g., social media marketing). Intelligent electric grids are
enabling better energy-efficient distribution and storage, while fighting climate
change (e.g., ecotricity.com and eco-metering).

All these initiatives have once again confirmed our vision back in 2001 to
capture and document the evolution unfolding in our digital era. AMT 2009
continued to be a shared forum for researchers and practitioners from diverse
fields, such as computer science, information technology, artificial intelligence,
Web intelligence, cognitive science, conversational informatics, media engineer-
ing, economics, data mining, data and knowledge engineering, intelligent agent
technology, human-computer interaction, complex systems and systems science.
It offered new insights into the main research challenges and development of
AMT by revealing the interplay between the studies of human informatics and
the research of informatics on the Web/Internet, and mobile- and wireless-centric
intelligent information processing systems.

Here we would like to express our gratitude to all members of the Conference
Committee for their instrumental and unfailing support. AMT 2009 had a very
exciting program with a number of features, ranging from keynote talks, special
sessions, technical sessions, posters, workshops, and social programs. This would
not have been possible without the generous dedication of the Program Com-
mittee members and the external reviewers in reviewing the papers submitted to
AMT 2009, of our keynote speakers, John Anderson of Carnegie Mellon Univer-
sity, Jeffrey M. Bradshaw of Florida Institute for Human and Machine Cognition,
Frank van Harmelen of Vrije Universiteit Amsterdam, Lynne Reder of Carnegie
Mellon University, Zhongzhi Shi of the Chinese Academy of Sciences, and Zhi-
Hua Zhou of Nanjing University, and organizers (Chen Li and Toyoaki Nishida)
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and invited speakers in the special session on Conversational Informatics, and
the special session on Human-Web Interaction, in preparing and presenting their
very stimulating talks. We thank them for their strong support.

AMT 2009 could not have taken place without the great team effort of the
Local Organizing Committee and the support of the International WIC Insti-
tute, Beijing University of Technology. Our special thanks go to Boyuan Fan, Ze
Zhang, Zhenyang Lu, Pu Wang, and Jianwu Yang for their enormous efforts in
planning and arranging the logistics of the conference from registration/payment
handling, venue preparation, accommodation booking, to banquet/social pro-
gram organization. We would like to thank Shuai Huang, Jiajin Huang, Jian
Yang, and Juzhen Dong of the conference support team at the International
WIC Institute (WICI), the Knowledge Information Systems Laboratory, Mae-
bashi Institute of Technology, and Web Intelligence Laboratory, Inc. for their
dedication and hard work. We are very grateful to the AMT 2009 corporate
sponsors: Beijing University of Technology (BJUT), Beijing Municipal Lab of
Brain Informatics, the Chinese Society of Radiology, the National Natural Sci-
ence Foundation of China (NSFC), State Administration of Foreign Experts Af-
fairs, Shanghai Psytech Electronic Technology Co. Ltd, Shenzhen Hanix United,
Inc. (Beijing Branch), Beijing JinShangQi Net System Integration Co. Ltd, and
Springer Lecture Notes in Computer Science (LNCS/LNAI) for their generous
support. Last but not least, we thank Alfred Hofmann of Springer for his help
in coordinating the publication of this special volume in an emerging and inter-
disciplinary research area.

August 2009 Jiming Liu
Jinglong Wu

Yiyu Yao
Toyoaki Nishida
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Using Neural Imaging to Inform the Instruction
of Mathematics

John Anderson

Department of Psychology
Carnegie Mellon University, USA

ja+@cmu.edu

I will describe research using fMRI to track the learning of mathematics with a
computer-based algebra tutor. I will describe the methodological challenges in
studying such a complex task and how we use cognitive models in the ACT-R
architecture to interpret imaging data. I wll also describe how we can use the
imaging data to identify mental states as the student is engaged in algebraic
problems solving.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, p. 1, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Distributed Human-Machine Systems: Progress
and Prospects

Jeffrey M. Bradshaw

Florida Institute for Human and Machine Cognition, USA
jbradshaw@ihmc.us

Advances in neurophysiological and cognitive science research have fueled a surge
of research aimed at more effectively combining human and machine capabilities.
In this talk we will give and overview of progress and prospects for four current
thrusts of technology development resulting from this research: brain-machine
interfaces, robotic prostheses and orthotics, cognitive and sensory prostheses,
and software and robotic assistants. Following the overview, we will highlight
the unprecedented social ethics issues that arise in the design and deployment of
such technologies, and how they might be responsibly considered and addressed.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, p. 2, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Large Scale Reasoning on the Semantic Web:
What to Do When Success Is Becoming a

Problem

Frank van Harmelen

AI Department
Vrije Universiteit Amsterdam, The Netherland

Frank.van.Harmelen@cs.vu.nl

In recent years, the Semantic Web has seen rapid growth in size (many billions
of facts and rules are now available) and increasing adoption in many sectors
(government, publishing industry, media). This success has brought with it a
whole new set of problems: storage, querying and reasoning with billions of facts
and rules that are distributed across different locations. The Large Knowledge
Collider (LarKC) is providing an infrastructure to solve such problems. LarKC
exploits parallelisation, distribution and approximation to enable Semantic Web
reasoning at arbitrary scale. In this presentation we will describe the architec-
ture and implementation of the Large Knowledge Collider, we will give data on
its current performance, and we will describe a number of use-cases that are
deploying LarKC.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, p. 3, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



How Midazolam Can Help Us Understand
Human Memory: 3 Illustrations and a Proposal

for a New Methodology

Lynne Reder

Department of Psychology
Carnegie Mellon University, USA

reder@cmu.edu

Midazolam is a benzodiazepine commonly used as an anxiolytic in surgery. A
useful attribute of this drug is that it creates temporary, reversible, anterograde
amnesia. Studies involving healthy subjects given midazolam in one session and
saline in another, in a double-blind, cross-over design, provide insights into mem-
ory function. Several experiments will be described to illustrate the potential of
studying subjects with transient anterograde amnesia. This talk will also outline
how this drug can be used in combination with fMRI to provide more insights
about brain functioning than either method in isolation.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, p. 4, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Research on Brain-Like Computer

Zhongzhi Shi

Key Laboratory of Intelligent Information Processing
Institute of Computing Technology, Chinese Academy of Sciences

Beijing 100190, China
shizz@ics.ict.ac.cn

After more than 60 years of development, the operation speed of computer is
up to several hundred thousand billion (1014) times, but its intelligence level
is extremely low. Studying machine which combines high performance and the
people’s high intelligence together becomes the effective way with high capacity
and efficiency of exploring information processing. It will bring the important
impetus to economic and social sustainable development, promotion of the in-
formation industry and so on to make breakthrough in the research of brain-like
computer.

Mind is all mankind’s spiritual activities, including emotion, will, perception,
consciousness, representation, learning, memory, thinking, intuition, etc. Mind
model is for explaining what individuals operate in the cognitive process for
some thing in the real world. It is the internal sign or representation for external
realistic world. If the neural network is a hardware of the brain system, then
the mind model is the software of the brain system. The key idea in cognitive
computing is to set up the mind model of the brain system, and then building
brain-like computer in engineering through structure, dynamics, function and
behavioral reverse engineering of the brain. This talk will introduce the research
progress of brain-like computer, mainly containing intelligence science, mind
modesl, neural columns, architecture of brain-like computers.

Intelligence Science is an interdisciplinary subject which dedicates to joint
research on basic theory and technology of intelligence by brain science, cognitive
science, artificial intelligence and others. Brain science explores the essence of
brain, research on the principle and model of natural intelligence in molecular,
cell and behavior level. Cognitive science studies human mental activity, such as
perception, learning, memory, thinking, consciousness etc. In order to implement
machine intelligence, artificial intelligence attempts simulation, extension and
expansion of human intelligence using artificial methodology and technology.
Research scientists coming from above three disciplines work together to explore
new concept, new theory, new methodology. Intelligence science is a essential
way to reach the human-level intelligence and point out the basic priciples for
brain-like computer.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, p. 5, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



A Framework for Machine Learning with
Ambiguous Objects

Zhi-Hua Zhou

National Key Laboratory for Novel Software Technology
Nanjing University, Nanjing 210093, China

zhouzh@nju.edu.cn

Machine learning tries to improve the performance of the system automatically
by learning from experiences, e.g., objects or events given to the system as
training samples. Generally, each object is represented by an instance (or feature
vector) and is associated with a class label indicating the semantic meaning of
that object. For ambiguous objects which have multiple semantic meanings,
traditional machine learning frameworks may be less powerful. This talk will
introduce a new framework for machine learning with ambiguous objects.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, p. 6, 2009.
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Abstract. In recent years, computer-generated interactive virtual characters, 
called Embodied Conversational Agents (ECAs), are subjects of considerable 
ongoing research. Nevertheless, their conversational abilities are mediocre 
compared to real human behaviors. Among limitations, most of ECAs are inca-
pable of participating in natural conversations in which the number of partici-
pants can change dynamically. In the ongoing work we investigate principles of 
integrating a multi-user support in an ECA system. We present experiments and 
implementation approach of a prototype system in which a tour guide ECA in-
teracts with one or two users. The system combines different technologies to 
detect and address the system users and draw their attention. Experimental in-
teraction with the system produces encouraging results. The system can address 
the user’s appearance, departure, decreased level of interest and identify his 
conversational role. 

1   Introduction 

In recent years, computer-generated interactive virtual characters, called Embodied 
Conversation Agents (ECAs) [14], are subjects of considerable ongoing research. 
ECAs have potential to behave like humans, and thus an opportunity to achieve natu-
ralness in human-machine interaction. It has been proven that the presence of ECAs 
can improve a human’s engagement and significantly increase his positive perception 
of learning experiences [10].  

Nevertheless, conversational abilities of present-day ECAs are mediocre compared 
to real human behaviors. Among other limitations, most ECAs are incapable of par-
ticipating in natural conversations in which the number of participants can change 
dynamically. In the theory of multi-party human-agent communication there are sev-
eral bases which discuss multi-party dialogue issues and human’s nonverbal conver-
sational signals during interaction. Still, multi-user ECA systems are experimental 
and scarce. Nowadays technology is too immature to overcome challenges of bringing 
multi-party support to human-agent conversational systems; e.g. requirements to track 
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and update user state, detect and resolve their requests in real-time, handle complex 
conversations… 

In the ongoing work we investigate principles of integrating multi-user support in 
an ECA system. We present implementation approach of a prototype system in which 
a tour guide ECA interacts with one or two users. The system solves some of the 
multi-party dialogue issues presented in the next section. It can detect a user's arrival, 
departure, decreased level of interest and identify his conversational role. It can also 
recover from system failures, e.g. failure of speech recognition.  

The paper is organized as follows. First, we present related work and discuss key 
challenges and the conversation model. The system design and architecture are ex-
plained in the fourth section. We conclude the paper with a summary of future re-
search directions and brief discussion.  

2   Related Work 

In the theory of multi-party dialogue interaction between agents and humans, most of 
the work has been done by Traum [1] [9] [12]. For the purposes of the Mission Re-
hearsal Exercise (MRE) Project [12], Traum investigated multi-party dialogue issues 
and grouped them into three parts [9]: 

• Participants’ roles. The issue refers to identification of participants' local roles 
and responsibilities which shift during interaction (who is addressee, listener, and 
speaker). In addition to that, it also refers to participant’s social roles and their ef-
fect on interaction behaviors (e.g. status, relationship).  

• Interaction management. Managing the communication flow in a multi-party 
system is far more difficult than in a dyadic system. Some of the difficult issues are 
how to give and recognize a turn and how to handle participants’ channels (and 
backchannels). Besides, conversations can be easily split and merged together and 
attention can be paid to several persons.  

• Grounding and obligations. are notions commonly used to model local state of 
dialogue. In multi-party communication usage of these models can become very 
complex; e.g. if there are more addressees, it can become unclear what a proper 
grounding should be. 
 

Traum’s paper only discusses issues which arise in multi-party human-agent systems, 
but does not give practical solutions to it.  

Vertegaal et al. [7] focus on human gaze behaviors in multi-party conversation. 
They studied a real three-party conversation and discovered that the subjects look 
about seven times more at the individual they listen to than at others, and about three 
times more at an individual they speak to than at others. The conclusion is that gaze is 
an excellent predictor of conversational attention in multi-party conversations.  

Similar to the functionality of our system, Rehm and Wissner [8] developed a 
gambling system in which an ECA plays a dice game with two humans. As game 
rules define conversational turns, their system has a simple dialogue model in which 
turn-taking mechanism and participants' roles are round-based. The system lacks the 
active gaze model which follows human users. In further study, Rehm and Andre [11] 
investigate human gazing patterns in interaction with a real human and an agent. They 
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note that people spend more time looking at an agent that is addressing them than at a 
human speaker. This phenomenon can be explained by the fact that prolonged eye 
contact in a social interaction can be considered impolite and rude; hence, the agent in 
this game may have been regarded as an artifact rather than a human being.  

3   Key Features and Initial Experiments 

In addition to the findings from multi-party dialogue theory, at the very beginning of 
development we identified key features which a multi-user ECA system should pos-
sess. Afterwards, we proceeded with several experiments with the system equipment 
to determine its final configuration, which is shown in Figure 1. 

• Speech processing. If the system users are standing next to each other the micro-
phones should be localized to avoid an overlap between their verbal channels. 
Conducted experiments showed that Loquendo ASR [18] meets our needs very 
adequately; it is stable in noisy environments, speaker-independent, there is no  
significant speech overlap at reasonable distance (0,5 meters approx.), and has  
keyword spotting feature absent from the free Microsoft SAPI engine. However, 
Loquendo sometimes reacts to voices which are not from the users. We think such 
errors can be prevented by using the Speaker Verification function, which we have 
not yet tested. 

• Nonverbal data acquisition. During interaction it is extremely important to detect 
and locate the users so the ECA can gaze at them. For that purpose we installed 
two cameras and used image processing techniques to detect the user’s arrival, po-
sition and departure.  

To process image from one camera we decided to use Okao library [16] which 
provides accurate face detection and extra features such as face orientation, gaze 
direction, the positions and openness of eyes and mouth, gender detection, age 
identification and face identification from a single image. In preliminary tests with 
a 960x720@15fps web cam, accuracy of face detection was sufficiently high and 
undoubtedly usable, but most of the other functions were not reliable and could 
only be treated as an extra bonus. Since Okao Vision does not require stereo cam-
eras, this result was acceptable for our system.  

The second camera recognizes moving objects and detects the user’s arrival and 
departure by comparing the differences between sequential images coming from 
the camera's input. 

• The conversation model. The final conversation model we designed simplifies 
participants’ conversational roles and is based on narration. In the system scenario, 
an ECA named Dubravka takes visitors on a tour of the city of Dubrovnik and talks 
about its cultural heritage, history, and monuments. She maintains the initiative in 
the conversation, though users can interrupt her and ask questions about the current 
topic. We predict topic-related questions and define it by using specific keywords 
in the speech recognition engine (such as “where, “when”, “how”). To hold the us-
ers' attention during the session, Dubravka also asks the users simple “yes/no” 
questions. 

• ECA appearance. The users should perceive the ECA’s gaze direction, which has 
proven to be very important in regulation of conversation flow in multi-party 
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communication. Since the system environment is displayed on a 2D screen, the 
ECA’s size and an appropriate gaze model are important to avoid the Mona Lisa 
effect (an impression perceived with 2D pictures of humans, that “the eyes follow 
the observer across the room”). The ECA's final position on the screen was derived 
from initial experiments with the ECA’s size and its attention towards the users. 
We concluded that users can distinguish the direction in which the ECA is gazing 
only if the ECA's size on the screen is very large.  

 

Fig. 1. Final system configuration 

4   The Conversation Model 

4.1   Multi-party Features 

The conversation model is designed to handle situations typical for multi-party inter-
action. When designing the model we predicted specific situations, such as speech 
collision and mutual conversation between the users, and defined the system’s re-
sponse. We discuss multi-party features of the conversation model and system with 
regard to issues identified in Traum's paper [9]:  
 
• The user’s appearance. During interaction, the system can dynamically detect the 

user’s arrival, his position in front of the system and his departure. In its initial state, 
Dubravka waits for someone to appear. When that happens, she approaches and en-
gages the potential user. In case that user departs, she turns back and reverts to the 
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initial state. At most two users can stand in front of the system. If there are less than 
two users, Dubravka can also invite another person to join the conversation.  

• Channel management. The system combines users’ verbal and nonverbal chan-
nels to resolve their utterances. Nonverbal behaviors taken into account are face 
orientation and gazing. By combining those modalities the system is able to define 
one of the following situations: decreased level of attention, making requests of the 
system, departure, speech collision. 

• Speech collision. During interaction it might happen that the users ask questions 
simultaneously. The system handles this situation by having the ECA address one 
of the speakers and give him turn, e.g. Dubravka says “You can speak one by one 
(gesture “calm down”), I’ll respond to you both. You can be the first one (address-
ing one user by pointing with an open hand)” 

• Identification of conversational roles. Our conversation model simplifies the 
rules of how participants’ local roles shift during the session. System scenario de-
fines the communication workflow and several specific situations:  
1. When talking about cultural heritage of the city, Dubravka gazes at both users 

with the same frequency. In the case when one of the users asks a question, the 
system identifies him by using a localized microphone, and when Dubravka re-
sponds to him, he becomes an addressee, and the other user becomes an over-
hearer. Following the findings from studies on gazing [7, 11] we developed a 
computational model of gaze in which the agent gazes at the addressee more 
than he does at the overhearer.  

2. During the session, Dubravka may ask the users simple questions, e.g. “Is this 
your first time in Dubrovnik?” In this case she waits for both reactions and re-
sponds to each user separately. The reason why we added a questionnaire into 
the story is to hold the users’ interest in the session.  

3. As described, most of the time the agent is the speaker and one or both users are 
addressees. Unfortunately, natural conversation between three parties in which 
each individual can become speaker, listener or addressee is not handled in a 
natural way. Since our agent is capable of understanding only simple questions 
related to the current topic, conversation between users is not welcome. 

4.2   Additional Features 

We are also concerned with features which can make interaction with the system 
more fluid. It is important to recover the system from failures, such as failure of 
speech recognition. In the case when a user’s speech is not recognized, we propose 
two-stage recovery. First Dubravka asks the user to repeat his question. If his speech 
is not identified the second time around, she responds to him: “I’m sorry. I don’t 
know a response to your question”.  

We also use Okao vision to recognize a situation in which the user is paying less 
attention to the session. If this occurs, Dubravka speaks until the end of the planned 
utterance, turns to the user and says “Seems you are not interested in this topic. 
Would you like to hear something else?”  
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5   System Overview 

The system is constructed from several computers and hardware equipment which 
communicate through TCP/IP-based OpenAir routing protocol [20]. Implementation 
of the OpenAIR server and plugs is used to set up the GECA Framework, a software 
framework which enables rapid integration of different ECA modules. Apart from the 
server and plugs, GECA framework also defines communication rules between ECA 
components. More details about GECA can be found in the work [5].  

5.1   System Design 

System design is depicted in Figure 2, which depicts the software components con-
nected to the GECA platform/server. The components communicate through the 
server using GECA messages. As part of the message content we introduce a variable 
system which describes interaction between the agent and humans. For example, 
SpeechInput represents the most recent result from one of the speech recognition 
components, Speaker represents the id of the speech recognition component, 
UserNumber represents the number of users who are standing in the user area, Us-
erStatus represents the availability of the users, UserAttention represents 
how much the users are paying attention to the system, Addressee specifies the 
addressee of the agent’s next utterance, etc. During the session, depending on the 
situation in the environment, the system components update the values of variables 
and exchange data to define a final response.  

 

Fig. 2. Design of the system components. Blue arrows represent message workflow. 

5.2   System Components 

The system components can be roughly divided into three categories: input, central 
part, and system output.  

System Input 
Input components detect and process human speech, appearance and face orientation. 
Combination of this data maps to one of several distinct situations (Table 1) in the 
system environment. 
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Table 1. Situations in the system environment and explanations how each situation is detected 

Situation/Feature Situation  
Description 

Components 
which detect 
situation 

Explanation how components 
work 

User’s arrival 
System is in idle 
state until it detects 
potential users 

Motion 
Detector 

Motion Detector detects  
movements in the area which 
activate the system. 

Number of users 
During interaction 
system tracks the 
number of users 

Okao Vision 
& Motion 
Detector 

Okao vision detects number of 
faces. If it fails, Motion Detector 
processes users’ areas on the 
image and detects motions in 
each area. 

Interruptions 
User interrupts 
Dubravka to make 
a request 

Speech 
Recognition 

For each utterance we predict 
topic-related questions defined 
with keywords as “how”, 
“where”… 

Unrecognized 
speech 

Subtype of  
interruption; request 
is not recognized 

Speech 
Recognition 

Speech is detected, but no 
keywords are triggered.  
Loquendo SAPI has additional 
features for this purpose 

Decreased level 
of attention 

Users are not  
paying attention to 
the system, e.g. they 
gazing around 

Okao Vision 
& Motion 
Detector 

Okao Vision processes user’s 
facial orientation and Motion 
Detector handles their  
movements. 

Leaving the 
system 

User(s) is(are) 
leaving the system 

Speech 
Recognition, 
Okao Vision, 
Motion 
Detector 

User can say “bye, bye” or 
“I’m leaving” which triggers 
speech recognition component. 
If there are no motions or faces 
on the input images, users have 
departed. 

Speech recognition. Component is based on Loquendo ASR [18]. Once the compo-
nent is started, it awaits users’ speech input. When it receives a speech start signal, it 
starts recognizing the speech. The results of recognition, timing and speaker’s id, are 
then sent to the server and passed to Decision Making Component.  

Nonverbal Behaviors. To detect user’s nonverbal behaviors we developed two input 
components: Okao Vision and Motion Detector.  

• Okao Vision component is based on Okao Vision library [16]. The system uses the 
following features of Okao: face detection, face orientation tracking and eye-mouth 
openness. Face orientation is used to approximately determine the users’ gaze di-
rection. This is not very accurate but should be sufficient when we only need to 
distinguish rough directions like the screen or another user. Results of the compo-
nent are sent to Nonverbal Input Understanding component through server. 

• Motion Detector, the component which we use to detect moving objects in distinct 
areas, is based on OpenCV library [17]. The component divides the viewed image 
region coming from the camera into two distinct areas (which we refer to as user 
areas) and detects motion inside each area. The user areas are surrounded with a 
blue and a red square, respectively. To recognize moving objects we calculate a 
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sum of pixels in one frame and compare this value to the value from the previous 
frame. If threshold is exceeded, moving objects are detected.  

Central Part of the System 
Nonverbal Input Understanding component uses information received from users' 
nonverbal channels to detect some of the situations defined in the system scenario. 

First, it combines input data coming from Motion Detector and Okao Vision and 
uses simple heuristic methods to resolve the number of users. Okao Vision fails in 
detection when users rotate their head beyond 60 degrees, so it is not sufficient to 
track the number of users. However, we can determine the user’s presence by detect-
ing movement in the user area with Motion Detector. For example, during the system 
session two users listen to the agent and the left user turns his head to see who entered 
the room behind him. In this situation Okao Vision sets UserNumber variable to 
one, as if there is just the right user in the system, and sends it to the Understanding 
component. At the same time, Motion Detector detects motions in the left area and 
notifies the Understanding component. It then sets UserNumber value to two and 
sends it to the Decision Making Component. 

Nonverbal input understanding component also tracks users’ attention. We identify 
two meaningful patterns the users tend to look at for a significant proportion of time – 
the agent and the other user. Okao Vision is used to detect face orientation which we 
assume is the user’s gaze direction. Since two patterns (agent, other user) are placed in 
different directions this approach is satisfying to efficiently track the user’s attention. 
By combining results of Okao Vision and Motion Detector, the system can smoothly 
respond to situations in which a user is not interested in the system anymore. 

Decision Making Component. This component is implemented based on Informa-
tion State Theory [2] [3], which is a general theory of human-agent dialogues. A dia-
logue based upon this theory is defined as a set of variables (or information) that de-
scribe the current state of the dialogue. The implemented prototype is based on infor-
mation state dialogue move engine [4] and capable of handling multi-modal, multi-
party conversations, dynamically changing behaviors accompanying the emotion 
dynamics simulating component, etc. 

To support the concepts proposed in the theory, we developed a script language [5] 
based on AIML [22]. In AIML, possible human-agent interactions are defined as one-
to-one pairs. Compared to AIML which merely matches recognized speech inputs and 
non-verbal inputs with predefined patterns, we introduce a variable system to describe 
interaction between the agent and humans. Values of these variables are updated with 
the agent system’s internal status and perception events sent from the speech recogni-
tion and nonverbal input interpretation components. Script designers can also specify 
variable update logic as effects of particular input patterns. Effect element is in-
troduced into the Template element for this purpose. An input event can cause the 
values of particular variables to be bound to, added with, or subtracted from certain 
values. 

The pattern syntax is also extended. Predicate element is introduced to represent a 
test of variable values. It is possible to test if the value of a variable is equal to, lesser 
or greater than another value.  
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The chatbot-like ECA system is then extended to a more powerful rule-based 
autonomous system. The agent or the script execution engine updates its internal 
status variables based on perception of the outside world or users, and picks for exe-
cution the first valid template for which all conditions (predicates) evaluate as true. 
Therefore, rules such as the one that specifies what the agent should do when a user 
appears in or departs from a user area can be specified in scripts.  

States limit possible patterns that will be used in matching in the current conversa-
tional situation and thus isolate interference from other states which may happen to 
have the same triggering patterns. Due to the absence of a context management 
mechanism in the agent’s behavior control, there is no way to determine whether a 
user's answer is related to the last question asked by the agent. However, for example, 
when the agent is going to ask a yes/no question such as “Do you need a tour guide?“, 
transition to a specific state corresponding to the question can isolate it from other 
yes/no questions.  
GlobalState is introduced for error and interruption handling. When a failed 

or unknown recognition occurs, appropriate response will be sought among the cate-
gories defined in the global state. When interruptions from the user such as “excuse 
me” or “pardon” occur, they are also matched against the patterns defined in this 
state. 

The disadvantage of this approach is that, in absence of a full dialogue-managing 
central component, the agent does not conduct a plan that contains multiple steps to 
achieve a certain goal. The agent’s behaviors are driven by the events that occurred in 
the outside world. The management mechanism for information like grounding or 
topics is not included in the script execution kernel.  

In this version of the system which is still a work in progress, only a few issues 
specific to multi-party conversation are addressed. The gaze direction of the agent, 
which is essential in three-party dialogue, is not controlled by the central component 
but by the player. Control is done by using the Addressee attribute introduced in 
the Utterance element to specify if the addressee of an utterance is located to the 
left, right or both. Addressee specification is done by the rules in the scenario script 
by the script programmer; e.g. a specific utterance of the agent can be directed at the 
last speaker, and so on.  

System Output 
Animation Player. The role of the Animation Player is to produce a final output 
which represents the response to situations in the system environment. It displays the 
city of Dubrovnik where the tour guide ECA Dubravka stands and communicates 
with the users. During the session she walks through the city, shows them landmarks 
and reacts to their interruptions, questions and departures.  

The animation system is built to the following requirements:  

• Virtual environment for the ECA. The Player is based on visage|SDK, an 
MPEG-4 compatible character animation framework [15]. As this product does 
not have support for virtual environments, the player uses 2D images of the city 
of Dubrovnik as background. Position of the agent is calculated using ARToolkit 
software, which tracks a marker to position the ECA [6]. Final output gives an 
impression of the agent standing within the city. 
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• Ability to run multimodal behaviors described with GSML syntax. During 
the session Animation Player receives messages from the Decision Making com-
ponent. Messages contain GSML description of the ECA’s multimodal behavior 
which should be run in real time. For that purpose we developed a thread-based 
mechanism which schedules and synchronizes running nonverbal behaviors with 
speech. The agent’s nonverbal behaviors are produced and tested with GSML 
syntax before the system is integrated. Animations for the agent are either mod-
eled manually in 3ds Max or procedurally in Visage. At the moment the system 
uses 25 modeled hand gestures in total (points, beats, symbolic). Procedural an-
imations are head movements (nod, shake, tilt), facial expressions (joy, anger, 
fear, surprise, sadness), gazing and walking. 

• Responding to interruptions and departures. The Animation Player should 
have smart scheduling so it can immediately respond to situations from the  
environment, even if it is running behaviors for the agent. We created a simple 
scheduler which immediately stops running behaviors when the Decision Making 
component sends a Stop message and resets the Player to initial state when  
users leave. 

• Gaze at the user. Gazing model runs on the utterance level and is controlled by 
the Addressee attribute. E.g. if the addressee is the left user, the agent will 
gaze first at the left side, and then it will glance to the right for a while and gaze 
back to the left user again. Since we cannot predict the duration of the utterance, 
we repeat the patterns and stop when the utterance is finished. 

6   Conclusions and Future Work 

In this paper we presented an implementation approach of a prototype system in 
which an Embodied Conversational Agent communicates with two human users. 
Although no system evaluation has yet been performed, the initial results are encour-
aging. The system can correctly detect the user’s arrival and departure, distinguish 
local roles of conversation participants and use ECA’s gazing direction to specify an 
addressee. It can react to interruptions such as user requests and it can shut down 
automatically after users’ departure. The implemented features execute smoothly, 
except when the user is leaving, when a certain delay is observed. 

As future directions we plan to address two implementation additions which should 
make the interaction with the system more fluent. Limitations of Speech Recognition   
component make the agent capable of understanding only topic-related questions. As 
the agent cannot process discussion between the users, we aim to detect this situation 
and handle it in a polite way. If this happens, the agent will try to draw attention and 
continue narration about current topic. For example: “(waving) Alright, let’s continue 
with the tour.” Furthermore, we aim to extend the system to dynamically invite ob-
servers to join the session, which should make the interaction interesting. Example is 
the situation when one user leaves and there is one observer standing in the back-
ground. In this situation, the agent will look at the observer and say “We have one 
free place, please come closer and join the tour”. This feature demands more complex 
image processing than what we currently perform on our camera input. After we im-
plement these features we intend to perform system evaluation. In particular we are 
interested in the level of the interaction naturalness and how it can be increased. 
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In parallel, to make the system components open to the ECA community, we are 
upgrading the Animation Player with support for Behavior Markup Language (BML) 
[13][21][20]. BML is a language for describing physical realizations of multimodal 
human behaviors and it appears to have been well-received by the research community.  

The weakest point in the system is the rather simple conversation model which 
limits the ECA’s abilities to respond to questions we did not take into account. Never-
theless, we find this work useful for further studies and experiments in the field of 
multi-party interaction between ECAs and humans. 
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Abstract. Active interface is one of critical characteristics of agents
who have to interact with human users to achieve human-agent collabo-
ration. This characteristic is especially important in beginning phase of
human-agent interaction when an ordinary human user begins to inter-
act with an adaptive autonomous agent. In order to investigate principal
characteristics of an active interface, we developed a human-agent collab-
orative experimental environment named WAITER. Two types of exper-
iment: WOZ agent experiment and autonomous agent experiment were
conducted. Objective of the experiment is to observe how human users
change their instructions when interacting with adaptive agents with dif-
ferent degree of freedom. Experimental results indicate that participants
can recognize changes of agent’s actions and change their instruction
methods accordingly. It infers that changes of instruction method de-
pend not only on waiter agent’s reactions, but also on human manager’s
cognitive models of the agent.

1 Introduction

In researches on human-agent interaction(HAI), many rapid scientific and techno-
logical developments in human-centered interfaces are drawing a lot of attention.
There are mainly two types of agents: interface agents and autonomous agents [1].
Active interface is considered to be one of critical characteristics of agents who
need to interact with human users to achieve human-agent collaboration. This
characteristic is especially important in beginning phase of human-agent interac-
tion when an ordinaryhuman user begins to interact with an adaptive autonomous
agent. In [2], Yamasaki defined Active Interface as a type of human-robot(agent)
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interface that does not only wait for users’ explicit input but also tries to get
information from users’ implicit input, and external environment. Based on the
gathered information, it acts spontaneously and keeps the system in an advan-
tageous condition for users. Maes [3] argued that an adaptive autonomous agent
need to solve two problems: action selection and learning from experience. In or-
der to enable an agent to make a rational decision, a popular solution is utiliza-
tion of a BDI (Belief-Desire-Intention) model [4]. BDI model supposes that an
autonomous agent should have its own intention, and make its own decision when
interacting with its environment. In order to investigate how human users inter-
acts with an adaptive autonomous agent with an active interface, we designed a
specific experimental task that includes an adaptive autonomous agentwith differ-
ent degree of freedom. We implemented a human-agent collaborative experimen-
tal environment named WAITER (waiter agent interactive training experimental
restaurant). Two types of agents: WOZ(Wizard of OZ) agent and autonomous
agent are implemented. A WOZ agent has less degree of freedom, and a human
WOZ operator partly controls its action selection policy. While an autonomous
agent can choose its actions by itself. Experiments are conducted to investigate
how human users change their instructions when they interact with agents hav-
ing different degree of freedom.

2 Active Interface and Mutual Adaptation

2.1 Definition and Hierarchical Structure

Since goal of our study is to develop an adaptive autonomous agent with an
active interface, it is necessary to clarify the meaning of the phrase “adaptive
autonomous” at first. The word “autonomous” means that the agent has high
degree of freedom in decision-making, and word “adaptive” - high degree of
freedom in self-organizing. It is difficult to decide how much degree of freedom or
initiative (leardership) to endow an autonomous agent. As deficiency of degree
of freedom may restrict agent’s ability of adapting to environment, however,
redundant degree of freedom can produce unnecessary movement and instability.
In addition to the issue of degree of freedom, people’s adaptation is another
problem. Utility of an adaptive interface includes: it can (1) make people easily
recognize the change of the agent, (2) help people feel easy to adapt to the
agent, and (3) facilitate invoking mutual adaptation phenomenon. In research
field of HAI, since human factors make the environment more complicated,it is
necessary to take account of people’s adaptation ability during the procedure of
human-agent interaction. Therefore, an agent with an active interface can not
only help it adapt to human users, but also help people feel easy to adapt to the
agent. In other words, mutual adaptation is considered as one of competences
that are useful for designing an active interface.

Suppose that there are two agents A and B who need to perform a collabora-
tive task. Neither A nor B has complete information about the task. Each agent
only has different partial information and shares part of common information
with each other. In order to achieve a common purpose, each agent has to build a
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model for the other, try to adapt to the other by changing its action, predict the
other’s next action, and draw inferences about the other depending on various
situations. In general, the agents have to complete the task by gradually adapt-
ing to each other. In this paper, the above-mentioned phenomenon is termed
mutual adaptation.

2.2 Related Works

Various of researches have been done in the area of HRI(human-robot interac-
tion) or HAI(human-agent interaction). For example, [5] took a view of point
from human-teacher and robot-learner and [6] tried a method of animal train-
ing to teach a pet robot. While [7] studied adaptation between agents. However,
these researches have not yet provided a solution to the problem that how human
user can finish a collaborative task with an adaptive autonomous agent. Mutual
adaptation phenomenon has been observed in human-human interaction experi-
ment [8], results of this experiment indicates that mutual adaptation is helpful for
establishing communication protocols and conveying intentions between human
users in a collaborative task. Regarding people as advanced autonomous agent,
we expect that mutual adaptation phenomenon will also occur in human-agent
interaction.

3 Experimentation

3.1 Objective

This study aims to verify if an agent’s actively adaptive behavior can cause
the human users change their instruction methods, and if this change can cause
agent’s change so that mutual adaptation phenomenon can be observed. For this
purpose, an experiment was conducted by considering a waiter training task.

3.2 Task

A waiter (agent) performs its task by collaborating with a manager in a virtual
restaurant which is called WAITER (waiter agent interactive training experimen-
tal restaurant.) The layout of the virtual restaurant is illustrated in Fig. 1. En-
trance has up to two states: “has no customer,” and “has new customer(waiting
for guide).” Kitchen has up to two states: “no dish,” and “has dish.” Each of
nine tables has up to four states: “vacant,” “waiting for order,” “eating,” and
“need to clear.” The manager can issue an instruction by pressing one of eleven
buttons (including entrance, kitchen and nine tables. The waiter agent has up
to three states:“free,” “guiding (customer),” and “carrying dish.”

A human manager (instructor) is asked to issue instructions toward a waiter
agent(actor) when he feels necessary by pressing buttons. If the waiter changes
its reaction according to managers’ instructions, it may affect the managers’ way
of instruction. On the other hand, if the manager changes his way of instruction
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Fig. 1. Graphical User Interface of WAITER (waiter agent interactive training exper-
imental restaurant) system

by observing the waiter’s responses, it may affect the waiter’s action as well.
In order to achieve a better score, both of them have to collaborate with each
other. Therefore, mutual adaptation phenomena are expected to occur.

In this manager-waiter (human-agent) collaborative task, if waiter agent’s
active adaptation can cause human manager’s adaptation, in other word, if a
waiter agent changes its action by adapting to a human manager, it is expected
that the manager will accordingly change his instruction methods. This is the
first loop of mutual adaptation circulation. If the agent can learn by improving
its competence, it is hopeful that the adaptation circulation will continue, and
long term human-agent interaction will be possible. In this paper, we will focus
on the first circulation of the mutual adaptation, and investigate its relation to
the active interface of an adaptive autonomous agent.

3.3 Implementation

A waiter agent(robot) simulator software system [9] with a graphical user inter-
face has been developed using MATLAB(2007), as shown in Fig. 1. Two modes
are designed for the waiter agent: manual mode and autonomous modes. In
manual mode, the waiter agent follows every instruction from the manager. In
contrast, in autonomous mode, the agent can move autonomously by making its
decision to take its own action or to follow the manager’s instruction.

Human participants who play the role of manager can instruct agent by press-
ing buttons on the GUI(Graphical User Interface) of the WAITER system. The
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goal of the experiment is to investigate if active changes of the agent’s behaviors
can cause participants change their instructional methods, and invoke mutual
adaptation in human-agent interaction. Firstly, whether changes of an active
adaptive agent can be recognized by a human instructor need to be examined.
Secondly, whether an active adaptive agent can encourage the human instructors
to change their instruction way needs to be investigate as well. Finally, if both
are proved effective, establishment of the first circulation loop of mutual adapta-
tion can be confirmed. In other words, it can be confirmed that an agent adapts
to a manager by changing its action, and the manager adapts to the agent by
changing his instructions accordingly.

Two types of experiments: WOZ agent experiment and autonomous agent
experiment were conducted. There are two types of WOZ agent experiment and
three types of autonomous agent experiment. In the first type of WOZ experi-
ment, number of dishes that the agent can carry to kitchen increases gradually
for three stages. In the second type of WOZ experiment, the agent changes it
action for six stages. In addition to the number of dish the agent can carry to
kitchen each time, the capability of automatically find a path to the kitchen is
appended. The stage-switching is controlled by a human WOZ operator or by a
timer. If the WOZ operator does not give any command, the agent automatically
switches its stage at every one third moment respectively in the first WOZ ex-
periment, and switches its stage at every one sixth moment in the second WOZ
experiment.

In the WOZ agent experiment, the agent changes its behavior timely or by
following the WOZ operator(expert user)’s command. In contrast, in the au-
tonomous agent experiment, the agent changes its behavior according to the
manager(participants who are ordinary user)’s instructions.

A typical scenario for autonomous mode is as follows. When a new customer
enters the restaurant, if a seat is vacant and the agent is idle (in “free” state),
the waiter agent will move to the entrance and guide the customer to the vacant
seat. When the waiter is guiding a customer, its state will change to “guiding
customer” automatically. If there is neither an available vacant seat nor a seated
customer waiting to place an order, the agent needs to find a “need to clear”
table, move there, clear the table, and change its state to “carrying dish” while
carrying dishes to the kitchen. However, if any customer is waiting to place an
order, the agent will place the order. After the customer has been seated at
a vacant seat, the table state will be changed to “waiting for order.” It will
be kept unavailable for placing orders for a specific period. In order to prevent
customers from leaving the restaurant because they have waited too long time,
which in turn reduces the sales and scores, the agent always tries to place an
order as soon as possible when operating in the autonomous mode. When the
agent finishes placing an order, it receives tips, and the restaurant’s sales and
scores are updated simultaneously.

In the beginning of WOZ agent experiment, the agent is designed to purpose-
fully ignore “need to clear” table at high possibility. Since the agent’s capability
of carrying dish is gradually increased by a timer or by the operation of a WOZ
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operator, so that the manager is expected to be aware of the agent’s changes
easily.

In autonomous agent experiment, three types of switching mode of the agent:
“linear prediction mode,” “random mode,” and“bayesian network mode” are
designed to switch its priority among three types of specific task:“guide a cus-
tomer,”“place an order,”and“clear a table.” As autonomous agent always tries
to adapt to the manager by changing its actions, the manager is expected to be
aware of the adaptation from the agent.

In linear prediction mode, the agent calculates the recent frequency of three
types of instruction (“guide a customer,”“place an order,”and“clear a table.”)
and changes its priority according to the most frequently used instruction. In
random mode, except to finish current task automatically, the agent switches its
priority randomly at fixed intervals. While in Bayesian network mode, a Bayesian
network, which was generated based on previous experiment results, was used
to choose next action.

Think aloud method was utilized to facilitate analysis of instruction inten-
tion of human manager (instructor). All participants were required to speak out
intentions of their instruction while issuing instructions.

As a result, three types of data were collected. Voice data were collected by
using a digital voice recorder. The intermediate processing data of WAITER
system were recorded in log files. These data include movements of the waiter,
instruction (pressing button actions) of the manager, and value of sales and
score etc. The screen output data of WATIER system were captured by a screen
recording software and recorded as video files. Behaviors and voice of participants
were also videotaped by a video camera.

It is expected that the manager’s instruction method will be affected by the
agent’s autonomous function. This in turn will enable the agent to learn and
improve its performance and adapt to the manager by trying various actions.
Therefore, it is desirable to invoke mutual adaptation.

3.4 Participants and Procedure

Totally 12 students (5 male and 7 female, age: 20-26 years, average age: 22.8)
participated in the WOZ agent experiment. We grouped them into 2 groups.
For convenience, we used alphabets to represent two groups of participants in
WOZ agent experiment: A through F for the first group, and G through L for
the second group.

As for the autonomous agent experiment, 25 students (16 male and 9 female,
age: 18-37 years, average age: 21.7) participated in the experiment. We grouped
them into 3 groups. The first group, 6 participants (5 male and 1 female, age:
19-23 years, average age: 20.1), participated in the first experiment. The second
group, 11 participants (6 male and 5 female, age: 19-37 years, average age: 22.5)
participated in the second experiment. The third group, 8 participants (5 male
and 3 female, age: 19-28 years, average age: 21.8) participated in the third ex-
periment. For convenience, we used combination of alphabets and numbers to
represent three groups of participants in autonomous agent experiment respec-
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tively : N1 through N6 for the first group, N7 through N17 for the second group,
and N18 through N25 for the third group.

First group participants were asked to complete the first trial by instructing
waiter agent in manual mode. Then, they were asked to complete the second
trial in random mode. Finally, they were asked to complete the last trial in linear
prediction mode. The result data of all trials ,namely, scores, sales, agent states,
table states, together with manager’s press-button instructions were recorded
in log files. In the second group, in addition to manual mode, linear prediction
mode, and random mode, a Bayesian Network mode is appended. In the third
group, in addition to the above mentioned four modes, an observation-phase
mode was added.

In random mode, the agent switched its priority by random. In linear predic-
tion mode, the agent changed its priority by adapting to human user’s instruc-
tion. Bayesian Network mode was established basing on previous experimental
results, and was expected to predict human instructor’s instruction by learn-
ing from experience. Observation-phase mode was added, since it was expected
to enforce the human managers to stop their instructions so that they had a
chance to recognize the merit of autonomous function of the agent. This aimed
to prevent the human instructor to keep giving instruction in all time.

3.5 Results and Discussions

In the first group (3-stage) of WOZ agent experiment, each one participated
for 4 10-min trial respectively with agent working in four different modes. The
four modes were manual mode, autonomous mode with timely stage-switching,
autonomous mode with operator stage-switching and autonomous mode with
timely or operator stage-switching. Caused by recording problems, two trials
of first participants were not recorded correctly, an additional trial was added
to the last participant. Totally 23 log files, 230 min voice and videotaped data
for 6 participants were recorded in the first group of WOZ agent experiment.
In the second group (6-stage) of WOZ agent experiment, each participant par-
ticipated for 6 trials with one for manual mode (10 min), one for autonomous
timely switching mode (10 min), and three for autonomous operator switching
mode (10min, 20min and 30min respectively). Three people participated in an
additional autonomous operator switching mode. Totally 33 log files, 510 min
screen captured video files, and voice and videotaped data with the same time
length were recorded.

As for the autonomous agent experiment, from the first group of 6 partic-
ipants, second group of 12 participants and third group of 8 participants, 25
manual mode trials, 25 linear prediction mode trials, 24 random mode trials and
8 observation mode trials, 19 Bayesian Network mode trials were recorded.

In both group of WOZ agent experiment, there were significant differences in
the instruction interval time between the first half and the second half of the
same trial. For the first group, 16 out of 23 trails used longer time interval in
second half than in the first half (p=0.047,one-tailed test). For the second group,
24 out of 33 trails used significantly longer time interval in the second half than
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in the first half (p=0.007, one-tailed test). Although in the autonomous agent
experiment, there was no significant difference for general comparison in the
instruction interval time between the first half time and the second half time
of the trials(29 out of 51 trails, p=0.201, one-tailed test) , there was significant
difference in the Bayesian Network mode (13 out of 19 trails, p=0.084 , one-tailed
test).

The statistical analysis results indicate that for a WOZ agent, more degree of
freedom is useful to improve the human participants’ awareness on the changes
of the agent. As for the difference between WOZ agent and autonomous agent,
since the agent’s behavior was controlled to change immediately to respond to
human user’s instructions, but current version of autonomous agent may have
a time lag between the changes of the agent’s action and the changes of the
participant(manager)’s instruction, this time lag may make it more difficult for
the participants to recognize changes of the autonomous agent. Although linear
prediction function enable the agent adapt to the user by switching its priority
among “guiding a customer firstly,” “placing an order firstly” and “clearing a ta-
ble firstly.” Since Bayesian Network mode was implemented basing on the results
of previous experiment results, it seems work better to encourage participants
to change their instruction behaviors.

Fig. 2 shows a typical example of changing behaviors of one manager’s in-
struction. It indicates that the same manager spend shorter time in the first half
of the trial than in the second half for switching between consecutive instruc-
tions. This change of instruction method infers that the manager may adapt
to the agent by observing the actions of the agent before giving instructions.
As long as the agent takes a proper action, the manager prefers to observe and
give initiative(leadership) back to the agent. Only when the manager finds the
agent takes some wrong or unexpected actions, he gives instructions to change
the agent’s actions.

Fig. 3 illustrated the changing procedure of the table states with all types
of instructions. From this figure, it is obvious that the numbers of two types of
instruction (vacant-guiding instructions that a manager uses to instruct an agent
to guide a new customer to a vacant table, and kitchen-guiding instruction that
is used to tell the agent where it should put dishes. Decrease of these instructions
indicates that the manager may adapt to the waiter by observing if the waiter
agent can finish these two types of task automatically. If the agent can work
well, they just give the initiative and let it work by itself. Therefore, initiative
transferring happens in this case.

Fig. 4 shows the usage times of three types of instruction: guidance instruction,
order instruction and clear instruction are all decreased along time. The trend
that all usage times of instruction decreases along the time shows similar result
as mentioned above.

Fig. 5 shows another example where the manager took another different
method of instruction. In this case, the manager observed the agent’s autonomous
movement without giving any instruction in the beginning. Since the agent’s ac-
tions were not satisfying, he began to instruct, it caused an increase of instruction
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Fig. 2. Changes of Instruction Interval, Participant J, 30min, WOZ agent experiment,
top is full Trial, middle is first half and bottom is second half, time unit is 0.5s

Fig. 3. Changes of Table States Along Time (Participant J, 30min, WOZ agent ex-
periment, Axis Y is table No: 0,Entry; 1-9,Table 1-9;10, Kitchen;Axis X is Time, time
unit is 0.5s)

interval after a short period as shown in the top figure. The lower figure shows
that the most frequent instruction interval is around 8.0 (std=4.2, time unit
is 0.5s), which means that the manager averagely spent about 4s to issue next
instruction after preceding one. It infers that the manager might build a model
for the agent after observing its autonomous actions in the beginning of the first
trial. The fact that no obvious changes during the trial infers that the manager
might finish building a stable mental model for the agent in the beginning and
keep using it in remain time.
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Fig. 4. Usage Times of Instruction (Participant J, 30min, WOZ agent experiment,
width of time window is 30s)

Fig. 5. Instruction Intervals ((Participant H, 10min, WOZ agent mode, top figure, time
unit is 0.5s) and histogram of Occurring Times(bottom figure)

Subjective evaluation on agent’s adaptation ability was performed by requir-
ing participants to fill questionnaires before and after experiment, and one spe-
cific questionnaire after each section. For WOZ agent experiment, answers to the
question “How intelligent is the robot do you expect(felt) in this experiment?”
show that 67% (8 out of 12) participants gave a positive evaluation by rating
same or higher score after the experiment than before the experiment.

Table 1 shows participants’ subjective evaluation results about the changes
of agent’s behavior and the participant’s instructions during break time of the
experiment between different trails. Answering to question Q1:“How much do
you think the agent changes its behavior?” and Q2:“How much different do you
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Table 1. Subjective Evaluation for the Behavior Changes

Experiment Type Rate Item Rate Score

Woz agent Change of Agent’s behavior(Question1) 5.3(std=1.23)
Auto Agent Change of Agent’s behavior(Question1) 5.08(std=1.24)
Woz Agent Change of Instruction behavior(Question2) 4.6(std=1.5)
Auto Agent Change of Instruction behavior(Question2) 4.96(std=1.4)

instruct the waiter at the beginning and at the end?” the participants of WOZ
agent experiment gave relatively higher scores (mean= 5.3, std=1.23, 7 stage
evaluation score with lowest evaluation 1 to highest evaluation 7) to Q1 and a
slightly high score (mean=4.6,std=1.5, 7 stage evaluation) to Q2. This result
suggests that many participants recognized the changes of agent’s behavior and
also changed their instructions method by themselves. As for the reason why
they changed their instruction method, 9 out of 12 of participants of WOZ
agent experiment chose the answer “because the agent changes its actions.”
Rest participants chose the answer “because I could not predicate the agent’s
action.” As for the answers to the same question, 44% (11 out of 25) participants
of autonomous agent experiment chose the same answer, and other 6 participants
chose the answer “because I could predicate the agent’s behavior.”

Although all three utilities of an adaptive interface have not yet completely
achieved in current experiment, at least part of them were achieved effectively.
The experimental results indicate that current system can (1) make most of
human users recognize the change of the agent with relatively high degree of
freedom, (2) cause some of human users change their instruction method to adapt
to the agent, and (3) seems hopeful to finish at least the first circulation loop of
the mutual adaptation phenomenon. Since mutual adaptation is considered as
a very general phenomenon that occurs when human users facing any adaptive
artifacts. Although current environment uses a specific waiter training task, it
can be considered as an effective platform to study this topic. By implementation
of various machine learning algorithms, this environment is potentially to be used
to elucidate the essences of interactive learning.

4 Conclusions

In order to investigate principal characteristics of an active interface, we develop
a human-agent collaborative experimental environment named WAITER. Two
types of experiment: WOZ agent and autonomous agent experiment were con-
ducted. Objective of these experiments is to disclose how human users change
their instructions when interacting with adaptive agent with different degree of
freedom. As a result, some adaptive behaviors were observed. Experimental re-
sults indicate that human participants can recognize changes of agent’s actions
and change their instruction methods accordingly. It infers that changes of in-
struction method depend not only on agent’s reactions, but also on human user’s
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cognitive models of the agent. Further analysis of result data is needed to extract
participants’ instruction patterns and to improve the agent’s capability. The re-
sults of experiment also suggest that active adaptation may play an important
role in human-agent collaborative task.
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Abstract. This paper presents a low-overhead 3D items drawing engine for a
situated knowledge medium aiming at improving the knowledge communication
between experts and end-users of scientific instruments. The knowledge represen-
tation is based on the concept of Spatial Knowledge Quantum that associates a
3D geometry structure with knowledge. Our engine attempts to provide an effec-
tive means for creating those 3D structures. It consists of a hand-held Augmented
Reality (AR) system and allows to directly draw, in the context of a subject in-
struments, free 3D lines. A line is recorded as a set of sample points. From these
points a volume can optionally be interpolated by performing a Delaunay tetra-
hedralization. During the drawing operations, a physically concrete version of
the instrument is not required. The AR interface shows the real-world combined,
not only with the created 3D items, but also with a virtual representation of the
instrument. A virtualized instrument offers many advantages such as availability,
mobility, scalability, spatial freedom (e.g., we can draw through it) and rendering
options.

1 Introduction and Background

The recent progress of the Augmented Reality (AR) on embedded/portable devices
makes this technology realistic to be utilized in real-world environment with the aim of
developing efficient support systems for the users of complex instruments and
machineries [1,2,3,4]. Consequently, a number of systems have been designed as an
efficient alternative to the documentation/manual paradigm to support the knowledge
communication, between experts and end-users, in real-world situations. Among these
initiatives, we can distinguish several approaches. For instance, 3D computer-generated
data are superimposed onto the images so as to guide a user through performing a se-
quence of 3D tasks (e.g., an early prototype is described by Feiner et al. [5]), whereas
some other contributions focus on techniques to annotate the real-world [6,7,8]. This
latter approach is hampered by the fact that text information, even situated, may limit
the possibilities of expression (especially in an international context in which the dif-
ferent actors do not share the same native language).

A support system (e.g., [5]) that enhances the real-world using complex geometry
structures requires a certain amount of preliminary work to construct and integrate those

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 31–41, 2009.
© Springer-Verlag Berlin Heidelberg 2009
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structures, making this approach falling into what Fischer and Ostwald [9] refer to as
“traditional KM” that, among other flaws, lacks of interactivity (knowledge integration
is performed at “design time, before system deployment”). Moreover, a CAD software
is employed to build those structures. Although numerous of such a software are com-
mercially available, they are all complex and requiring a long period of apprenticeship
(in addition to the fact they are usually expensive). As a consequence, many experts
on a subject complex device may either encounter some serious setbacks to express
their knowledge (to the point of giving up), or simply not consider using such media to
formalize their knowledge.

The long-term goal of this research is to develop a situated knowledge medium, aim-
ing at supporting the users of complex scientific instruments, that consists in grounding
knowledge in real-world situation [10,11]. The goal of the current research is to build
an engine (as a part of the entire system) that allows the user to easily draw free 3D lines
and items in the context of the instrument in order to generate virtual 3D structures as
a vehicle for expressing/communicating knowledge. The engine consists of a tablet PC
equipped with a video camera and a 6-DOF orientation and position sensor. It provides
the user with a hand-held AR interface showing a superimposition of a virtual repre-
sentation of the instruments as well as the drawn items onto the real-world image. To
draw a line, the user just moves the tablet PC so that the trajectory of a virtual pointer,
displayed with a fix position with regard to the tablet PC, is recorded (as a set of sam-
ple points). From this set of points, a Delaunay tetrahedralization can be performed to
interpolate a volume item.

The remainder of this paper is organized as follow. In the next section, we introduce the
entire framework we use for implementing a situated knowledge medium. In section 3, we
briefly present our knowledge representation that combines a virtual 3D item with some
additional information (multimedia files). The engine for 3D lines and items drawing is
described in section 4. Finally, in section 5, we summarize our key points.

2 Framework for Situated Knowledge Management

Our situated knowledge medium encompasses the knowledge management process as
shown in Fig. 1. This approach follows the design perspective proposed by Fischer
and Ostwald [9] in which the knowledge is created through a collaborative process,
integrated at use time (and not at design time) and disseminated on demand. When a
user needs to get some information about a particular component, she or he just asks
for it by selecting the item of interest (via the proposed interfaces). If the system fails to
obtain an adequate answer for the selected position, the user is invited to ask a question
about the position. The question is stored in the database and forwarded to experts.
When the experts answer the question, a new entry will be created in the database and
associated with the position for which the question was given.

The interface allows the user to create/edit and retrieve knowledge. We propose a
computational framework that integrates AR and Augmented Virtuality (AV) as inter-
face. The knowledge representation is independent from those interfaces. Both AR and
AV can be used to manipulate the same knowledge base. Both AR and AV interfaces
possess a similar functionality with each other in the sense that these interfaces allow



Low-Overhead 3D Items Drawing Engine 33

Fig. 1. Framework overview. The current work addresses the “3D shape builder”.

to visualize the subject instrument enhanced with adequate knowledge representation
(see the next section). The main difference lies in the fact that the situated knowledge
does not augment directly the real-world instrument, but augments a virtual environ-
ment representing the instrument. Figure 1 presents this approach. The AV interface is
easy to produce and to distribute via the software dedicated to the instrument without
additional costs (allowing knowledge dissemination at a larger scale), whereas these
statements are untrue regarding the AR approach.

A major difficulty to build such interfaces is the pose computation of the subject in-
strument (that consists of its position and its orientation with respect to the camera co-
ordinate system). Indeed, AR needs the pose (at run time) for registering virtual objects
with the real world image. In order to build a virtual instrument, we augment the 3D
model with real-world textures that are acquired from a set of images. For each of those
images, a precise pose is required to extract a correct texture patch. We have proposed
a solution to the pose calculation problem in previous works and we have introduced
a novel object recognition algorithm [12,13] as well as a low-overhead technique for
texturing 3D models [10,14].

A three-dimensional pointing system is implemented by the both approaches, allow-
ing the user to select a 3D position from the 2D screen. Concerning the AR interface, we
introduced this low-cost three-dimensional pointer based on pose calculation and mesh
generation of the instrument model in a previous work [8]. This approach has been
adapted to the AV based interface. Since we are in a virtual environment, the pose of
the instrument is already precisely known, and consequently, only the mesh generation
of the model needs to be performed.

The initial inputs of the overall system are only the CAD models corresponding to
the instruments. As set forth above, the knowledge base does not need to be prelimi-
nary crafted by specialists. The required knowledge will be dynamically created after
deployment.
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Fig. 2. The expert shares his or her knowledge about the PowderJet by creating two SKQs that
encapsulate PLCs to suggest the shape and to indicate the location of the additional equipment

3 Situated Knowledge Representation

Preliminary version. A preliminary conceptualization of Spatial Knowledge Quantum
(SKQ) was introduced in [8]. In SKQ, a spatial position in the environment is associated
with knowledge. SKQ consists of two components: a three-dimensional point in the
real world p ∈ R3 and the associated knowledge, which can be potentially stored in
many forms: text, drawing, video and audio (it can be a combination of different items).
Ordered sequences of SKQs (referred as procedures) can be defined and stored in the
knowledge base.

Let us consider the situation in which the expert want to provide information about
optional equipments and accessories for the HORIBA Partica LA-950 Particle Size An-
alyzer1 which comes with several options including the PowderJet Dry Feeder2. Sup-
pose that the expert would like to explain the advantages and utilization of this option to
users who already own the basic instrument. Text explanations, pictures or video files
might be unsatisfactory, especially if a user is interested by asking a question about a
particular position in the optional equipment (as those media are not interactive). The
expert may prefer draw an interactive 3D sketch of the additional device integrated with
the instrument (Fig. 2).

Extended spatial knowledge quantum. We extend the concept of SKQ to include arbi-
trary 3D shapes. The point p introduced in the previous definition can be replaced by
a three-dimensional piecewise linear complexes. Piecewise Linear Complexes (PLC)
were introduced by [15]. A simpler description, limited to three dimensions, has also
been given [16,17]. A PLC is a general boundary description for three-dimensional ob-
jects and can be simply defined as a set of vertices, segments, and facets. Each facet is
a polygonal region; it may have any number of sides and may be non-convex, possibly
with holes, segments, or vertices. PLCs have restrictions. For PLC X, the elements of
X must be closed under intersection. For example, two segments can intersect only at a
common vertex that is also in X. Two facets of X may intersect only at a shared segment

1 http://www.jobinyvon.com/LA-950V2
2 http://www.jobinyvon.com/PowderJet
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or vertex or in a union of shared segments and vertices. Another restriction is that the
set of points used to define a facet must be coplanar.

Our choice to restrict the 3D structure to a PLC lies in the fact that such a structure
exhibits adequate properties to perform a powerful mesh generation algorithm (Refine-
ment of Constrained Delaunay Triangulation [18]). As a result, the three-dimensional
pointing system introduced by [8] can be directly employed to select a precise position
on a given SKQ.

Regarding the new SKQ definition, the CAD model defining the instruments can be
interpreted as a particular SKQ, which is hidden in the rendered scene. It serves as a
root structure that provides the reference coordinate system in which all other SKQs
will be defined. We can associate new SKQs whith any existing SKQ.

This extended definition of SKQ is compatible with the previous one presented by
[8]. Indeed, A previous SKQ can be interpreted as a new S KQi such that the associated
PLCi is reduced to a point p ∈ R3.

4 Toward Building Spatial Knowledge Quantum

4.1 Overview

The difficulty in building SKQs resides in the generation and the integration of the as-
sociated three-dimensional PLCs from a 2D interface with low overhead. Although nu-
merous 3D modeling softwares allow to produce precise and complex shapes of various
kinds and are used for a wide range of applications, the user interfaces remain gener-
ally complex enough to prevent a non-experienced user from quickly grasping even the
basics functionalities. The fact that those interfaces are based on the WIMP paradigm
has been criticized and considered as unnatural for 3D tasks [19]. Alternatively, many
works have proposed new types of interfaces, such as gestural and suggestive (e.g.,
[20,21,22,23]), in order to draw rough 3D objects in an effortless manner. However,
these approaches may lack functionalities for registering on-the-go the created virtual
items in the current scene (video image under perspective projection). Furthermore,
they require the user to learn a gestural semantic that may not always be intuitive and
natural.

The purpose of drawing is not to manufacture the object, but to help the user to ex-
press his or her idea so as to share it with others. In this context, the precision is not a
main concern. Complex shapes can be approximated by a combination of simple prim-
itives. From our experiences, the WIMP based 3D modeling approach can be efficient
to draw and to assemble primitives such as cube, sphere, cylinder and so on.

We have tried Art of Illusion3. Although it does not provide as much functionalities
as commercial alternatives, it is significantly easier to operate and still appears to be
enough for drawing fairly complex PLCs. The root model (PLC0) as well as the selected
PLCi (if different from PLC0) are exported (currently STL format) and imported in the
CAD software with which the new PLC j is created, relatively to PLC0 and PLCi, before
being exported and re-imported in our system.

3 http://www.artofillusion.org/
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However, this approach exhibits several flaws. First, to manipulate a 3D component
through only a 2D multi-panels view (e.g., top, front, sides, that is a typical configura-
tion for WIMP based 3D modeling software) can be conceptually difficult for users who
are not well prepared. Second, the texture information cannot be easily communicate to
the CAD software (it would required a huge amount of additional work). Finally, the 3D
structure generated using the CAD software will most likely not conform the PLC defi-
nition. Consequently, additional efforts must be done so as to “manually” constrain the
geometry (lot of skills on utilizing the CAD software as well as a deep understanding
of the PLC structure are necessary). Furthermore, this approach is not well designed for
the AR based interface, that should be run on a tablet PC using a stylus. Our proposed
3D drawing engine attempts to address those limitations.

There is a vast body of literature on 3D user interaction techniques and interfaces
for 3D drawing (e.g., [24,25,26,27]). Most of them rely on cumbersome hardware com-
ponents and settings (e.g., specific room settings, head-mounted displays, numerous
wearable sensors and so on), and usually apply to virtual environments rather than the
real world. Our present approach has some similarities to the collaborative AR system
discussed in [26]. The both systems attempt to provide an easy way to draw 3D lines
in real-world. In [26], a complex hardware settings is employed and the focus is set
on collaborative drawing in an empty space involving several users simultaneously. In
contrast, our system is handy and our target is to draw not only lines, but also other sort
of items, in the context of a subject instrument.

4.2 3D Items Drawing Engine

Our 3D items drawing engine is an hand-held AR system (Fig. 3) that allows to nat-
urally draw 3D lines, defined as a set of sample points (that is equivalent to a set of
subsequent line segments), directly in the real-world by moving the system (as if it was
a sort of 3D pen). From the set of points defining a given line, we can interpolate a
volume by performing a Delaunay tetrahedralization (Fig. 4). Note that the interpolated
volume conforms to the definition of a PLC.

The AR interface shows the real-world combined with a virtual representation of
the instrument, called a virtualized instrument. To build this virtualized instrument we
have, in a previous work, introduced a texture mapping apparatus [14], which is also a
part of our situated knowledge medium. Working with a virtual instrument rather than
an actual version presents several advantages. First, numerous scientific instruments
are expensive and difficult to move (e.g., they may be voluminous, heavy and/or re-
quiring particular conditions that are not fulfill in common rooms). Consequently, even
for an expert working on manufacturing the unit it might be an issue to access to a fi-
nal/assembled version. Second, to draw some items over a voluminous instruments may
not be easy, whereas a virtual instrument can be scaled. Third, physical constraints are
set by the actual instrument while we can draw through the virtual one. The engine can
render the virtualized instrument in wireframe view as well as textured view.

The current prototype requires a stylus (which is a common input tool for nowadays
tablet PC) to select the few commands in order to operate the engine, thus the both
hands are employed. However, we can envisage in a future work to get rid of it. For
example, a voice recognition system (which is realistic for the number of commands is
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Fig. 3. 3D drawing engine

quite limited) can be implemented. Another solution is an interaction techniques such
as the one described in [28], using a tilt sensor affixed to the Tablet PC.

System description. The software was created using wxWidgets (a cross-platform C++
GUI library) for the graphical interface, OpenCV for image manipulation and camera
device management, OpenGL for perspective projection and 3D view manipulation,
and the SQLite database for storing the 3D items. The software was tested on both Mac
OS X and Windows XP/Vista operating systems; it should also compile and work as
designed on the Linux OS.

The hardware consists of the Dell Latitude XT tablet PC, the Logicool QCam we-
bcam and the IS-1200 VisTracker system (a precision 6-DOF tracker manufactured
by Intersense Inc.). A constellation of fiducial markers are required to utilize the Vis-
Tracker. The inputs are the movement of the tablet PC (captured by the VisTracker)
and the user’s finger on the touch-screen (the current tablet PC requires a stylus). The
outputs and feedbacks are given by the screen.

Note that the purpose of the VisTracker is two-fold. First, the position and orientation
of the system with regard to the real-world reference frame are a necessary information
to maintain the registration of the virtualized instrument, virtual pointer (see next para-
graph) and 3D items in the current scene. Second, the position is used to define the 3D
lines’ sample points (as detailed in the next paragraph).

For registering the virtual objects in the current scene the camera pose (R and T ) are
needed (Fig. 3). The VisTarcker measures the coordinates (X, Y, Z)T and the orientation
(yaw, pitch and roll) of the sensor reference frame RS in the world reference frame
RW . The relative position Tcs and orientation Rcs of the VisTracker (RS ) and the video
camera (RC) need to be known to compute the camera pose. To determine this trans-
formation, we perform a calibration process that consists in computing n poses (Ri, Ti)
from different viewpoints using a purely optical method (chessboard pattern recogni-
tion), simultaneously, recording the sensor data (Rs,i, Ts,i), and finally, finding the Rcs

and Tcs that minimized the cost function
∑n

i=1(‖Ri − RcsRs,i‖ + ‖Ti − (RcsTs,i + Tcs)‖).
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Fig. 4. 3D line defined by the sample points. Few corrections have been performed via the inter-
face (left). Delaunay tetrahedralization mesh (center). Corresponding interpolated volume (right).

Fig. 5. Screenshot of the tablet PC (left). We can observe the pointer and a line being edited. The
main view shows the current viewpoint, whereas the three other sub-views show a fixed viewpoint
(e.g., front, top, left). Some additional screenshots (right), in which we can see the pointer (note
that the pointer appears in the sub-views as well).

3D drawing. In order to draw a 3D line in the context of the instrument, the user moves
the tablet PC in the real-world, in which the virtualized instrument is shown through the
screen (Fig. 3). The 6-DOF VisTracker affixed to the tablet PC continuously measure
its position, which can be recorded as a line’s sample point. As mentioned above, once
a line is drawn, the user can select to interpolate a volume from the line’s sample points
(Fig. 4). A Delaunay tetrahedralization is performed, which ensures that the obtained
volume is a PLC.

There are two different modes for drawing a line, i.e., to acquire the sample points.
The first mode is a “continuous” acquisition. While the user is moving the tablet PC, a
new sample point is automatically recorded at each frame. The second mode requires
the user to select for each position whether or not it should be recorded (in the current
prototype, the selection is perform by pushing a button on the interface). We found that
this second mode is of great convenience, especially when drawing a 3D volume, for
the user does not need to concentrate in real-time so as to keep correct trajectory.

A virtual pointer corresponding to the current position (i.e., drawing position) is
located a few dozens of centimeters behind the screen, on the line passing through the
center of the screen and directed by the normal vector to the screen. It allows the user
to see in the context of the instrument the position where he is drawing.

The interface consists of a main view that shows the current viewpoint and three
additional sub-views showing the scene from a fix viewpoint, e.g., front, top and left
(Fig. 5). This is a typical configuration adopted by common CAD software. The purpose
of these sub-views are two-fold. First, to facilitate the perception of the 3D position of
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Fig. 6. Example of 3D items creation for the scenario depicted in Fig. 2. A photo of the actual
combination of devices (LA950 equipped with the PowderJet) is shown (left). Comparing the
result of our engine (right) against the result obtained using the CAD software Art of illusion
(center).

the pointer. Second, to provide the user with a means of dragging a sample point so as
to correct its position.

5 Preliminary Results

A preliminary evaluation of our engine consists in building the same 3D items by em-
ploying both our proposed engine and Art of Illusion. We consider the realistic scenario
described in section 3 and depicted in Fig. 2. The goal is to create two related items to
communicate knowledge about an optional device (the PowderJet) for the particle sizer
LA950. Figure 6 shows a photo of the actual unit and a comparison of the both results.
Although that the items created using the CAD software appear to be neater, they are
the results of a consequential number of mouse/menu operations (including the realiza-
tion of the items and the export/import of the CAD model in the appropriate formats)
that are time-demending and requiring the adequate skills for utilizing the CAD soft-
ware. Moreover, these operations must be performed on a desktop-type computer (i.e.,
equipped with a multi-button mouse and a keyboard). Yet another flaw is that one of the
item is not a PLC (even if the modifications required for conforming the PLC definition
should be straightforward, it involves additional efforts).

In contrast, the items created utilizing our engine do not look as neat as the one
created using the CAD software, but they are created from a limited number of natural
movements in real-world and dragging operations to correct some of the sample points.
Furthermore, no prerequisite skills are required to successfully utilize our engine. A
few minutes should be enough to create the both items for a beginner, whereas several
dozens of minutes may be spent when utilizing the CAD software. It is realistic to use
our engine without real training. This is untrue considering the CAD software.

6 Conclusion

We have presented our low-overhead 3D items drawing engine for a situated knowledge
medium. A preliminary evaluation have been conducted during which a set of 3D items
are created using both an existing CAD software and our engine. Our target is not to
manufacture objects, but to create 3D items in the context of a subject instrument for
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communicating knowledge, hence the precision is not a main concern and rough shapes
are sufficient. In this regard, our engine outperforms the CAD software in terms of
required user’s interactions and handiness as well as in terms of prerequisite skills.

A limitation is that only convex items can be created. Nevertheless, a combination of
several items can provide an effective means of elaborating concave structures. Another
drawback is the perception of the perspective through the AR interface. Although the
user can visualize a virtual pointer, the distance from the pointer to another virtual
structure (instrument or drawn items) can be unclear (note that it is, however, easy to
notice a contact/collision). A solution to address this issue could be to use lighting
effects, and particularly a virtual shadow (as suggested in [29]).
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Abstract. We usually speculate partner’s mental states by diverse non-
verbal information. Agents need the ability for natural communication
with people. In this paper, we focused on a lie as one of the typical be-
havior in which we often express our mental states unconsciously. The
purpose of this study is to experimentally investigate the possibility of
automatic lie detection in communication. We proposed an experimental
setting in which participants could spontaneously decide whether or not
to tell a lie. We then conducted an experiment to record participants’ be-
havior in this setting. After that, we investigated, by discriminant anal-
ysis, that we could achieve 68% accuracy in classifying the utterances
into lies and the rest without taking account of individual features by
using the noverbal behavior data. We would detect participants’ stresses
when they told a lie. The suggestions in this paper are useful to an agent
which pays attention to user’s mental states.

Keywords: Communication, nonverbal information, and lies.

1 Introduction

We have made noticeable progress in developing robots and computer agents.
Humanlike robots and agents would be a reality (e.g. [15]). The abilities to com-
municate with people is not only the abilities to understand symbolic informa-
tion such as speech and jestures. We usually speculate other people’s intentions
and feelings by their nonverbal expressions in free communication, which means
natural communication whose partners can choose the contents of conversation
spontaneously such as small talk in this study. We also nonverbally express
mental states unconsciously in free communication. Those speculations and ex-
pressions are necessary for smooth communications and interactions. Therefore,
agents need to understand people’s mental states which are nonverbally and un-
consciously expressed in many cases. In this paper, we will address possibility of
automatically detecting mental states in free communication.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 42–53, 2009.
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Some agents tried to understand user’s mental states by using physiological
indices. For example, [11] developed an interface application which took physio-
logical data of a user in real-time, interpreted them as emotions, and addressed
the user’s affective states in the form of empathic feedback. Moreover, they also
presented results from an exploratory study that aims to evaluate the impact
of the Empathic Companion by measuring users’ physiological data. Then, the
outcome of the experiment suggests that empathic feedback has a positive effect
on the interviewee’s stress level while hearing the interviewer question.

It is important for smooth communication to understand user’s mental states.
We cannot, however, attach contact sensors on users’ bodies in daily commu-
nication. Therefore, we investigated how to speculate user’s mental states by
using nonverbal information. Nonverbal information is a clue to speculate men-
tal states of communication partners (e.g. [2]). In addition, we could measure
nonverbal behavior in communication without contact sensors.

There are many situations which we have to speculate partners’ mental states.
In this paper, we focused on a lie as an expression of deceptive intention. Telling
a lie is one of the typical behavior in which we often unconsciously express our
stresses, such as anxieties, tensions, and so on. We do not disguise our mental
states in common communication. However, we have to disguise that when we
tell a lie. Therefore, detecting lies is more difficult than speculating common
mental states. The understanding hidden mental states such as detecting lies
is the ultimate requirement for a system in human-machine cooperation ([7]).
The investigation of the method to detect hidden mental states by nonverbal
information is useful to deverop agents with social interaction ability. Therefore,
we attempted to detect lies in free communication by nonverbal behavior which
measured automatically (we call this measured data ”nonverbal data” below).

It is difficult for people to detect lies ([1]). There are many previous studies on
detecting lies. Polygraphs (e.g. [12]) and/or encephalometers (e.g. [8]) were often
used to accurately detect lies. On the other hand, some researchers investigated
how people detect lies (e.g. [5]). They mainly investigated nonverbal cues, such
as gaze direction, pitch and power of a voice and so on(e.g. [4]; [3]). In these stud-
ies, participants were asked to tell lies in a controlled environment; for example,
the participants first watched videos showing that a person was stealing goods
(e.g. [13]) and then they were asked what they watched in interviews. In the in-
terviews, they told lies or truthes as previously decided by an experimenter and
they could say nothing except direct answers to questions. However, in free com-
munication, communication partners could spontaneously decide whether they
tell lies or not, and what lies they tell when they do. The spontaneity is also one
of the most significant features in general free communication. Since we could
not investigate spontaneous lies in controlled environment, we proposed an ex-
perimantal setting to investigate a method to detect lies in free communication,
at first.

In controlled environment, Vrij et al [13] found that people could detect lies in
the controled situation by using diverse verbal and nonverbal information. How-
ever, participants could not spontaneously tell lies in the experiment. Moreover,
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verbal and nonverbal cues were scored by people. Therefore, we experimentally
investigated whether we could automatically detect lies in free communication
by using diverse nonverbal data.

The purpose of this study is experimental investigation of the method to
detect lies in free communication to find a clue to speculate mental states of
communication partners. Specifically, we investigated experimentally whether or
not we could automatically detect lies in free communication by using nonverbal
data. Lying means to communicate something that you yourself consider untrue,
with the intent to deceive another person (see [6]) in this paper. We conducted
an experiment using a game in which participants could tell a lie spontaneously
and intentionally, if necessary. The rest of the paper is organized as follows.
Section 2 explains the experimental setting. Section 3 describes the method of
analysis and results. We then discuss how to apply the suggestions to human-
agent interactions in section 4. Finally, section 5 contains conclusions.

2 An Experiment for Recording People’ Behavior When
They Tell Lies in Free Communication

In order to analyze participants’ lies statistically, we propose an experimental
setting in which participants could tell lies repeatedly as well as spontaneously.
We used revised Indian poker for the setting. We then conducted an experiment
to record people’s behavior in free communication by videos and a system to
measure gaze direction and facial features.

2.1 Task

Indian poker is a kind of a card game. One card is first dealt to each player, who
cannot look at its face side. Then each player has to place the card on his/her
forehead, so that all the other players can see the face side of the card. This
means that the players can see every card except their own. Finally all the cards
are turned face up on the table (we call this operation ”call a card”). The winner
is the player who has the highest card. One (A) is counted as 14.

We added the following three rules in order to encourage players to commu-
nicate with other players during the game; 1) each player decids whether or not
he/she ”call” a card at the end of the game, 2) each player can change his/her

Table 1. List of Points

Result Points

Defeated -5 points
Quit the game -3 points

Winner +(points which the other players lose)
All players highest card holder: -10 points

quit the game other player: +5 points
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card in the middle of the game, 3) players lose the fixed points when they quit
the game or they are defeated (Table 1).

If each player think that his/her own card is lower than other players’ cards,
he/she can quit the game. When the player quits the game, he/she also lose
points. In this case, however, he/she loses more points than when he/she is
defeated (Table 1). The winner gets points which other players lose.

A basic strategy is that each player tries to make the other players with high-
cards quit the game, and to make the other players with low-cards stay in the
game. The basic strategy encourages players to communicate with others to get
their own cards’ information. In this communication, players tell a lie or truth.

2.2 Experimental Setting

Participants played Indian poker in the environment using Display Units (DUs).
The experimental setting using DUs is shown in Fig. 1. Other participants’ cards
and faces were displayed on the DUs (Fig. 1(c)). The reason why we used the
DUs was that we could accurately measure their nonverbal behavior in free
communication. By using DUs, participants could look others’ faces and their
cards without the large movement of their heads. The DU was made by a half-
mirror and two cameras (Fig. 1(b)). The cameras were set behind each displayed
face (Fig. 1 (c)) so that participants could catch their eyes. They could also
recognize where other participants looked and whether or not their eyes met.
Participants were allowed to make free communication. We could thus regard
that they could naturally communicate to a certain degree in this setting.

Participants were paid 1000 Yen for the two sessions they performed. In ad-
dition, they could earn a bonus prize depending on the points which they got in
the game. Since good players’ reward was about twice as much as bad players’
one, participants could get profit if they could tell lies cleverly. Participants knew
this before starting the game.

2.3 Measured Nonverbal Information

Previous studies summarized more than 150 verbal and nonverbal cues to de-
ception ([3]). From those cues, we selected nonverbal cues which we measured in

Fig. 1. Experimental setting
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the experiment. First, we eliminated features which were strongly related with
the meaning of a word (e.g. number of specific words and so on). The reason was
that we did not focus on that in this study. Second, we also eliminated features
which were strongly related with communication environment (e.g. body move-
ments, eye blinks and so on). The reason was that communication environment
was continually changed in accordance with game situations because we allowed
participants to communicate freely with each other.

After that, we found typical features when participants tell lies from videos
of preliminary experiments. Those features were gaze direction, prosody, and
facial expression (especially, forced smile). Therefore, we measured the gazing
points in a DU image (gaze direction), pitch and power of voices (prosody), 3D
positions of upper and lower eyelids and corners of a mouth (facial expression).

We measured the above-mentioned nonverbal cues by using a measurement
system which we made (see [10]). The accuracy of the measurement of the facial
feature points was approximately ± 2 mm in 3D translation, ± 1 degree in head
pose rotation. The accuracy of the gaze direction was approximately ± 2 degree.

2.4 Participants

Three participants formed a group, which will be referred as a ”triad” in the rest
of the paper. Each triad included one experimenter and two undergraduate or
postgraduate students who were acquainted with each other. The experimenter
introduced himself as a good lie detector. The reason was that participants
changed their nonverbal expressions caused by stresses, such as anxieties and
tensions, when they told lies. The experimenter behaved like a normal player.

Finally, we analyzed data of 18 participants, 9 males and 9 females. The total
number of utterances which all participants told was 2214; lies were 653 and the
rest were 1561.

2.5 Procedure

The experiment was conducted in the following manner.

1. The experimenter briefly provided instructions on the rules and strategies of
the game, and the triad played a game for practice.

2. The experimenter dealt a card to each participant using the game software.
3. Each participant communicated spontaneously in order to win the game.
4. Each participant decided whether or not he/she ”called” his/her card, and

he/she told that he/she had decided.
5. The experimenter showed all participants’ cards.
6. After the winner was decided, the losers paid their points to the winner.
7. The steps 3-7 were repeated.

Participants played Indian poker for about 80 minutes (M = 79.9 minutes, SD
= 8.28), and 16.7 games (SD = 3.88), in an experiment. We conducted the same
experiment again with the same participants after a month in order to confirm
whether their nonverbal cues were consistently useful to detect lies after they
got used to playing the game under this setting.
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3 Statistic Analysis by Using Nonverbal Data

In this section, we investigate whether we can classify utterances into lies and
the rest by using nonverbal data. For the purpose, three discriminant analyses
were conducted to determine the accuracy of lie detection by using the nonverbal
data which were recorded in the experiment.

3.1 Method of Analysis

Each utterance, a unit of analysis, was elicited from the voice data, which was
recorded during the experiment. We call each utterance an ”utterance unit.”

Nonverbal data in every utterance unit was measured and recorded by using
our system and a voice recorder in the experiment. The kinds of nonverbal data
were the gaze direction, pitch and power of prosody, and the 3D positions of
upper and lower eyelids and the corners of the mouth. The variables used to
classify utterances into lies or the rest in discriminant analyses were elicited
from the nonverbal data. The variables are shown in Table 2. Below, we explain
how to elicit those variables from the data.

The seven variables of gaze row in Table 2 were related with the direction
of gaze. In previous studies, variables of gaze direction were often encoded to
”gaze aversion” (e.g. [16]). However, ”gaze aversion” was not enough to describe
the feature of gaze direction. We could not decide whether participants averted
their eyes from communication partners face or purposefully referred to other
cards because participants had to refer to such kinds of useful information for
communication as others’ face and others’ cards in our setting. Therefore, du-
ration of time during which they were gazing at each kind of useful information
was encoded as a variable. The definitions of ”the rate of gazing at the partner’s
face,” ”the rate of gazing at the other’s face,” ”the rate of gazing at the partner’s
card,” ”the rate of gazing at the other’s card,” ”the rate of gazing at the other

Table 2. List of variables

Nonverbal information Code Independent variables

G-1 The rate of gazing at the partner’s face
G-2 The rate of gazing at the other’s face
G-3 The rate of gazing at the partner’s card

gaze (seven) G-4 The rate of gazing at the other’s card
G-5 The rate of gazing at the other place
G-6 The number of gaze shift
G-7 The frequency of gaze shift

prosody P-(1-3) Pitch (the first half, the second half, change)
(six) P-(4-6) Power (the first half, the second half, change)
facial F-1 Whether a mouth moved earlier than eyelids

expression F-2 Whether eyelids moved
(three) F-3 Whether a mouth moved
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place” are the proportion of the time, during which a participant gazed at the
corresponding targets, to the total time of an utterance unit. Here ”other place”
means any place except participants’ faces and cards. The definition of ”the
numbers of gaze shifts” is the number of gaze shifts in an utterance unit. The
definition of ”the frequency of gaze shifts” is the number of gaze shifts divided
by the total time of an utterance unit.

Each utterance was divided into two parts, a first half and a second half. The
averages of pitch and power in each utterance were classified into the following
three categories; high (+1), middle (0), and low (-1), as variables of prosody.
The procedure of coding ”pitch” as a variable in the first half of an utterance
was as follows: First, the average and standard deviation (SD) of pitch in the
first half of all the utterances were calculated. If a pitch average in the first half
of an utterance unit was 1SD larger than the total pitch average in the first
half, the ”pitch” variable in the first half of the utterance was coded as +1. If
the pitch average was 1SD less than the total pitch average in the first half, the
”pitch” variable in the first half of the utterance was coded as -1. Otherwize it
was coded as 0. In the same way, the variable of pitch in the second half was
coded as +1, 0 or -1. The variables of power in the first half and the second half
were also coded as +1, 0 or -1 as well. One of the reasons to apply this procedure
was to normalize individual differences in the pitch and power of the voice. The
variables of pitch and power change were coded as follows: When the value of
the variable in the second half was higher than of that in the first half, the value
of the change in this variable was set to +1; when lower, the value was set to -1;
and when equal, the value was set to 0 (a prosody row in Table 2).

Ekman (1985) reported that subtle changes in facial expressions were good
clues to detect lies. However, we could not statistically analyze whether we could
use the subtle changes as clues to detect lies in the preliminary experiments
because small numbers of those subtle changes were observed. Instead, we had
noticed that people gave a forced smile while telling a lie in many cases. It is
reported that there is a time difference between the beginning of reaction of eyes
and that of a mouth in a forced smile ([14]). Therefore, ”whether a mouth moved
earlier than eyelids” was regarded as a typical feature of facial expressions (a
facial feature row in Table 2). The 3D positions of upper and lower eyelids and
of the corners of a mouth were used to identify whether a smile is a forced one
or not. The value was set to 1 (truth) when a mouth moved earlier than eyes by
five frames in the video. Otherwise, it was set to 0 (false).

3.2 Procedure

Discriminant analyses were conducted to determine the accuracy of lie detection
by using the encoded 16 variables in Table 2.

For discriminant analyses, we classified utterances into two groups. One was
”an utterance which is a lie” (hereafter, ”lie utterance” for short) and the rest
was ”the rest utterances.” We defined an ”equivocal utterance” as an utter-
ance that is neither a truth nor a lie; for instance, an ambiguous statement and
a noncommittal answer. ”Equivocal utterances” accounted for 10-20% of the
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whole utterances. An ”equivocal utterance” was only classified into ”lie utter-
ances” when it contained a statement which was contradictory to the fact. Other
”equivocal utterances” were classified into ”the rest utterances.”

We then arranged the nonverbal data into two data sets; 1) the whole utter-
ances in the experiment and 2) the whole utterances of each participant. After
that, a linear discriminant analysis was applied to each data set. After the anal-
yses, we evaluated the results by 10-fold cross validation.

3.3 Results

The whole utterances in the experiment. Table 3 shows the results of a
discriminant analysis by using the whole utterances in the experiment. The table
shows the top five results in which a discriminant function could achieve more
than 65% accuracy both in classifying utterances into lies or the rest. ”Number of
utterances” column shows the total number of lies and the rest. ”Variables of the
discriminant function” column shows the variables contained in the discriminant
function, which were depicted in the form of the codes in Table 2. The signs of
coefficients of the discriminant function are represented in round bracket. (+)
means that high values of the variable tended to classify an utterance into a lie
and (-) does vice versa. ”Hit rate” column shows ”hit rate of lies” and ”hit rate
of the rest.” ”Cross validation” column shows the average of the results that
were obtained when 10-fold cross validation was executed three times.

The results in Table 3 show that we could achieve 68% accuracy on an average.
The accuracy rates found in this study are higher than those found in the vast
majority of previous deception studies by using nonverbal cues.

Compared to related works, for instance, Meservy et al [9] reported a method
for deception detection through automatic analysis of nonverbal behavior. Since
they only paid attention to movements of hands and the head, they failed to
detect which utterance was a lie; they could only detect who was a liar. In
addition, their results of cross validation in discriminant analyses reached only

Table 3. The results of discriminant analysis by the data of whole experiments

Number of Cross
utterances Variables of the discriminant function Hit rate varidation

G-1(-), G-3(-), G-4(-), G-5(+), G-6(-), P-1(-), lie: 65.7% lie: 66.9%
P-2(+), P-3(+), P-5(-), F-1(-) rest: 73.4% rest: 70.2%

G-1(-), G-2(+), G-3(-), G-6(-), P-1(-), P-2(+), lie: 65.7% lie: 65.2%
P-3(+), F-1(-), F-2(-), F-3(+) rest: 72.6% rest: 71.8%

lie: 653 G-1(-), G-2(+), G-3(-), G-6(-), P-1(-), P-2(+), lie: 65.1% lie: 65.4%
rest: 1561 P-3(+), P-5(-), P-6(+), F-1(-) rest: 73.2% rest: 71.4%

G-1(-), G-2(+), G-3(-), G-6(-), P-1(-), P-2(+), lie: 65.3% lie: 64.9%
P-3(+), F-1(-), F-3(+) rest: 72.3% rest: 71.9%

G-1(-), G-2(+), G-3(-), G-6(-), P-1(-), P-2(+), lie: 65.4% lie: 64.5%
P-3(+), P-4(-), P-6(-), F-1(-) rest: 73.3% rest: 72.2%
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55.3%. We can say that our method could detect which utterance was a lie and
achieve a certain amout of versatility to detect lies in free communication.

Bond & DePaulo [1] reported that ”lie hit rate” by people who did not trained
to detect lies was 48%. Ekman [5] reported that CIA agents who were best lie
detectors could achieve 73% accuracy in detecting lies in a controlled environ-
ment. This result thus shows that we could correctly classify utterances in free
communication automatically by using diverse nonverbal data.

We can predict a person’s behavior when he/she shows the characteristics
listed in the Table 3 in telling lies; ”he/she gazes around except his/her partner’s
face and card,” ”he/she speaks with low and flat pitch,” and ”he/she gives a
forced smile.”

In addition, we performed SVM algorithm to classify the utterances. As a
result, we could also achieve 68% accuracy in the SVM classification.

All utterances of each participant. Table 4 shows the results when utter-
ances of every participant were individually analyzed by a discriminant analysis.
The table shows the top results in which the discriminant function could achieve
65% accuracy in classifying into lies or the rest. ”Hit rate” raw shows ”hit rate
of lies” and ”hit rate of the rest.” ”Cross validation” raw shows an average of
the results that were obtained when 10-fold cross validation was executed three
times.

Table 4. The results by using all utterances of each participant (%)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Hit lie 89 72 86 77 80 73 75 70 76 72 78 80 81 74 83 78 79 74
rate rest 81 71 83 78 81 78 72 75 72 74 79 82 87 77 86 79 72 75

Cross lie 81 68 82 74 77 71 70 51 71 68 79 83 86 68 79 79 77 73
validation rest 78 71 83 76 77 76 66 61 68 68 77 80 85 68 81 77 70 74

The results in Table 4 show that we could achieve 70% accuracy in all the
participants’ cases. At the same time, the results of cross validation reached
almost the same level except the case of Participant 8. It is, therefore, suggested
that each participant consistently showed their nonverbal behavior. On the other
hand, the ”variables useful in the discriminant analysis” were different among all
the participants. Therefore, the clues to detect lies were slightly different among
the participants, and we could improve hit rates by taking account of individual
features of participants.

Analysis by using data of a single modality. A linear discriminant analysis
could be applied to each data set for a single modality, gaze and prosody, to
confirm whether multi-modal nonverbal cues were necessary for detecting lies.
Table 5 shows the result; that we conducted discriminant analyses only by using
the gaze or prosody variables. The table shows the top results in which the
discriminant function could correctly classify utterances into lies and the rest.
”Hit rate (gaze)” and ”Hit rate (prosody)” raws show ”hit rate of lies” and ”hit
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Table 5. The results by single-modal data of each participant (%)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Hit rate lie 67 69 73 54 64 58 48 63 64 57 48 80 53 56 83 58 76 64
(gaze) rest 58 69 79 57 66 69 54 55 57 58 57 71 57 52 64 55 50 56
C. V. lie 64 69 71 50 56 58 46 63 65 56 46 77 54 54 56 54 72 63
(gaze) rest 62 63 78 57 66 68 52 56 52 56 56 75 57 51 69 53 50 57

Hit rate lie 64 41 73 62 50 56 31 30 44 49 69 48 72 56 58 62 59 53
(prosody) rest 94 80 78 87 85 91 97 90 84 90 79 83 84 75 86 79 82 88

C. V. lie 65 44 69 61 64 55 24 32 56 56 66 48 72 56 54 56 56 56
(prosody) rest 89 71 78 84 70 88 97 73 65 67 80 72 84 63 56 75 72 75

rate of the rest,” when using the gaze or prosody variables respectively. ”C. V.
(gaze)” and ”C. V. (prosody)” raws show the average of the results that were
obtained when 10-fold cross validation was executed three times. Bold numbers
are the cases in which we could achieve more than 70% accuracy.

The results in Table 5 show that we could achieve more than 70% accuracy
in classifying utterances into both of lies and the rest only in four cases out
of 36 cases; Participant 3 (gaze and prosody), 12 (gaze) and 13 (prosody). In
all the four cases, we could achieve more than 80% accuracy when discriminant
analyses were conducted by using multi-modal variables; the gaze, prosody and
facial expression variables. In the case of Participant 1 and 5, on the other hand,
we could obtain only low accuracy when using single-modal variables while we
could do more than 80% accuracy when using multi-modal variables. These
results show that it is necessary to pay attention to multi-modal nonverbal cues.

4 Discussions and Future Work

As mentioned above, we could obtain some suggestions for lie detection. In this
section, we discuss how to apply the suggestions to human-agent interactions.

One of the reason why we could detect lies by using nonverbal cues is that
participants change their nonverbal expressions under stresses, such as anxieties,
tensions, and so on, when people tell a lie. In other words, we would detect par-
ticipants’ stresses when they told a lie. In fact, we could observe that participants
often got flustered and nervous in the experiment. It is helpful for smooth in-
teractions with agents to detect user’s stresses (e.g. [11]). For example, an agent
may detect user’s stress when they can detect the nonverbal cues to deception in
communication in which the user does not need to tell a lie. The agent can then
abort and/or change his/her action to relieve user’s stress. We could achieve 68%
accuracy in this study. The ratio was not enough to automate lie detection in
real critical situations such as criminal investigations. However, we expect that
the accuracy rate is enough to detect user’s stress in communication.

We confirmed that the hit rates of lie detection were improved by taking ac-
count of individual features which were expressed by diverse nonverbal behavior.
A user’s body, furnitures, and/or other objects prevent an agent from measur-
ing part of user’s nonverbal behavior in real situations. The agent would be able
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to measure some nonverbal cues out of diverse nonverbal cues. Therefore, the
agent can improve his/her judgement through long-term interactions by storing
the individual features. We may then realize an agent which pay careful at-
tention to users by detecting his/her stress accurately. However, the individual
features were very different even in this study. Therefore, the agent which can
pay attention to user’s stress should communicate verbally in real situations.

The suggestions in this paper are useful to an attentive agent which pays
attention to user’s stress. As a matter of course, there are some issues that need
to be solved to realize that. For example, we have to store the data of individual
behavior over a long time in order to detect user’s mental states accurately.
However, it may have ethical and/or technical problems to store the data over a
long time. We also have to investigate what is appropriate behavior of an agent
when user feels stress. Furthermore, we may have to confirm that the suggestions
in this paper can be applied to user’s stress detection. These are future works.

5 Conclusions

In this paper, we investigated whether our proposed method could automatically
detect lies by using nonverbal data. The results showed that our method could
achieve 70% accuracy in classifying into utterances into lies and the rest without
taking account of individual features of participants.

The significant variables for the discrimination included these which were
not assumed significant in the previous studies. It means that people express
different nonverbal behavior between in free communication and in a controlled
environment when people tell lies. We could improve the discrimination ratio
by taking account of individual features. It is also necessary to pay attention to
multimodal nonverbal behavior to detect lies in most cases.

Therefore, we can say that we could automatically classify utterances into
lies and the rest in free communication by using diverse nonverbal data. The
suggestions in this paper are useful to an agent which pays attention to user’s
stress. We think there are some problems still. The suggestions in this paper can
be considered a first step toward realizing an automated system to detect lies in
free communication.
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Abstract. This paper presents an integrative agent model for adaptive human-
aware information presentation. Within the agent model, meant to support  
humans in demanding tasks, a domain model is integrated which consists of a 
dynamical model for human functioning, and a model determining the effects of 
information presentation. The integrative agent model applies model-based rea-
soning methods to the domain model to analyze the state of the human and to 
determine how to adapt the presentation of information to this state.  

1   Introduction 

When a human is performing a demanding task, often support can be offered by pre-
senting information that is relevant for the task. For example, a naval officer or air 
traffic controller may be offered visualized information on location and speed of sev-
eral objects in the environment, and of the characteristics of such objects. Other cases 
are when information is presented on the workflow that is being followed, and on the 
status of the different tasks in a workflow, or relevant task information such as ma-
nuals for systems used. In all of such cases the human may take the initiative, for 
example, by activating certain options using menu structures. However, especially 
when tasks require a high level of attention and concentration, it is more beneficial 
when the human does not need to bother about such presentation aspects, by giving 
the system itself an active role in offering information of appropriate types and forms. 

Adaptive information presentation can provide a useful type of support in a number 
of application contexts, varying from tourists in a museum (e.g., [17, 20]) and users in 
hypermedia and Web contexts (e.g., [22]), to students using educational systems (e.g., 
[13]) and humans in demanding tasks (e.g., [8, 10]). A main requirement for an adap-
tive information presentation system is that it presents information in types and forms 
that are strongly depending on these circumstances. Here circumstances may involve 
a number of aspects, for example (see also, e.g., [7, 19]): (1) the characteristics of the 
task, (2) the characteristics of the human involved, such as expertise level with respect 
to the task, (3) the state of the environmental context (4) task status and task progress, 
and (5) the cognitive, affective or functional state of the human. Here (1) and (2) may 
be considered static over longer time periods, but (3), (4) and (5) usually have a high-
ly dynamic nature. To take such aspects into account an adequate presentation system 
has to be highly adaptive and has to be constantly aware of them.  
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Awareness of the state of the human, the task and the environment can in part be 
based on observation and sensoring information acquired. However, often awareness 
is required on aspects for which information cannot be acquired in a direct manner, 
for example, the level of anxiety, stress and exhaustion of the human, or the progress 
on the task. In such cases dynamical process models can be used to relate information 
that is directly acquired to information about aspects that are not directly accessible. 
In this paper an integrative agent model for an adaptive human-aware presentation 
system for humans in demanding tasks is presented that makes use of a dynamical 
model of human functioning, in particular to monitor the human’s functional state 
(covering aspects such as exhaustion and experienced work pressure), combined with 
a model to determine the effects of information presentation. In Section 2 first the 
context is described in some more detail. A computational domain model is intro-
duced in Section 3. Section 4 introduces the overall architecture of the integrative 
agent model. Section 5 presents simulation results based on one example scenario. 
Finally, Section 6 is a discussion. 

2   On Adaptivity in Information Presentation 

The context of the research reported in this paper is the domain of naval operations. 
An operator on a naval ship has to decide on and perform actions within limited time. 
The results of these actions can be critical for the result of the entire operation and can 
even be critical for self preservation, so besides timeliness, quality of human task 
performance is also essential. 

Given this context and the inherent fallibility of human task performance, automated 
support for operators in strenuous situations is an interesting topic of research that is 
likely to be beneficial. This kind of support cannot only be provided at the team level, 
but also on an individual level. An example of support at the individual level is adaptive 
information presentation, in which information presented to an operator is personalized 
and adapted to his specific circumstances. This last kind of support is explored in this 
paper. 

The main principles of design of information presentation in displays are exten-
sively described in literature on human information processing and human factors; 
e.g., see [12, 25]. It is well established in this literature that a good display design can 
enhance information processing and improve human performance. However, this 
conventional display design is based on the general characteristics of human informa-
tion processing and aims to serve an average person performing a particular type of a 
task. It usually does not consider personal characteristics and dynamic, constantly 
changing environments and human functional states. The goal of the research reported 
here is to incorporate principles of information presentation in a dynamic model along 
with such factors as operator’s functional states, environmental and task characteris-
tics. The integrative model presented in this article will represent the relations be-
tween these factors and human functioning while performing a task. 

Cognitive performance is affected by the human’s activation state, or alertness. 
Alertness is a physiological state that affects the attentional system and varies depend-
ing on internal and external factors [23]. Besides alertness, cognitive performance is 
also influenced by human information processing aspects, such as perception and 
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working memory [25]. It is well-established that bright light rapidly increases alert-
ness [18]. Therefore one of the assumptions underlying the work reported here is that 
the level of brightness, or luminance, may have an effect on alertness of an operator. 
Another characteristic of a display that may affect alertness is the background colour 
[21]. The time of the day is an environmental aspect that can also influence alertness 
according to numerous findings that relate alertness and performance to circadian 
rhythms. It is found that the activation of central nervous system passes through dif-
ferent stadia during the day according to the inner clock in a brain [25]. Fatigue, the 
physiological and psychological state of tiredness and dislike of present activity, is 
one of the aspects that influence a person’s functioning [23]. It may be assumed that 
exhaustion has also negative influence on the alertness level as exhaustion is placed 
on a higher level of tiredness-fatigue-exhaustion continuum. Exhaustion as a factor 
that affects a person’s functioning while performing a critical task is also mentioned 
in the functional state model presented in [2]. It is also found that motivation and 
alertness are correlated [11].  

The findings below describe the relations between different factors of information 
presentation and processing demands. Display luminance affects visual search per-
formance with monitor displays without affecting detection performance significantly 
[14]. According to Badderley’s theory about the working memory, if the visuo-spatial 
sketchpad buffer of working memory is totally occupied by the processing of visuo-
spatial information during the execution of a task,  no more visual information can be 
perceived and processed [1]. In this case presenting information in another modality, 
auditory for instance, will lead to less processing demand if a task being performed 
requires predominately visuo-spatial resources, but will lead to more processing  
demand if a task is predominantly auditory. This principle is applied in the PACE 
(Performance Augmentation through Cognitive Enhancement) system architecture 
developed for the conditions of high stress and workload and presented in [16]. The 
grouping of numerous objects imposes less processing demand because attention 
resources are applied on the groups of objects at certain locations rather than on the 
whole field of a display with the isolated objects [25]. Symbol size plays a role in 
processing demand too. The larger the symbols are, the easier it is to process them, 
but after a certain threshold there is no gain in processing anymore [6]. It may be 
hypothesized that the processing of objects is performed in the same way: the larger 
the objects, the easier it is to process them. On the other hand, it is obvious that the 
more objects occur in a display and the larger they are, the more processing demand 
may be imposed as the objects become less distinct and more difficult to perceive. 

3   A Domain Model for Functional State and Presentation Aspects 

In this section the domain model used is presented, which consists of two interacting 
dynamical models, one to determine the human’s functional state and one to deter-
mine the effects of the chosen type and form of information presentation. The ap-
proach used to specify the domain model is based on the hybrid dynamical modeling 
language LEADSTO [4]. In this language, direct temporal dependencies between two 
state properties in successive states are modeled by executable dynamic properties. 
The LEADSTO format used here is defined as follows. Let α and β be state proper-
ties. In the LEADSTO language the notation α →→D β, means: 
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 If state property α holds at some time t, then state property β will hold at time t+D 
 

Here, state properties can have a qualitative, logical format, or a quantitative, numeri-
cal format, and may consist of conjunctions of atomic state properties.  

 

 

 
Fig. 1. Functional state domain model 

The dynamic model for the functional state used was adopted from [2]; for a global 
picture, see Figure 1. Here the functional state is defined as the combination of exhaus-
tion (fatigue), motivation, experienced pressure, and effort. These are determined by 
external factors such as task demands and the state of the environment, and by personal 
factors such as experience, cognitive abilities and personality profile. Originally the 
model was implemented in MatLab. For the work reported here it was remodeled in 
LEADSTO and integrated within the agent model, as discussed in Section 4. On the 
one hand this model is based on the (informal) cognitive energetic framework [9], that 
relates effort regulation to human resources in dynamic conditions. On the other hand, 
the model is based on literature on fatigue in exercise and sports as formalized by a 
computational model in [24], in particular on the concept critical power, which is the 
maximal effort level a person can (constantly) maintain over a longer time period 
without becoming (fully) exhausted.  

The arrows in Figure 1 denote causal dependencies; note that cycles occur. For ex-
ample, generated effort is affected by the person’s motivation level (effort motivation), 
the amount of effort the task requires (task level) and the effort the human is able to 
contribute (critical point and maximal effort). When generated effort is above the criti-
cal point, the exhaustion is increased. When generated effort is below the critical point, 
some recovery takes place (recovery effort), thus decreasing exhaustion. Effort  
contributed to cope with noise in the environment (noise effort) is extracted from the 
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generated effort, so that the effort that can effectively be contributed to the task (pro-
vided effort) is less. The motivation is taken proportional to the task level, but also 
depends on the experienced pressure. An optimal experienced pressure is assumed 
which depends on the personality profile. The dynamical model has been formalized as 
a system of differential equations. For more details of this model, see [2].  

The interaction from the model for information presentation to the model for func-
tional state takes place by affecting the task demands. Conversely, a number of as-
pects of the functional state are used as input by the information presentation model: 
effort motivation, exhaustion, experienced pressure and provided effort. Figure 2 
shows an overview of the information presentation model.  

 
 

 

Fig. 2. Information presentation effect domain model 
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The general paradigm of the relations within the presentation model is partially 
based on the existing models on workload that consider the fit between individual 
factors, such as coping capacity, effort, motivation, on one side and work demands on 
the other side. One example of such a model can be found in [15]. This paradigm has 
been applied to the fit between the effort that a human is willing to invest while per-
forming a task and demand. Effort is determined by internal and external factors 
while demand is imposed externally.  

Presentation format aspects can be seen as a part of task demands that are imposed 
on a person because a form of a presentation may change processing demands. On the 
other hand, some presentation aspects, for example, background colour and lumi-
nance, can be seen as available resources that help a person to perform a task. Lumi-
nance is regarded both as a part of demands and as a part of resources in this model. 
All types of aspects are converged into two more global internal factors that influence 
the task performance: physiological state of alertness and mental information proc-
essing state of an operator. Among these concepts a distinction is made between the 
states of available and used recourses of alertness and information processing, alert-
ness utilization and provided effort respectively, and the states of demand for alertness 
and information processing, alertness demand and processing demand. The fit be-
tween the usage of these capacities and the demands determines the functioning of a 
human while performing a task, the functioning fit. Two specific types of fit are con-
sidered: alertness fit and processing fit.  

If the usage of capacities and demands are at the same level, the fits will be high. If 
the levels of capacities and demands differ much, then the fits will be low. If both 
alertness fit and processing fit are high, then the functioning fit will be high. 

All inputs for the model are represented by numbers between 0 and 1. The same 
holds for the concepts objects distinctness, visual demand, phonological demand, 
alertness demand, alertness utilization, processing demand, and available effort. The 
concept alertness fit indicates the difference between alertness demand and alertness 
utilization and is represented by a number between -1 and 1. The same holds for 
processing fit which is the difference between available effort and processing de-
mand. This was expressed in LEADSTO as can be found in Appendix A. 

4   Overall Architecture of the Information Presentation System 

For the overall architecture of the integrative agent model, principles of component-
based agent design have been followed, as, for example, used within the agent design 
method DESIRE; cf [5]. Within the agent model two main components have been 
distinguished: the analysis component and the support component (see Figure 3). 
Accordingly, two different ways to integrate the domain models within the agent 
model have been used; see Figure 3.  

 

• analysis component   
To perform analysis of the human’s states and processes by (model-based) rea-
soning based on observations and the domain model. 

• support component   
To generate support actions for the human by (model-based) reasoning based 
on observations and the domain model. 
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Within these components of the agent model, the domain model has been integrated 
which by itself consists of two (dynamical) models, as described in Section 3: a model 
for the functional state of the human and a model for the effects of information pres-
entation. By incorporating such domain models within an agent model, an integrative 
agent model is obtained that has an understanding of the processes of its surrounding 
environment, which is a solid basis for knowledgeable intelligent behaviour. Note that 
here the domain model that is integrated refers to one agent (the human considered), 
whereas the agent model in which it is integrated refers to a different agent (the am-
bient software agent). 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Overall design of the ambient agent and the integration of the domain model. Here solid 
arrows indicate information exchange (data flow) and dotted arrows the integration of the do-
main model within the agent model. 

Analysis Component 
Within the analysis component, by model-based reasoning forward in time based on 
the domain model, predictions are made about future states of the human and the 
environment. The integration of the domain model relationships within such an analy-
sis model for model-based reasoning forward in time is done in a systematic manner 
by replacing the atoms in a domain model relationship, for example 
 

has_value(a, V1)  &  has_value(b, V2)    →→D   has_value(c, f(V1, V2))   
    
with f(V1, V2) a function of V1 and V2 by predictions of the ambient agent about 
them: 
 

predicted_value_for(a, V1, t)  &  predicted_value_for(b, V2, t)   
→→    predicted_value_for(c, f(V1, V2), t+D) 

 
An example of a function f(V1, V2) is a weighted sum function with weights w1 and w2: 
f(V1, V2) = w1*V1 + w2*V2. A more detailed description of the analysis component is 
given in Appendix B. 
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Support Component 
Within the support component model-based reasoning based on the domain model 
takes place in a goal-directed manner, backward in time starting from desired (ad-
justed) future states. Within the support component this model-based reasoning can 
be done in a qualitative manner or in a quantitative manner. The former case is shown 
in Appendix C, where based on the causal graph as depicted in Figure 2, desires to 
increase or decrease values are derived (from right to left, against the direction of the 
arrows), in a heuristic manner without specifying numerically how much the in-
creases or decreases should be. Below it is shown how a quantitative approach can be 
used, based on the more precise numerical relations of the information presentation 
model. In this case the integration of a domain model relationship within a support 
model for model-based reasoning backward in time can be done in a systematic man-
ner by embedding some atoms in a domain model relationship in adjustment desires 
and some in beliefs and reversing the order, for example,  

 
has_value(a, V1)  &  has_value(b, V2)    →→ D   has_value(c, f(V1, V2))      

 
for the case that the attribute b is kept fixed (not adjusted) is transformed into: 

 
desire_for(c, V3, t+D)  &  belief_for(b, V2, t)  →→   desire_for(a, g(V2, V3), t) 

 
where g(V2, V3) is a function of V2 and V3 that inverts the function f(V1, V2) with respect to 
its first argument:  f(g(V2, V3), V2) = V3  and  g(V2, f(V1, V2)) = V1. For the example of a func-
tion f(V1, V2) as a weighted sum with weights w1 and w2 the inverse function is found as 
follows:  

 
f(V1, V2) = w1*V1 + w2*V2 ⇔ V3 = w1*V1 + w2*V2 ⇔ w1*V1 = V3 - w2*V2 ⇔ V1 = (V3 - w2*V2)/ w1  
⇔ g(V2, V3) = (V3 - w2*V2)/ w1. 

 
It is also possible to distribute a desire for adjustment over adjustment desires for 
multiple attributes. Suppose as a point of departure an adjustment ∆v1 is desired, and 
that v1 depends on two variables v11 and v12 that are adjustable (the non-adjustable 
variables can be left out of consideration). Then by elementary calculus the following 
linear approximation can be obtained: 

 

∆v1 =    ∆v11 +   ∆v12 

 

This is used to determine the desired adjustments ∆v11 and ∆v12 from ∆v1, where by 
weight factors µ11 and µ12 the proportion can be indicated in which the variables 
should contribute to the adjustment: ∆v11/∆v12 =  µ11/µ12. Since  

 

∆v1 =   ∆v12 µ11/µ12   + ∆v12  = (  µ11/µ12   +    ) ∆v12 

 
then the adjustments can be made as follows: 

 

∆v12  =       
∆ 1  µ11/µ12     ∆v11  =    

∆ 1     µ12/µ11 
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Special cases are µ11 = µ12 = 1 (absolute equal contribution) or µ11 =  v11  and µ12 =  
v12 (relative equal contribution: in proportion with their absolute values). As an ex-
ample, consider again a variable that is the weighted sum of two other variables:  v1 =   
w11v11 + w12v12. For this case, the partial derivatives are w11 respectively w12; therefore   

 

∆v11  =  
∆          µ /µ     ∆v12 =   

∆    µ /µ       

 

When µ11 = µ12 = 1 this results in ∆v11 = ∆v12 = ∆v1/( w11+ w12 ), and when in addition 
the weights are assumed normalized, i.e., w11  + w12  = 1, then it holds ∆v11 = ∆v12 = 
∆v1. Another setting is to take µ11 = v11 and µ12 = v12. In this case the adjustments are 
assigned proportionally; for example, when v1 has to be adjusted by 5%, also the other 
two variables on which it depends need to contribute an adjustment of 5%. Thus the 
relative adjustment remains the same through the backward desire propagations: 

 

 
∆      =   

∆          /  / v11    =    
∆        

 
This shows a general approach on how desired adjustments can be propagated in a 
backward manner using a domain model. For a detailed description of the support 
component see Appendix C. 

5   Simulation Results 

In order to analyse the behaviour of the integrative agent model, a number of simula-
tions have been performed using the LEADSTO software environment; cf. [4]. The 
model exhibits behaviour as expected: after the assessment of alertness and/or process-
ing fit as inadequate, the agent performs the relevant manipulations of information pres-
entation aspects. As a result of the manipulations, both alertness and processing fits that 
are constituents of functioning fit are improved. As a consequence of alertness and 
processing fit improvement, functioning fit that represents general task performance 
becomes also better. For example, in the simulation depicted in Figure 4, it can be seen 
that after the manipulations of the ambient agent functioning fit, alertness fit and proc-
essing fit have improved. Time flow is represented on the horizontal axis and the values 
of alertness fit, processing fit and functioning fit are represented on the vertical axis. 
Dark bars in the figure represent the time intervals when a certain statement is true. 

6   Discussion 

Adaptive information presentation involves presenting information in types and forms 
that are strongly depending on circumstances, which may comprise a number of as-
pects (e.g., [7, 19]). Some of these aspects are considered constant over longer time 
periods (e.g., personality characteristics or preferences), and often can be estimated in 
an accurate manner progressively over time, using some type of (machine) learning 
method. Other aspects may be more dynamic: they may change all the time. Such a 
moving target is not easy to estimate in an accurate manner at each point in time. One  
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Fig. 4. Simulation trace: alertness fit assessment ‘demand dominance’, processing fit assessment 
‘demand dominance’  

way that is sometimes exploited assumes that there are attributes (e.g., by sensors) 
observable at each point in time that directly relate (in a non-temporal manner) to the 
aspect to be estimated. For example, in [10] the human’s anxiety state is determined 
in a non-temporal knowledge-based manner from monitor information. However, 
such attributes are not always available. A more general case is that there are relevant 
observable attributes, but they do not directly relate to the aspect to be estimated in a 
non-temporal manner, but instead, temporal, dynamic relations are available. This is 
the case addressed in the current paper. Model-based reasoning methods have been 
exploited by applying them to a dynamic model relating a human’s functional state to 
information presentation aspects and task performance.  

Other approaches to adaptive information presentation often address the human’s 
characteristics and preferences; e.g., [17, 20, 22]. Such approaches usually do not 
address the human’s cognitive, affective or functional state, which within one session 
may show much variation over time. For use within educational systems the learner’s 
actions and progress can be monitored to get an estimation of the learner’s cognitive 
load (e.g., [13]). Especially for humans in demanding tasks monitoring the human’s 
cognitive, affective or functional state, and adapting information presentation based 
on this monitoring information may be crucial. As already mentioned, in [10] the 
human’s anxiety state is determined in a non-temporal knowledge-based manner from 
monitor information. In contrast to such approaches, the approach presented in the  
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current paper makes use of causal, dynamical domain models for the human’s func-
tional state and the information presentation aspects, and generic model-based reason-
ing methods applied to these models. 
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Appendix A:   Detailed Specification of the Domain Model 

If  alertness utilization has value V1 and alertness demand value V2, 
then  alertness fit has value V1-V2  

has_value(alertness_utilization, V1)  &  has_value(alertness_demand, V2)   
→→  has_value(alertness_fit, V1-V2) 

 

If  available effort has value V1 and processing demand value V2, 
then  processing fit has value V1-V2 

has_value(available_effort, V1)  &  has_value(processing_demand, V2)   
→→  has_value(processing_fit, V1-V2) 

 

If  alertness fit has value V1 and processing fit has value V2, 
then  functioning fit has value |V1|+|V2| 

has_value(alertness_fit, V1)  &  has_value(processing_fit, V2)  
→→  has_value(functioning_fit, |V1|+|V2|)  

 

If  the basic task demand has value V4, luminance V6, visual demand V1, phonological de-
mand V2, objects grouping V8, objects size V9, objects quantity V12 and object distinctness 
value V3, 

then  processing demand has value 
α9*V4+α10* (1-V6)+α17*V1+α18*V2+α12*(1-V8)+α13*(1-V9)+α14*V12+α16*(1-V3)) 
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has_value(basic_task_demand, V4)  &  has_value(luminance, V6)  &   
has_value(visual_demand, V1)  &  has_value(phonological_demand, V2)  &   
has_value(objects_grouping, V8)  &  has_value(objects_size, V9)  &   
has_value(objects_quantity, V12) &   has_value(objects_distinctness, V3)  
→→  has_value(processing_demand,   

α9*V4+α10 (1-V6)+α17*V1+α18*V2+α12* (1-V8)+α13*(1-V9)+α14*V12+α16* (1-V3)) 
 

If  provided effort has value V15 and experienced pressure value V3, 
then  available effort has value α1*V1+α2*(1-V2)+ α19*V3+α3*V5+α4*V6+α5*V10 

has_value(provided_effort, V15)  &   has_value(experienced_pressure, V3) 
→→  has_value(available_effort, α20*V15+α21* (1-V3)) 

 

If  the effort motivation has value V1, exhaustion V2, experienced pressure V3, background 
colour V5, luminance V6, and daytime value V10, 

then  alertness utilization has value α1*V1+α2*(1-V2)+ α19*V3+α3*V5+α4*V6+α5*V10 
has_value(effort_motivation, V1)  &  has_value(exhaustion, V2) & 
has_value(experienced_pressure, V3)  &  has_value(background_colour, V5)  & 
has_value(luminance, V6)  &  has_value(daytime, V10)  
→→  has_value(alertness_utilization, α1*V1+α2*(1-V2)+ α19*V3+α3*V5+α4*V6+α5*V10)  

 

If  time criticality has value V, 
then  alertness demand has value V 

has_value(time_criticality, V) →→  has_value(alertness_demand, V)  

Appendix B:   Detailed Specification of the Analysis Model 

If  agent A predicts that at T the alertness utilization has value V1 
and  agent A predicts that at T the alertness demand has value V2 
then  agent A will assess that at T the alertness fit has value V1-V2 

prediction(agentA, has_value_for(alertness_utilization, V1, T)  &  
prediction(agentA, has_value_for(alertness_demand, V2, T)  
→→   assessment(agentA, fit_value_for(alertness, V1-V2, T)) 

 

If  agent A predicts that at T the available effort has value V1 
and  agent A predicts that at T the processing demand has value V2 
then  agent A will assess that at T the processing fit has value V1-V2 

prediction(agentA, has_value_for(available_effort, V1, T)  &  
prediction(agentA, has_value_for(processing_demand, V2, T)  
→→   assessment(agentA, fit_value_for(processing, V1-V2, T)) 

 

If  agent A assesses that at T the alertness fit has value V1 
  and  agent A assesses that at T the processing fit has value V2 
then  agent A will assess that at T the functioning fit has value |V1|-|V2| 

assessment(agentA, fit_value_for(alertness_fit, V1, T)) & 
assessment(agentA, fit_value_for(processing_fit, V2, T)) 
→→   assessment(agentA, fit_value_for(functioning, | V1|+| V2|, T) 

 

If  agent A assesses that at T the fit for F has value 0 
then  agent A will assess the fit for F at T as perfect 

assessment(agentA, fit_value_for(F, 0, T))   
→→  assessment(agentA, fit_for(F, T, perfect)) 

 

If  agent A assesses that at T the fit for F has value V 
  and  0<V  and V≤0.1 
then  agent A will assess the fit for F at T as good 

assessment(agentA, fit_value_for(F, V, T))  &  0< V  &  V≤0.1   
→→  assessment(agentA, fit_for(F, T, good)) 

 



 An Integrative Agent Model for Adaptive Human-Aware Presentation 67 

If  agent A assesses that at T the fit for F has value V 
  and  -0.1≤V  and V<0 
then  agent A will assess the fit for F at T as good 

assessment(agentA, fit_value_for(F, V, T))  &  -0.1≤ V  &  V<0   
→→  assessment(agentA, fit_for(F, T, good)) 

 

If  agent A assesses that at T the fit for F has value V 
  and  -1≤V  and V<-0.1 
then  agent A will assess the fit for F at T as demand dominance 

assessment(agentA, fit_value_for(F, V, T))  &  -1≤ V  &  V<-0.1  
→→  assessment(agentA, fit_for(F, T, demand_dominance)) 

 

If  agent A assesses that at T the fit for F has value V 
  and  0.1<V  and V≤1 
then  agent A will assess the fit for F at T as effort dominance 

assessment(agentA, fit_value_for(F, V, T))  &  0.1< V  &  V≤1  
→→  assessment(agentA, fit_for(F, T, effort_dominance)) 

 

If  agent A assesses the fit for F at T as demand dominance 
then  agent A will assess the functioning fit at T as poor 

assessment(agentA, fit_for(F, T, demand_dominance))  
→→  assessment_of(agentA, fit_for(functioning, T, poor)) 

 

If  agent A assesses the fit for F at T as effort dominance 
then  agent A will assess the functioning fit at T as poor 

assessment(agentA, fit_for(F, T, effort_dominance))   
→→  assessment_of(agentA, fit_for(functioning, T, poor)) 

Appendix C:   Detailed Specification of the Support Model 

If  agent A desires that functioning has an adequate fit 
  and  agent A assesses the functioning fit at T as poor 
  and  agent A assesses the alertness fit at T as demand dominance 
then  agent A will desire an increased alertness fit 

desire (agentA, adequate_functioning_fit) & assessment(agentA, fit_for(functioning, T poor)) &  
assessment(agentA, fit_for(alertness, T, demand_dominance))  
→→  desire(agentA, increased(alertness_fit) ) 

 

If  agent A desires that functioning has an adequate fit 
  and  agent A assesses the functioning fit at T as poor 
  and  agent A assesses the alertness fit at T as effort dominance 
then  agent A will desire a decreased alertness fit 

desire (agentA, adequate_functioning_fit) & assessment(agentA, fit_for(functioning, T poor))  &  
assessment(agentA, fit_for(alertness_fit, T, effort_dominance))  
→→  desire(agentA decreased(alertness_fit) ) 

 

If  agent A desires that functioning has an adequate fit 
  and  agent A assesses the functioning fit at T as poor 
  and  agent A assesses the processing fit at T as demand dominance 
then  agent A will desire an increased processing fit 

desire(agentA, adequate_functioning_fit) & assessment(agentA, fit_for(functioning, T, poor))  &  
assessment(agentA, fit_for(processing, T, demand_dominance))  
→→ desire(agentA, increased(processing_fit)) 

 

If  agent A desires that functioning has an adequate fit 
  and  agent A assesses the functioning fit at T as poor 
  and  agent A assesses the processing fit at T as effort dominance 
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then  agent A will desire an decreased processing fit 
desire(agentA, adequate_functioning_fit) & assessment(agentA, fit_for(functioning, T, poor))  &  
assessment(agentA, fit_for(processing, T, effort_dominance))  
→→  desire(agentA, decreased(processing_fit)) 

 

If  agent A desires an increased alertness fit  
then  agent A will desire an increased alertness utilization 

desires(agentA, increased(alertness_fit) ) →→  desires(agentA, increased(alertness_utilization) ) 
 

If  agent A desires a decreased alertness fit  
then  agent A will desire a decreased alertness utilization 

desires(agentA, decreased(alertness_fit) ) →→  desires(agentA, decreased(alertness_utilization))  
 

If  agent A desires an increased processing fit  
then  agent A will desire a decreased processing demand 

desires(agentA, increased(processing_fit) )  
→→  desires(agentA, decreased(processing_demand) ) 

 

If  agent A desires a decreased processing fit  
then  agent A will desire an increased processing demand 

desires(agentA, decreased(processing_fit) )  
→→  desires(agentA, increased(processing_demand) ) 
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Abstract. In contrast to customers of bricks and mortar stores, users of online 
selling environments are not supported by human sales experts. In such situa-
tions recommender applications help to identify the products and/or services 
that fit the user’s wishes and needs. In order to successfully apply recommenda-
tion technologies we have to develop an in-depth understanding of decision 
strategies of users. These decision strategies are explained in different models 
of human decision making. In this paper we provide an overview of selected 
models and discuss their importance for recommender system development. 
Furthermore, we provide an outlook on future research issues. 

Keywords: Knowledge-based Recommendation, Interactive Selling, Consumer 
Buying Behavior, Consumer Decision Making. 

1   Introduction 

Traditional approaches to recommendation (collaborative filtering [1], content-based 
filtering [2], and different hybrid variants thereof) are well applicable for recommend-
ing quality & taste products such as movies, groceries, music, or news. Especially in 
the context of high-involvement products such as computers, cars, apartments, or 
financial services, those approaches are less applicable. For example, cars are not 
bought very frequently –  consequently the corresponding items will not receive a 
critical mass of ratings needed for making reasonable predictions; [3] propose to use 
the 100 nearest neighbors in their collaborative filtering recommendation approach. 
Furthermore, a low frequency of ratings would require to take into consideration a 
rather long time period of ratings – this would make it infeasible for a content-based 
filtering algorithm to derive meaningful predictions.  

Especially in domains where traditional recommendation approaches are not the 
first choice, knowledge-based recommendation technologies come into play [4,5]. 
Knowledge-based recommender applications are exploiting explicitly defined re-
quirements of the user and additionally dispose of deep knowledge about the underly-
ing product assortment. Thus, knowledge-based recommender applications exploit 
knowledge sources that are typically not available in collaborative and content-based 
filtering scenarios. A direct consequence of the availability of deep knowledge about 
the product assortment and explicitly defined customer requirements is that no ramp-
up problems occur with knowledge-based recommenders [4,5]. The other side of the 
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coin is that – due to the explicit representation of recommendation knowledge in a 
recommender knowledge base – knowledge-based recommenders cause so-called 
knowledge acquisition bottlenecks: knowledge engineers and domain experts have to 
invest considerable time efforts in order to develop and keep those knowledge bases 
up-to-date.  

In this paper we focus on the discussion of selected models of consumer decision 
making and their importance for the development of knowledge-based recommender 
applications. The remainder of this paper is organized as follows. In Section 2 we 
introduce the basic functionalities supported by knowledge-based recommender ap-
plications. We provide an overview of a selected set of models of consumer decision 
making in Section 3. Section 4 includes a discussion of different types of decoy ef-
fects that can have a major impact on the item selection behavior of users. In Section 
5 we discuss further theories of consumer decision making. With Section 6 we pro-
vide an outlook of future research. The paper is concluded with Section 7. 

2   Knowledge-Based Recommendation 

The major difference between filtering-based recommendation approaches and 
knowledge-based recommendation [4,5] is that explicit knowledge about customers, 
the product assortment, and the dependencies between customer preferences and 
product properties is stored in a corresponding recommender knowledge base. The 
rules for the identification of a solution are explicitly defined and thus allow the deri-
vation of intelligent and deep explanations as to why certain products have been rec-
ommended to a customer. Since advisory knowledge is represented in the form of 
variables and constraints we are able to automatically determine diagnoses and repair 
actions in situations where no solution can be found for the given set of customer 
requirements [6]. Knowledge-based recommendation problems can be defined on the 
basis of simple conjunctive database queries as well as on the basis of so-called con-
straint satisfaction problems (CSPs) [7]. Figure 1 presents an example of a knowl-
edge-based recommender application that has been developed for one of the largest 
financial service providers in Austria. Such an application guides a user (repeatedly) 
through the following phases: 

1. Requirements specification (Phase I.):  in the first phase users are interacting with 
the recommender application in order to identify and specify their requirements. 
Examples for such requirements in the financial services domain are the invest-
ment period should be below four years, the profit per year should be more than 
5 percent, or the recommended items should not contain shares. 

2. Repair of inconsistent requirements (Phase II.): in the case that the recommender 
application is not able to identify a solution, it proposes a set of repair actions 
(change proposals for requirements) that (if accepted by the user) can guarantee 
the identification of a recommendation. An example for such an infeasibility in 
the financial services domain is a low willingness to take risks combined with 
high return rates of the investment. Another example for an infeasibility is the 
combination of high return rates and short investment periods. 

3. Result presentation (Phase III.): if the defined requirements can be fulfilled, the 
recommender application presents a set of product alternatives. Those alternatives 
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are typically ranked on the basis of a utility function (for a detailed example see 
[5]) and are either presented in the form of an ordered list or on a product com-
parison page. 

4. Explanations (Phase IV.): For each of the identified and presented product alter-
natives the customer can activate a corresponding explanation as to why this 
product has been recommended. Each explanation consists of a set of argumenta-
tions that relate specified requirements with the corresponding product properties. 
An example for an explanation is we recommend this product since it supports 
the specified investment period and additionally provides reasonable return rates 
with low risks. 

 

Fig. 1. Example knowledge-based recommender application. A typical recommendation process 
consists of the phases requirements specification (I.), repair of inconsistent requirements (II.), 
presentation of recommended products (III.), and explanation of each selected product (IV.).  

3   Models of Consumer Decision Making  

Traditional Economic Models. Those models are assuming that all users are able to 
take decisions that are optimal and that have been derived on the basis of rational and 
formal processes. An assumption of economic models in this context is that prefer-
ences remain stable, i.e., are not adapted within the scope of a decision process. How-
ever, it is a fact that preferences can be extremely unstable, for example, a customer 
who buys a car first sets the upper limit for the overall price to 20.000€€ . This does not 
mean that the upper limit is strict since the customer could change his mind and set 
the upper limit for the price to 25.000€€  simply because he detected additional techni-
cal features for which he is willing to pay the higher price, for example, high-quality 
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headlights, park-distance control, satellite navigation, and rain-sensor for the wind-
screen wipers. Solely on the basis of this simple example we immediately see that 
preferences could change over time, i.e., are not stable within the scope of a recom-
mendation session. This insight led to the development of new decision models [8] 
that take into account this constructive nature of preferences. The most important ones 
will be discussed in the following. 
 
Effort Accuracy Framework. Following this model, users are taking into account 
cost-benefit aspects. A decision process is now characterized by a trade-off between 
the effort to take a decision and the expected quality of the decision. The effort-
accuracy framework is based on the fact that users (customers) show an adaptive 
decision behavior and select from an available set of different decision heuristics 
depending on the current situation. Criteria for the selection of a certain heuristic are 
on the one hand the needed decision quality and on the other hand the cognitive ef-
forts needed for successfully completing the decision task. Per definition this frame-
work clearly differs from the above mentioned economic model of decision making. 
In those models, optimality plays a dominant role and the efforts related to success-
fully completing a decision task are neglected. However, especially the effort for 
completing a decision task has to be taken into account as an important factor that 
determines whether the user is willing to apply the recommender application or 
chooses a different provider. 
 
Construction of Preferences. The concept of preference construction in human 
choice has been developed by [9]. The basic idea of preference construction is that 
users tend to identify their preferences within the scope of a recommendation session 
but only in rare cases are able to state their preferences before the beginning of the 
decision process. Thus decision processes are more focused on constructing a consis-
tent set of preferences than eliciting preferences from the user which is still the pre-
dominantly supported type of decision process in many existing knowledge-based 
recommender applications. Since user preferences are constructed within the scope of 
a recommendation session, the design of the user interface can have a major impact 
on the final outcome of the decision process.  

Table 1. Selected theories of decision psychology 

theory explanation 
decoy effects inferior products added to a result set can significantly change 

the outcome of the decision process. 
primacy/recency information units at the beginning of a list and at the end of a list 

are analyzed and remembered significantly more often than 
information units in the middle of a list. 

framing the way in which we describe a certain decision alternative can 
have a significant impact on the final decision. 

defaults pre-selected decision alternatives have the potential to  
significantly change the outcome of a decision process. 
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In order to improve the applicability of recommender applications we must integrate 
recommendation technologies with deep knowledge about human decision making. 
Such an integration can help to improve the perceived quality of the recommender 
application for the user as well as the predictability of decision outcomes. In the re-
mainder of this paper we review selected theories from decision psychology w.r.t. their 
potential impact on preference construction processes. An overview of those theories is 
provided in Table 1 – they will be discussed in the following subsections. 

4   Decoy Effects 

Decoy products are items that are inferior to other items in a given set of recom-
mended products.1 In this context, the inferiority respectively superiority of items is 
measured by simply comparing the underlying properties of items with regard to their 
distance to the optimal value, for example, robot X dominates robot Y in the dimen-
sions price and reliability if it has both a lower price and a higher reliability.  The 
inclusion of such decoy products can significantly influence the outcome of the deci-
sion process and therefore has to be taken into account when implementing recom-
mender applications. The phenomenon that users change their selection behavior in 
the presence of additional inferior items is denoted as decoy effect. Decoy effects have 
been intensively investigated in different application contexts, see, for example 
[10,11,12].  

In the following subsections we will discuss different types of decoy effects and 
explain how those effects can influence the outcome of decision processes. Note that 
the existence of decoy effects provides strong evidence against the validity of tradi-
tional economic models of choice that suppose rational and optimal strategies in hu-
man decision making. 

4.1   Compromise Effects 

Compromise effects denote one specific archetype of decoy effects which is shown in 
Table 2. It is possible to increase the attractiveness of robot X compared to robot Y by 
adding robot D to the set of alternatives. Robot D increases the attractiveness of robot 
X since, compared to robot D, X has a significantly lower price and only a marginally 
lower reliability (this effect is denoted as tradeoff-contrast). This way, X is estab-
lished as a compromise between the alternatives Y and D. By the insertion of decoy 
robot D the comparison focus of the user is set to XD since D is more similar to X 
than to Y (similarity effect). Note that the compromise of choosing X can as well be 
explained by the aspect of extremeness aversion.  

Table 2. Compromise effect 

 
product (robot) 

X  Y  D  
price [0..10.000€€ ] 3.000 1.500 5.000 
reliability [0..10] 9 4.5 10 

                                                           
1 Note that we use the robot product domain in the following examples. 
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More formally, we can explain decoy effects as follows. Under the assumption that 
the probability of selection for item X out of the item set {X,Y} is equal to the prob-
ability of selection of Y out of {X,Y}, i.e., P(X,{X,Y}) = P(Y,{X,Y})), the addition 
of D causes a preference shift to X, i.e., P(Y,{X,Y,D}) < P(X,{X,Y,D}). 

4.2   Asymmetric Dominance Effects 

The second archetype of decoy effect is called asymmetric dominance (depicted in 
Table 3). In this scenario, robot X dominates robot D in both attributes (price and 
reliability) whereas robot Y dominates robot D in only one dimension (the price). The 
addition of robot D to the set of {X,Y} can help to increase the share of X. In this 
context the comparison focus is set to XD (D is more similar to X than Y) which 
makes X the clear winner in the competition, i.e., P(Y,{X,Y,D}) < P(X,{X,Y,D}). 

Table 3. Asymmetric dominance effect 

 
product (robot) 

X  Y  D  
price [0..10.000€€ ] 3.000 1.000 3.500 
reliability [0..10] 9 5 8 

4.3   Attraction Effects 

The third archetype of decoy effects is called attraction effect. In this context, X ap-
pears to be only a little bit more expensive and simultaneously has a significantly 
higher reliability compared to robot D (tradeoff-contrast – see Table 4). In this sce-
nario the inclusion of D can trigger an increased probability of selection for robot X 
since X appears to be more attractive than D, i.e., P(Y,{X,Y,D}) < P(X,{X,Y,D}). 
The attraction effect moves the comparison focus to the combination of items XD 
since D is more similar to X than to Y (similarity effect). Note that both compromise 
effects and attraction effects are based on the ideas of tradeoff-contrast and similarity. 
The difference lies in the positioning of decoy items. In the case of the compromise 
effect decoy products are representing extreme solutions (see Table 2) whereas in the 
case of the attraction effect decoy products are positioned between the target and the 
competitor product (see Table 4). 

Table 4. Attraction effect 

 
product (robot) 

X  Y  D  
price [0..10.000€€ ] 5.000 2.000 4.900 
reliability [0..10] 7 3 5 

4.4   Application of Decoy Effects in Recommendation Scenarios 

If decoy items are added to a result set, this can change the selection probability for 
items that were included in the original result set. Decoy effects have been shown in a 
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number of empirical studies in application domains such as financial services, e-
tourism, and even software agents (see, for example, [10,11,14]). The major possibili-
ties of exploiting decoy effects in knowledge-based recommendation scenarios are the 
following: 
 
• Increased selection probability for target items: as already mentioned, adding 

additional inferior items to a result set can cause an increased share of target 
items (in our example denoted as item X). This scenario definitely has ethical as-
pects to be dealt with since companies can potentially try to apply decoy effects 
for selling products that are maybe suboptimal for the customer.  

• Increased decision confidence: beside an increase of the share of the target prod-
uct, decoy effects can be exploited for increasing the decision confidence of a 
user. In this context, decoy effects can be exploited for resolving cognitive di-
lemmas which occur when a user is unsure about which alternative to choose 
from a given set of nearly equivalent alternatives. 

• Increased willingness to buy: from empirical studies we know that a user’s level 
of trust (confidence) in recommendations is directly correlated with the willing-
ness to buy, i.e., increasing the level of trust directly means that the purchase 
probability can be increased as well [13].  

 
The important question to be answered now is how to predict decoy effects within the 
scope of a recommendation scenario. Predicting the selection of products contained in 
the set of possible product alternatives (the consideration set CSet) requires the calcu-
lation of dominance relationships between the items contained in a result set. Exactly 
for this calculation different models have been developed [14,15] – the outcome of 
each of these models are dominance relationships between the items in CSet. The 
calculation of such dominance relationships can be based on Formula 1 which is a 
simplified version of the approach introduced in [14]. This Formula allows the calcu-
lation of dominance relationships between different products in a consideration set, 
i.e., d(u, CSet) denotes the dominance of product u compared to all other items in 
CSet.  
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Formula 1. Calculating dominance value d for u in CSet: diff(ua,va) = ua-va if 
a=reliability, otherwise diff(ua,va) = va-ua. sign(ua,va)=1 if ua ≥ va, -1 otherwise. 

Applying Formula 1 to the product set {X,Y,D} depicted in Table 2 results in the 
dominance values that are depicted in Table 5. For example, product v1 (Y) has a 
better price than product u (X; the target item) – the corresponding dominance value 
is -0.65, i.e., product u is inferior regarding the attribute price. The sum of the attrib-
ute-wise calculated dominance values, i.e., d(u,CSet), provides an estimation of how 
dominant item u appears to be in the set of candidate items CSet. The values in Table 
3 clearly show a dominance of item X over the items Y and D. 
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Table 5. Dominance values for A ∈ CSet for Table 2 

 u v1 v2 Sum d(u,CSet) 
 X Y D  d(X,{X,Y,D}) 
price  -0.65 0.75 0.10  
reliability  0.90 -0.42 0.48  
     0.58 
      
 Y X D   
price  0.65 1.0 1.65  
reliability  -0.90 -1.0 -1.9  
     -0,25 
      
 D X Y   
price  -0.75 -1.0 -1.75  
reliability  0.42 1.0 1.42  
     -0.33 

 
The dominance relationships between items in a result set can be directly used by a 

corresponding configuration algorithm [14]. If the recommendation algorithm deter-
mines, for example, 20 possible products (the consideration set) and the company 
wants to increase the sales of specific items in this set, a configuration process can 
determine the optimal subset of items that should be presented to the user such that 
purchase probability is maximized.  

5   Further Effects 

5.1   Primacy/Recency 

Primacy/recency effects occur in situations where products are presented in the form 
of a list. Products presented at the beginning and at the end of the list are evaluated 
more often than those positioned somewhere in the middle of the list. Significant 
changes in the product selection behavior that have been triggered by changed prod-
uct orderings are discussed in [16]. Similar experiences are reported in the context of 
web search where web links at the beginning and the end of a list are activated sig-
nificantly more often than those in the middle of the list [17]. Users do not want to 
evaluate large lists of decision alternatives but rather find those alternatives that fit 
their wishes and needs as soon as possible. As a consequence, recommender applica-
tions must be able to calculate item rankings that reduce the cognitive overheads of 
users as much as possible. An approach to take into account primacy/recency effects 
in the presentation of result sets has been introduced in [18].  

5.2   Framing 

Framing effects occur when one and the same decision alternative is presented in dif-
ferent variants [19]. An example is price framing where – depending on the granularity 
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of the presented price information (price information presented in one attribute or dis-
tributed over several attributes) – users have different heuristics to evaluate the remain-
ing product attributes [20]. If the price information is provided for different subparts of 
a product, users tend to focus on evaluating those subparts with a corresponding price 
information. If the product price on the contrary is represented by one attribute, users 
focus on evaluating those parts that are important (e.g., the resolution or zoom factor of 
a digital camera). Another occurrence of framing is attribute framing that describes the 
phenomenon that different but equivalent descriptions of a decision task can trigger 
completely different outcomes. For example, a fund with a 95% probability of no loss 
is interpreted as a better solution compared to the same product described with a 5% 
probability of loss.  

5.3   Defaults 

Defaults can be used to support users in the specification of their requirements, espe-
cially if users are non-experts in the product domain and therefore are not sure about 
which alternative to select [21]. For example, if the user is interested in high return 
rates, the runtime of the financial service should be longterm (the default). Thus de-
faults are a means to help the user to identify meaningful alternatives that are com-
patible with their current preferences. Obviously, defaults could as well be abused for 
manipulation purposes, i.e., to mislead users to purchase items that are unnecessary 
for their requirements [22]. Especially for knowledge-based recommender applica-
tions defaults play a very important role since users tend to accept preset values  
(defaults are representing the status quo) compared to other alternatives [23,24]. 
Maintaining the status quo and refusing to change the status quo is denoted as the 
status-quo bias in the literature [24]. This can be explained by the fact that users typi-
cally see new alternatives in the light of potential losses. Since users are typically 
loss-averse, they are very often reluctant to accept changes to the status quo. Typical 
attributes for which default values are specified are those with an associated risk, for 
example, warranties of a product or safety equipment. 

6   Future Work 

In the previous sections we focused on the discussion of selected decision-
psychological aspects relevant for the development of knowledge-based recommender 
applications. In the remainder of this paper we are discussing relevant research topics 
especially related to decoy effects. 
 
Decoy effects in repair actions. Repair actions help users to get out of the so-called 
“no solution could be found” dilemma (see Section 2). If a given set of requirements 
does not allow the calculation of a recommendation there exist potentially many dif-
ferent alternative combinations of repair actions (exponential in the number of re-
quirements [25]) that resolve the current conflict. As a consequence, it is not possible 
to present the complete set of possible repair actions and we have to select a subset 
that best fits with the requirements of the user. An approach to personalize the selec-
tion of repair actions has been introduced in [26]. Our major goal for future work is to 
extend the approach of [26] by additionally taking into account different types of 
decoy effects that potentially occur in the repair selection process.  
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Decoy effects on result pages. Similar to the selection of repair alternatives we are 
also interested in general properties of decoy effects in the context of product lists. In 
this context we are interested in answering questions regarding the upper bound for 
the number of products such that decoy effects still occur. Furthermore, we are inter-
ested in the relevance of item distances for the existence of decoy effects. The ques-
tion is whether we have to organize target, competitor, and decoy items in a cluster or 
do decoy effects still occur if the distance between those items is increased. 
 
Decoy effects in compound critiques. Critiquing-based recommender applications 
[27,28] often support the concept of compound critiques. Critiques are a natural way 
to support users in item selection processes without forcing them to explicitly specify 
values for certain item properties (query-based approach). Users are more engaged in 
a navigation process where they are articulating requirements on a more abstract level 
such as lower price or higher resolution. In order to fasten the interaction with a cri-
tique-based recommender application, prototype systems have been developed that 
support the articulation of so-called compound critiques, i.e., critiques that include 
two or more change requests regarding basic product properties. An example for such 
a compound critique is lower price and higher resolution. A typical critiquing-based 
recommender presents a list of alternative compound critiques to the user. In this 
context, we are interested in answering the question whether decoy effects occur in 
the selection of compound critiques. 

7   Conclusions 

We have presented a selected set of decision-psychological phenomena that have a 
major impact on the development of recommender applications. A number of related 
empirical studies clearly show the importance of taking into account such theories 
when implementing a knowledge-based recommender application. We see our contri-
bution as a first one on the way towards more intelligent recommender user interfaces 
that know more about the user and also know how to exploit this knowledge for im-
proving the quality of applications in different dimensions such as prediction accuracy 
or satisfaction with the presented recommendations. 
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Abstract. PLSA which was originally introduced in text analysis area, has been
extended to predict user ratings in the collaborative filtering context, known as
Triadic PLSA (TPLSA). It is a promising recommender technique but the com-
putational cost is a bottleneck for huge data set. We design a incremental learning
scheme for TPLSA for collaborative filtering task that could make forced pre-
diction and free prediction as well. Our incremental implementation is the first
of its kind in the probabilistic model based collaborative filtering area, to our
best knowledge. Its effectiveness is validated by experiments designed for both
rating-based and ranking-based collaborative filtering.

1 Introduction

Probabilistic Latent Semantic Analysis (PLSA) is an effective unsupervised learning
model for a wide range of applications such as text analysis [1], image analysis [2] and
collaborative filtering (CF) [7]. It is one of the state-of art model-based collaborative
filtering algorithms and has many applications in real-world recommender systems [10].
However, it is necessary to distinguish collaborative filtering from other applications
for PLSA because the user rating value can not be mapped directly to the co-occurrence
value which is the case in text or image analysis. We need to model the relationship
between user and item in a triplet < user, item, rating > where rating value indicates
whether the relationship is positive or negative and how strong it is. [7] extended the
classical PLSA [1] to provide an effective while computational intensive method for
collaborative filtering, sometimes referred to as Triadic PLSA.

Due to the tremendous growth and changing of users and products, incremental
learning ability is of growing importance for real-world recommender systems, espe-
cially for PLSA algorithm [11]. Triadic PLSA training is even more computational
consumptive comparing with classical PLSA and other memory-based recommender
methods. In this paper, we take one step further on the basis of TPLSA model [7]. By
making its learning process incremental, the proposed model is much easier to learn
while only with a little prediction precision. We believe our work is valuable in itself
as well as in its implications for other potential incremental extensions on model based
collaborative filtering methods.

The remainder of the paper is structured as follows: Section 2 reviews the prior works
in PLSA model for collaborative filtering together with some incremental improve-
ments for dyadic PLSA model; our incremental speedup algorithm for triadic version

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 81–92, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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of PLSA model is given in Section 3; then we perform a thorough comparison with
some state-of-art algorithms in Section 4. Finally, Section 5 concludes the paper and
points the possible future directions.

2 Related Works

Before we continue, some notations used in this paper are listed below.

Table 1. Notations

Notations Meanings Notations Meanings
u1 user d document
y item w word
v rating z latent class
K number of classes µ average rating
σ variance of rating N total rating triplets number
niter EM iteration number Ntraining, Ntesting training and testing rating triplets number

2.1 PLSA for Collaborative Filtering

We start from a brief introduction of collaborative filtering problem setting. Users
choose to rate a subset of items in the system, so the training data are depicted by
many triplets < u, y, v >, indicating the user preference of an item. The goal of col-
laborative filtering is boiled down to predicting the most likely rating value of a given
user (known as the active user) on an item. There are two different but related predic-
tion scenarios been called forced prediction and free prediction. In the forced prediction
setting, for the active user and all the items, an estimated rating value is predicted, the
learning result is therefore a mapping: G : U × Y → V; on the other hand, the goal
of the free prediction task is to choose some items that the user might be interested in
and to predict the possible ratings of these items, i.e., the learning result is a function:
F : U → Y × V .

PLSA is believed to be one of the state-of-art collaborative filtering algorithms. It
is previously introduced in the text analysis context where the learning data are co-
occurrence of the documents and words. PLSA tries to construct the latent seman-
tic topic behind the words for each document in a probabilistic fashion. Noticing the
similarity between co-occurrence matrix and user rating matrix, [7] extended the clas-
sical PLSA model which was designed to learn latent label from dyadic data (i.e.,
< d,w > concurrence data) to triadic data < u, y, v >. Specifically, Hofmann proposed
two graphic models for the forced prediction and free prediction, respectively (Fig. 1,
(b) and (c)). The two models and their corresponding Expectation Maximization (EM)
learning algorithms are given formally below:

Forced prediction case
I. Model definition:

P(v|u, y) =
∑

z

P(z|u)P(v|y, z), (1)

1 We use the lower case for a single user or item and upper case for corresponding set of these
objects in the system.
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Fig. 1. The graphic model of PLSA for collaborative filtering: (a) is the classical d-w model, (b)
and (c) are forced prediction and free prediction extensions of PLSA on collaborative filtering,
respectively

– The multinomial case:

P(v|y, z) =

∑
<u,v′,y′>:v′=v,y′=y P(z|u, v, y, θ̂)∑
<u,v′,y′>:y′=y P(z|u, v, y, θ̂) , (2)

– The Gaussian case:

P(v|y, z) = P(v|µy,z, σy,z) =
1√

2πσy,z

exp

⎡⎢⎢⎢⎢⎣− (v − µy,z)2

2σ2
y,z

⎤⎥⎥⎥⎥⎦ . (3)

II. Model fitting: The EM algorithm [7] consists of two steps that are performed alter-
natively:

– E-Step:

P(z = k|u, v, y, θ̂) = P̂(z = k|u)P̂(v|y, z)∑
z′ P̂(z′|u)P̂(v|y, z′) , (4)

– M-Step:

P(z|u) =

∑
y P(z|u, v, y, θ̂)∑

z
∑

y P(z|u, v, y, θ̂) . (5)

• The multinomial case:

P(v|yũ, z) =

∑
<u,v,y>:y=yũ

P(z = k|u, v, y, θ̂)∑
<u,v′,y>:y=yũ

P(z = k|u, v′, y, θ̂) , (6)

• The Gaussian case:

µyũ,z =

∑
<u,v,y>:y=yũ

vP(z|u, v, y, θ̂)∑
<u,v,y>:y=yũ

P(z|u, v, y, θ̂) , (7)

σ2
yũ,z =

∑
<u,v,y>:y=yũ

(v − µy,z)2P(z|u, v, y, θ̂)∑
<u,v,y>:y=yũ

P(z|u, v, y, θ̂) . (8)

III. Recommendation:

E[v|u, y] =
∫

v
vP(v|u, y)dv =

{∑
z P(z|u)

∫
v

vP(v|y, z)dv (multinomial case),∑
z P(z|u)µy,z (Gaussian case).

(9)



84 H. Wu and Y. Wang

Free prediction case

I. Model definition:
P(v, y|u) =

∑
z

P(z|u)P(y|z)P(v|y, z), (10)

II. Model fitting:

– E-Step:

P(z = k|u, v, y, θ̂) = P̂(z|u)P̂(v|y, z)P̂(y|z)∑
z′ P̂(z′|u)P̂(v|y, z′)P̂(y|z′))) , (11)

– M-Step2:

P(y|z) =

∑
<u,y′,v,z′>:y′=y,z′=z P(z′|u, y′, v, θ̂)∑
<u,y,v,z′>:z′=z P(z′|u, y, v, θ̂) . (12)

2.2 Incremental Learning of PLSA

Typical EM treatment for PLSA is processed in the batched fashion. When new data
arrive, the whole model needs to be retrained with new data and old data together. This
is obviously problematic. The focus of this paper is to deal with incremental learning
of the Traidic PLSA.

There are three different scenarios for incremental learning should be considered.

1. New users register to the system and rate a few items, in this situation, the P(z|u)
corresponding to these users should be calculated and recorded;

2. New items are added to the system and rated by a few users, P(v|y, z) should be
calculated for the new items and updated for the old items with respect to all the
latent classes;

3. An existing user rates an existing item, both P(z|u) and P(v|y, z) should be updated
for all the users and items.

We note that much work has been done on the incremental implementation of classical
diadic PLSA model. [4] provided a clustering based method for collaborative filtering.
[6] presented a complete Bayes solution for incremental PLSA learning.

The advantage of the algorithm proposed by [6] is that they consider the first two
scenarios aforementioned, i.e., they can handle the situation that new users evaluate
new items or old items. The updating takes 4 steps as follows:

1. Discard old documents and terms P(w|z) = P0(w|z)∑
w′∈W0

P0(w′ |z) , P(d|z) = P0(d|z)∑
d′∈D0

P0(d′|z) .

2. Fold in new documents:

P(z|w, dnew) =
P(w|z)P(z|dnew)∑

z′∈Z P(w|z′)P(z′|dnew)
, P(z|dnew) =

∑
w∈dnew f (w,dnew )P(z|w,dnew )∑

z′∈Z
∑

w∈dnew f (w, dnew)P(z′|w, dnew)
.

(13)
3. Fold in new words:

P(z|wnew, dnew) =
P(dnew|z)P(z|wnew)∑

z′∈Z P(dnew|z′)P(z′|wnew)
, (14)

2 P(z|u) and P(v|y, z) is calculated following Equ.5 and 6, respectively.
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P(z|wnew) =

∑
d∈Dnew

f (wnew, d)P(z|wnew, d)∑
d′∈Dnew

f (wnew, d′)
. (15)

4. Update PLSA parameters, all P(w|z) are normalized using the following:

P(w|z) =

∑
d∈D∪Dnew

f (w, d)P(z|w, d)∑
d′∈D∪Dnew

∑
w′∈d′ f (w′, d′)P(z|w′, d′) . (16)

The complexity analysis: the algorithm needs O(niter × (nnd + nod) × (nnw + now) ×
k) operations to converge whenever there are new documents added, where nnd is the
number of new documents, nod is the number of old documents, nnw is the number of
new words and now is the number of old words.

[9] presented another method for incremental learning PLSA parameters.

P̂MAP(wj|zk) =

∑N
i=1 n(di,wj)P(zk |di,wj) + (α j,k − 1)∑M

m=1[
∑N

i=1 n(di,wm)P(zk |di,wm) + (α j,m − 1)]
, (17)

P̂MAP(zk |di) =

∑M
j=1 n(di,wj)P(zk|di,wj) + (βk,i − 1)

n(di) +
∑K

l=1(βl,i − 1)
, (18)

α(n)
j,k =

Nn∑
i=1

n(d(n)
i ,w

(n)
j )P(n)(zk |d(n)

i ,w
(n)
j ) + α(n−1)

j,k , (19)

β(n)
k,i =

M∑
j=1

n(d(n)
i ,w

(n)
j )P(n)(zk |d(n)

i ,w
(n)
j ) + β(n−1)

k,i . (20)

Besides these works, [11] and [8] modified original PLSA model and provided some
experimental works on how to get a balance between efficiency and precision.

2.3 Incremental Learning for Collaborative Filtering: Fold-in and Other Naive
Solutions

[7] gave a simple solution for the incremental learning for collaborative filtering named
Fold-in. They focus on the first and the third incremental scenarios. When a new rating
is added to a new or old user ũ profile, this method only updates the corresponding P(z|ũ)
and P(z|ũ, y, v), leaving P(v|y, z) unchanged. Thus, the offline complexity is O(niter×K×
N), while it has an online complexity of O(k) for old users and O(niter × |U | × K) for
new user who has rated nu items.

[3] presented a user-based incremental learning algorithm (IUCF) for collaborative
filtering. It updates the user similarities according to the new ratings. One thing needs
to be noticed that it only reduced the learning cost, while the recommendation cost is
still high. We will compare it with our method in the later section.

Recently, there is also some progress on the incremental update for other model-
based CF algorithms such as SVD [4] and NNMF [5], which, in our opinion, are also
extensible for collaborative filtering task.

3 Incremental Learning for Collaborative Filtering

In this section, we provide two algorithms named ITPLSA-Forced and ITPLSA-Free
for the Incremental learning of TPLSA (ITPLSA) in the forced prediction and free
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prediction scenarios, respectively. The intuition behind these algorithms is that for a new
rating < ũ, ỹ, ṽ >, not only the corresponding P(z|ũ) needs to be updated duly, but also
the corresponding P(v|ỹ, z) and P(z|ỹ) (for the free prediction mode) need incremental
update.

3.1 Incremental Learning Algorithm for Forced Prediction

When a user ũ gives an item ỹ the rating ṽ, we get a new triplet < ũ, ỹ, ṽ > to update
the learnt model. In the forced prediction mode, the corresponding P(z|u) should be
updated for this user and the users who also rated ỹ before considering all the items that
they rated. In the mean time, P(v|y, z) should be updated for this item together with all
the items that the user ũ has rated before. Finally, P(z|u, y, v) should be updated in the
E-Step for all the triplets < u, y, v > that u = ũ or y = ỹ. The algorithm for the forced
prediction task listed in Algorithm 1 in the Appendix.

3.2 Incremental Learning Algorithm for Free Prediction

For the free prediction mode, it is harder to make the learning process incremental
because the updating complexity of the denominator part of Equation (12) is O(N).
This makes it infeasible for the model to update online. Luckily, we could rewrite the
denominator into four parts as follows:

αN+1
z′ =

∑
<u,y,v,z>:z=z′ P(z|u, y, v) = αN

z′+∑
<u,y,v,z>:u=u′,z=z′(P

N+1(z|u, y, v) − PN(z|u, y, v))+∑
<u,y,v,z>:y=y′,z=z′(P

N+1(z|u, y, v) − PN(z|u, y, v)).
(21)

Where αN
z′ is the old

∑
<u,y,v,z>:z=z′ P(z|u, y, v) before update, and αN+1

z′ is the updated
parameter that will be used in the next incremental update. The incremental part could
be calculated efficiently. Therefore we have the update algorithm for the free prediction
task as listed in Algorithm 2 in the Appendix.

3.3 Complexity Analysis

The time complexity of Algorithm 1 is O(niter×K×(nũ×nitem rating+nỹ×nuser rating)), and
Algorithm 2 ’s time complexity is O(niter×K× (nũ×nitem rating+nỹ×nuser rating+ |Y |)), a
little more computational intensive than Algorithm 1. Where nũ is the number of items
that the user ũ has rated before, nitem rating is the average number of rating that these
items get, nỹ is the number of users who has rated item ỹ before and nuser rating is their
average number of ratings.

4 Experiments

We proposed incremental speedups for both forced prediction and free prediction in the
last section. These two different prediction methods are used in two different recom-
mendation scenarios: rating prediction and item ranking for recommendation. In this
section, we experiment our algorithms on these two different tasks separately.
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4.1 Forced Prediction

First, we test our forced prediction algorithm on a rating prediction task.

Data Set. Our test data set is MovieLens (http://www.movielens.org), a standard data
set widely used in the CF literature. It contains 1000209 ratings given by 6040 users to
3883 movies. The ratings range from 1 to 5. The sparsity of the original data is 95.8%.
Of these ratings, 80% are training data, and the rest are held as test set. For all the
incremental methods, half of the training data, i.e., 40% of all the rating data are learnt
incrementally.

The Protocol and Evaluation Metrics. Empirical risks for forced prediction scenario
can be computed as the mean absolute error (MAE) and the rooted mean square er-
ror (RMSE) [12]. The time cost is the time cost for every single rating update. The
speedup ratio is that how many times that the incremental algorithm is faster than it’s
non-incremental version.

MAE =
1

Ntesting

∑
r∈Testing

|pu,y − vu,y|,

RMS E =

√√
1

Ntesting

∑
(ui ,v j)∈Testing

(pu,y − vu,y)2.

Comparison Results. We compare our proposed methods with three other methods:
IUCF [3], Fold-in and batched TPLSA [7]. For all the PLSA related methods, the topic
number is 40. The results are shown in Table 2.

To further investigate our incremental algorithm’s performance for different incre-
mental training dataset percentages, we increase the percentage of incremental training
set, the results are shown in Fig. 2. The left Y-Axis is the MAE while the right Y-Axis
is the RMSE. We can see the MAE and RMSE increase slightly while the percentage of
incremental training part increases from 5% to 50% (the batched training part decreases
from 75% to 30%).

Table 2. Comparison between different algorithms for forced prediction

Algorithm MAE RMSE Time Cost (s) Speedup

IUCF 0.864 ± 0.02 1.125 ± 0.03 0.13 1157.13

Fold-in
Multinomial 0.932 ± 0.06 1.293 ± 0.10 3.5 2244.06

Gaussian 1.090 ± 0.08 1.458 ± 0.10 4.1 2260.44

TPLSA
Multinomial 0.801 ± 0.04 1.030 ± 0.05 7854.2 0

Gaussian 0.776 ± 0.03 0.990 ± 0.04 9267.8 0

ITPLSA
Multinomial 0.887 ± 0.05 1.141 ± 0.06 7.6 1033.45

Gaussian 0.847 ± 0.04 1.112 ± 0.03 8.5 1090.33

3 This only includes the average update time for model learning. The predicting time is not
included, which may be very high.
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Fig. 2. RMSE and MAE for different incremental training percentages (solid line for RMSE and
dashed line for MAE)

4.2 Free Prediction

In order to evaluate the performance of our method on ranking-based recommendation
scenario, we experiment our free prediction algorithm on two real-world recommender
systems: book recommendation and music recommendation.

Data Set. The book recommendation data are crawled from the largest Chinese book
recommendation website: Douban (http://www.douban.com). The music recommenda-
tion data are crawled from the largest online music recommender system: Last.FM
(http://www.last.fm). There are no explicit ratings available; instead, we acquire 0/1
implicit ratings from users’ visiting history, i.e., a user reads a book or listens to a mu-
sic. For experiment, we use part of the users and items as our training/testing dataset.
For Douban dataset, there are 124 users, 14842 books and 24862 reading records; for
Last.FM, there are 675 users, 8010 albums and 14007 listening records. Our training
data include 90% of these visiting records (for incremental training algorithms, 40% of
the total visiting records are trained incrementally), the rest are held as test set.

The Protocol and Evaluation Metrics. As for free prediction scenario, instead of pre-
dicting possible ratings for every item, we generate a ranked list of items that are most
probably liked by the user. If the item in the recommendation list is actually visited by
the user, we add this item in the Hitting set. Then we use two metrics: Precision [13] and
Ranking Accumulation (RA) [14] to measure the quality of the generated recommen-
dation list. Apparently, Precision ∈ [0, 1], the higher the better; RA ∈ [ |List|+1

2 , |List|+ 1]
(here |List| is the length of our recommendation list), and smaller value is better. Note
that the Hitting set only contains the items that both are interesting to the user and
already in our test set. So the measured precision and ranking accumulation both un-
derestimates the real performance.

Precision =
# Hitting
|List| ,
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RA =
∑

item∈Hitting

rank(item)
|List| +

∑
item�Hitting

|List| + 1
|List| .

Comparison Results. We also compare our algorithms with Fold-in, batched TPLSA,
the results are shown in Table 3 and 4 for Douban and Last.FM dataset, respectively.

Table 3. Comparison between different algorithms for ranking performance on Douban

Algorithm Precision RA Time Cost (s) Speedup

Fold-in
Multinomial 0.010 20.854 2.1 629.14

Gaussian 0.012 20.841 2.7 601.59

TPLSA
Multinomial 0.034 20.568 1321.2 0

Gaussian 0.035 20.562 1624.3 0

ITPLSA
Multinomial 0.030 20.581 4.7 281.10

Gaussian 0.032 20.570 5.2 312.37

Table 4. Comparison between different algorithms for ranking performance on Last.FM

Algorithm Precision RA Time Cost (s) Speedup

Fold-in
Multinomial 0.049 20.388 1.5 1118.47

Gaussian 0.050 20.386 1.6 1139.89

TPLSA
Multinomial 0.081 19.915 1677.7 0

Gaussian 0.083 19.899 1823.8 0

ITPLSA
Multinomial 0.079 20.093 3.7 453.44

Gaussian 0.080 20.051 3.9 467.65

4.3 Discussions

The experiments demonstrated that our incremental TPLSA algorithms significantly re-
duced the update cost for collaborative filtering learning which is very common and im-
portant for recommender systems. Although in terms time complexity, our algorithms
are not better than Fold-in method or incremental version of user-based CF algorithms.
But for both rating-based and ranking-based tasks, our algorithms, especially the Gaus-
sian version, outperform the other two. Moreover, user-based and item-based algorithms
are effective in terms of offline computations but more costly in online recommendation
phase. We can also see that when incremental training dataset percentage increases, our
algorithms’ performance does not deteriorate obviously, which means the whole learn-
ing phase can be trained incrementally, if needed.

5 Conclusions and Future Work

On the one hand, Internet scale recommender systems are expecting incremental abil-
ity of their learning algorithms for their huge and fast changing data set; on the other
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hand, as a cutting-edged recommendation algorithm TPLSA lacks the incremental abil-
ity which limits its application for collaborative filtering. We proposed incremental
treatment of TPLSA for two different while related recommendation problems in this
paper. Our methods successfully reduced the update computational complexity while
their recommendation results is almost the same as the results given by batched TPLSA
algorithm. Further, their effectiveness is proved on a rating based scenario and two
ranking based scenarios.

Sometimes incremental improvement is not only about the reduction of their com-
putational cost, both in time and memory, but also makes them more suitable for large,
on-line recommender systems. Although this paper focuses on the incremental imple-
mentation of TPLSA, other probabilistic models (such as Latent Dirichlet Allocation
(LDA), User Rating Profile (URP) models) also suffer from high computational cost
problem. This is our future work.
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Appendix: Algorithms

Input: New rating triplet: < ũ, ỹ, ṽ >
Output: Updated P(z|uỹ) for all the users uỹ who rated ỹ before and P(v|yũ, z) for all the

items yũ the user ũ has rated
if user ũ is new then1

for all the z do2

P(z|ũ) = 1/K;3

end4

end5

if item ỹ is new then6

for all the z do7

P(v|ỹ, z) = 1
|V | ;8

end9

end10

while not convergent do11

for all the z do12

for all the < u, y, v > triplets where u = ũ or y = ỹ do13

P(z = k|u, y, v) = P(z=k|u)P(v|y,z)∑
z′ P(z′ |u)P(v|y,z′ ) ; // E-Step14

end15

end16

for all the user uỹ who rated ỹ before do17

for all the z do18

P(z = k|uỹ) =
∑

y′ P(z=k|uỹ,y′ ,v)∑
z′ ,y′ P(z′ |uỹ ,y′ ,v) ; //M-Step19

end20

end21

for all the yũ that user ũ has rated do22

for all the z do23

if Multinomial case then24

P(v|yũ, z) =
∑

u′ P(z|u′ ,yũ ,v)∑
u′ ,v′ P(z|u′ ,yũ ,v′) ; //M-Step25

end26

else if Gaussian case then27

µ(yũ, z) =
∑
<u,y,v,z>:y=yũ

v×P(z|u,y,v)∑
<u,y,v,z>:y=yũ

P(z|u,y,v) ;28

σ2(yũ, z) =
∑
<u,y,v,z>:y=yũ

(v−µy,z)2×P(z|u,y,v)∑
<u,y,v,z>:y=yũ

P(z|u,y,v) ;29

P(v|yũ, z) = 1√
2πσyũ ,z

exp
[
− (v−µyũ ,z)2

2σ2
yũ ,z

]
; //M-Step30

end31

end32

end33

end34

Algorithm 1. Incremental learning algorithm for forced prediction
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Input: New rating triplet: < ũ, ỹ, ṽ >; αz for all the topics;
Output: Updated P(z|uỹ) for all the users uỹ who rated ỹ before, P(y|z) for all the users

and P(v|yũ, z) for all the items yũ the user ũ has rated, new αz for all the topics
if user ũ is new then1

for all the z do2

P(z|ũ) = 1/K;3

end4

end5

if item ỹ is new then6

for all the z do7

P(v|y, z) = 1
|V | ;8

end9

end10

while not convergent do11

for all the z do12

for all the < u, y, v > triplets where u = ũ or y = ỹ do13

Di ff P(z = k|u, y, v) = P(z=k|u)P(v|y,z)∑
z′ P(z′ |u)P(v|y,z′) − P(z = k|u, y, v);14

P(z = k|u, y, v) = Di ff P(z = k|u, y, v) + P(z = k|u, y, v); // E-Step15

end16

end17

for all the user uỹ who rated ỹ before do18

for all the z do19

P(z = k|uỹ) =
∑

y′ P(z=k|uỹ,y′ ,v)∑
z′ ,y′ P(z′ |uỹ ,y′ ,v) ; //M-Step20

end21

end22

for all the z’ do23

αz′ = αz′ +
∑
<u,y,v,z>:y=ỹ,z=z′ Di ff P(z|u, y, v) +

∑
<u,y,v,z>:u=ũ,z=z′ Di ff P(z|u, y, v);24

for all the y′ do25

//M-Step, the rest part is the same as Alg. 126

P(y′|z′) =
∑
<u,y,v,z>:y=y′ ,z=z′ P(z|u,y,v)

αz′
;27

end28

end29

for all the yũ that user ũ has rated do30

for all the z do31

//M-Step, the rest part is the same as Alg. 132

P(v′|yũ, z′) =
∑
<u,y,v,z>:v=v′ ,y=yũ ,z=z′ P(z|u,y,v)∑
<u,y,v,z>:y=yũ ,z=z′ P(z|u,y,v) ;33

end34

end35

end36

Algorithm 2. Incremental learning algorithm for free prediction
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Abstract. Storytelling, or the telling of narrative, plays a central role in human 
experience. However, prevalent tools for animated story creation are so com-
plex that expertise is required to grasp them. To help novices such as children 
create a wide range of visual stories quickly and easily, in this paper we present 
the design and evaluation of the Interactive Storyboard, an application that en-
ables novices to create vivid animations on touch interfaces, and further to gen-
erate live digital stories in a cooperative way. User interviews help us reach the 
basic assumptions of use cases and design principles for storytelling via Interac-
tive Storyboard. The prototyping application is evaluated by potential users  
including children and parents, after which improvement on usability and ex-
tension of functionalities is conducted. Further usability tests indicate that the 
Storyboard application is easy to use, more efficient and attractive than formal 
tools in concrete scenarios, and effectively enhances novices’ creativity. 

Keywords: Digital storytelling, animation, pen-based, user interface (UI). 

1   Introduction 

Storytelling “goes back as far as time allows us to remember” [1]. Stories that pass on 
human experience are now told through many media because of fast development of 
computers and personal multimedia devices such as mobile phones. There exist sig-
nificant opportunities that new technologies offer in reshaping the way in which nar-
rative is conceived and presented, especially for the evolution of children’s narrative 
for education and entertainment. 

The art of storytelling has always been under the impaction of new technologies 
[2]. Interactivity, traditionally used in story books to engage, is greatly enhanced in 
digital environment. Balabanovic et al. [3] presented a StoryTrack device that demon-
strates storytelling with digital photos which is similar to some kinds of story sharing 
that people enjoy with print photos. The form of story creation with StoryTrack can 
be simply summarized as to select proper photos onto the working track and record 
audio clips as annotation of the story. The authors also depicted their findings that 
there appeared to be two different styles of storytelling: Photo-driven, for which the 
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subject explains every photo in turn, and the story prompted by the existing sequence 
of pictures; and Story-driven in which the subject has a particular story in mind, then 
gathers the appropriate photos and recounts the story. 

Salovaara [4] reported a case study on the use of Comeks, a mobile tool for creat-
ing and sharing comic strips as MMS messages. Somewhat similar to this, Jokela  
et al. [5] presented the design and evaluation of the Mobile Multimedia Presentation 
Editor, an application that makes it possible to author sophisticated multimedia pres-
entations that integrate several different media types on mobile devices. The focus of 
this work is to enable creation of more continuous media, giving the user more fine-
gained control over the temporal structure of the presentation, and also enabling the 
use of audio in the created presentations.  

Landry and Guzdial [6] presented an examination on the support mechanisms used 
by the Center for Digital Stroytelling (CDS) to help everyday people unlock the sto-
ries captured in their images and video through the practice of digital storytelling. 
They also recorded the observed challenges such as story development, content prepa-
ration, movie production, and process management, because composing digital narra-
tives requires a more involved creation process.  

All the above work utilized rich media such as text, image, video, audio and their 
combinations. It is a big challenge for novices to learn how to prepare content in dif-
ferent media forms and compose them with a complex process in a short period. More 
specifically, the most expressive form of narratives for children might not be photos 
of real life, but rather to be cartoon-like drawings in animations, as appeared in easy 
books. Another factor, as revealed by Millard et al. [7], children are more concerned 
about levels of fun rather than levels of efficiency, and they often do not stay focused 
on a task for very long. This implies that a storytelling tool for novices (esp. for chil-
dren) should be simple and attractive enough. 

Inspired by a drawing program which is specifically designed for children [8], we 
have developed a pen-based visual storytelling system called Interactive Storyboard. 
One similar design on touch interfaces is K-Sketch proposed by Davis et al [9], a 
general-purpose, 2D animation sketching system which is simple and effective for 
novices to create a wide range of works. While the user interface of K-Sketch is com-
plex with buttons and temporal control, we aim to enable creation of elegant and col-
orful characters with scene construction, and simplify traditional temporal structure to 
enable novices to create animations and tell stories more naturally. Puppet Master is 
an animation creation design proposed by Young et al [10], in which paired behavior 
is learned from the motion training of designers, and then the system synthesizes the 
motion of the reacting character based on the control of user on the main character. It 
is a funny design, but if the user wants accurate control on the reacting character, it is 
not possible. Instead of the use-after-training metaphor, Interactive Storyboard en-
dows the characters with inherent motion features, which are intuitive, vivid and easy 
to use. Moreover, in our proposed design, it also supports the collaborative creation 
from multiple users, and each user does not need to spend a long time working on the 
whole animation composition. 

With this application, users can create elegant visual elements, and use these ‘liv-
ing’ elements to make vivid animations to tell narrative. Our goal has not been set to 
design novel interaction technologies but rather to focus on high-level selections of 
tool features, and optimal combination of these features to maximize user experience 
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in the content organization of a story, and try to release the creativity of users which is 
technically baffled when they are using other tools.  

The rest of this paper is structured as follows. Our interview of users is first intro-
duced, in which we try to gain understanding of user’s expectations on the applica-
tion. Based on this, the basic assumptions of the use cases and design principles for 
Interactive Storyboard are introduced. Then we describe our approach, and report the 
evaluations of the developed prototype. After this we present the usability issues 
raised during the tests and discussions before concluding this paper. 

2   User Interview 

For better understanding of user needs, we began our study with interviewing fourteen 
people including five children and nine adults. The questions were focused on the key 
features they expected, and the time they would like to spend on creating an animated 
story, as shown in Table 1. Thirteen out of the fourteen interviewees have limited 
usage with pen-based animation tools. Although their background varies, commonal-
ities in their answers did emerge in some sense. All participants, especially children 
showed great interest in creating digital stories, but many blamed that the tools they 
used were either too weak like MS Paint that could not meet their needs, or too com-
plex like Photoshop or Flash, which required too much time to learn. 

 

During the interviews, we also described possible designs for a storyboard tool, 
and suggested ways that users might be able to create visual stories, after asking  
for their expectations on the tool. As shown in Table 1, most people expressed their 

Table 1. Summary of interviews

Occupation Domain Expected features and composing time 
1. Graduate  
student 

Engineering  
Arbitrary drawing with easy operations;  
2-10 min. 

2. Designer Art What you see is what you get; 2-3 hours 

3. Secretary  Business 
Easy to learn, drawing patterns available, 
colorful; 10 min.  

4. Researcher Science Copy/paste, cartoon; 20 min.  

5. Engineer   EE Easy to learn, intuitive; 5 min.  

6. Researcher Science 
Convenient to learn, shapes and colorful 
models; 1 hour 

7. Assistant Sociology Funny, simple, professional; 15 min.  

8-12. Children N/A 
Easy, colorful, diverse brushes, easy shapes; 
5-30 min. 

13. Postgraduate Math 
Consistent with common sense; no  
requirement on time 

14. Researcher Linguistics Easy to learn and use; 50 min.  
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expected time for drawing a picture and making animation to be about ten minutes or 
at the same level. All the children wanted the new tool to be simple while providing 
colorful and funny effects. Almost all participants expected intuitive user interface 
and operations, and would not spend much time on learning to use the tool.  

The interviews convinced us that there is a need for an easy-to-grasp tool that re-
quires little time to learn while giving more flexibility for enjoyment. 

3   Design Principles 

With the information collected during the interviews, we based our design on the 
expectations of the interviewed users. 

3.1   Design Assumptions 

Two basic assumptions were derived from the user needs explored during the inter-
views. Based on the observation of children who can not concentrate upon a task if it 
is not fun and unnecessarily complex, our primary assumption is that most non-
professional users can afford an average of less than 20 minutes to compose an ani-
mation, including the training time. The second assumption is that most users will 
focus on the process rather than the results. This assumption is derived from the na-
ture of storytelling since most people enjoy the process of telling a story itself, but do 
not care too much about the final result it produced (most interviewees do not expect 
to be real artists just with the help of a tool, but they want to be engaged in the proc-
ess of creation). This means that functionalities of the tool will be acceptable if they 
are interesting enough to attract people.  

3.2   Targets of Design  

Based on the above assumptions, three design targets were derived as follows: consis-
tency, intuitiveness, and attraction.  

The principle of consistency was mainly learnt from the fact that most users had the 
experience of using computer-based drawing tools. The build-in habits of using famil-
iar functions will accelerate the adaptation of users to a new tool. Users feel comfort-
able to follow a process according to their existing knowledge, which means that the 
design of the Interactive Storyboard can be inspired by some known UI features. 

The second principle, intuitiveness, is tightly related to the consistency principle. 
While previous knowledge can help users get familiar with some common features, 
understanding new features introduced by a new tool will need users’ imagination and 
intuition. This is essential when the users want to learn to use the tool quickly and 
naturally by themselves.  

The third principle is attraction, which is based on the second assumption that par-
ticipants pay particular attention to the creation process rather than the final result. 
Most users are best-effort triers who do not have the whole picture in mind when 
starting to create a digital visual story; therefore the outcome of the story typically 
changes during the composition process. If any intermediate step lacks expressiveness 
or attraction, the users might lose interest to go forward. 
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4   Storyboard Application 

The Interactive Storyboard is intended for pen-based mobile devices, e.g. Nokia N800 
(Figure 1a), an Internet tablet, and Nokia N5800 device (Figure 1b). For benchmarking 
purposes, we have also implemented this application on a Dell Tablet PC (Figure 1c).      

 

 
Fig. 1. Currently Interactive Storyboard runs on two portal devices. (a) Nokia N800 device and 
(b) Nokia N5800 mobile phone (c) Dell Tablet PC.  

The process of our development and evaluation is shown in Figure 2. Based on the 
assumptions derived from user interview, paper prototype was created at first to dem-
onstrate the basic functionalities and interactions. Afterwards prototyping application 
was built on tablet PC and first round usage test with twelve participants (ranging in 
age from 6 to 40) was conducted. Functionality improvement and extension was car-
ried out based on the first round feedbacks. Then the second round usability test was 
conducted to validate the improvement. Finally the design and implementation was 
tailored for mobile devices. Due to the space limitation, here we only present the form 
of application after the first round usage test.  

User interview and design 
assumption 

Paper prototype 

Tablet PC prototyping 
application 

1st round usage test 

Functionality improvement 
and extension 

2nd round usability evaluation 

Exporting to mobile devices 

 

Fig. 2. Development and evaluation process 

4.1   User Interface 

The user interface of the Interactive Storyboard is illustrated in Figure 3. It is visually 
divided into three parts: the primary tool bar on the left, the drawing canvas in the 
center, and the secondary panel on the right. Buttons in the primary tool bar are raw 
categories of the operations, including drawing, object selection, loading scenes, etc. 
Buttons in the secondary panel further specify the operations, including pen/brush 
selection, element selection and specific animation setting and tuning functionalities. 

   
                    (a)                                           (b)                                          (c) 
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The creation of a digital visual story starts with the selection of scenes and charac-
ters, and here we refer to the characters as elements. Thus our design mainly includes 
two main modules. The scene and element composition module allows users to create 
and edit scenes and elements, while the animation creation and storytelling module 
enables users to make animation based on scenarios, and share the story with others. 
Although each module corresponds to different stages of storytelling, users can work 
at any stage any time, giving them enough flexibility to operate according to their 
current idea without worrying much about the sequence of the operations. 

 
 

Fig. 3. User interface of Interactive Storyboard 

4.2   Scene and Element Composition 

In our application, users have several methods to apply scenes into their works. Be-
sides drawing a scene from scratch, the user could also choose from a set of typical 
background pictures that are available in the system. Users can combine all the scenes 
and elements provided in their desired way to create new scenes. Commonly used 
elements such as trees, houses and animals can be loaded onto the existing scenes as 
separated layers and dragged freely to any position. Their front-back relationship can 
be adjusted by clicks, where the element clicked last will be topmost. 

4.3   Animation Creation 

Animation creation used to be challenging for users, especially when they are strug-
gling with the frame-level animation composition and tuning. This boring but seem-
ingly necessary step has jeopardized most fun during creation, and meanwhile kept 
most novices away from their animated imaginations. In the proposed method, we try 
to facilitate the operation of users with the most natural and intuitive touch/pen ges-
tures, to provide users with rich contextual support while maintaining the flexibility of 
the creation. 

4.3.1   Animation of an Element 
The underlying concept of the animation creation is based on pen stroke. Any graphi-
cal object on the drawing canvas could be endowed with an animated feature if a 
stroke is drawn from it, and the motion path is marked by the stroke. The animation is 

 

Primary  
toolbar 

Secondary 
panel 

Drawing 
Canvas 
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not confined to positional change only, and it also includes the varying poses of the 
selected graphical object. To support this feature, an embedded graphical database is 
used to store various gestures and postures of the respective graphical object. At each 
point along the specified stroke (motion path), the tangent direction is computed by 
the system, and mapped to a specific gesture of the character as shown with the but-
terfly in Figure 4. In this way the users can easily make all desired objects moving 
along any tracks, and the application itself takes care of the vivid animation effects. 

 

tangent direction 

 

select corresponding 
gesture 

sampling point 

pen stroke 
(motion path) 

 
Fig. 4. Gesture of the object along the tangent of the motion track 

A speed-control method is also supported while drawing the stroke. Speed options 
(e.g., very slow, slow, moderate, fast, very fast) are widely adopted in existing tools 
such as PowerPoint. But this solution has several shortages. First, users have to ex-
plicitly specify the speed option after the motion path is drawn, which is not conven-
ient. Secondly, it is not easy for the users to get clear understanding of the quantitive 
meaning of each option. An alternative is to let users input the accurate duration of 
the motion (e.g. in seconds), which might be even more accurate but boring. Thirdly, 
an object can only move uniformly along the defined motion path in this case. If users 
want an object to move faster and faster, they have to split the motion path into sev-
eral small segments and specify the speed option for each segment respectively. Our 
design solves this problem in an intuitive way: the speed of an object is determined by 
the rate of the pen stroke: the faster the stroke is drawn, the faster the object will 
move, and vice versa. Thus the users can specify a complex motion path with non-
uniform rate by just drawing one stroke. 

4.3.2   Multi-element Animation 
When more than one element is involved in an animation, our application should be 
able to support both sequential and synchronous motions. The synchronous motion 
setting is something challenging. It is not easy for novice users to organize such a 
motion process, for instance, in commercial software, e.g. MS PowerPoint and Mac-
romedia Flash. In our design, we intend to keep the control of animation mode simple 
and intuitive, so an extra button is introduced to control the animation mode, as 
shown in the center of Figure 5. Every time this button is pressed, the animation is 
switched between sequential movement mode and synchronous movement mode. 
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Fig. 5. Animation mode control. Original state is sequential, one switch changes to synchro-
nous state, another switch changes back to sequential state. The animation is like such: the 
butterfly flies along path 1, then the butterfly and the giraffe move along path 2 and 3 at the 
same time, then the giraffe moves along path 4, before the butterfly flies along path 5.  

4.3.3   Multi-user Cooperative Animation Creation 
The current platform also supports animation creation with multiple users. To be 
specific, several devices could be connected together via wireless network to form a 
creation group, and thus the operations of one user could be synchronized with all the 
other peer users. A sketch, a selected graphical object, or the animation setting could 
be shared with others synchronously. One evident benefit of this creation method is 
that users could focus on the parts which they are most adept at. The communication 
between users becomes increasingly important in this type of teamwork, as everyone 
is expected to contribute at the correct time. 

5   Usability Test and Discussions 

Six right-handed participants, including 3 male and 3 female ranging in age from 6 to 
32, volunteered for the test. Among the participants there were two children (between 
6 and 9 years old), and for the four adult participants, three of them had experience in 
using MS PowerPoint. Most of the adults have children. 

All the testers were asked to compose an animation shown in Figure 6 as fast as 
possible on the interface of a Dell Tablet PC. This task requires the participants to 
compose a short episode of animation (approximately 40 seconds in length). The 
script of the animation story was shown to all participants together with a piece of 
video example, which is about a “forest sports game” and the protagonists include an 
elephant, a giraffe, and two butterflies as well as some scene elements such as houses 
and trees. The motion paths of these objects are complex with specific sequence, 

1 

2 

3 
4 

5 

Animation mode switch



 Interactive Storyboard: Animated Story Creation on Touch Interfaces 101 

which are illustrated in Figure 6. Seven different objects are selected, and their re-
spective motion is set at different time segments. Specifically, between t0 and t1, only 
A will move. After that, B will join A in the movement between t1 and t2. Then, after 
t2 both of them stop moving, while the movement of C starts. There is no strict re-
quirement on the accuracy of the motion traces. Test sessions lasted between 1.1 and 
2.75 hours. We minimized our interaction with participants during the animation task. 
The three volunteers who had PowerPoint experience also performed the same task 
with PowerPoint. They needed help 2-5 times during the tasks when working with 
PowerPoint. When using our tool, only one adult needed help once to finish the task, 
and the children got occasional help from us. 

 
 

Fig. 6. Motion sequence setting for the testing task 

The task time was recorded as a direct reflection of the efficiency of the design, as 
illustrated in Table 2. Testers spent much less time for a specific animation creation, 
compared with PowerPoint. After spending more than one hour with PowerPoint, 
some testers even gave up composing the animation with it. Besides the time to com-
plete the animation, we also recorded subjective feedback on Interactive Storyboard 
and PowerPoint from the participants, which included how satisfied they felt with  
 
Table 2. Time to complete the animation task with individual records, means and deviations in 
minutes. (PT: practice time, TT: task time, EXP: experience time, SD.: standard deviation). 
 

Storyboard PowerPoint Tester 

PT TT EXP/PT TT 

1 7.0 3.2 30 55 

2 1.3 3.8 >150 28 

3 6.5 10.3 >120 29 

4 4.0 5.2 

5 13.8 6.3 

6 5.6 8.5 

 

Mean 6.37 6.22 >100 37.3 

SD. 4.18 2.75   
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their animations created, and how easy it was to work with the tools. The four adults 
were also asked to give an acceptance score of how acceptable it was for them to use 
our tool to create animations and show to others (e.g., their children). All the subjec-
tive feedbacks were measured on a Likert scale ranging from 1 (strongly disagree) to 
7 (strongly agree), and the result is shown in Table 3.  

Considering the design principles of consistency and intuitiveness, the buttons did 
not frustrate the participants, and they felt the tool was easy to use and significantly 
less effort was required to grasp it compared with PowerPoint. It was exciting for 
them to verify a new feature by easy trials, e.g. animation setting, which was identical 
to their intuition. Regarding the principle of attraction, the participants were highly 
engaged and never lost their interests of practice, which is also proved with the high 
average acceptance score of 6.25 and satisfaction score of 6. 

We have not carried out focused tests on the cooperative creation of animation, be-
cause no similar tools have been found for benchmarking purposes. However, in the 
practical but informal trials with children, they agree that they enjoy this type of rec-
reation. One interesting finding is that the people involved in the co-creation may not 
be cooperative, and some of them may intentionally make troubles with others during 
the creation. However, as we claimed before, the users care much more on the process 
than the result. And the integration between artists and trouble-makers really enter-
tains all of them. 

 
Table 3. Subjective feedbacks on the animation task 

Storyboard PowerPoint Evaluation 
Criteria Mean SD. Mean 

Satisfaction 6 1.26 3.67 

Easiness 5.33 1.37 3.33 

Acceptance 6.25 0.96  
 

6   Conclusion 

We have presented the Interactive Storyboard, a pen-based application that enables 
novices to create elegant visual components and make animations to generate vivid 
digital stories. Based on the investigation of user needs, our design is adaptive to users’ 
intuition and consistent experience. A novel animation control method is introduced 
and implemented, which is much faster than a more formal tool (MS PowerPoint) in 
our experiment. The experiments proved that our design is intuitive and attractive, 
which retains users’ interests and simplifies the process of animation creation. 

In the near future, we plan to push the research forward, with emphasis on the dif-
ferent cooperative modes of multiple users, or user teams. Some exemplary use cases 
may be observation and creation, team competition, and also online instructions. In 
addition we also plan to conduct a field study of the Interactive Storyboard with the 
participation of a larger population of users. 
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Abstract. Although users require increased reliabilities on the function and  
information that Web information services offer, there are few studies in the 
Semantic Web applications on reliability and usability evaluation on semantic 
service functions owing to the lack of successful use cases and technological 
immaturity. This research is originated from a previous lesson that reliabilities 
needs to be assured in ways of improving service functions as well as retrieved 
information, particularly, in the services giving new user experiences such as 
semantic search services. We comparatively evaluated reliabilities of ‘auto-
complete’ and ‘entity-centric unified search’ functions in semantic services with 
the following two criteria: the one is ‘precision and satisfaction scores’ on the 
functions and retrieved information that the user rates, and the other is ‘preci-
sion in task performance’ as a quantitative analysis and reliability of expecta-
tion-result as a qualitative analysis that an observer assesses. The experimental 
results indicate that precision is closely related with satisfaction in the view 
point of the user, and further reliabilities can not be taken off various factors for 
evaluating software quality. 

Keywords: Reliability, Usability Test, Semantic Search, Auto-complete,  
Unified Search, Entity-centric Search, Semantic Web, Ontology, Named Entity. 

1   Introduction 

The Web, as a core infrastructure in information society, is providing more and more 
services including information search, community service, and shopping. Particularly, 
semantic services using the Semantic Web technologies such as ontology and reason-
ing are emerging as a new information service paradigm. However, there are few 
studies on reliability and usability evaluation on the services because of the lack of 
successful use cases and technological immaturity although users require increased 
reliabilities on the function and information that Web information service offer. Only 
after 2008, a workshop in ASWC (Asian Semantic Web Conference) was held to 
identify and bring to the attention of the research community the human factors in the 
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Semantic Web technology at large1. This is the reason why we study on reliabilities of 
semantic services with the background of the experience about usability test. 

ISO 9126-1 defines reliability, one of software qualitative characteristics, as “a set 
of attributes that bear on the capability of software to maintain its level of perform-
ance under stated conditions for a stated period of time” [1]. ISO 15489 defines reli-
ability as an information feature of contents management2 whereas ISO 9126-1 treats 
as a functional feature of software as the above mentioned [2]. When regarding the 
Web as software and further as information management service system, reliabilities 
on the Web information services including semantic services can be divided into the 
followings. 

 
 Reliabilities on the functions that information services provide 
 Reliabilities on information retrieved as a result of function execution 

 
In conclusion, reliabilities on information services need to be assessed with the 

above criteria by users as well as with the criteria of compliance, fault tolerance, re-
coverability, and maturity. 

2   Semantic Search Services 

OntoFrame, has been developed since 2005, is a semantic service platform to provide 
semantic search on IT/BT information [3]. It gathers full-text documents with metadata, 
and then transfers them into semantic knowledge in the form of RDF (Resource De-
scription Framework) triples while referring to pre-defined ontology schema. A rule-
based reasoner expands the knowledge by interpreting user-defined reasoning rules. 

New services on the platform are yielded every year. OntoFrame 2007 and On-
toFrame 2008 which are test beds of this research also are opened to the public3. They 
include hundreds of thousands international journal papers, and provides tens of service 
functions such as ‘auto-complete’ and ‘entity-centric unified search’. Particularly, the 
services give analytic information about research topic keywords. For example, when a 
user select a research topic keyword, they show ‘topic trends’, ‘significant researchers’, 
‘significant institutions’, ‘researcher network’ and so on. All information in the services 
are controlled and identified by URI (Uniform Resource Identifier) scheme. 

We have performed usability tests for each service [4]. A result observed from the 
usability test of OntoFrame 2007 is that there is a high variation in task performance 
among the users although all service functions are enough to accomplish given tasks. 
We found the cause of this instability is originated from user’s reliability on service 
functions. The users with experiences suffered from functional defects during search 
and navigation tend not to rely on the information service provides any more, but to 
try to use their own priori knowledge for task performance. 

                                                           
1  http://sites.google.com/site/humanfactorsandsemanticweb/1st-workshop-human-factors-and-the-

semantic-web 
2 “A reliable record is one whose contents can be trusted as a full and accurate representation of 

the transactions, activities or facts to which they attest and can be depended upon in the 
course of subsequent transactions of activities”. 

3 http://ontoframe.kr/2008/ 
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Fig. 1. A screen shot of OntoFrame 2007 (search keyword: “neural network”) 

 

Fig. 2. A screen shot of OntoFrame 2008 (search keyword: “neural network”) 

This empirical result gives us a lesson that reliabilities needs to be assured in ways 
of improving service functions as well as search results, particularly, in the services 
giving new user experiences such as semantic search services. Thus, some search 
functions including the followings were improved in OntoFrame 2008. 
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 Auto-complete: This function displays entities reserved in service system 
(partially) matched with user’s input keyword. The entities are grouped by 
their types such as ‘TOPIC’ and ‘PERSON’. They also stand guarantee for 
successful search results retrieval, that is, for existence of coincided  
documents. 

 Entity-centric unified search: This function generates dynamically search 
results for entity types corresponding to user’s search query. It is improved 
to cover combination of multiple entities such as ‘TOPIC + TOPIC’ and 
‘TOPIC + PERSON’ as well as single entity. 

3   Comparative Evaluation of Reliabilities 

Comparative evaluation of reliabilities on semantic search functions is performed by 
both the users participating in this experiment and an observer who is an HCI exper-
tise. The users rate ‘precision and satisfaction scores’ on the functions and retrieved 
information. The observer assesses ‘precision in task performance’ as a quantitative 
analysis and reliability of expectation-result as a qualitative analysis. 

 

Fig. 3. Example of section paper marked for precision and satisfaction factors 

Five undergraduate students participated in the experiment. All of them are ac-
quainted with internet search and majoring in information and telecommunications. 
The observer monitors the users using a camcorder and separate monitors. The section 
paper shown in figure 3 is used for marking ‘precision and satisfaction scores’ by the 
users. The range of each score is 0 ~ 5. 

3.1   Auto-complete 

‘Auto-complete’ is a feature predicting a word or phrase that the user wants to type in 
without the user actually typing it in completely4. OntoFrame 2008 improved this 
function so that only keywords ensuring successful search results can appear in  
its own auto-complete list in ways of taking a new approach using auto-complete 
table management [5]. The previous version in OntoFrame 2007 does not guarantee 
                                                           
4 http://en.wikipedia.org/wiki/Autocomplete 
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successful search results because it contains static keyword list extracted from full-
text papers once in advance before document indexing. Many enterprise search  
services have also the same problem similar with that of OntoFrame 2007 as their 
auto-completes entirely depend on user’s popularity in search keywords or search 
keyword dictionary. 

 

Fig. 4. Example of auto-complete list generated from topic keyword “neu” in OntoFrame 2008. 
Keywords in the list are divided into two entity types of ‘TOPIC’ and ‘PERSON’. 

The following task is given to the users for evaluating reliabilities of the two  
services. 

 

“Find the number of papers published by the most significant researcher and 
the most significant institution in each of search results retrieved from top-5 
ranked topic keywords in auto-complete list, using a topic keyword “neural”. 

(1) 

 

Table 1 shows an example of result performed and recorded by a user after the task 
performance. ‘Observed result’ and ‘precision in task performance’ are assessed by the 
observer. ‘User expectation’, ‘user’s opinion’ and ‘user’s conclusion’ are recorded by 
thinking-aloud protocol. ‘Precisions in task performance’ of all the users and their aver-
age scores for the two versions are shown in table 2. Table 3 indicates comparative 
results in the viewpoint of the users; the upper part is for precision and satisfaction 
scores in ‘auto-complete’ function itself, the lower part is for precision and satisfaction 
scores in retrieved information. All the scores are acquired from the users. We normal-
ize average scores into the range of 0 ~ 1 to directly compare with ‘precisions in task 
performance’. 

When analyzing based on reliability of expectation-result inspired from GOMS 
(Goals, Operators, Methods, and Selection rules) [6], both versions are satisfactory for 
‘fault tolerance’ and ‘recoverability’. However, ‘auto-complete’ function of On-
toFrame 2007 shows lack of ‘maturity’ in that its auto-complete list does not filter 
inappropriate search keywords such as “functional magnetic resonance imaging 
study” and “neural activity associated with stress-induced cocaine craving”, which 
bring out search failures. It also needs to build ‘compliance’. The users should type 
‘space’ key to operate, and have to use only mouse instead of upper/lower direction 
keys to select a keyword in auto-complete list. 
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Table 1. Example of result performed and recorded by a user after the performance 

 OntoFrame 2007 OntoFrame 2008 
User expectation After giving “neural” in 

search box, I will get a set 
of topic keywords in auto-
complete list, and then 
search results including 
researchers and institutions. 

After giving “neural” in 
search box, I will get a set 
of topic keywords in auto-
complete list, and then 
search results including 
researchers and institutions. 

User’s opinion Finding topic keywords was 
easy, but search results 
retrieved from the keywords 
did not show researcher 
information. 

Researchers and institutions 
were successfully found in 
the search results retrieved 
from the top 5 keywords in 
auto-complete list. 

User’s conclusion Incomplete auto-complete Satisfactory auto-complete 
Observed result All of the top 5 keywords in 

the auto-complete list failed 
in the given task 

All of the top 5 keywords in 
auto-complete list suc-
ceeded in the given task 

Precision in task performance 0.0 (0/5) 1.0 (5/5) 

Table 2. ‘Precisions in task performance’ of the users assessed by the observer 

User OntoFrame 2007 OntoFrame 2008 
1 0.2 1.0 
2 0.2 1.0 
3 0.0 0.6 
4 0.4 1.0 
5 0.0 1.0 
Average 0.16 0.92 

Table 3. ‘Precision and satisfaction scores’ on ‘auto-complete’ function and retrieved information 

User OntoFrame 2007 OntoFrame 2008 
 Function 
 Precision Satisfaction Precision Satisfaction 
1 3.0 3.0 4.0 4.0 
2 3.0 3.0 4.9 4.9 
3 3.8 2.5 4.5 4.5 
4 2.0 2.0 4.2 4.2 
5 2.5 2.6 4.5 4.3 
Average 2.86 2.62 4.42 4.38 
Normalized Average 0.57 0.52 0.88 0.88 
 Information 
 Precision Satisfaction Precision Satisfaction 
 3.2 3.1 4.5 3.6 
 2.5 2.9 4.9 4.9 
 2.0 3.0 3.0 4.0 
 2.8 2.8 4.0 4.2 
 3.0 3.0 4.0 4.0 
Average 2.7 2.96 4.08 4.14 
Normalized Average 0.54 0.59 0.82 0.83 
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The comparison between ‘precision in task performance’ assessed by the observer 
and ‘precision and satisfaction scores (in normalized average)’ rated by the users 
indicates that the function of OntoFrame 2008 is superior to that of OntoFrame 2007 
in both criteria as we expect. ‘Precision and satisfaction scores’ of OntoFrame 2007 is 
much higher than ‘precision in task performance’ of OntoFrame 2007 unlike the case 
of OntoFrame 2008 because users tend to avoid giving excessive scores. 

3.2   Entity-Centric Unified Search 

‘Entity-centric unified search’ is to generate an appropriate search result according to 
entity types acquired from the user’s search query. This function of OntoFrame 2008 
improved to cover combination of multiple entities with flexibility to cope with various 
search queries whereas that of OntoFrame 2007 limits to only single entity [3] [7]. For 
example, when search query “neural network exponential stability” is given, the latter 
generates a simple search result consisting of papers, but the former generates a mixed 
search result including information relevant with the two topic keywords (See figure 5). 

 

Fig. 5. Example of topic page generated from two topic keywords “neural network” and “expo-
nential stability” in OntoFrame 2008 

The following task is given to the users for evaluating reliabilities of the two versions. 
 

“Find the number of papers published by the most significant researcher and 
the most significant institution, using topic keywords “neural network” and 
“exponential stability”. 

(2) 
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Table 4 shows an example of result performed and recorded by a user after the task 
performance. ‘Precisions in task performance’ of all the users and their average scores 
for the two versions are shown in table 5. Table 6 indicates comparative results in the 
viewpoint of the users; the one is for precision and satisfaction scores in ‘entity-
centric unified search’ function itself, the other is for precision and satisfaction scores 
in retrieved information. 

Table 4. Example of result performed and recorded by a user during his task performance 

 OntoFrame 2007 OntoFrame 2008 
User expectation After giving “neural net-

work” and “exponential 
stability” in search box, I 
will get search results in-
cluding researchers and 
institutions. 

After giving “neural net-
work” and “exponential 
stability” in search box, I 
will get search results in-
cluding researchers and 
institutions. 

User’s opinion I found a set of papers 
retrieved from the two 
keywords, but the search 
results do not show 
significant researchers and 
institutions. 

Researchers and institutions 
were successfully found in 
the search results retrieved 
from the two keywords. 

User’s conclusion Disappointed in results 
lower than expected 

Satisfactory unified search 

Observed result All of the search keywords 
failed in the given task 

All of the search keywords 
retrieved successful results 

Precision in task performance 0.0 (0/5) 1.0 (5/5) 

Table 5. ‘Precisions in task performance’ of the users assessed by the observer 

User OntoFrame 2007 OntoFrame 2008 
1 0.0 1.0 
2 0.0 1.0 
3 0.0 1.0 
4 0.0 1.0 
5 0.0 1.0 
Average 0.00 1.00 

 
When analyzing based on expectation-result reliability, both services are satisfac-

tory for ‘compliance’, ‘fault tolerance’, and ‘recoverability’. However, ‘entity-centric 
unified search’ function of OntoFrame 2007 shows lack of ‘maturity’ in that it does 
not successfully generate search results for search queries including multiple entities 
such as “neural network exponential stability5” and “neural network Jinde Cao6”. 

The comparison between ‘precision in task performance’ assessed by the observer 
and ‘precision and satisfaction scores (in normalized average)’ rated by the users 
indicates that the function of OntoFrame 2008 is superior to that of OntoFrame 2007  
 

                                                           
5 TOPIC (“neural network”) + TOPIC (“exponential stability”). 
6 TOPIC (“neural network”) + PERSON (“Jinde Cao”). 
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Table 6. ‘Precision and satisfaction scores’ on ‘entity-centric unified search’ function and 
retrieved information 

User OntoFrame 2007 OntoFrame 2008 
 Function 
 Precision Satisfaction Precision Satisfaction 
1 1.7 2.3 3.4 3.6 
2 3.0 4.0 4.9 4.9 
3 2.0 3.0 3.0 4.0 
4 1.6 1.7 4.8 4.7 
5 1.6 1.6 4.6 4.7 
Average 1.98 2.52 4.14 4.38 
Normalized Average 0.40 0.50 0.83 0.88 
 Information 
 Precision Satisfaction Precision Satisfaction 
 2.2 2.3 3.6 4.5 
 1.0 1.0 4.9 4.9 
 2.0 1.0 3.0 4.0 
 1.0 1.0 4.8 4.8 
 2.3 1.3 3.5 4.0 
Average 1.70 1.32 3.96 4.44 
Normalized Average 0.34 0.26 0.79 0.89 

 
in both criteria as we expect. ‘Precision and satisfaction scores’ on function is higher 
than ‘precision and satisfaction scores’ on retrieved information in OntoFrame 2007 
because the users would not recognize the fact that the function needs to be improved, 
but are discontented with incomplete information. 

‘Entity-centric unified search’ has higher gap in reliability than ‘auto-complete’ be-
tween the two versions. It would come from relative importance in search service 
because the former is one of crucial features affecting the quality of search service 
whereas the latter is a complementary feature for guiding user’s keywords to proper 
search keywords. This is the reason why service developers should give priority to 
relatively important features in service improvement. 

4   Conclusions 

This study comparatively evaluated reliabilities of two functions in semantic services 
for the first time. Both ‘auto-complete’ and ‘entity-centric unified search’ functions 
are operated semantically based on named entities under the URI (Uniform Resource 
Identifier) scheme. We divided the evaluation into two criteria: the one is ‘precision 
and satisfaction scores’ on the functions and retrieved information that the user rates, 
and the other is ‘precision in task performance’ as a quantitative analysis and reliabil-
ity of expectation-result as a qualitative analysis that the observer assesses. Measured 
precision scores are very similar with satisfaction scores on both functions and re-
trieved information. It indicates that precision is closely related with satisfaction in 
the view point of the user, and further reliabilities can not be taken off various factors 
for evaluating software quality. 
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Future work will focus on measuring relative importance among search functions 
and giving investment priority to them. The relationship between reliability and other 
usability factors will be also studied. 
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Abstract. Lots of researches show that ontology as background knowl-
edge can improve document clustering quality with its concept hierarchy
knowledge. Meanwhile Web Usage Mining plays an important role in rec-
ommender systems and web personalization. However, not many studies
have been focused on how to combine the two methods for recommender
systems. In this paper, we propose a hybrid recommender system based
on ontology and Web Usage Mining. The first step of the approach
is extracting features from web documents and constructing relevant
concepts. Then build ontology for the web site use the concepts and sig-
nificant terms extracted from documents. According to the semantic sim-
ilarity of web documents to cluster them into different semantic themes,
the different themes imply different preferences. The hybrid approach
integrates semantic knowledge into Web Usage Mining and personaliza-
tion processes. The experimental results show that the combination of
the two approaches can improve the precision rate, coverage rate and
matching rate effectively.

1 Introduction

Recommender systems suggest items to users and used on many web sites to
help users find interesting items [18]. It measures the user interest in given items
or products to provide personalized recommendations for items that will suit
the user’s taste. More broadly, recommender systems attempt to profile user
preferences and model the interaction between users and products [1].

The growing popularity of e-commerce brings an increasing interest in rec-
ommender systems. While users browse a web site, well calculated recommen-
dations expose them to interesting products or services that they may consume.
The huge economic potential led some of the biggest e-commerce web, for ex-
ample web merchant Amazon.com and the online movie rental company Netflix,
and make the recommender system a salient part of their web sites. High quality
personalized recommendations add another dimension to the user experience [2].

There are many different approaches to creating recommender systems [7], but
the most common systems fall into three broad classes: collaborative-filtering sys-
tems [4], content-based systems [17] and Web Usage Mining approach. Content-
based systems make recommendations based on an item similarity measure,
based on item features. On the other hand, Collaborative-filtering systems use

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 114–125, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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patterns in user ratings to make recommendations. Both types of recommender
systems require significant data resources [19]. Web Usage Mining approach con-
sists of three phases, namely preprocessing, sequential pattern discovery and se-
quential pattern analysis. The technique of sequential pattern discovery attempts
to find inter-session patterns such that the presence of a set of items is followed
by another item in a time-ordered set of sessions or episodes. By analyzing se-
quential patterns we can predict future users’ visit patterns and recommend web
pages to users [21].

1.1 Approach

In this paper, we propose a hybrid recommender system based on ontology and
Web Usage Mining. The first step of the approach is collect and process informa-
tion from web site. The textual features and keywords of web pages are captured
and semantic properties of objects of interest as might be available through these
textual features and keywords we call them semantic cues. We make use of these
semantic properties to clustering different web pages into different themes. The
different themes mean different preferences.

Semantic cues are similar to collaborative cues in that they measure similarity
of the user preference model from the active access pattern. We get the current
visitor’s active access pattern from the web server log files in real time and then
measure similarity between it and the theme of the clustering result before. Next,
we can get some similar web pages from the semantic clusters and recommend
them to the current visitor.

The detail steps as follow:

1. Appling Web Usage Mining algorithm Predictor 1.2 [8] to analyze web log
files and getting visitors’ frequent patterns.

2. Selecting significant sentences from web documents and partitioning signifi-
cant sentences into terms and feature vectors (Extracting features from web
documents).

3. Clustering the features into concepts.
4. Constructing website’s ontology based on feature vectors and concepts.
5. Clustering web documents based on ontology.
6. Getting the recommend set of web documents by integrating 5 and 1.

Fig. 1 shows a framework for a hybrid recommender system we discussed in this
paper.

1.2 Organization

The next section provides a detailed analysis of how to cluster web documents
based on ontology. Section 3 analyses the document representation. In section 4,
we provide a detail analysis of how to construct a single website’s ontology. Sec-
tion 5 analyses the application of Web Usage Mining in recommender systems
and we propose a recommender algorithm Predictor1.4 and provide a detailed



116 L. Wei and S. Lei

 

 

Pattern
Matching 

Server Log 

Preprocessing 

Web Documents 

Domain Knowledge 

Web Document 
Clustering 

Current
User 

Web Server 
Log 

Session Identify
Current Session  

Candidate
Documents 

Frequent Pattern 
Mining 

User 
Identify 

Session 
Identify

Online 
Recommendations 

Significant Sentences 
Selection and Partition

Feature Vectors 
Extraction 

Clustering Features 
into Concepts 

Constructing 
Website’s Ontology 

Candidate
Documents 

Matching 

 

Fig. 1. A general framework for hybrid recommender system

analysis of how to combining ontology-based web clustering into Web Usage
Mining. Section 6 describes our experimental work. It provides details of evalua-
tion metrics, methodology and results of different experiments and discussion of
the results. The final section provides some concluding remarks and directions
for future research.

2 Web Documents Clustering

Ontology based similarity measure has some advantages over other measures.
First, ontology is created by human being manually for a domain and thus more
precise; second, compared to other methods such as latent semantic indexing, it’s
much more computationally efficient; Third, it helps integrate domain knowledge
into the data mining process. Comparing two terms in a document using ontology
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information usually exploit the fact that their corresponding concepts within
ontology usually have properties in the form of attributes, level of generality
or specificity, and their relationships with other concepts [10],[23]. It should be
noted that there are many other term semantic similarity measures such as latent
semantic indexing, but it’s out of scope of our research, our focus here is on term
semantic similarity measure using ontology information.

2.1 Feature Based Measure

Feature based measure assumes that each term is described by a set of terms
indicating its properties or features. Then, the more common characteristics two
terms have and the less non-common characteristics they have, the more similar
the terms are [22]. In our experimental study, we take all the ancestor nodes of
each compared concept as their feature sets. The following measure is defined
according to [7],[9]:

SBasicFeature(C1, C2) =
|Ans(C1) ∩ Ans(C2)|
|Ans(C1) ∪ Ans(C2)|

(1)

where AnsC1 and AnsC2 correspond to description sets (the ancestor nodes) of
terms C1 and C2 respectively, C1 ∩ C2 is the join of two parent node sets and
C1 ∪ C2 is the union of two parent node sets. Knappe [5] defines a similarity
measure as below using the information of generalization and specification of
two compared concepts:

SKnappe(C1, C2) = p × |Ans(C1) ∩ Ans(C2)|
|Ans(C1)| + (1 − p) × |Ans(C1) ∩ Ans(C2)|

|Ans(C2)| (2)

where p’s range is [0,1] that defines the relative importance of generalization vs.
specialization. This measure scores between 1 (for similar concepts) and 0. In
our experiment, p is set to 0.5.

In this paper, we adopt feature based measure to cluster web documents.
Before clustering, we need to solve the problem of web documents’ representation
first.

3 Document Representation

For the clustering experiments described subsequently, we prepare different rep-
resentations of web documents suitable for the clustering algorithms.

Let us first consider documents to be bags of terms [17]. Let tf(d, t) be the
absolute frequency of term t ∈ T in document d ∈ D, where D is the set of
documents and T = {t1, t2, ..., tm} is the set all different terms occurring in D.
We denote the term vectors td = (tf(d, t1), ..., tf(d, tm)). Later on, we will need
the notion of the centroid of a set X of term vectors. It is defined by:
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tX :=
1
|X|

∑
td∈X

td (3)

In the sequel, we will apply tf also on sets of terms: for T ′ ⊆ T , we let:

tf(d, T′) : =
∑

t∈T′ tf(d, t) (4)

As initial approach we have produced this standard representation of the texts
by term vectors. The initial term vectors are further modified as follows. Stop-
words are words which are considered as non–descriptive within a bag–of–words
approach. Following common practice, we removed stopwords from T .

We have processed our web page using the Porter stemmer introduced in [16].
We used the stemmed terms to construct a vector representation td for each web
page. Then, we have investigated how pruning rare terms affects results.

Depending on a pre-defined threshold delta, a term t is discarded from the
representation (i. e., from the set T ). We have used the values 0, 5 and 30
for delta. The rationale behind pruning is that infrequent terms do not help for
identifying appropriate clusters, but may still add noise to the distance measures
degrading overall performance [17].

Tfidf weighs the frequency of a term in a document with a factor that dis-
counts its importance when it appears in almost all documents. The tfidf of
term t in document d is defined by:

tfidf(d, t) := log(tf(d, t) + 1) ∗ log(
|D|
df(t)

) (5)

Where df(t) is the document frequency of term t that counts in how many
documents term t appears. If tfidf weighting is applied then we replace the
term vectors td = (tf(d, t1), ..., tf(d, tm)) by td = (tfidf(d, t1), ..., tf idf(d, tm)).

Based on the initial web page representation, we have first applied stopword
removal. Then we performed stemming, pruning and tfidf weighting in all dif-
ferent combinations. This also holds for the initial document representation in-
volving background knowledge described subsequently. When stemming and/or
pruning and/or tfidf weighting was performed, we have always performed them
in the order in which they have been listed here.

4 The Integration of Semantic Knowledge and Web
Document Clustering

The semantic knowledge we have exploited is given through a simple ontology.
We first describe its structure and then provide the actual ontology and its
integration into the initial web document representation.

4.1 Ontology

The background knowledge we will exploit further on is encoded in a core on-
tology. We here present those parts of our wider ontology definition [3] that we
have exploited:
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Definition: A core ontology is a tuple O := (C,≤ c) consisting of a set C
whose elements are called concept identifiers, and a partial order ≤ c on C,
called concept hierarchy or taxonomy. Often we will call concept identifiers just
concepts, for sake of simplicity.

Definition: If c1 < c c2, for c1, c2 ∈ C, then c1 is a sub concept of c2, and c2 is
a super concept of c1. If c1 < c c2 and there is no c3 ∈ C with c1 < c c3 < c c2,
then c1 is a direct sub concept of c2, and c2 is a direct super concept of c1. We
note this by c1 ≺ c2.

4.2 Concepts Vector

Enriching the term vectors with concepts from the core ontology has two benefits.
First it resolves synonyms; and second it introduces more general concepts which
help identifying related topics. For instance, a document about ’Michael Bay’
may not be related to a document about ’George Lucas’ by the cluster algorithm
if there are only ’Michael Bay’ and ’George Lucas’ in the term vector. But if the
more general concept ’Sci-Fi & Fantasy Director’ is added to both documents,
their semantical relationship is revealed. Because they all have directed Sci-Fi
& Fantasy movies.

So how to add or replace terms by concepts as follows:
When applying this strategy, we have extended each term vector td by new

entries for Wordnet concepts c appearing in the web document sets. Thus,
the vector td was replaced by the concatenation of td and cd, where cd :=
(cf(d, c1), ..., cf(d, cn)) is the concept vector with n = |C| and cf(d, c) denotes
the frequency that a concept c ∈ C appears in a document d. Hence, a term
that also appears in Wordnet as a synset would be accounted for at least twice
in the new vector representation, i.e., once as part of the old td and at least
once as part of cd. It could be accounted for also more often, because a term like
”Director” has several corresponding concepts in WorldNet. Thus, terms that
appear in WorldNet are only accounted at the concept level, but terms that do
not appear in WorldNet are not discarded.

Finally we construct an experimental ontology for a movie website showed by
Fig. 2.

4.3 Web Documents Clustering Based on Feature

The approach we used to cluster web documents has already introduced in sec-
tion 2 and the web documents’ presentation has also presented in section 3. In
order to combine the semantic knowledge to document clustering we adopt the
clustering approach that based on feature. To construct concepts, we extract
features from each web document, and cluster them into concepts that can be
used to form website’s ontology. Then every web document can be denoted by
several concepts.

Nakata et al. [14] introduced a notion of Concept Index, which aims to index
important concepts described in a collection of documents belonging to a group,
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Fig. 2. The concept mapping from terms to ontology for a movie web site

and provide user-friendly cross-references among them to aid concept-oriented
document space navigation. The Concept Index relied on users to identify im-
portant concepts by marking keywords and phrases that interest them. Nakata’s
work addressed a group of individuals who shared the same interest or a task
and would profit from making use of the knowledge possessed by the group.
However this approach is different from ours since they use collaboration be-
tween the members of group for extracting concept. In our approach, we try to
automatically construct concepts from a document space.

Suppose that we represent a sentence as a vector of terms in the sentence with
their tfidf weight values. We can consider a set of vectors S = {s1, s2, ..., sm},
where m is the number of selected significant sentences for a document. To make
feature vectors for the document, we partition S as follows. Let us consider each
vector si as a subgraph such that the vertices of the subgraph are terms of the
vector and they are connected. We then consider a feature vector as a connected
component of the graph consisting of subgraphs {s1, s2, ..., sm}. Every significant
sentence is represented as a set of terms and its tfidf weight value pairs.

Then we use the approach presented in section 2.3 to cluster documents. So
far we accomplish the document clustering.
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5 Web Usage Mining

Web Usage Mining is the type of Web mining activity that involves the auto-
matic discovery of user access patterns from one or more Web servers. As more
organizations rely on the Internet and the World Wide Web to conduct business,
the traditional strategies and techniques for market analysis need to be revisited
in this context.

In Web usage mining, the primary Web resource that is being mined is a
record of the requests made by visitors to a Web site, most often collected in a
Web server log [20]. The content and structure of Web pages, and in particular
those of one Web site, reflect the intentions of the authors and designers of the
pages and the underlying information architecture. The actual behavior of the
users of these resources may reveal additional structure.

Relationships may be induced by usage where a different relationship was
intended. For example, sequence mining may show that many of the users who
visited page C later went to page D, along paths that indicate a prolonged search
(frequent visits to help and index pages, frequent backtracking, etc.) [21]. This
can be interpreted to mean that visitors wish to reach D from C, but that this
was not foreseen in the information architecture, hence that there is at present
no hyperlink from C to D. This insight can be used for static site improvement
for all users.

It is useful to combine Web usage mining with content and structure analysis
in order to ”make sense” of observed frequent paths and the pages on these
paths. This can be done using a variety of methods.

Predictor1.4 is a hybrid algorithm based on semantic knowledge and Web
Usage Mining. The algorithm as follows:

Input:
1. The pages of recent visited [p1, p2, ..., pk], k is changeable, through experi-

ment we take k = 3.
2. The output of Predictor1.2 [8], such as P = [p1, p2, ..., pn].

Output: The final recommend results P ′ = [p1, p2, ..., pm], m ≤ n.

for (i=1; i<=k; i++)
{

p=traverse(P);
// traverse the P=[p1,p2,,pn];
topic=search1(ontology,p);
//search the subjects that p belongs to in the ontology;
for (j=1; j<=a; j++)
// a is the number of subjects that p belongs to;
{

P_candidate=search2(ontology, subject);
//return the most N pages that similar to p from the concept;
P_candidate_a= P_candidate_a+P_candidate;

}
P_candidate_all= P_candidate_all+ P_candidate_a;

}
P’=Cross1(P_candidate_all)+Cross2(P_candidate_all,P)
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6 Evaluation Measures and Results

6.1 Evaluation Measures

There are two important evaluation measures: Coverage and Precision [12]. If
we take RS as the recommend set of pages and take US as a set of pages that
visitors accessed, then we can provide the definition for Coverage and Precision:

Coverage =
|US ∩ RS|

|US| (6)

Precision =
|US ∩ RS|

RS
(7)

Meanwhile in order to get the best performance we need a measure to evaluate.
Mobasher etc. provided a new evaluation measures M [11]. M is called matching
rate.

M =
2 × coverage × precision

coverage + precision
(8)

6.2 Results

Our experimental dataset comes from a single movie rental website. As of March
2008, the website contained more than 85,000 web pages and more than 5GB
web server log files. There are some pages irrelative to our experiment. So after
pre-processing there are still 12,530 web pages.

In order to evaluate the performance of Predictor 1.4, we compared the results
that come from Predictor 1.4 with Predictor 1.2 and web documents clustering
approach.

Table 1. Result from Predictor1.4 with different number of RS

RS Precision Coverage M
6 0.831 0.521 0.64
9 0.805 0.582 0.676
12 0.782 0.658 0.715
15 0.769 0.735 0.752

Average 0.797 0.624 0.696

From Table 1 to Table 3 and Fig. 3 we can see that Predictor1.4 is better
than Predictor1.2 and WDC in Precision, Coverage and M . The reasons are
as the follow:

1. The Predictor1.2 is the traditional Web Usage Mining approach that is not
considering the semantic knowledge between web pages.

2. The WDC approach based on documents’ feature and content.



Integrated Recommender Systems Based on Ontology and Usage Mining 123

3. Predictor1.4 is a hybrid recommender algorithm based on ontology and Web
Usage Mining. This approach get the recommend set of web documents by
integrating 1 with 2.

The experiment results show that the approach that integrates ontology with
Web Usage Mining can improve the performance. It also show that the number
of RS influence the Precision, Coverage and M . If we recommend 15 web pages
to visitor we can get higher Coverage, but Precision is lower than the results that
adopt other number of RS. So we must find a balance point. We recommend the
number of RS is 9. If we recommend too many pages to visitor, it will confuse
the visitor again. That is against the primary purpose of recommender system.
We will introduce this in other paper.

Table 2. Result from Predictor1.2 with different number of RS

RS Precision Coverage M
6 0.762 0.451 0.567
9 0.693 0.537 0.605
12 0.585 0.573 0.579
15 0.476 0.626 0.541

Average 0.629 0.547 0.573

Table 3. Result from WDC (web document clustering singly)

RS Precision Coverage M
6 0.793 0.486 0.603
9 0.723 0.536 0.616
12 0.689 0.617 0.651
15 0.605 0.663 0.633

Average 0.703 0.576 0.625

Fig. 3. Performance of three methods
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7 Conclusions and Future Directions

Overall, our preliminary experiments are encouraging and suggest that integrate
document clustering and semantic knowledge with Web Usage Mining can indeed
be useful in recommender system. We believe that the successful integration
of semantic knowledge with Web usage mining is likely to lead to the next
generation of personalization tools which are more intelligent and more useful
for Web users.
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Abstract. Automated detection of semantic concepts in multimedia
documents has been attracting intensive research efforts over the last years.
These efforts can be generally classified in two categories of methodologies:
the ones that attempt to solve the problem using discriminative methods
(classifiers) and those that build knowledge-based models, as driven by the
W3C consortium. This paper proposes a methodology that tries to com-
bine both approaches for multimedia retrieval. Our main contribution is
the adoption of a formal model for defining concepts using logic and the in-
corporation of the output of concept classifiers to the computation of anno-
tation scores. Our method does not require the computationally intensive
training of new classifiers for the concepts defined. Instead, it employs a
knowledge-based mechanism to combine the output score of existing clas-
sifiers and can be used for either detecting new concepts or enhancing the
accuracy of existing detectors. Optimization procedures are employed to
adapt the concept definitions to the multimedia corpus in hand, further
improving the attained accuracy. Experiments using the TRECVID2005
video collection demonstrate promising results.

1 Introduction

The exponential growth of multimedia content during the last decade has made
efficient indexing and retrieval a necessity. The appearance of evaluation frame-
works such as TRECVID [1] and baseline frameworks such as Mediamill [2] and
Columbia374 [3] reflects this trend.

Much of the research effort towards this direction is governed by the devel-
opment of discriminative concept classifiers, often yielding satisfactory results.
These can be further improved by using classifier score fusion [4] with concepts
either selected manually [5] or determined automatically [6,7].

On the other hand lie methods relying on knowledge. These are mainly based
on inference using expressive Description Logics [8]. Extensions of these methods
that model certainty using Fuzzy Description Logics [9] have recently been suc-
cessfully employed for multimedia retrieval [10,11]. These, however, have certain
restrictions, imposed mainly by the computational cost of reasoning which can
become prohibitive when dealing with large concept collections.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 126–135, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Present paper proposes a methodology that aims at combining virtues from
both aforementioned approaches.The output scores of concept classifiers are
fuzzified and used by formal fuzzy knowledge models to detect semantic con-
cepts in multimedia. This way, the computationally intensive training of new
classifiers is unnecessary. Furthermore, based on a notion that (existential or
universal) quantifiers are of no use in this particular case, the knowledge models
adopted are very simple, minimizing the complexity of reasoning.

The target of our methodology is two-fold, aiming at (i) providing an inex-
pensive yet reliable means of extending existing concept detector schemes and
(ii) enhancing the detection accuracy of concepts for which specialized classifiers
already exist. A virtue of this approach is that it does not dictate the type of
features used. In fact, concept classifiers used may be trained using completely
different feature vectors.

Moreover, our method is coupled with optimization schemes that help to adapt
the fuzzy definitions to the dataset in-hand. To this end, we use a genetic algorithm
which is accompanied with of k-fold cross validation [12] and RankBoost [13] re-
sampling algorithms, in order to avoid over-fitting on the training sets and provide
a more modest estimation on the behavior when applied to the test set.

We must point out that our method does not necessarily provide better results
than concept classifiers in all cases. However, exploitation of the estimate of
its performance can help us determine when its use is of potential benefit for
classifier enhancement.

Experiments conducted using the LSCOM concept ontology on a TRECVID
dataset demonstrate the effectiveness of the proposed approach on real data.
Results show that new concepts can be efficiently defined, often attaining per-
formance comparable to specifically trained concept classifiers (but with minimal
computational effort) while it can provide significant improvement to detection
of corresponding concepts for which classifiers exist.

The next section is devoted to describing the Fuzzy Models, while section 3
describes the fuzzy degrees adaptation procedure. Section 4 presents experiments
conducted on real data and section 5 concludes the paper and includes some
future directions.

2 Fuzzy Definition Models

The main idea of our approach is to rely on the result of reliable concept-
classifiers to infer on other concepts.

Concept classifiers treat an image as a whole and provide information whether
it (up to a certain degree) belongs to a certain class or not. However, they provide
no evidence on the existence and the type of possible interrelations between the
detected concepts. Due to this reason, it makes no sense to model these relations
using object properties (’roles’ in the Description Logics terminology).

Based on the previous notions we adopt a language which can contain state-
ments based on conjunction, disjunction and negation operators, i.e., disregard-
ing quantifiers and other expressivity tools provided by Description Logics. More
formally, the expressions are constructed according to the following syntax rule:



128 M. Falelakis, L. Karydas, and A. Delopoulos

C,D −→ A | (atomic concept)
� | (universal concept)
⊥ | (bottom concept)
¬C | (negation)
C � D | (union)
C � D (intersection)

Furthermore, we allow subsumptions to hold up to a certain degree, i.e., we
model uncertainty in a way similar to the one of [9]. In this direction, a concept
Si is subsumed by a concept Ci to the degree fi, as displayed in equation 1.

< Si � Ci, fi > (1)

Let a hierarchy T of such subsumptions, according to which, concept C subsumes
concepts S1 . . . Sk, i.e.,

T =

⎧⎪⎪⎨
⎪⎪⎩

< S1 � C, f1 >,
< S2 � C, f2 >,

. . . ,
< Sk � C, fk >

(2)

Inference on the degree of the existence µ(C) of concept C, based on the existence
of concepts Si as given by the fuzzified classifier output µc(Si), is made according
to the type 1 definition which is of the following form

µ(C) = U
i
(I(µc(Si), fi)) (3)

where the operators U and I denote fuzzy union and intersection operators
respectively.1

The existence of the other concepts of T is computed with definitions of type
2 that take the following form

µ(Si) = I(µc(C), I
j �=i

(N (I(µc(Sj), fj)))) (4)

where the operator N denotes fuzzy complement (negation).
To illustrate these with an example, consider the hierarchy depicted in figure 1

that can be encoded as

T =

⎧⎨
⎩

< Car � V ehicle, fCar >,
< Bus � V ehicle, fBus >,

< Motorcycle � V ehicle, fMotor >
(5)

Definitions of type 1, computed with equation 3 suggest that we compute the
degree of existence of ’Vehicle’ as the logical union of the degrees of existence of
’Car’, ’Bus’ and ’Motorcycle’, meaning that a ’Vehicle’ is a ’Car’ or a ’Bus’ or
a ’Motorcycle’.
1 The equation can be written this way (with union taking multiple inputs) due to

the associativity and commutativity properties of fuzzy norms.
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Bus

fCar

Car

Vehicle

Motorcycle

fMotorfBus

Fig. 1. An example of a simple hierarchy

On the other hand, with a type 2 definition, we can compute the existence of
a ’Car’, defining it as a ’Vehicle’ and not a ’Bus’ and not a ’Motorcycle’, when
scores for the latter concepts exist.

Note that by forming definitions of type 2, we make a disjointness assumption,
i.e., all hierarchy siblings are assumed to be disjoint. This could not always be
the case. For instance an image may contain two sibling concepts (such as a ’Car’
and a ’Motorcycle in our example) at the same time. However, this assumption
leads us to easy definition extraction and proves to work in practice as shown in
the experiments of section 4.

As stated before, our approach can also become useful when the classifier
score for the concept under examination is available and the goal is to improve
the retrieval performance. In this case, in order to compute µ(C) given the
fuzzified output µc(C) of the corresponding classifier, we use µc(C) and eq. 3 in
a disjunctive manner, and a type 1 definition takes the following form

µ(C) = U(I(µc(C), fC),U
i
(I(µc(Si), fi))) (6)

In a similar manner derives inference for concepts of type 2:

µ(Si) = U(I(µc(Si), fi), I(µc(C), I
j �=i

(N (I(µc(Sj), fj))))) (7)

Subsumptions in the form of Eq. 1 can be extracted from crisp domain ontologies
such as LSCOM [14], and use optimization techniques to compute the degrees fi,
fuzzifying the hierarchy (i.e., making subsumptions hold up to a certain degree)
and adapting to the dataset under examination.

3 Adaptation to the Corpus In-Hand

In order to fuzzify the knowledge source we have to compute the weights (i.e. the
values for fi) presented in the previous section. This is essentially an optimization
problem.

The target is to compute fi with respect to the current dataset with the goal
of maximizing the average precision for each of the defined concepts. For the
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parametric norms (we have experimented with Dubois-Prade and Yager class)
the value of the norm parameter is also determined by training.

As the optimization surface proves to contain local minima we employ a ge-
netic algorithm for this task. The fitness function to be minimized is the arith-
metic negation of the average precision.

In order to improve the generalization properties of the computed weights we
use two resampling methods; k-fold cross validation and a modified version of
RankBoost[13].

3.1 k-Fold Cross Validation

In k-fold cross validation the original training samples are firstly partitioned into
k subsets, called folds. Due to the nature of the video dataset (scarce positive
samples tend to appear in bursts) the partitioning of the training set into folds
is made by evenly distributing the positive samples in every fold. This assures
that all k folds are representative of the whole set, with respect to the prior
probability of positives.

Then the genetic algorithm is called to train the fuzzy weights using as training
set all the samples in k−1 folds, leaving one fold out, which is used for validation.
This procedure is repeated k times until each fold has been used for training k−1
times and for validation exactly once.

Finally, we end up with k sets of fuzzy weights which are averaged to obtain a
single set. These are the values for fi that are then incorporated to the inference
function.

The results obtained by this method in the training set are used as a modest
estimate of the expected average precision of a concept in the test set, there-
fore providing a way to determine the potential improvement of performance in
classifier enhancement. Since the method is not so prone to over-fitting on the
training set the selection of the potentially improved classifiers can be made by
setting a performance threshold.

3.2 RankBoost

Boosting is a technique used in machine learning that tries to create a set of
weak learners and combine them into a single strong learner.

The optimization scheme used here is a modified version of the RankBoost
algorthm (see [13]). The algorithm runs in T rounds, randomly choosing all the
positive and an approximately equal number of negative samples to form a new
training set for the next round. A distribution function is initialized for the
purpose of determining which samples are going to be used for training in each
round. This distribution function is updated in each round, so as to promote the
selection of samples that were misclassified in the previous rounds.

In each round, the genetic algorithm is called to train the weights with respect
to the subset of the samples that have been chosen as training set. This means
that the genetic algorithm training procedure will rerun from scratch exactly T
times.
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Finally, RankBoost computes T sets of fuzzy weights and inference is per-
formed using a combination of them, which is a weighted average with the ac-
curacy obtained in each round.

4 Experiments

For the purpose of our experiments we have used the Columbia374 [3] set of
semantic concept detectors, which also includes the ground truth, the features,
and the results of the detectors over the TRECVID datasets.

Our dataset consisted of the 47 videos of the TRECVID2005 development set
that were not used for training the Columbia classifiers. These videos (corre-
sponding to 20054 shots) were split to a training (23 videos) and an evaluation
(24 videos) set, each one containing about 10000 shots.

In order to form the definitions automatically, we used a cut-down version
of the LSCOM, that includes the 374 concepts of our dataset and exploited its
hierarchy. We have conducted two experiments for evaluating our method. In
the first experiment we demonstrate how new concepts can be defined, in the
presence of no adequate classifier, while in the second one we perform a type of
query expansion in order to improve the accuracy of concept detection.

4.1 Concept Scalability

This experiment simulates the case of extending the vocabulary of a multime-
dia retrieval system using knowledge. This is fully scalable and extensible as
new concepts can be defined recursively, while training requires minimal effort
compared to building a classifier model for every new concept.

The definitions used for this experiment are of the form displayed in equations
3 and 4.

We have chosen to define concepts, already existing in the ontology but with-
out taking into account the actual classifier scores for them during inference.
Instead, we use these scores as a baseline for comparison purposes.

Figure 2 displays the attained average precision for several concepts, using this
kind of definitions. The concepts here were selected based on a certain threshold
imposed on their performance on the training set when using the cross validation
method. This gave us a hint of their performance on the evaluation set.

Commenting on figure 2, our methodology seems to yield very satisfactory
results, often comparable to the ones of specifically trained classifiers. In some
cases (see ’Road Overpass’ for example), it outperforms the corresponding clas-
sifier. This is very important considering the computational cost of training the
latter. Finally, in every case, the use of fuzzy weights, adapted to the set in-hand,
significantly improves the performance.

4.2 Classifier Enhancement

In this experiment classifier scores are taken into account and the definitions
formed correspond to the ones of the equations 6 and 7.
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Fig. 2. Concept scalability experiment. Bars display the Average Precision attained
by the Columbia classifier, our definition without using fuzzy weights, (i.e., with fi’s
set to 1), and our definition using weights calculated using the two proposed methods
respectively.

The goal here is to enhance the retrieval performance of the classifiers, using
a kind of knowledge-based query expansion.

The average precision attained in this case for the concepts of figure 2 is
illustrated in figure 3.

As it can be seen, the results of our method provide improvement over the
ones given by the Columbia classifiers. Once again, proper fuzzy weights seem
to increase the performance. Finally, comparing these to the results of section
4.1 confirms our expectation that the use of classifiers, whenever available, is
beneficial for our method.

4.3 Comparison of Fuzzy Norms

Finally, the same experiment was carried for multiple fuzzy T-norms coupled by
their corresponding, dual in terms of fuzzy complement, T-conorms (see [15] for
more on this subject). Table 1 displays the mean average precision in each case.

Some comments are worth to be made here: The pair algebraic product/ sum
yields the best results in this dataset, while drastic product/ sum seem to be a
completely inadequate choice. The standard (min/max) operators have decent,
but far from optimal, performance.

Furthermore, contrary to one might expect, the parametric norms (Dubois-
Prade and Yager class) have not performed very well. A potential reason might
be that in this case optimization may have failed to train their extra parameter
over the dataset.
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Fig. 3. Classifier enhancement experiment. Bars display the Average Precision attained
by the Columbia classifier, our definition without using fuzzy weights, (i.e., with fi’s
set to 1), and our definition using weights calculated using the two proposed methods
respectively.

Table 1. Mean Average Precision attained for various pairs of fuzzy norms

fuzzy T-norm cross validation RankBoost

Standard (min) 0.3065 0.3013
Algebraic product 0.3220 0.3206
Drastic product 0.0866 0.0871

Bounded difference 0.3132 0.3093
Dubois-Prade 0.3087 0.2889

Yager 0.2756 0.2970

5 Conclusions

We have presented a methodology for constructing fuzzy definitions and em-
ploying them for concept detection in multimedia, based on classifier results.
The fuzzy weights are efficiently adapted to the corpus available. Our approach
is useful both extending a concept collection and improving classifier scores in
multimedia retrieval, all with a minimal computational effort. Experiments have
shown that the method performs well on real data, often outperforming specifi-
cally trained discriminative classifiers.

Further improvement of the definition extraction methodology, fine tuning
the optimization procedures as well as experimentation on other datasets are of
potential interest for the future.
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Abstract. In this paper the authors suggest an example-based method
to analyze user queries in questions into conceptual graphs. As a novel
point, functional conceptual graphs (FCGs) are introduced as an abstract
layer for example annotation to catch the transformation between an
example sentence and its correspondent graph. Concepts and relations in
graphs are denoted as functions with arguments. Therefore the main task
of semantic analysis is decomposed into two parts: to construct an FCG
using example-based machine translation methods; and to instantiate
the FCG by solve the values of functions. The second part could be
implemented by a lot of existing methods for retrieving relations between
concepts. Moreover, this paper uses an active example selection approach
to ease annotation work. Evaluation shows that this method is effective
and can improve the labeling of relations.

1 Introduction

Query analysis forms the base of information retrieval systems. Most current
enterprise systems view the users’ queries, questions or phrases as bags of words.
Such approaches distort the original requirements of users, which leads to further
difficulties for IR. So, the semantic analysis of queries is essential for an IR system
to better interpret users’ intentions.

Some researchers take the availability of semantic representations of queries
as granted. They assume that the users will write queries in a more structured
language like RDQL1. Consequently, there are not many discussions on the trans-
formation from a user’s natural language query into such a representation in some
semantic retrieval systems[1][2]. However we argue that it is not quite practical
to rely on users only, because users in general will not bother to learn a new
search language. Current search engines have not even persuaded the major-
ity of users to use “advanced grammar” in searching like Boolean operators or
quotation marks to identify a phrase.
� This paper is supported in part by Chinese 863 project No. 2009AA01Z334 and

the Shanghai Municipal Education Commission Foundation for Excellent Young
University Teachers.

1 www.w3.org/Submission/2004/SUBM-RDQL-20040109/
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In this paper we focus on the semantic analysis of wh-questions in Chinese
from real user queries. We use the semantic representation named conceptual
graph(CG)[7], which describes concepts and their relations by a graph. There are
a few papers on CG and query analysis. [8] generate CGs from questions using a
unification based approach. Current researchers[9][10] get CGs from queries by
mapping a syntactic parsing tree onto a CG.

[11] regards a semantic parser as a translator, with conceptual graphs as tar-
get language and queries as source language. The idea is like the example-based
machine translation (EBMT) suggested by Nagao [12]. In this paper, we suggest
an improved framework of example-based query analysis enlightened by EBMT
in which the examples are written in a novel representation called “functional
conceptual graph”, which captures the transformation correspondence between
the sentence and the graph. In this way we decompose the huge problem of
semantic analysis by EBMT into two sub-problems: to analyzing the typology
of the conceptual graph; and to resolve the labeling of concepts and relations.
Consequently, we can effectively integrate other approaches for analyzing seman-
tic relations into our framework, which will partially solve the data sparseness
problem when we have only a few examples. We also suggest an active example
selection algorithm to ease human work on annotation. Further evaluations in
section 5 show that our method is effective and requires much less examples if
an example selection algorithm is applied.

The paper is structured as following: in Section 2 we will introduce the original
EBMT-based framework, its shortcomings and our proposed improvements in
FCGs. Section 3 will discuss the definition of FCG and the analysis process
depending on it. We will suggest an active example selection method in 4. In
Section 5 we will show the evaluation results. The last section is the conclusion.

2 EBMT-Based Analysis of Queries

2.1 General Design

Conceptual graph is used as the semantic representation. Simply stated, a CG is
a bipartite graph with two node sets: concept nodes and relation nodes. While
annotating a group of user queries into conceptual graphs by hand, we use ex-
isting examples for guidance. If we have seen A and B labeled with relation R
in previous examples, we may possibly link them up in similar sentences. If sen-
tence or phrase patterns are limited, this approach could be very effective. The
whole process is very similar to that of translation by examples. Enlightened by
this similarity, we view the whole process as an example-based machine transla-
tion(EBMT) one. The main idea behind EBMT, just like our task, is translation
by analogy.

Like the EBMT architecture, the prototype system has three components:

1. Matching. Constituents of the questions are matched with similar constituents
of examples in the example base.
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Fig. 1. Examples of concept graphs

2. Alignment. Picking up the correspondent tuples from the graph of the se-
lected example of the matched constituents.

3. Recombination. The tuples are combined to form a graph, which is the small-
est graph that covers all the concepts in the input sentence.

We will show the process through one simple example. Assume the input is
a query “ ”(Where in Tianjin has train tickets to sell?).
We will find two examples similar to it, one is “ ”(Where has
bicycles to rent?)(Fig. 1 (a1)); the other is “ ”(Where can
I buy train tickets in Shanghai?)(Fig. 1 (a2)). Parts of the alignments are shown
in Table 1. Then the aligned segments are combined to form (b). The words in
the graph are substituted in recombination.

Table 1. Word Alignment

Word/Word Pair In Examples Alignment
, , , ,In
, , , ,Type

entity, ,Func.
, , , ,Obj.

2.2 Problem and Approaches

In general, user queries are restricted in information needs and sentence patterns.
Most users use similar phrases and sentences querying similar topics, such as
movies, songs, etc. This similarity justifies our example-based approach, because
it ensures that we do not need a very large sum of examples to reach satisfactory
results.
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But this approach still faces some problems in data sparseness. For example,
when solving the relations between two concepts c1 and c2, if c1 and c2 are fre-
quently referred to in queries, such as “ /download” and “ /movies””, we
can easily retrieve the relation as “ object” from examples. If not so, the
situation is a little trickier. Optimistically, a large majority of related concepts
in queries are popular ones that have appeared in the examples. But the queries
we are studying are not totally restricted ones, so there will be lots of “free”
concept pairs that do not exist in the examples. Therefore we should seek some
methods to solve these relations. There are plenty of works on solving the rela-
tions between two concepts, like [13]. So our problem here is to adapt the EBMT
framework to integrate these algorithms.

The same problem exists for the identification of concepts. The correspondence
between a word and a concept node in the graph is not always explicit. In the
example “ ”, the concept in the sentence is “ /buy” while
the corresponding concept is “ /sell”” in the graph, which is the antonym of
“ /buy”. Consequently, we have to note this correspondence in the graph by
writing “ ” as “Ant( )”.

To solve all these problems, we add an abstract layer to the conceptual graph
in annotation. We explicitly notify the transformation from a sentence to a CG,
i.e., all concept and relation nodes are viewed as the value of a function with
its arguments. Therefore, we can first parse a query into a functional conceptual
graph using the EBMT framework, and then solve all the function values using
relation solving techniques.

3 Query Analysis Using Functional Conceptual Graphs

3.1 Functional Conceptual Graphs

Hereafter, we introduce the use of “functional conceptual graphs”, in which
each concept and relation node is represented as a function with its arguments.
Recall that a conceptual graph is a bipartite graph with a concept node set and
a relation node set. Consequently, we will define the correspondent functional
nodes.

Definition 1. A functional concept node cu :=< u, W ′ >, W ′ ⊆ W , u : 2W →
C. W is the set of all words, C is the set of concepts.

Moreover, we consider the situations that we do not know the function u , which
is very common in annotations as in the “ ” case. In such situations we only
know the value of the function, e.g. “ ”. So we record it here and view the
function as a hidden one to be clarified.

Definition 2. A hidden functional conceptual node cc :=< W ′, c >, W ′ ⊆ W ,
v ∈ C.

Following Definition 1 and 2, we have the following definitions:
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Definition 3. A functional relation node rf :=< f, p >, f : C × C → R,
p ∈ C × C. R is the set of relations.

Definition 4. A hidden functional relation node rr :=< p, r >, r ∈ R.

Summing these all up, we have the definition of functional annotation graphs:

Definition 5. A functional annotation graph FAG :=< C′, R′, L >, C′ ⊆ CU∪
CC, R′ ⊆ RF ∪RR. CU is the set of cus, CC the set of ccs, RF the set of rfs,
and RR the set of rrs.

This is the graph model that we use in annotating questions. It includes hidden
functional nodes because in annotation one may just not be able to recognize
the function. For the sake of better illustration, we introduce a smaller model
that excludes hidden nodes, i.e. all functions in the nodes are known.

Definition 6. A functional conceptual graph FCG :=< C′, R′, L >, C′ ⊆ CU ,
R′ ⊆ RF . CU is the set of cus, RF the set of rfs.

To get the FCGs from annotation graphs, we have to induce the hidden functions
from the functions’ independent and induced variables. That is to say, for a hid-
den function f , we have a set of examples < xi, f(xi) >0<i<N from annotations.
We want to know the value of f(x) for any x ∈ D, in which D is the field of def-
initions. In this implementation, we assume several kinds of known functions for
hidden conceptual nodes. One is I(x) = x, which is the most common. The other
is Ant, which maps a word to one of its antonyms. For example, Ant( )= .
The mapping of concepts from sentence is comparably easy so that this simple
approach works well. It is a great challenge to learn a relation function from
examples. There are a lot of researches focusing on this topic under different
names, like[14][13]. The adoption of functional nodes will make it possible to
integrate such models into our work. However, in our current implementation,
we use a simpler instance based approach. Assume that there is an instance set
S = {< c1, c2, r >}. We construct a decision list D. Each rule in D is in the form
of < C1, C2 → r; w >, in which C1 and C2 are two concept sets ,r the relation
label, and w the strength of the rule. The weight of each rule dr is decided as:

w =
|Sdr|
|Sdr′| (1)

In the above equation

Sdr := {< c1, c2, r1 > |c1 ∈ C1 ∧ c2 ∈ C2 ∧ r1 = r} (2)

Sdr′ := {< c1, c2, r1 > |c1 ∈ C1 ∧ c2 ∈ C2} (3)

Given a concept pair < c′1, c
′
2 >, we solve the relation between the two concepts

by their similarity with a rule dr.

r′ = argmax
r

SimDR(< c′1, c
′
2 >, dr) (4)
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In the above equation, the similarity function is further defined as:

SimDR(< c′1, c
′
2 >, dr)= w· 1

|C1|
∑

c1∈C1

SimSem(c1, c
′
1)·

1
|C2|

∑
c2∈C2

SimSem(c2, c
′
2)

(5)
The similarity between two concepts is calculated as the similarity between two
correspondent words. It is measured as a linear combination of two similarity
models[15][16]. [15] uses Hownet to calculate the similarity, while [16] bases the
similarity on the similarity of dictionary definitions.

3.2 Matching

Matching is the first step of example-based query analysis. The goal of matching
is to find a correspondent part in an example query for a word in the given query.
Let W be a set of all words. Considering a given query q ∈ 2W , an example base
E = {ei}0<i<N in which ei ∈ 2W , we want to find a set Mwi for each word wi

in q through matching.

Mwi := {argmax
w′

j

Cek
(wi, w

′
j)}0<k<N , w′

j ∈ ek (6)

Here C is a function that determines how well wi and w′
j match. Basically, the

word with the highest value in each example is selected. Though we match words
in a query, the matching process is global instead of local. We consider not only
the similarity between two words, but also the similarity between two sentences
as well as the matching status of other words.

In a top-down manner, we define C as:

C(wi)e = Sim(q, e) · wswi,w′
j

(7)

In equation 7, Sim measures the similarity of two sentences, while wswi,w′
j

mea-
sures the similarity between two words. wswi,w′

j
considers not only the semantic

similarity of two words as in the previous section, but also other aspects like
dependency information, etc[11].

Each possible match between words in the given query and words in an ex-
ample could be modeled as a match path which consists of a set of index pairs
conforming to the criteria: ∀(i, j), (k, l) ∈ p(i �= k ∧ j �= l). Thus we calculate
the credit of each match as CM(p) =

∑
(i,j),(k,l)∈p Fi,j,k,l · wsi,j ∗ wsk,l, in which

Fi,j,k,l is a function concerning word order.

Fi,j,k,l =
{

1 if (i − j) ∗ (k − l) > 0;
−1 else. (8)

The similarity measure of the two sentences is then decided by

Sim(s1, s2) = max
p∈P

CM(p) (9)

in which P is the set of possible match paths of the two sentences.
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3.3 Alignment and Recombination

We are to find a correspondent part in the example graph for the matched part
in the given query. Alignment means two things here: to find the correspondent
part in the FCGs; and to instantiate the graph to get a conceptual graph.

Let {< w, w′ >} be a set of matched words. w is a word in the given query,
while w′ is in the example. Let W ′

m be the set of matched words in an example
e. For an FCG ge of example e, a concept node c′ =< u, W ′ > is selected if and
only if W ′ ⊆ W ′

m. The aligned concept node is constructed as c =< u, Wm >,
in which Wm is the matched words in the given query. An instantiated node is
u(Wm).

Having the selected set Cs and the aligned set C′
s, we start to select relation

nodes to be instantiated, which are relation nodes that are associated with the
concept nodes. The selected nodes R′

s are:

{r|r ∈ RU ∧ ∃c′s ∈ C′
s((c

′
s, r) ∈ L ∨ (r, c′s) ∈ L} (10)

Moreover, a new transition relation L0 is constructed to reserve all the original
transitions from concept nodes to relation nodes. An instantiated relation node
is f(c1, c2).

Some additional concept nodes are also selected, which may work as interme-
diate nodes in the final graphs.

C′
sa = {c′|c′ ∈ CU ∧ c′ �∈ C′

s ∧ ∃r(r ∈ R′
s)} (11)

We also construct aligned nodes which are just the same as the selected ones:
c =< u, W ′

m >.
Basically, the essential parts of a conceptual graph are concepts and relations

linking them. If we want to construct a graph, we’d better start from the tuples:
< c1, c2, r >, which represents a part of connected graph, not only a single
concept or relation. Therefore, we take tuples as the basic constructing blocks
for recombination. The tuple set can be easily constructed in the following way.

Definition 7. A functional tuple set Tf := {< c1, c2, r > |c1,2 ∈ Cs ∪ C′
sa ∧ r ∈

R′
s ∧ (c1, r) ∈ L0 ∧ (r, c2) ∈ L0}.

A tuple t is constructed as instantiations to the functional tuples. Moreover, the
tuples are rated as:

C(t) =

⎧⎪⎨
⎪⎩

√
C(c1)2+C(c2)2

2 if c1 ∈ Wm ∧ c2 ∈ Wm

βC(c1) if c1 ∈ Wm ∧ c2 �∈ Wm

βC(c2) if c2 ∈ Wm ∧ c1 �∈ Wm

(12)

In the above formula, β is a power coefficient between 0 and 1 which adjusts
the credits for the situation that only one concept of the tuple is matched in the
graph.

In recombination we use a forward/backword algorithm[11] to build the graph.
In the forward stage we add tuples according to their credit values until all the
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“core concepts” are covered and the graph is a connected one. Then, in the
backward stage the tuples are removed one by one in the sequence reverse to
that in the forward stage. If the removal affects the connectivity of the graph,
the tuple is inserted back. In this manner we have a graph that is small but can
cover all the essential concepts.

Finally, we give a certainty value for the final graph Gr which is a set of tuple,
according to the rating of tuples {ti}N :

C(Gr) =
1
N

∑
0<i≤N

C(ti) (13)

4 Active Example Selection

For a data-driven task, one key factor of performance is the size of labeled data.
However, manual labeling is time-consuming and error-prone. So the challenge
here is how to achieve best result using only minimal annotations. In our system,
we experiment a kind of example selection technique derived from active learn-
ing. Active learning[17] is a particular supervised learning method aiming at
minimizing labeling effort. Unlike common learners that sample training exam-
ples randomly, in active learning the learner tries to select the most informative
training examples, i.e. those contribute most to the performance of the clas-
sifier. In this way, active learning can minimize labeling work whilst retaining
performance. We use an uncertainty based strategy here, which relies on the
uncertainty given by our parser. If the parser is uncertain on an example using
the current example base, then this example may contribute more to the system
than other more certain examples.

Several un-annotated examples are first randomly selected and annotated to
form an initial example base. We use 5 in the first iteration, though preliminary
evaluation shows little difference from 3 initial examples or 5 initial ones. In each
iteration, the system parses other un-annotated examples using current example
base. We annotate manually N examples whose outputs have the lowest certainty
values, and add them to the example base. In this way, we continue the building
of example base until the required annotation number is reached. Following is
the algorithm.

Algorithm

Build an initial annotated example base
While(the annotator is not tired)

Use current annotated examples to parse un-annotated examples
Select 5 examples with least certainty value
Annotate the 5 examples
Add them to the annotated example base
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5 Experimental Results

All queries in this experiment are selected from Baidu Zhidao2, which is a
community-based Chinese question-answering Web site. In Zhidao, all queries
are posted by users and answered by other users. Each query includes a title,
mostly a question, and a short description. For our experiment, we select the
titles only, since they are self-explanatory. For this experiment, we focus on three
kinds of questions: /Where , /Which and /What is.

Table 2. Examples of the three question types

Type Data size (sentences) Example
/Where 115

Where to buy hair-dyeing powder in Nanjing?
/Which 99

Which hospital is good at surgery in Hangzhou?
/What is 199

What is a TrackPoint on a laptop computer?

We select the questions randomly from Zhidao, though we delete some un-
specific questions and some questions containing web slang, which are not the
topic of this study. Totally, we have 314 questions in which there are 100
sentences, 115 sentences and 99 sentences. Some examples along with
their English translations are shown in Table 2. The questions are first segmented
and tagged by an automatic tagger. A parser is also used to extract some useful
syntactic information like dependency relations. Then the processed questions
are edited and annotated by 3 graduate students in computational linguistics.
The results are discussed in a research group. Each graph is represented by tuples
in annotation.

Ten-fold cross-validation is used in evaluation. In each iteration, the data set
is divided randomly into the test data and the potential examples according to
a 1:3 ratio. The example base is a subset of the potential examples. Since there
are ten different example/test set pairs, the experimental results are averaged
to form the final result. Since the annotation graphs are in tuples, the precision,
recall and f-measure of the results are measured based on tuples of graphs. Also,
we consider graph-scale correctness which focuses on the correctness of a whole
graph.

P =
Number of correct tuples

Number of all tuples in the test set
(14)

R =
Number of correct tuples

Number of all tuples in the gold set
(15)

Fβ=1 =
2 · P · R
P + R

(16)

2 zhidao.baidu.com
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Correctness =
Number of correct graphs

Number of graphs
(17)

Table 3 shows the evaluation results of our system using random sampling of
examples. We consider two evaluation situations here: whether to take relation
names into account or not. In some applications we only want to know the
typology of the conceptual graph, not the labeling of relations. Therefore we
include the no-relation situation in which the relation names are not evaluated.
Furthermore, we compare two strategies in Table 3: one is the original example-
based algorithm we proposed in [11], the other is the FCG-based approach.
In the original approach, the relation names are just the same as that in the
aligned tuples in the aligned example. Since in the FCG-based approach the
main improvement is the refinement of relation labeling, we do not compare
them in the no-relation case because the two results are very close. For the no-
relation case, the F-measure is 0.7197 and the correctness of whole conceptual
graphs is 0.4948. If relation names are considered, the F-measure is 0.6818 and
0.6683 using or not using FCG respectively. The FCG approach shows some
improvement over the original approach.

Table 3. Results with Example Base of 220 Sentences

Rel. Strategy P R Fβ=1 Correctness
No / 0.7048 0.7354 0.7197 0.4948
Yes No FCG 0.6545 0.6828 0.6683 0.4350
Yes With FCG 0.6677 0.6967 0.68189 0.4580

Several similarity models are used in this approach. The models are com-
pared indirectly according to the performance of our system in Table 4. In this
table, Dict. means the dictionary-based approach. Hownet means the Hownet
based approach. We use a simple linear combination to combine the two models
into a hybrid model. Table 4 indicates that the Hownet-based approach out-
performs the dictionary-based one, but combining the two models gives the
best result. One interesting thing is that in a standard evaluation set for word
similarities[16], the dictionary-based approach outperforms taxonomy-based ap-
proaches like Hownet. The contradiction is due to the fact that for the word
similarity task, the gold data reflects human cognition, which is an ensemble of
all factors. However, for this particular application of query analysis, the is-a
relation between two concepts, which is captured by a hierarchy, is more impor-
tant. Therefore, the Hownet-based approach offers better result.

We also try active example selection in our experiment. The results are shown
in Fig. 2 along with the results of normal (random) selection method. From the
figure, we see that when we label just a few examples, active selection provides
far better results than normal selection method. The difference in results narrows
as we label more data, because the size of unlabeled data is limited in current
experiment. Still, we can see that active selection is helpful for our task, especially
when we will have abundant data in the future.
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Table 4. Results With Different Similarity Strategies

Rel. Strategy P R Fβ=1 Correctness
No Dict. 0.6702 0.6960 0.6828 0.4210
Yes Dict. 0.5786 0.6008 0.5894 0.3220
No Hownet 0.6864 0.7280 0.7065 0.4810
Yes Hownet 0.6527 0.6922 0.6718 0.4547
No Hybrid 0.7048 0.7354 0.7197 0.4948
Yes Hybrid 0.6677 0.6967 0.6818 0.4580

Fig. 2. Comparison of Normal Example Selection and Active Example Selection

6 Conclusion

In this paper the authors suggest an example-based method to analyze queries
of Wh-questions in Chinese to conceptual graphs. The analysis is analogue to
example-based machine translation. Unlike the previous work, the authors sug-
gest a novel annotation layer: functional conceptual graphs to capture the trans-
formation between a sentence and the annotated conceptual graph. Applied to
the example-based approach, it can help to refine the labeling of relations. More-
over, an active example selection algorithm is proposed to enhance performance
with just a few annotated examples.

Though current system only attacks three kinds of queries, it can be easily
extended to other query types if the queries in one type share some similar query
focuses, which is true for most queries since the users always search for similar
things in similar words. For future works, we are to apply our approach to larger
set of user queries. Another crucial problem is the role of similarity models.
Though we give a simple comparison on different similarity models, it remains
an interesting question that what kind of similarity model is suitable for semantic
analysis. Current similarity models study similarity in an isolated manner, which
is not suitable for applications. Maybe it is possible to use machine learning
techniques to derive a new similarity model from existing ones according to
requirements.
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Abstract. Recently we proposed referential integrity constraints for
XML. In defining two important referential constraints namely XML
inclusion dependency and XML foreign key, we considered ordered XML
data model to capture the correct semantics of data when tuples are to
be produced. In this paper, we report on the performances of checking
both XML inclusion dependency and XML foreign key. We show that
both these constraints can be checked in linear time in the context of
number of tuples and the number of paths.

1 Introduction

In relationaldatamodel, integrity constraints arewell studied and established[1,2].
The important integrity constraints include key constraints, functional depen-
dency constraints and referential integrity constraints. The constraints are used
in data integrity and semantics, normalization, data integrations[3], data ware-
housing and data mining techniques[4].

In recent years, XML[22] is massively used as data representation and storage
formation over the world wide web and together with relational data storage.
Now the use of XML for many data-centric activities such as data integration,
data warehousing[6,5] is note worthy. With the increasing use of XML, the re-
search for XML in database perspective is getting much attention. One such area
is the constraints mechanism for XML[7,8,9,10].

The most important constraints those are investigated in XML are XML
keys[17,9,10,20], XML functional dependencies[18,19] and XML multi valued
dependencies[21]. Like inclusion dependencies in relational data model, inclu-
sion dependencies for XML is also investigated in[11,12]. In both [11,12], XML
inclusion dependencies are defined in the context of XML document without
XML Document Type Definition(DTD). In [11], the definition of XML inclusion
dependency can’t capture the correct semantics if the number of paths is more
than two and later this problem is addressed in the report[12].
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Recently, the referential integrity constraints for XML namely XML inclu-
sion dependency(XID) and XML foreign key(XFK)[13] are defined on the XML
DTD[22]. Though the DTD has the ID and IDREF definition for denoting key
and referential integrity, the drawbacks of ID and IDREF are well recognized as
their scope is the entire document and behave as object identifier. When defin-
ing XFK, we use the XID and the definition of XML key proposed in [14]. The
satisfactions of XID, XML key and XFK are defined on the ordered model of
XML document. We use the concept tuple that produces semantically correct
values when the satisfactions for both XID and XFK are checked. This property
is not achievable from both ID and IDREF of XML DTD and Key and KeyRef
of XML Schema[23].

In this paper, we study the implementation and performance of checking XID
and XFK proposed in [13]. The study is motivated by the fact that like in the
relational database, the implementation of XFKs is critical to the quality of data
in the XML database. Every time when there is a new instance for the database,
we like to check the constraints against the new instance to ensure proper data
is added or removed from the database. At the same time, the performance of
the implementation is important to the efficiency of the database. Different ways
of implementing the same mechanism will result in different performances. To a
database management system, the efficiency of all processes is always critical to
the success of the system.

In the literature, the checking of XML key and foreign keys using SAX was
studied in [15] based on the proposal presented in [17]. An indexing based on
paths on key is used in checking and the performance was shown as linear.
Another study in [16] showed the XML key satisfaction checking using XPath
based on DOM[24]. The study showed the checking of XML key can be done
in polynomial time. We also use DOM(contrasting the use of SAX in [15]) for
parsing XML document, but our implementation is different from the studies
[15,16] because we use a novel method of pairing the close values of elements to
capture the correct semantics in tuple generation while parsing the document.

This paper is organized as follows. In Section 2, we give the basic definitions
and notation of XID and XFK. The performances of checking XID and XFK
are given in Section 3 and Section 4 respectively. In Section 5, we conclude with
some remarks.

2 Basic Definitions and Notation

In this section, we review some basic definitions and notation proposed in[13]
that is critical to guarantee the self-containment of the paper. We first introduce
the DTD and paths on DTD using examples.

A DTD is defined in our notation as D = (EN, β, ρ) where EN contains ele-
ment names, ρ is the root of the DTD and β is the function defining the types of
elements. For example, the DTD D in Fig. 1(a) is represented in our notation as
β(A) = [U+×W+], β(U) = [B×M+×E], β(M) = [C∗×D∗], β(W ) = [F×N+×I],
β(N) = [G∗×H∗], β(B) = β(C) = β(D) = β(E) = Str, β(F ) = β(G) = β(H) =
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<!ELEMENT A(U+, W +) >
<!ELEMENT U(B, M+, E) >
<!ELEMENT M(C∗, D∗) >
<!ELEMENT W (F ,N+, I) >
<!ELEMENT N(G∗, H∗) >

(a)

vr : A 

v3 :
B
b1 

v10:
C
c1

v9:
I
e1 

v17 :
G
c1 

v12:
D
d1 

  v18:
 H 
d2 

v11 :
D
d1 

v6 :
F
b1 

v14 :
G
c1

v15 :
H
d1 

v1 : U v2 : W 

v4 : M v8 : N v7 : N v5:
E
e1 

v16 :
H
d3 

v13:
D
d2 

(b)

Fig. 1. (a) An XML DTD D and (b)An XML document T

β(I) = Str where Str is #PCDATA, EN = {A, U, B, C, D, E, M, W, F, G, H, I,
N, Str}, and ρ = A. An element name and a pair of squared brackets ’[ ]’ each,
with its multiplicity, is called a component. For example, [U+×W+], [B×M+×E]
are two components. A conjunctive or disjunctive sequence of components, often
denoted by g, is called a structure. For example, the structure g1 = [B×M+×E]
is a conjunctive sequence and g1 = [A|B]+ is a disjunctive sequence. A structure
is further decomposed into substructures such as g1 is decomposed into ga and
gb where ga = B+ and gb = M+×E.

Now we define paths on the DTD. In Fig. 1(a), we say U/M/C is a simple path
and A/U/M/C is a complete path. A complete path starts with the root element
of the DTD. The function beg(A/U/M) returns A, last(A/U/M/C) returns C
and par(M) returns U .

We now define the XML inclusion dependency.

Definition 1 (XML Inclusion Dependency). An XML inclusion depen-
dency over the DTD D can be defined as Υ (Q, ({P1, · · · , Pn} ⊆ {R1, · · · , Rn}))
where Q is a complete path called selector, Pi is a simple path called depen-
dent path where β(last(Pi)) = Str and Ri is a simple path called a referenced
path where β(last(Ri)) = Str, Q/Pi and Q/Ri are complete paths.

An XID following the above definition is valid, denoted as Υ � D.
For example, consider the XID Υ (A, ({U/B, U/M/C, U/M/D, U/E} ⊆ {W/F,

W/N/G, W/N/H, W/I})) on the DTD D in Figure 1(a). The XID follows the
definition1.

Before defining XID satisfaction, we introduce some definitions and notation
using examples.

An XML document is represented as an XML tree T = (v : e (T1T2 · · ·Tf )) if
element e encloses other elements or T = (v : e : txt) if e encloses the string value
txt where v is the node identifier which is omitted when the context is clear, e
is the element name labeled on the node, T1· · ·Tf are subtrees. For example,
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in Fig. 1(b), the document T is represented as Tvr = (vr : A(Tv1Tv2)). Then
Tv1 = (v1 : U(Tv3Tv4Tv5)), Tv2 = (v2 : A(Tv6Tv7Tv8Tv9)), Tv3 = (v3 : B : b1), · · ·
Other subtrees can be expressed in the same way. We say Tv11 =v Tv12 where
Tv11 = (v11 : D : d1) and Tv12 = (v12 : D : d1).

Now we give an example to show the important concept hedge which is a se-
quence of adjacent subtrees for a type structure. Consider the structure g1 =
[C∗×D∗] in Fig. 1(a). The trees Tv10Tv11Tv12Tv13 form a hedge conforming to g1
under node v4. However, when we consider g2 = [G∗×H∗], there are two sequence
conforming to g2: Tv14Tv15Tv16 for node v7 and Tv17Tv18 for node v8. To refer-
ence various structures and their conforming sequences, we introduce the concept
hedge, denoted by Hg, which is a sequence of trees conforming to the structure g.

Now we introduce two concepts minimal structure and minimal hedge. A
minimal structure is the one that encloses two or more given elements with the
bracket ’[]’. Consider β(A) = [B×M+×E] and β(M) = [C∗×D∗] for D in Fig.
1(a). The minimal structure of B and C is g3 = [B×M+×E] meaning that both
elements B and E is encompassed within the outermost ’[]’ bracket and C in
β(M). Thus the minimal hedge conforming to g3 is Hg3

1 = Tv3Tv4Tv5 for node v1
in the document T in Fig. 1(b). But the minimal structure of C and D is g2 =
[C∗×D∗]. So the the minimal hedges conforming to g2 are Hg2

1 = Tv10Tv11Tv12Tv13

for node v4 in T .
We then use minimal structure and minimal hedge to produce tuple for the

paths in Υ (Q, ({P1, · · · , Pn} ⊆ {R1, · · · , Rn})). We say P (P-tuple) for paths P
and R(R-tuple) for paths R. Consider an XID Υ (A, ({U/B, U/M/C, U/M/D,
U/E} ⊆ {W/F, W/N/G, W/N/H, W/I})) on the DTD D in Fig. 1(a). Here,
the selector path is A, the paths are U/B, U/M/C, U/M/D, U/E are dependent
paths(P-paths) and W/F, W/N/G, W/N/H, W/I are referenced paths(R-paths).

First we produce the P-tuples. The minimal structure for element names
B(note that last(U/B) = B), C, D and E is g4 = [B×M+×E] because B
and E are enclosed in the ’[]’ and β(M) = [C∗×D∗]. The minimal hedges for
g4 is Hg4

1 = Tv3Tv4Tv5 under node v1. The P-tuples for the hedge Hg4
1 are

F1[P ] = (Tv3Tv10Tv11Tv5) = ((v3 : B : b1)(v10 : C : c1)(v11 : D : d1)(v5 : E : e1)),
F2[P ] = (Tv3Tv10Tv12Tv5) = ((v3 : B : b1)(v10 : C : c1)(v12 : D : d1)(v5 : E : e1)),
F3[P ] = (Tv3Tv10Tv13Tv5) = ((v3 : B : b1)(v10 : C : c1)(v13 : D : d2)(v5 : E : e1)).
We say the P-tuples F1 =v F2 because the values for corresponding trees in the
tuples are the same.

We now produce R-tuples. The minimal structure for element names F (note
that last(W/F ) = F ), G, H and I is g5 = [F×N+×I] because the elements F
and I are in the ’[]’ and β(N) = [G∗×H∗]. The minimal hedge for g5 is Hg5

1 =
Tv6Tv7Tv8Tv9 for node v2. We observe that there are two hedges for [G∗×H∗] in
node v1. Thus we first need to produce pair-wise values for G, H elements and
then we need to combine those pair-wise values with F and I elements to make
the semantics correct. Thus R-tuples are F1[R] = (Tv6Tv14Tv15Tv9) = ((v6 : F :
b1)(v14 : G : c1)(v15 : H : d1)(v9 : I : e1)), F2[R] = (Tv6Tv14Tv16Tv9) = ((v6 : F :
b1)(v14 : G : c1)(v16 : H : d3)(v9 : I : e1)), F3[R] = (Tv6Tv17Tv18Tv9) = ((v6 : B :
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b1)(v17 : G : c1)(v18 : H : d2)(v9 : I : e1)). We see that all R-tuples are value
distinct.

Now we are ready to define XID satisfaction.

Definition 2 (XML Inclusion Dependency Satisfaction). An XML doc-
ument T satisfies an XML inclusion dependency Υ (Q, ({P1, · · · , Pn} ⊆ {R1, · · · ,
Rn})), denoted as T ≺ Υ if there exists a P-tuple in T , then there must be a
R-tuple where (T Pi) =v (T Ri) and i ∈ [1, · · · , n].

Now consider the XID Υ (A, ({U/B, U/M/C, U/M/D, U/E} ⊆ {W/F, W/N/G,
W/N/H, W/I})) on the DTD D in Fig. 1(a). We have already showed how to
produce tuples for paths in P and R. We see that for all P-tuples, there exists a
R-tuple. Thus the XID Υ is satisfied by the document T in Fig. 1(b).

Now we define XML foreign key(XFK).

Definition 3 (XML Foreign Key). Given an XID Υ (Q, ({P1, · · · , Pn} ⊆
{R1, · · · , Rn})) on the DTD, we define XFK as �(Q, ({P1, · · · , Pn} ⊆ {R1, · · · ,
Rn})) if there is an XML key as k(Q, {R1, · · · , Rn}).

For example, we define an XFK as �(A, ({U/B, U/M/C, U/M/D, U/E}⊆{W/F,
W/N/G, W/N/H, W/I})) on the DTD D in Fig. 1(a).

Before defining XFK satisfaction, we briefly describe the XML key satisfaction
[14]. An XML key k(Q, {R1, · · · , Rn}) is satisfied by the document T if all
the R-tuples are value distinct in T . For example, we see that the XML key
k(A, {W/F, W/N/G, W/N/H, W/I}) on the DTD D in Fig. 1(a) is satisfied by
the document T in Fig. 1(b) because all R-tuples are value distinct in the doc-
ument T .

Definition 4 (XML Foreign Key Satisfaction). An XML document T sat-
isfies the XFK �(Q, ({P1, · · · , Pn} ⊆ {R1, · · · , Rn})) denoted as T ≺ � if both
XID Υ (Q, ({P1, · · · , Pn} ⊆ {R1, · · · , Rn})) and XML key k(Q, {R1, · · · , Rn}) are
satisfied by the document T .

We see that the XFK �(A, ({U/B, U/M/C, U/M/D, U/E} ⊆ {W/F, W/N/G,
W/N/H, W/I})) is satisfied by the document T because both XID Υ (A, ({U/B,
U/M/C, U/M/D, U/E} ⊆ {W/F, W/N/G, W/N/H, W/I})) and the XML key
k(A, {W/F, W/N/G, W/N/H, W/I}) are satisfied by the document T .

We have just finished the definitions for XID and XFK. Now we give the ex-
perimental results on checking both XID and XFK satisfactions. All experiments
are implemented in Java using a PC with Intel(R) Centrino Duo CPU T2050 at
1.60GHz, 1.49GB RAM and Microsoft Windows XP.

3 Checking XID Satisfactions

As mentioned before, there are two major tasks in checking XID satisfactions:
(a) generation P- tuples and R-tuples and (b) checking the inclusion of P-tuples
in R-tuples. First, we present the algorithms of generation of tuples.



Checking Satisfactions of XML Referential Integrity Constraints 153

In tuple generation, we accomplish two tasks: parsing the document and pair-
ing the values of elements to produce tuples while parsing. Here the term pairing
means the process of computing the product of relevant hedges. For example,
if the relevant hedges are Ha = T1T2, Hb = T3T4 and Hc = T5T6, pairing pro-
duces the tuples (T1, T3, T5), (T1, T3, T6), (T1, T4, T5), (T1, T4, T6), (T2, T3, T5),
(T2, T3, T6), (T2, T4, T5), and (T2, T4, T6). Product calculation itself is not diffi-
cult, but in the process of pairing, product calculation has to be combined with
parsing.

The subsection presents two algorithms. The algorithm 1 shows the parsing
and the algorithm 2 shows the pairing and tuple generation. In parsing, we
first find the nodes QN for the selector path Q. We then proceed to find the
occurrences of elements for paths dependent(P paths) in order of DTD under
a selector node. Note that paths in dependent of an XID can appear as a set.
But we order the paths of dependent of an XID according to the order of the
elements of DTD that involve XID(we omit this process from the algorithm1
for simplicity). We keep track of the occurrences of the elements which are the
last elements of dependent paths so that the pairings can be done to produce
P-tuples.

In the same way, we produce the R-tuples for paths referenced of an XID.

Data: An XML document T , An XID Υ (Q, ({P1, · · · , Pn} ⊆ {R1, · · · , Rn}))
Result: A set of P-tuples,F [P ] = (T P1 · · ·T Pn) and
A set of R-tuples,F [R] = (T R1 · · ·T Rn)
Let QN= all Q nodes in T
foreach node in QN do

FIND TUPLES({P1, · · · , Pn},node);
end
foreach node in QN do

FIND TUPLES({R1, · · · , Rn},node);
end
//procedure
FIND TUPLES({X1, · · · , Xn},node)
{
if (all of X1, · · · , Xn occurred with order and any pairing before) then

MAKE TUPLES(array X1[], · · · , (pairrs[]), · · · , array Xn[]);
end
foreach j=1 to n do

foreach k=j to n-1 do
Check any need to pair as PAIRING(array Xj [], array Xk+1[]);

end

end
Store value for path Xi to array Xi[] according to the order of the fields and
keep track of order;
}

Algorithm 1. Parsing the document
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//procedure
PAIRING(array Xr[], array Xs[])
{
foreach i=1 to sizeof(array Xr []) do

foreach j=1 to sizeof(array Xr+1[]) do· · ·
foreach k=1 to sizeof(array Xs[]) do

pairrs[][1]=array Xr [i];
pairrs[][2]=array Xr+1[j];
· · ·
pairrs[][s − r]=array Xs[k];

end
· · ·

end

end
}
//procedure
MAKE TUPLES(array X1[], · · · , (pairrs[]), · · · , array Xn[])
{
foreach i=1 to sizeof(array X1[]) do

foreach j=1 to sizeof(pairrs[][]) do
foreach k=1 to sizeof(array Xn[]) do

tuple1···n[][1] = array X1[i];
· · ·
tuple1···n[][r] = pairrs[j][1];
· · ·
tuple1···n[][s] = pairrs[j][s − r];
· · ·
tuple1···n[][n] = array Xn[k];

end

end

end
}

Algorithm 2. Pairing of values for fields and generation of tuples

We give an example to illustrate how to produce P-tuples and R-tuples using
the above algorithms. Consider the XID Υ (A, ({U/B, U/M/C, U/M/D, U/E} ⊆
{W/F, W/N/G, W/N/H, W/I})) on the DTD D in Fig. 1(a). Here, the selector
path is A, the paths are U/B, U/M/C, U/M/D, U/E are dependent paths(P-
paths) and W/F, W/N/G, W/N/H, W/I are referenced paths(R-paths).

In algorithm 1, we take the document T and the XID Υ as inputs. First, we
get the Q node vr. We then take the P-paths to produce P-tuples for node vr.
We get the value b1 for node v3 using path U/B, value c1 for node v10 using path
U/M/C, values d1, d1, d2 for nodes v11, v12, v13 using path U/M/D and value e1
for node v5 using path U/E. There is no need to call PAIRING procedure as there
is no repeating occurrences of a set of elements in the document. So we call the
procedure MAKE TUPLES to produce P-tuples. So we get the P-tuples F1[P ] =
((b1)(c1)(d1)(e1)), F2[P ] = ((b1)(c1)(d1)(e1)) and F3[P ] = ((b1)(c1)(d2)(e1)).
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We omit the node identifier v and element label e from the tuples because we
consider the value comparison in satisfactions.

Now we show how to produce R-tuples for paths W/F, W/N/G, W/N/H, W/I.
For the selector node vr, the value for node v6 using path W/F is b1. Then we
get the value c1 for node v14 using path W/N/G and the values d1, d3 for nodes
v15, v16 using path W/N/H . We again see the repeating occurrence of values
c1 for node v17 using path W/N/G and the value d2 for node v18 using path
W/N/H . Thus we call the procedure PAIRING for the values for the elements
G, H . So we get the pair-wise values (c1, d1), (c1, d3) and (c1, d2). At last, we
call the procedure MAKE TUPLES with values of F element, pair-wise (G, H)
values and I value. So we get the R-tuples F1[R] = ((b1)(c1)(d1)(e1)), F2[R] =
((b1)(c1)(d3)(e1)) and F3[R] = ((b1)(c1)(d2)(e1)).

We have shown how to generate P-tuples and R-tuples. We are now ready to
check the satisfactions of XID. In checking satisfactions of XID, we use hashing
technique using Java HashTable. After generating tuples, we put the values of
R-tuples as key1 in the hashtable. We then take each P-tuple and check the
hashtable to see whether there exists a R-tuple that is value equivalent to that
P-tuple. If there exists a R-tuple for each P-tuple in the hashtable, we say that
the XID is satisfied.

We now present the experimental results of checking XID satisfactions. We
take the DTD D in Fig. 1(a) and we generate XML documents with differ-
ent structures and different sizes. By different structures, we mean repeating
structure and non − repeating structure. By repeating structure, we mean the
multiple occurrences of elements in the hedge and by non-repeating structure,
we mean the single occurrence of the elements in the hedge in the document.
With single occurrence, an element or a group of elements appears only once
while with multiple occurrence, an element or a group of elements appear more
than one time in a hedge.

In the case of repeating structure, elements need to be combined from different
occurrences to form a tuple. For the same number of tuples, if the structure
is non-repeating, we need larger number of elements in the document, which
means larger document size. In contrast, if the structure is repeating, because
of production, a small document will make the number of tuples.

We first study the experimental results of XID satisfactions for the documents
with non-repeating structure in Fig. 2 and Fig. 3. For non-repeating structure,
the complexity of tuple generation is O(2n|e|) where n is the number of fields
and |e| is the average number of occurrences of an element in a hedge. The cost
of parsing is n|e|. As we use breadth first search in traversing the document,
thus we need to traverse n|e| element nodes. In this case, we assume all element
nodes are at the same level under a parent(context) node. The cost of pairing is
n|e| for close elements in the hedge. This is because in each pair, there is only
one occurrence of each element. We note here that the complexity of hashing is
nearly constant and linear but it is slightly increasing in most checking. However,

1 This key is in Java Hashtable(Key,Value), not key constraints in XML.
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sometimes, the time in hashing is increased in non-linear fashion due to the Java
hashtable management.

In Fig. 2, the XID satisfaction time is shown where the number of tuples is
fixed to 300K both for P-tuples and R-tuples. Thus the total number of tuples
in the document is 600K. The satisfaction time for XID is the sum of the tuple
generation time and the hashing time of R-tuples and then the inclusion checking
time of P-tuples in R-tuples. Both tuple generation time and hashing time with
inclusion checking time are linear, but the tuple generation time is increasing
because the number of paths is increased in XID whereas the the hashing with
inclusion checking time is slightly increasing and this is due to Java Hashtable
management to maintain the values for increasing number of paths. We see that
tuple generation time much higher than the hashing with inclusion checking
time.

We show the XID satisfaction time where we fix the number of paths to
4 both in P and R in Fig. 3. Here, the XID satisfaction time is also linear
because the tuple generation time and the hashing and the inclusion checking
time are also linear. The tuple generation time is increasing because the number
of tuples to be produced is increasing. The hashing and the inclusion checking
is slightly increasing due to Java Hashtable management to maintain values of
the increasing number of tuples.

We now study the experimental results of XID satisfactions for documents
with repeating structure in Fig. 4 and Fig. 5. For the repeating structure in the
document, the complexity of tuple generation is O(n n

√
|e| + |e|) where n is the

number of fields and |e| is the average number of occurrences of an element in a
hedge. The cost n n

√
|e| is for parsing using breadth first search. The cost |e| is

for pairing because we do the production of elements.
In Fig. 4, the XID satisfaction time is shown where we fix the number of

P-tuples to 300K and R-tuples to 300K and we vary the number of paths in P
and R. We start with the number of paths two because the pairing has to be
done with at least two paths. Here, the P-tuple and R-tuple generation time is
smaller than the hashing time and the inclusion checking time. This is because
the parsing time is smaller for a document with repeating structure than that
of a document with non-repeating structure. However, the satisfaction time is
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linear considering the tuple generation time and the hashing and the inclusion
checking time are linear. We also see that the hashing time is increasing while
the tuple generation time is decreasing linearly.

We show the XID satisfaction time in Fig. 5 where we fix the number of paths
to 4 but we vary the number of tuples. Like Fig. 4, the XID satisfaction time is
linear with the increasing number of tuples to be checked. The tuple generation
time is significantly smaller that the hashing and the inclusion checking time.

4 Checking XFK Satisfactions

In this section we study the performance of checking XML foreign key satisfac-
tion. In checking XFK satisfaction, we need two checking: checking inclusion of
P-tuples in R-tuples(XID checking) and whether R-tuples are distinct(XML key
checking). We already showed how to check XID in the previous section. We
only add the XML key checking for paths R to check the satisfaction of XFK. In
checking XFK, we only show the experimental results for non-repeating structure
of the document.

In Fig. 6, the XFK satisfaction time is shown where we fix the number of
tuples to 300K both for P-tuples and R-tuples but we vary the number of paths
in P and R. We see that tuple generation time is linear and it is increasing.
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But the XID of P-tuples in R-tuples checking and the XML key checking of
R-tuples is much smaller than the tuple generation time, but it is linear and
slightly increasing. Thus the XFK satisfaction time is linear with the increasing
number of paths in both P and R.

We show the XFK satisfaction time in Fig. 7 where we fix the number of paths
to 4 but we vary the number of tuples. The XFK satisfaction time is linear and
increasing. The tuple generation time is more increasing than the checking of
inclusion of P-tuples in R-tuples and the checking of distinctness of R-tuples.

5 Conclusions

We have showed the performances of checking XML inclusion dependency and
XML foreign key satisfactions. A novel algorithm for tuple generation is used in
checking satisfactions. Both XID and XFK satisfactions can be checked in linear
time with the increasing number of tuples in the document and the increasing
number of paths in XID and XFK.
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Abstract. Hyponymy is a basic semantic relation. There are still many error re-
lations in the automatic acquired hyponymy relations from free text. They will 
affect the building of ontologies. We present an iterative method of hyponymy 
verification between Chinese terms based on concept space. We give the defini-
tion of concept space about a group of candidate hyponymy relations initially. 
Then a set of hyponymy features based on concept space are acquired. These 
features are changed into production rules. Finally the candidate hyponymy re-
lations are iterative verified with those production rules. Experimental results 
demonstrate good performance of the method. 

1   Introduction 

Hyponymy is a semantic relation between concepts. Given two concepts x and y, 
there is the hyponymy between x and y if the sentence “x is a (kind of) y” is accept-
able. x is a hyponym of y, and y is a hypernym of x. Hyponymy is also called as sub-
ordination, or “isa” relation. This relation is irreflexive, transitive and asymmetrical 
under the condition of the same sense. We denote a hyponymy relation as hr(x, y). 
For example, hr (apple, fruit). 

Hyponymy acquisition is a more interesting and fundamental because hyponymy 
relations play a crucial role in various NLP (Natural Language Processing) systems, 
such as systems for information extraction, information retrieval, and dialog systems. 
Hyponymy relations are important in accuracy verification of ontologies, knowledge 
bases and lexicons [1]. 

The types of input used for hyponymy relation acquisition are usually divided into 
three kinds: the structured text (e.g. database), the semi-structured text (e.g. diction-
ary), and free text (e.g. Web pages)[2]. Human knowledge is mainly presented in the 
format of free text at present, so processing free text has become a crucial yet chal-
lenging research problem. 

There are still many error relations in the acquired hyponymy relations from free 
text. They will affect the building of ontologies. In this paper, for the error relations in 
the phase of acquiring hyponymy, we present an iterative method of hyponymy veri-
fication based on concept space. Experimental results show that the method is ade-
quate of verifying the hyponymy relations from Chinese free text. The rest of the 
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paper is organized as follows. Section 2 describes related work of automatic hy-
ponymy acquisition, section 3 section gives the definition of concept space and ana-
lyzes the hyponymy features for this work, section 4 presents how to change these 
features into a set of production rules, and how to iterative verify candidate hy-
ponymy relations, section 5 conducts a performance evaluation of the proposed 
method, and finally section 6 concludes the paper. 

2   Related Work 

There are two main approaches for automatic/ semi-automatic hyponymy acquisition. 
One is pattern-based (also called rule-based), and the other is statistics-based. The 
former uses the linguistics and natural language processing techniques (such as lexical 
and parsing analysis) to obtain hyponymy patterns, and then makes use of pattern 
matching to acquire hyponymy, and the latter is based on corpus and statistical lan-
guage model, and uses clustering algorithm to acquire hyponymy.  

At present the pattern-based approach is dominant, and its main idea is the hy-
ponymy can be extracted from text as they occur in detectable syntactic patterns. The 
so-called patterns include special idiomatic expressions, lexical features, phrasing 
features, and semantic features of sentences. Patterns are acquired by using the lin-
guistics and natural language processing techniques. 

There have been many attempts to develop automatic methods to acquire hy-
ponymy from text corpora. One of the first studies was done by Hearst [3]. Hearst 
proposed a method for retrieving concept relations from unannotated text (Grolier’s 
Encyclopedia) by using predefined lexico-syntactic patterns, such as  

…NP1 is a NP2…                                 ---hr(NP1, NP2)  
…NP1 such as NP2…                           ---hr(NP2, NP1)  
…NP1 {, NP2}*{,} or other NP3 …     ---hr (NP1, NP3), hr (NP2, NP3)  

Other researchers also developed other ways to obtain hyponymy. Most of these tech-
niques are based on particular linguistic patterns. 

Caraballo used a hierarchical clustering technique to build a hyponymy hierarchy 
of nouns like the hypernym-labeled noun hierarchy of WordNet from text [4]. Nouns 
are clustered into a hierarchy using data on conjunctions and appositives appearing in 
text corpus. The internal nodes of the resulting tree are labeled by the syntactic con-
structions from Hearst.  

Maedche et al. propose to learn the ontology using as a base a core ontology that is 
enriched with new specific domain concepts. The hyponymy is acquired iteratively by 
the use of natural language analysis techniques in ontology learning [5]. 

Sánchez presented a novel approach that adapted to the Web environment, for 
composing taxonomies in an automatic and unsupervised way [6]. 

Elghamry showed how a corpus-based hyponymy lexicon with partial hierarchical 
structure for Arabic can be created directly from the Web with minimal human super-
vision. His method bootstraps the acquisition process by searching the Web for the 
lexico-syntactic patterns [7]. 
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3   Concept Space and Features 

In our research, the problem of hyponymy verification is described as follows: 
Given a set of candidate hyponymy relations acquired based on pattern or statistics, 

we denoted these relations as CHR= {(c1, c2), (c3, c4), (c5, c6), …}, where ci is the 
concept of constituting candidate hyponymy relation. The problem of hyponymy 
verification is how to identify correct hyponymy relations from CHR using some 
specific verify methods. Here we present an iterative method of hyponymy verifica-
tion based on concept space. 

Definition 2: The concept space is a directed graph G = (V, E, W) where nodes in 
V represent concepts of the hyponymy and edges in E represent relationships between 
concepts. A directed edge (c1, c2) from c1 to c2 corresponds to a hyponymy from con-
cept c1 to concept c2. Edge weights in E are used to represent varying degrees of cer-
tainty factors.  

For a node c in a graph, we denote by I(c) and O(c) the set of in-neighbors and out-
neighbors of v, respectively. Individual in-neighbors are denoted as Ii(c), for 1<=i<= 
|I(c)|, and individual out-neighbors are denoted as Oi(c), for 1 <= i <= |O(c)|. 

Firstly we acquire a group of candidate hyponymy relations using Chinese lexico-
syntactic patterns from Chinese corpus which is not restricted to domain-specific. 
When a candidate hyponymy is correct or error, it often satisfies some features. We 
combine the semantic features, context features and space structure features of hy-
ponymy together. If a candidate hyponymy satisfies a certain threshold with matching 
those features, we think that it is a real hyponymy. The features of hyponymy are 
defined as follows: 

Definition 2: The feature of hyponymy is a 3-tuple ISAF= {SMF, CTF, STF}, 
where SMF is a group of semantic features, CTF is a group of context features and 
STF is a group of space structure features. 

3.1   Semantic Features 

SMF is constructed by the assumption that x and y are semantically similar in hr(x, y). 
A candidate hyponymy can be verified by computing the semantic similar measure 
between x and y. SMF is subdivided into three features, i.e. SMF= {WF, SF, AF}, 
where WF represents word-formation feature, SF represents synonymous word fea-
ture and AF represents attribute feature. 

(1) WF (word-formation feature) 
As we know, Chinese is a language different from any western language [8]. A  
Chinese sentence consists of a string of characters which do not have any space or 
delimiter in between; Chinese word order is strict; Chinese lacks morphological 
change, and has no the explicit variety tag of plural, possessive and part of speech. A 
concept consists of one or several certain sequence Chinese characters. To some ex-
tent, Chinese characters can appear the semantic feature of concept.  

So for each pair of candidate hyponymy (c1, c2), we assume the common substrings 
between c1 and c2 could imply the semantic similar measure between them.   If there 
exists some substrings, the position (such as prefix and suffix), length and amount of 
substrings will provide the evidence for the existence of a hyponymy.  
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Given a candidate hyponymy (c1, c2), where c1=a1a2a3…an, c2=b1b2b3…bm, the ai 
and bi both represent single character. We can give some features as follows: 

CoChar(c1, c2) = {a1, a2, a3, …, an}∩{ b1, b2, b3, …, bm}, |CoChar(c1, c2)| denote 
the number of common character of c1 and c2. 

Obviously, the above definition doesn’t consider the sequence of character. So we 
add the following definitions. 

CoPrefix(c1, c2) = a1a2…ai, where a1a2…ai = b1b2…bi, ai+1≠ bi＋1，i<=n, i<=m. Es-
pecially, if CoPrefix(c1, c2)= c2，then c2 is the prefix c1; if CoPrefix(c1, c2)= c1, c1 is 
the prefix c2. 

CoSuffix(c1, c2) = aj…an-1an, where an-j…an-1an = bm-j…bm-1bm, an-j-1≠ bm-j-1, i<n, 
i<m. Especially, if CoSuffix(c1, c2)= c2，then c2 is the suffix c1; if CoSuffix (c1, c2)= 
c1, c1 is the suffix c2. 

For example: 
 

CoSuffix (定时炸弹, 炸弹) =炸弹 (CoSuffix (Time bomb, bomb) = bomb) 
CoChar (话费优惠业务, 业务套餐) ={业,务} 
(CoChar (cheap-charge-of-calls service, service) = {service, plan}) 
CoPrefix(诗人屈原, 诗人) =诗人 (CoPrefix (poet QuYuan, poet) = poet) 
 

(2) SF (synonymous word feature): We can use Cilin(a dictionary of Chinese syn-
onymous words) to compute the semantic similarity of candidate (c1, c2). Cilin pro-
vides the mandarin synonym sets in a hierarchical structure. It contains approximately 
70,000 Chinese words, and describes a five levels semantic hierarchy from common 
word to concrete word [9]. The fifth level is for the basis of synonym feature words. 
We denote Syn(c1,c2) as the common synonymous words between c1 and c2. “医生
”(doctor) and “大夫”(doctor) are synonymous word in the below example.  

 

Syn(主治医生, 大夫) = {医生|大夫} 
(Syn(doctor in charge of a case, doctor)= {doctor|doctor}) 
 

(3) AF (attribute feature): The attributes of concept can be used to discriminate differ-
ent concept. If two concepts have the same attributes, they should be semantic similar. 
The attributes of concept can be acquired by an attribute acquiring system [10]. We 
denote common attributes as CoAttr(c1,c2). For example:  

 

CoAttr(黄河, 河流) = {上游} (CoAttr(yellow river, river) = { upriver }) 
CoAttr (比利时, 国家) = {面积, 首都, 人口} 
(CoAttr (Belgium, country) = {area, capital, population}) 

3.2   Context Features 

Here we verify hyponymy using contextual knowledge. The co-occurrence context 
features are subdivided into two features, CTF= {FF, DF}. 

(1) FF (frequency features): If candidate (c1, c2) appears frequently in a kind of hy-
ponymy pattern or in various hyponymy patterns, the probability of hr(c1, c2) is higher. 
The type number of pattern that can acquire (c1, c2) is denoted by lpf(c1,c2).  The total of 
number of pattern that can acquire (c1, c2) is denoted by lef(c1, c2). For example: 
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lpf (爱因斯坦, 著名科学家) = 3  
(lpf(Einstein, famous scientist)= 3) 
lef (摩托车, 机动车) = 56 
(lef(motorcycle, machine) = 56) 
 

(2)DF (domain features): Our corpus comes from Web and includes some error 
knowledge. We can acquire many error hyponymy, such as (美丽, 罪) ((beauty, 
evil)). If candidate (c1, c2) appears in a certain scientific domain-specific context, (c1, 
c2) may be a true piece of scientific knowledge; otherwise it may be a pair of general 
concepts and may not have any value. The domain-specific context is discriminated 
with a domain dictionary [2]. Given a group of context CT(c1,c2) = {ct1,ct2, …, ctn}, 
where cti is the i context of (c1,c2), fw(cti) is the number of domain word in cti, and 
length(cti) is the byte length of cti. The classify formula is as follows.  
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For example: 

Classify (木瓜, 水果) = 19.5  (Classify (pawpaw, fruit) = 19.5) 
Classify (钠, 元素) =52.1    (Classify (natrium, element) =52.1) 

3.3   Space Structure Features 

When a group of candidate hyponymy relations are correct or error, they often satisfy 
some space structure feature. In space structure analysis, we use the coordinate rela-
tion between concepts. The coordinate relations are acquired using a set of coordinate 
relation patterns including “、”. Chinese dunhao “、” is a special kind of Chinese 
comma used to set off items in a series. For example: 

In a sentence of matching a coordinate pattern, if there exists concept c1 and con-
cept c2 divided by “、”, then c1 and c2 are coordinate, denoted as cr(c1, c2). An exam-
ple is as shown below. 
农作物主要有{水稻}c1、{玉米}c2、{红薯}c3、{烟叶} c4等 

(The farm crop mainly includes paddy rice, corn, sweet potato, tobacco leaves etc..) 
cr(水稻, 玉米, 红薯, 烟叶) (cr(paddy rice, corn, sweet potato, tobacco leaves) ) is 

acquired from the above example. 
We can add some space structure features on the basis of above coordinate rela-

tions. A few important features are as follows: 
 
Structure 1: (c1, c2), (c2, c3), (c1, c3). For example: 

(番茄, 蔬菜), (番茄, 食品), (蔬菜, 食品) 
((tomato, vegetable), (tomato, food), (vegetable, food)) 
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Structure 2: (c1, c2), (c2, c3), (c3, c1). For example: 

(游戏, 生活), (生活, 童话), (童话, 游戏) 
((game, life), (life, fairy tale), (fairy tale, game)) 

 
Structure 3: (c1, c), (c2, c),…, (cm, c), cr(c1, c2, …, cm), ∃ci∈{c1, c2, …, cm}, CoSuffix 
(ci, c). For example: 

c=马, cr(千里马, 骏马, 老骥, 白驹), CoSuffix(千里马,马), CoSuffix(骏马,马) 
(c=horse, cr(swift horse, courser, nag, white horse), CoSuffix(swift horse, horse), 

CoSuffix(courser, horse)) 
 

Structure 4: (c1, c), (c2, c), …, (cm, c), cr(c1, c2, …, cm), ∃ci∈{c1, c2, …, cm}, lpf (ci, c) 
≥1. For example: 

c=职业, cr(警察, 医生, 歌手, 护士), lpf(歌手, 职业)=3 
(c=profession, cr(policeman, doctor, singer, nurse), lpf(singer, profession)=3) 
 

Structure 5: (c1, c), (c2, c), …, (cm, c), cr(c1, c2, …, cm),  
(c’1, c), (c’2, c), …, (c’n, c), cr(c’1, c’2, …, c’n),  
{c1, c2, …, cm}∩{c’1, c’2, …, c’n}≠∅.  

 

For example: 

c=职业, cr(时装, 休闲装, 礼服), cr(裤装, 时装, 休闲服) {c1,…, cm}∩{c’1,…, c’n} = 
{时装, 休闲装} 

(c= clothing, cr(fashionable dress, sportswear, full dress), cr(trousers, fashionable 
dress, sportswear), {c1,…, cm}∩{c’1, …, c’n} = {fashionable dress, sportswear}) 

 
Structure 6: (c1, c), (c2, c), …, (cm, c), (c’1, c’), (c’2, c’), …, (c’n, c’), {c1, c2, …, 
cm}∩{c’1, c’2, …, c’n}≠∅.  
 
For example: 

c=食品, {c1,…, cm}={牛肉饼, 蛋糕, 面包, 奶油}, c’=产品, {c’1,…, c’n}={牛肉饼, 
牛肉干, 牛肉汤}, {c1,…, cm}∩{c’1,…, c’n} = {牛肉饼} 

(c= foodstuff, {c1,…, cm}={hamburger, cake, bread, butter}, c’=product, {c’1,…, 
c’n}={hamburger, beef jerky, brewis}, {c1,…, cm}∩{c’1, …, c’n} = {hamburger}) 
 
Structure 7: (c, c1,), (c, c2), …, (c, cm), (c, c’1), (c, c’2), …, (c, c’n) {c1, c2, …, 
cm}∩{c’1, c’2, …, c’n}≠∅.  
 
For example: 

c=西红柿, {c1,…, cm}={植物, 蔬菜, 食品, 果实}, c’=茄子, {c’1,…, c’n}={蔬菜, 食
品, 食材}, {c1,…, cm}∩{c’1,…, c’n} = {蔬菜, 食品} 

(c=tomato, {c1,…, cm}={plant, vegetable, foodstuff, fruit}, c’= aubergine, {c’1,…, 
c’n}={vegetable, foodstuff, food for cooking}, {c1,…, cm}∩{c’1, …, c’n} = {vegeta-
ble, foodstuff}) 
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4   Iterative Hyponymy Verification  

4.1   Production Rules 

Because the above features are all uncertainty knowledge, they must be converted into 
a set of production rules used in uncertainty reasoning. Here we use CF (certainty 
factors) that is the most common approach in rule-based expert system. The CF for-
mula is as follows: 
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Where CHR is a set of candidate hyponymy, which has a precision P(CHR). 
P(CHR|f) is the precision of a subset of CHR satisfying feature f. CF is a number in 
the range from -1 to 1. If there exists CF(CHR, f)≥0, then we denote f as positive 
feature and CF(CHR, f) denotes the support degree of feature f; if there exists 
CF(CHR, f)<0, then we denote f as negative feature and  CF(CHR, f) denotes the no 
support degree of feature f. We take word-formation feature and space structure fea-
ture as example.  

If P(CHR)=0.69, the precision of candidate hyponymy relations satisfying the fea-
ture |CoSuffix(c1, c2)|= c2 is 98%, namely P(CHR|f)=0.98, then the result of CF is 
(0.98-0.69)/(1-0.69)=0.94. The f is a positive feature. 

If P(CHR)=0.69, the precision of candidate hyponymy relations satisfying the 
structure feature 2 is 23%,  namely P(CHR|f)=0.23, the result of CF is (0.23-0.69)/ 
0.69= -0.67. The f is a negative feature. 

After those features are converted into a set of production rules, we can carry un-
certainty reasoning in concept space. 

4.2   Algorithm 

The iterative verification of hyponymy can be realized by a production system. The 
rule database of production system is composed of the above production rules. Here 
we mainly focus on the control mechanism of the whole iterative verification, that is 
to say, how to select the rules which can be activated and use these rules to update the 
CF value of candidate hyponymy. The basic control process is shown in Algorithm 1. 

 
Algorithm 1. The iterative verification of hyponymy 
Input: a set of candidate hyponymy relations CHR in concept space, the set of pro-

duction rules Rule, the initial judgment threshold α, the incremental threshold β, the 
terminal threshold γ; 

Output: the set of correct hyponymy HR, the set of error hyponymy FR. 
Step1: For each hyponymy r∈CHR, set its certainty factor CF(r) to be 0;  
Step2: For each hyponymy r∈CHR, continue Step3 - Step4� 
Step3: Find the production rules rulelist⊆Rule which r can satisfy.  
Step4: Execute all the rules in rulelist and modify the CF of r. The execution or-

ders of rules may lead to the different CF. So these rules can be executed in order 
according to the descending sort of certainty factors. 
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Step5: If for each hyponymy r∈CHR, CF(r)<α is satisfied, then goto Step8; 
Step6: For each hyponymy r∈CHR, If CF(r)<α is satisfied, then CHR=CHR-{r}, 

FR=FR∪{r}.  
Step7: For each hyponymy r∈CHR, set CF(r) = 0 and goto Step2. 
Step8: If α<γ, then α=min{α+β,γ}, for each r∈CHR, set CF(r) =0 and goto Step2. 

If α≥γ, then move each r∈CHR to HR.  
Step9: return HR and FR. 
 

In algorithm 1, if CF(r)<α, r is an error hyponymy. When the error hyponymy r is 
deleted from CHR, the space structure of CHR has changed. So it need to rerun the 
rules until the number of hyponymy which satisfy CF(r)<α to be 0. Then the first 
inside cycle is terminated.  

Next, α is updated using β. If α<γ, continue the next inside cycle. The outside cy-
cle is end until α≥γ, and the algorithm terminates. We adopt two-layer cycle instead 
of directly using γ as the judgment threshold. Because the certainty factors of some 
correct hyponymy may decrease by error hyponymy which activates the space feature 
rules. So it is necessary to remove the hyponymy relations with the lowest CF in 
every cycle. It can reduce the removal of correct hyponymy. 

5   Evaluation 

5.1   Evaluation Method 

We adopt three kinds of measures: R (Recall), P (Precision), and F (F-measure). They 
are typically used in information retrieval. 

Let h be the total number of correct hyponymy relations in the CHR. 
Let h1 be the total number of hyponymy relations in the classify set. 
Let h2 be the total number of correct hyponymy relations in the classified set. 

(1) Recall is the ratio of h2 to h, i.e. R = h2/h 
(2) Precision is the ratio of h2 to h1, i.e. P = h2/h1 
(3) F-measure is the harmonic mean of precision and recall. It is high when both 

precision and recall are high. F = 2RP/(R+P) 

5.2   Experimental Results 

Because the language and corpus is different from other work, it is difficult in the 
comparison of the proposed method with previous approaches. We used about 15GB 
of raw corpus from the Chinese Web pages. Raw corpus is preprocessed in a few 
steps, including word segmentation, part of speech tagging, and splitting sentences 
according to periods. Then we acquired candidate hyponymy relations CHR from 
processed corpus by matching Chinese hyponymy patterns. We manually evaluated 
the initial set CHR and the classified sets. The detailed result is shown in Table 1. 

As we can see from table 1, there are 9,609 relations in FR finally after 4 outside cy-
cle and 12 inside cycle. Because FR saves error relations, its recall and precision must 
be very low. FR has the precision of 7.9% and recall of 1.1%. That is to say, our meth-
ods can throw away many error hyponymy relations under the condition of skipping a  
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Table 1. The result of Iterative Verification 

Input: CHR 101,346 P(CHR)=69% α=-0.8 β=0.3 γ=0 
Result 

Threshold 
CHR The increment of FR 

α= -0.8   
1 cycle 99,804 1542 
2 cycle 99,651 153 
3 cycle 99,620 31 

 

4 cycle 99,618 2 
α= -0.5   

1 cycle 96,994 2,624 
2 cycle 96,728 266 

 

3 cycle 96,723 5 
α= -0.2   

1 cycle 94,166 2,557 
2 cycle 93,753 413 

 

3 cycle 93,740 13 
α= 0   

1 cycle 91,748 1,992  
2 cycle 91,737 11 

HR: 91,737 (90.5%)  P(HR)=75.4%, R(HR)=98.9%, F(HR)=85.6% 
FR: 9,609 (9.5%)     P(FR)=7.9%, R(FR)=1.1%, F(FR)=1.9% 

 
few correct relations. HR saves correct relations and has the precision of 75.4% and 
recall of 98.9%. If we want to increase the precision of HR, we can augment γ value. 
For analyzing the influence of threshold g, we choose several different values. The  
detailed result is shown in Table 2. 

Table 2. The influence of threshold γ, 

Input: CHR 101,346 P(CHR)=69%  α=-0.8  β=0.3 
The result of verified hyponymy      

γ The number P R F  
γ=0 91,737(90.5%) 75.4% 98.9% 0.856 
γ=0.2 69,023 (68.1%) 80.2% 79.2% 0.797 
γ=0.4 54,105(53.4%) 86.7% 67.0% 0.756 
γ=0.6 29,293(28.9%) 91.2% 38.2% 0.538 
γ=0.8 20,370(20.1%) 94.3% 27.5% 0.426 

 
As we can see from table 2, there are 101,346 hyponymy relations initially. With 

the increase of threshold γ, the precision is also increase. If we want to increase the 
precision, we can augment γ value. For example, when γ=0.8, the precision is up to 
94.3%, and but its recall decreases to 27.5%. That is to say, when threshold γ is a 
small value, our methods can throw away many error hyponymy relations under the 
condition of skipping a few correct relations. But when threshold γ is a large value, 
our methods can throw away many error hyponymy relations and also skip many 
correct relations at same time. 
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6   Conclusion 

In this paper, we present an iterative method of hyponymy verification  based on 
concept space. It initially acquires a set of hyponymy features between Chinese terms 
based on the structure of hyponymy. Experimental results demonstrate good perform-
ance of the method. Our methods can throw away many error hyponymy relations 
under the condition of skipping a few correct relations. It will benefit to the building 
of ontologies, knowledge bases and lexicons. 

There are still some inaccurate relations in the result. It is necessary for us to solve 
some problems, such as the polysemy and synonymy of concept word, the relativity 
of context of hyponymy and so on. These problems maybe cause incorrect space 
structure among hyponymy relations. So more sophisticated verification methods  
are needed. In future, we will combine some methods (such as word sense disam-
biguation, the morpheme analysis, web page tag etc.) to the further verification of 
hyponymy. 
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Abstract. Mobile devices used in educational settings are usually employed 
within a collaborative learning activity in which learning takes place in the form 
of social interactions between team members while performing a shared task. 
We introduce MobiTOP (Mobile Tagging of Objects and People), a geospatial 
digital library system which allows users to contribute and share multimedia 
annotations via mobile devices. A key feature of MobiTOP that is well suited 
for collaborative learning is that annotations are hierarchical, allowing  
annotations to be annotated by other users to an arbitrary depth. A group of stu-
dent-teachers involved in an inquiry-based learning activity in geography were 
instructed to identify rock types and associated landforms by collaborating with 
each other using the MobiTOP system. The outcome of the study and its impli-
cations are reported in this paper. 

1   Introduction 

As mobile devices increase in popularity and functional features, it not surprising that 
they have been adopted for use in education [17]. In such settings, they are usually 
employed within a collaborative learning activity where learning takes place in the 
form of social interactions between the team members while executing a shared task 
[6]. Mobile devices are suited for collaborative learning because they allow students 
to take control of the hardware without being impeded by cumbersome instruments 
[5]. The learning activity could take place indoors (e.g. [21]) and/or outdoors (e.g. 
[16]) and could be highly relevant to subjects such as geography (e.g. [19]), biology 
(e.g. [20]) and history (e.g. [4]). 

Mobile devices are best used in learning situations as a tool to support group activity 
as such learning activities involve sharing of students’ interpretations of the situation 
                                                           
* This work is partly funded by A*STAR grant 062 130 0057. 
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and the environment with one another [18]. These devices make it possible for students 
to communicate with others and engaging with the environment without the need to 
constantly look at the screen [14], thus facilitating collaborative learning. 

Within the area of geography inquiry, mobile devices have been deployed in field-
work studies. Fieldwork has become an essential part of geography learning as it 
enables students to apply what they have learnt in the classroom in authentic outdoor 
settings [11] by active engagement and collaboration. Indeed, both classroom learning 
and field-based learning are complementary in geography education, to enrich the 
student’s learning experience [3]. Moreover, students can use mobile devices to con-
duct social interactions that are no longer confined to those in the field but also ex-
tended to those who are at other locations (e.g. [1], [7]). 

In this paper, we introduce MobiTOP (Mobile Tagging of Objects and People), a 
geospatial digital library system that allows users to contribute and share geospatial 
multimedia annotations. A key feature of MobiTOP suitable for collaborative learning 
is the hierarchical annotations that allow annotations to be annotated by other users to 
an arbitrary depth, essentially, creating threads of discussions. MobiTOP served as a 
platform for a geography study conducted by a group of student-teachers. The goal 
was to identify rock type and associated landforms for an assignment. The students 
communicated through the hierarchical annotations afforded by MobiTOP, each com-
prising textual information and images. We highlight the experiences of the students 
and the lessons learnt. Data was collected from observations made during the study 
and questionnaires that were distributed to the students after the exercise. 

The remainder of this paper will elaborate on the design, development, deployment 
and evaluation of MobiTOP. Section 2 presents the MobiTOP system. This will be 
followed by the description of the geography inquiry. Sections 4 and 5 highlight the 
observations made and the results of the evaluation from the study. The paper con-
cludes with a discussion on the implications of our findings together with the possible 
areas of future work. 

2   The MobiTOP System 

MobiTOP is built upon an earlier geospatial digital library system known as G-Portal 
([10], [12]) which supports the identification, classification and organization of geospa-
tial and geo-referenced content on the Web, and the provision of digital services such 
as searching and visualization. MobiTOP offers an updated AJAX-based user interface 
as opposed a Java-applet interface to facilitate more widespread use, and enhanced 
mobile user interfaces. Another key difference is its hierarchical multimedia annotation 
support which allows users to create, share and organize media-rich annotations any-
time, anywhere. In MobiTOP, annotations consist of locations, images and other mul-
timedia, as well as textual details augmented by tags, titles and descriptions. Tags are 
freely assigned keywords [15] that are not limited by any taxonomy, ontology or con-
trolled vocabularies. MobiTOP employs a client/server architecture (Figure 1) and 
consists of a single server and two independent mobile and web clients.  At the server, 
the annotation database stores the annotations with the georeferenced locations and 
attached media. 
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Fig. 1. Architecture of MobiTOP System 
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Fig. 2. User Interface on the web client 
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ent functions available to the users, such as viewing all annotations on the map, and 
enabling the notification of updates. These georeferenced annotations consist of title, 
tags, description and photos in addition to the latitude and longitude. Each marker on 
the map represents a root annotation, and indicates that there is at least one annotation 
on that location. The panel on the right lists the available root annotations. Selecting 
one of the annotations in the list will display the content of the annotation and the 
sub-annotations associated with it on the map. Sub-annotations are displayed in a 
modified tree-view structure which displays only three levels of the hierarchy, con-
sisting of the current annotation, parent and children, at any one time. This design is 
meant to reduce clutter on the interface as well as minimize information overload 
when many annotations are contributed. Further, a folder icon indicates that there are 
images attached to the annotation. Thumbnails of the attached images are shown in a 
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banner displayed at the bottom of the map. The user interface was designed based on 
the outcome of a participatory design workshop where potential end users of Mobi-
TOP took part as designers [9]. 

MobiTOP’s mobile client supports a map-based visualization for exploring hierar-
chical geospatial annotations and location-based mobile annotating. The mobile client 
was primarily developed for Nokia N95 8GB smart phones (Figure 3). The client uses 
the global positioning system (GPS) feature available in the phone to determine the 
current location of the user.  

The client’s functions are logically organized into tabs (Figure 3). The left and 
right direction keys are used to navigate between the tabs. Users are able to create 
root annotations by accessing a form directly or by selecting a location on the map. At 
the form, the user can capture images using the phone’s camera or select an existing 
image to be attached to the annotation. In order to annotate an existing annotation, the 
user selects the parent from the hierarchy before creating a new child annotation. 
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Fig. 3. MobiTOP mobile 
client 

Fig. 4. Map interface of 
mobile client 

Fig. 5. Mobile client hierarchical 
visualization 

 
Similar to the Web client, the mobile client displays annotations in a hierarchy. 

However, the challenge is to fit the information-packed visualization onto a small 
screen of the mobile phone. At the same time, the design should support a seamless 
integration with the Web client. Here, the design for the mobile client was again 
based on the outcome of a participatory design workshop [9]. Figure 4 shows the 
map-based visualization with a summary of a selected root annotation, while Figure 5 
shows the interface for navigating a hierarchy of annotations. Users can use the navi-
gation keys to open other annotations associated with this current annotation: parent 
(Up), children (Down), sibling (Left/Right). Based on existing mental models of 
navigation, users would be able to map the association of using the direction keys for 
navigating to the other annotations [2]. Bread crumbs are used to indicate the current 
level of the annotation in the hierarchy helping users to keep track of their locations in 
the annotation hierarchy. Here, the first dot denotes the root level, while subsequent 
dots indicate the respective level in the hierarchy. 
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3   Geographical Study of Rocks Using MobiTOP 

A class of geography student-teachers from a teacher training institute was involved 
in the field study. One of their learning goals was to examine the type of rocks at a 
given location. Additionally, they had to explain the landform which was present at 
the site by identifying the type of rocks. The students were divided into two groups 
which were to identify two different types of rocks: igneous and sedimentary. Each 
group was assigned the task of identifying one of the rock types and comprised of 
field investigators and lab investigators. The field investigators were to go to the ac-
tual site to collect information and collaborate with the lab investigators who were in 
the classroom. Altogether 12 students were involved. They were divided evenly into 
the two groups. Four members of each group were assigned to be field investigators 
and the rest were lab investigators. The students’ ages ranged from 23 to 26 and con-
sisted of three males and nine females. 

The students were introduced to the MobiTOP system prior to the actual field 
study. The concept of hierarchical annotations and their possible use in the fieldwork 
study were also explained to them. The roles and their respective tasks were high-
lighted as well. In the actual fieldwork exercise, four mobile devices were deployed, 
with each field team having two mobile phones. The field investigators within each 
group were not told of the specific types of activities they had to perform to meet the 
objectives of the study. Tools, such as a geologic hammer, magnifying glass and a 
small bottle of diluted hydrochloric acid, were also provided. 

The lab investigators were stationed at the geography lab at the institute. Commu-
nication between the field and lab investigators was achieved through the MobiTOP 
system. The field investigators in each group collaborated, utilized the tools on the 
rocks and created annotations of their findings before uploading them to the Mobi-
TOP server. As part of the creation of annotations, they took photographs as evidence 
to substantiate their findings. When the lab investigators received the new annota-
tions, they replied with possible tests that could be easily conducted, description of 
the rocks, or the possible types of rocks. At both field and lab, the students’ interac-
tions with the application were recorded for later analysis. 

Finally, based on the information gathered from the fieldwork, the group members 
were to consolidate and present their findings. Questionnaires were distributed to 
evaluate the application afterwards. The different groups of investigators were given 
different sets of questionnaire depending on the type of application that they had used 
(mobile or Web). The first part of the survey consisted of questions related to the 
demographic profile and the frequency of using various Web and mobile services. 
The second part asked the students to rate the usability and usefulness of the applica-
tions that they had used during the fieldwork. In this section, they were also asked 
open ended questions about the applications’ features. 

4   Observations 

Video recordings that were made during the study served as a guide to elicit the stu-
dents’ usage patterns of the MobiTOP system. The recordings also provided evidence 
on the student’s behaviors. Here, the recordings were analyzed and categorized ac-
cording to various themes, described in the following sections.  
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4.1   Aesthetics and Layout 

• Color and icons. Investigators commented that both mobile and Web clients had 
aesthetically pleasing designs. The Web client’s main focus was the map and it 
seemed that the lab investigators were familiar with map navigation. For the mo-
bile client, the icons that appear on the navigation tab made it easy for the field 
investigators to understand the available functions. 

• Tabbed navigation. The different functions in the mobile client were organized 
using tabs. This made it easy for the field investigators to navigate to the different 
functions available. Tabbed navigation was proposed as all the tabs fit into one 
row of the screen so that it remained clutter free. At the same time, more controls 
could be fit into a single screen. 

4.2   Navigation/Browsing of Annotations 

• Notification of annotation updates. It was observed that the lab investigators 
were not aware of new annotations that were uploaded by the field investigators.  
This is because the original design of the Web client does not update the annota-
tions on the map automatically. Instead, the user is required to click on an update 
notification message to refresh the list of annotations. This was done to give the 
users more control over the visualization. Specifically, a constraint in the Google 
Maps API meant that if automatic updates were supported, any open annotation 
window would be closed whenever the map was refreshed with new annotation 
markers, possibly causing surprise to users in the midst of reading an annotation. 
The semi-automatic update method was meant to let users choose when they 
needed to see the updates. However, it appears that this update notification was 
not obvious to the lab investigators as they asked the research team how they 
would know if there were updates repeatedly. A more prominent update notifica-
tion is therefore needed. 

• Visibility of updates. Newly created sub-annotations were not apparent to both 
users of mobile and Web clients when replying to annotations. There was no in-
dicator on the root annotations stating that there were new replies available. In-
stead, the investigators had to navigate through all the annotations in the client to 
check for replies. As a result, some annotations were missed and were not replied 
to. This occasionally led to miscommunication between the field and lab investi-
gators as the missed annotations contained pertinent findings for their activity. At 
other times, they were frustrated as they had to browse through the annotations to 
find that no updates had been received. Similarly, there were no markers or labels 
for updated/new annotations in the Web client because adding more than three 
levels of a hierarchy would increase the number of horizontal scrollbars in the left 
column of the annotation window (Figure 2), compromising the aesthetics and 
balance of the annotation window. Further, the mobile client did not have any 
markers or labels to indicate newly created annotations on the map due to the 
limitations of the J2ME Map API which did not support additional labels to be 
overlaid on the map markers. Thus, only notifications of updates could be made 
via status messages. 
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4.3   Creating Annotations 

• Uninformative titles and tags. Titles and tags created were sometimes not in-
formative. One of the root annotations had the title, “Hi limestone?” which was 
not appropriate. Likewise for tags, some annotations were assigned terms such as 
“its hot here”, “dissolved?” and even ‘.’! This was probably due to unfamiliarity 
with social tagging as ten of the students reported to have not often used social 
bookmarking sites. Annotations with such titles and tags were more prevalent in 
those created by the field investigators. One possible reason was that the investi-
gators could be new to such fieldwork and the instructor was not supposed to 
provide guidance. Another reason could be due to the limited input entry on the 
mobile phone, which will be explained in a subsequent section. 

• Notification of upload progress. Due to slow network connections, the mobile 
client was not very responsive at times, especially during uploading. Here, a noti-
fication with the status of the upload (success or failure) is the only response the 
field investigator will see. The lag time between the selection to upload and the 
appearance of this notification caused some confusion as they did not know if 
any activity was taking place. For instance, the field investigators often had to be 
reassured by either the onsite researcher or their professor that the annotations 
that they had created were in the process of being uploaded. 

• Poor image quality. Some images taken by the field investigators were not clear, 
which led to frustration of the lab investigators. With the poor image quality, the 
lab investigators were not able to compare with the rock samples in the labora-
tory. At the same time, they were not able to discern the characteristics of the 
rocks from the images. The camera function in the mobile client had basic func-
tions but had no sophisticated features such as zooming. 

4.4   Unfamiliarity with Mobile Phones 

• Multiple special keys. As the mobile phone was equipped with multiple special 
keys for various features such as navigation, the field investigators often uninten-
tionally pressed keys leading to unexpected results. For example, some investiga-
tors inadvertently pressed the mobile phone’s “application” key causing MobiTOP 
to be hidden in the background. In general, it was difficult for the field investiga-
tors learn the purposes of the various keys in such a short time. This often led to 
errors that required the onsite researchers to intervene.  

• Poor affordances for data entry. The field investigators were told to avoid 
using typical SMS short forms. This led to some frustration as they had to spend 
time keying in the full text of the annotations. Another factor that contributed to 
this observation was that none of the investigators had prior experience in using 
this particular mobile phone model (which is a high-end model at the time of this 
writing). Their unfamiliarity with the mobile phone made the students feel the 
keypad was restrictive, hence hindering their efficiency. 

5   Usability Evaluation 

We adopted the heuristic evaluation approach to ascertain MobiTOP’s usability. Heu-
ristic evaluation identifies usability problems by allowing the evaluators to examine 



178 K. Razikin et al. 

the interface and then proceeding to make judgments to its compliance to the heuristics. 
In the questionnaire survey, investigators were asked questions based on Nielsen’s 10 
usability heuristics [13]. Additionally, the students were also asked to evaluate the sys-
tem in terms of effectiveness in contributing to team collaboration. 

Table 1 shows the results of the usability evaluation and Table 2 shows the results 
of the team collaboration evaluation. Both tables show the mean and the standard 
deviation of the values obtained for both Mobile and Web clients. In Table 1, the 
students found the mobile application to be relatively usable in general. For instance, 
the terms used in the mobile client were familiar to frequent mobile phone users. They 
thus had a sense of recognition of the features of the client, and thus mentally map 
these features to their expectations easily. Likewise, the consistency of the user inter-
face helped in the learnablity of the system for some of the students. Similarly, the lab 
investigators found that language used and the layout in the application to be consis-
tent. For example, the menu labels (e.g. “File”, “View”) were consistent with the 
conventions of a typical web application. They also felt that the labels used were 
understandable. Additionally, they felt that the map-based Web client was quite intui-
tive. This could be due to their familiarity with Google Maps as three of the lab inves-
tigators used Web based mapping applications somewhat frequently. 

Table 1. Usability evaluation results (1 = strongly disagree; 5 = strongly agree) 

Mobile client Web client No. Heuristic 
Mean SD Mean SD 

1. Visibility of system status 1.75 0.71 2.50 1.29 
2. Match between system and the real world 3.00 1.29 3.25 1.50 
3. User control and freedom 2.50 1.07 2.50 1.00 
4. Consistency and standards 3.50 1.16 3.88 0.90 
5. Error prevention 2.71 0.95 2.00 1.15 
6. Recognition rather than recall 2.25 1.04 3.00 1.15 
7. Flexibility and efficiency of use 1.88 0.83 1.25 0.50 
8. Aesthetic and minimalist design 2.38 0.74 3.00 1.15 
9. Help users recognize, diagnose and recover from errors 2.75 0.71 3.00 1.15 
10. Help and documentation 2.75 1.28 3.00 0.82 

 
In terms of usefulness for team collaboration, students felt that it was somewhat 

easy to view and create annotations. Perhaps factors like the phone’s affordances and 
difficulty in the keying in of input contributed to the lower scores. However, they 
reported that that the mobile client allowed them to take photographs easily. One 
issue that emerged was that the field investigators were not able to communicate with 
the lab investigators easily. As highlighted, this was probably attributed to difficulty 
in finding the new annotations. On the other hand, the lab investigators were able to 
find the annotations that they needed easily. The list of root annotations in the right 
panel (Figure 2) probably helped them locate the newly uploaded root annotations 
quickly. They felt that notifications of new annotations could be improved by support-
ing automatic updates. 

The students were also asked how they felt about the task and the applications. The 
open-ended questions elicited their opinions about the potential of the MobiTOP sys-
tem as a learning tool. Additionally, they were also asked about useful features and 
those which could be improved. 
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Table 2. Usefulness for team collaboration results (1= strongly disagree; 5 = strongly agree) 

Mobile client Web client No. Actions 
Mean SD Mean SD 

1. Create annotations easily 2.63 1.06 2.88 0.66 
2. View annotations easily 2.75 0.89 2.25 0.96 
3. Take photographs easily 3.88 0.83 2.25 1.26 
4. Find annotations that you need easily 2.14 0.38 3.50 0.58 
5. Notifies new annotations created by other investigators 1.88 0.83 2.00 0.82 
6. Communicate with the lab investigators easily 1.75 0.71 2.25 0.96 

Mobile Client. In general, the students appreciated the real life aspects of the field-
work activity as it gave them the opportunity to discover for themselves facts which 
are not found from textbooks. The students were divided in their opinions in terms of 
the potential of the application as a learning tool. Half saw the potential while the other 
half did not feel the same way. From the perspective of one student who concurred, the 
application was helpful for fieldwork as the mobile phone was equipped with useful 
functions (“considering the availability of GPS tools and Internet on the mobile phone, 
it can be very helpful”). Other views included that MobiTOP was a useful for them to 
share and collaborate with other users. In contrast, those who did not agree felt that the 
problems encountered during the usage of the application marred its potential as a 
learning tool (“There are too many problems and errors with the tool”). These prob-
lems include the usability of the hierarchical annotations (“Only if the annotations 
appeared in a user friendly manner”) and the latency of retrieving annotations (“(only) 
if the time taken to be reflected (on the map) is shorter”). The fact the MobiTOP sys-
tem is still in the prototype stage can account for many of these issues. 

One of the features that students found favorable was MobiTOP’s built-in camera 
feature for annotations. Students were able to take images without changing the orien-
tation of the mobile phone and by pressing a button on the keypad instead of the cam-
era shutter button. This helped them capture images easily as their other hand might 
be occupied with notebooks or tools. Another feature that students found useful was 
the ability to view annotations on the map. This helped them better understand natural 
rock formations as they were able to pinpoint the exact location of the sites and ob-
serve that which were quite close had different types of rocks. 

However, the constraints of the mobile phone did pose problems. One student felt 
that the mobile phone’s screen was too small to locate annotations easily. This senti-
ment was echoed by several other students (“the phone is too small an interface (to 
display a map)”). As the annotations required the user to press a button to update the 
annotations, one student felt that the “annotations should be refreshed by itself … (for 
example) appear(ing) like a text message.” Another student suggested that “a more 
sophisticated platform will be better, maybe a Blackberry.” 

Web Client. The lab investigators felt that they could only slightly appreciate the 
context of the work. One of the reasons for this outcome was that they were not able 
to see the rocks in their natural formations making their learning somewhat ineffec-
tive. Another contributing factor could be due to the lag time between receiving the 
notifications of new annotations. They spent their time discussing about the findings 
of their classmates while waiting for the outcome of their instructions. 
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When asked about the application as a potential learning tool, again, opinions were 
divided. Some felt that it had such potential (“technology is highly used in school(s) 
and such tool could be used for field work like what was done”). The rest felt that the 
application was “too tedious and time consuming”. This was primarily attributed to 
the lack built-in communication facilities to enable lab investigators to track the status 
of the field investigators. For example, the lab investigators kept checking for updates 
while the field investigators were making their way to a different site. This led one of 
the lab investigators to remark that she had already lost interest in the activity. 

Despite the problems, students found that being able to create annotations and 
placing them on the map was a useful feature. This demonstrates that the students 
were able to appreciate the information creation and sharing aspect of the MobiTOP 
system. Another positive feature noted by the investigators was the ability to associate 
images with annotations, which they found useful for learning. Perhaps they under-
stood that augmenting the annotations with photos would enrich the user experience. 
Others commented that they felt the application enabled them to communicate with 
the field investigators in an almost synchronous manner. Finally, some of the features 
in the Web client that students would like to see improvements on are automatic up-
dates of annotations (“easier notification of new annotations”) as well as easier navi-
gation between root annotations. Another crucial point made is that they would like to 
see an improvement in the ability to communicate with the field investigators easily 
(“communication with the field group should be made easier”). 

6   Discussion and Conclusion 

This paper introduces the MobiTOP system and describes the outcomes of its use in a 
geography study.  From our investigations, three main findings emerge. First, training 
is essential when introducing a new technology. In our study, some of the field inves-
tigators were not familiar with the terms used and the mobile phone model. Although 
all students were experienced mobile phones users, they needed some time to get 
themselves acquainted with the phone’s keys and functions, mainly because of the 
usability problems found in smart phones [8]. This usability issue is often the product 
of the increasing number of features at the expense of usability. As the students did 
not own this particular phone model, problems during the fieldwork activity emerged. 
Perhaps the familiarization activity could be a take home exercise where students 
experimented with the phone over a longer period of time. 

Secondly, the affordances of the mobile device should be taken into consideration 
when developing applications [14]. In our case, textual input should be minimized to 
counteract uninformative titles and tags. Both titles and tags are intended to give an 
overview of the annotations so that other users would be able to quickly understand 
the contents of the annotation. For example, titles of the root annotation could be 
automatically reused by the sub-annotations so that there is a flow in the thread. Fur-
ther, the client could suggest tags based on an analysis of other annotations in the 
same thread, or on annotations nearby. However, users should have the ability to 
override these default values to meet their specific needs. 

Thirdly, based on our observations of the investigators and their feedback in the 
survey, the following design lessons can be drawn from this study: 
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• Provide timely and informative updates in dynamic, information rich environ-
ments. In MobiTOP, indicating new contributions to the system would enable 
users to make serendipitous discoveries of information which meets their needs. 
Further, indicating new contributions in a thread of annotations is equally as im-
portant. This is because users interested about the thread’s topic would be able 
gain new perspectives.  

• Provide adequate and informative feedback to users’ actions in interactive sys-
tems for tasks that require time to complete. Users expect a timely response to 
their actions in such systems so as to ensure that they would know the next step 
to take in order to fulfill their goals.  

• Additional communication channels may be helpful. Apart from the asynchronous 
communication support afforded by the hierarchical annotations in MobiTOP, 
some users in the geography study commented that synchronous communication 
modes would be useful as well.  
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Abstract. The confluence of mobile content sharing and pervasive gaming 
yields new opportunities for developing novel applications on mobile devices. 
Yet, studies on users’ attitudes and behaviors related to mobile gaming, content 
sharing and retrieval activities have been lacking. For this reason, the objectives 
of this paper are two-fold. One, it proposes MARGE, a game which incorpo-
rates multiplayer, role-playing pervasive gaming elements into mobile content 
sharing activities. Two, it seeks to uncover the motivations for content sharing 
and content retrieval within a game-based environment. Informed by the uses 
and gratifications paradigm, a survey was designed and administered to 163 
graduate students from two large universities. The findings revealed that per-
ceived gratifications factors related to self, personal status and relationship 
maintenance were significant predictors for content sharing while information 
quality was a significant predictor for content retrieval. This paper concludes by 
presenting the implications, limitations and future research directions. 

1   Introduction 

The increasing popularity of mobile devices and their wireless networking capabilities 
offer new opportunities for social computing applications to be deployed on them, 
fostering interaction, content generation and participation amongst communities of 
users. The portability of mobile devices add a new dimension to user-generated content 
in which users can now co-create, seek and share information anytime, anywhere. 
Twitter, for example, is a micro-blogging and social networking service that allows 
content in the form of brief text messages to be created via a mobile device and posted 
on a user’s Twitter page. Beyond ubiquitous content creation, context-aware, location-
based information services are also now possible in mobile content sharing, allowing 
users to associate digital content with physical objects and locations in the real world, 
as well as receive content tailored to their specific needs [8]. Examples include 
ZoneTag [1] for photo sharing and Magitti [3], a context-aware mobile tour guide. 
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Mobile content sharing applications allow users to co-create, seek and share mul-
timedia content such as text, audio and video, socialize anytime, anywhere, and do 
these in new ways not possible with desktop applications. Despite these benefits, a 
potential drawback could limit a more widespread acceptance of their use. For exam-
ple, the motivations for creating and sharing content are mostly intrinsic to users, and 
may include both social (e.g. getting attention) and personal (e.g. future retrieval) 
reasons [1], utilitarian or opportunistic behaviors [7], altruism and social exchange 
norms [17]. Likewise, the motivations for retrieving and consuming user-generated 
may include trust and reputation [4, 20], characteristics of the message [10], and char-
acteristics of the creator, consumer and community [5, 13]. Put differently, current 
content sharing applications only provide limited extrinsic motivational mechanisms, 
and are typically confined to viewership counts, content/user ratings and discussion 
facilities. 

Mobile devices also add a new aspect to play. Mobile games have evolved from 
casual games such as Snake to sophisticated multiplayer location-based ones in which 
players either compete and/or cooperate to achieve the games’ objectives within a 
geographic area set in the real world. Also known as pervasive games, examples in-
clude early commercial successes such as Botfighters  in which players take on the 
role of robots and search and destroy other robots within the vicinity, and Undercover 
2  where players visit real cities around the world, complete missions, and look for 
friends, enemies, and landmarks in real streets. 

The confluence of social computing, mobile content sharing, and pervasive gaming 
yields new opportunities for developing novel, engaging applications for content 
sharing on mobile devices that can address the lack of extrinsic motivational mecha-
nisms identified above. In particular, a central theme of these new applications is that 
content is created and shared as a byproduct of gameplay, and the gaming experience 
becomes an extrinsic motivator for content sharing activities. In addition, many of 
these games are social in nature, requiring multiple players to achieve the game’s 
objectives. One example of a mobile game for data collection is the Gopher Game [6]. 
Gophers are agents that represent missions to be completed, and are carriers of infor-
mation between players. As players move about their physical surroundings, they pick 
up gophers and help them complete their missions by supplying them with camera 
phone images and textual content. By helping gophers complete their missions, con-
tent sharing among players is achieved since other users may pick up these gophers 
and view the images and text associated with them. Such games are inspired by the 
success of Web-based casual games such as the ESP Game [22] and Google Image 
Labeler that use humans to label images to facilitate future retrieval. 

While such games for mobile content sharing have their advantages, three possible 
shortcomings may be identified. First, the reward systems in existing games tend to be 
basic, and are often similar to existing mechanisms found in current mobile content 
sharing systems, including reviews and ratings [e.g. 6]. Next, current mobile content 
sharing games may be characterized as casual games that have simple rules, allowing 
gameplay to occur in short bursts [2]. The lack of complex game mechanics and depth 
of play may eventually cause the novelty of the game to lose its luster. Third, there is 
very little work done in determining if and how these games motivate users to share 
content, and if users are willing to retrieve and consume such content generated from 
gameplay. We argue that a better understanding of users’ attitudes and behaviors are 
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necessary to implement systems supporting mobile content sharing and retrieval ac-
tivities more effectively. 

The objectives of this research are two-fold. The first is to address the shortcomings 
of current mobile content sharing games by proposing MARGE (Mobile Alternate 
Reality Gaming Engine). MARGE incorporates multiplayer, role-playing pervasive 
gaming elements into mobile content sharing activities, allowing users to literally play 
with their content. The second is to uncover the motivations for content sharing and 
content retrieval within a game-based environment afforded by MARGE. Here, we 
employ the uses and gratifications paradigm [11], which essentially examines how and 
why people select specific media to meet their needs or to obtain specific gratifications.  

The remaining sections of this paper are structured as follows. Section 2 provides 
an overview of the related work. Section 3 describes our mobile content sharing 
game. Section 4 presents the methodology of the study while Section 5 discusses our 
findings and analyses. Finally, Section 6 discusses the implications of this work as 
well as opportunities for future research. 

2   Related Work 

Web-based applications that blend content sharing and gaming elements have 
emerged recently. Also known as Games With A Purpose [23], content is created and 
shared through gameplay. The ESP Game [22] is such an example in which two unre-
lated players are tasked to create matching keywords to randomly presented images 
within a given time limit. Points are earned based on specificity of the keywords, and 
coupled with a countdown timer, these elements add excitement and hence motivation 
for players. While players have fun with the game, the matching keywords (content) 
can be used as tags for these images, and if sufficient data is collected, these tags can 
be used improve the performance of image search engines. Other examples include 
Google Image Labeler (http://images.google.com/imagelabeler/) which is a variant of 
the ESP Game, and a collection that can be found at the Games With A Purpose site 
(http://www.gwap.com). 

Similar ideas that blend content sharing and gaming can also be seen in mobile ap-
plications. One such example is the Gopher Game [6]. As mentioned, gophers repre-
sent missions to be completed, and are carriers of information between players. The 
game is location-based and players collect gophers as they move about their physical 
surroundings. A player helps a gopher complete its mission by supplying it with cam-
era phone images and textual content based on a task description. This information is 
submitted to a community of judges, and players earn points depending on the quality 
of the content submitted. Using these points, players can create new gophers and 
participate in other in-game activities. Through the process of helping gophers com-
plete their missions, content sharing among players is facilitated because other users 
may collect these gophers and view the images and text associated with them. In Mo-
biMissions [9], content sharing is accomplished through the completion of missions, 
which are defined by sequences of digital photographs and text annotations associated 
with specific locations. Players create missions for others to undertake, search loca-
tions for available missions, and create responses to missions created by others. To 
complete a mission, a player has to capture up to five photographs and add up to five 
text annotations. This content can then be shared with other players. 
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Research reported in the literature concerning these games suggests that users do 
find them entertaining and some useful content can be generated through gameplay 
(e.g. [9, 6]). Despite these encouraging results, the underlying dynamics that explain 
why users find gaming and content sharing appealing have not been well explored. 
Clearly, a theoretically-informed perspective ensures that applications adopting this 
genre of gaming provide facilities that sustain players’ motivations both in creating 
and retrieving content.  Otherwise, such applications are unlikely to succeed. Hence in 
our research, the uses and gratifications model [11] is employed to study content 
sharing and retrieval in a game-based environment. This model was originally devel-
oped to examine how and why individuals use and adopt mass media in their every-
day lives [11]. Subsequent studies reveal that mass media are used for the purposes of 
both entertainment and utility [7], and that individuals seek gratifications in mass 
media use based on their needs and motivations [16]. Recently, the scope of such 
research has been extended to technologies, software and services, although this 
model has yet to be employed in a context related to ours. For example, [14] studied 
mobile phone usage through a uses and gratifications perspective with the goal of 
understanding how people use mobile telephony technology. From an analysis of 417 
respondents, major gratification factors included affection and sociability, immediate 
access, entertainment, reassurance (safety) and fashion and status, and these had a 
strong influence on how the mobile phone was used. The findings revealed that talk-
ing to immediate family members provides affection gratifications while using mobile 
phones in cars, buses or in malls and restaurants offers immediate access gratifica-
tions. Next, [21] employed the model to examine why people play video games and 
the types of gratifications they would experience. A survey of 550 respondents 
yielded six uses and gratifications dimensions including competition, challenge, social 
interaction, diversion, fantasy and arousal. Different patterns of playing behavior were 
also found, and these were associated with the different uses and gratification dimen-
sions found.   

3   Introducing MARGE 

MARGE (Mobile Alternate Reality Gaming Engine) is a system that realizes our goal 
of combining gaming elements in a mobile content sharing application. Play is inter-
twined with the collaborative creation, seeking and sharing of information such that 
these activities become the mechanics of gameplay. Unlike the casual games re-
viewed, we create a persistent layer of alternate reality [12] over digital information 
associated with the real world by weaving a storyline into mobile content sharing. Put 
differently, we introduce multiplayer role-playing pervasive gaming elements into 
mobile content sharing activities. 

MARGE comprises the facilities for mobile content management, retrieval and 
discovery, and importantly the game engine that supports our approach to gameplay. 
Due to space constraints and the objectives of this paper, we will only highlight the 
major aspects of the user interface and game mechanics of the system.  

3.1   Content Sharing Features 

Using MARGE, players have an interface for creating, seeking and sharing content on 
their mobile devices, similar to the facilities offered by existing applications (e.g. [8]). 
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Here, content refers to location-based annotations, each comprising attributes such as 
title, tags, textual information, multimedia content (e.g. images) and users’ ratings for 
that annotation (see Figure 1a). Other implicit attributes are also captured such as 
contributor name, location (latitude and longitude), and date. Annotations are dis-
played as markers on a map-based interface (see Figure 1b). Here, the map offers 
standard navigation features such as pan and zoom. 

 
 

 
(a) Creating an annotation 

 
         (b) Map-based visualization 

Fig. 1. Creating and viewing annotations 

3.2   Gaming Features 

At the same time, MARGE gives users the opportunity to concurrently play with their 
content, by taking on a role and progressing through a virtual world by interacting 
with other players and accumulating points, similar to a role-playing game. MARGE 
players start at the lowest level of a role’s hierarchy and work their way up by earning 
points. Points are earned or spent through a player’s actions and the actions of others, 
which may include the following. 

• Collaborating. Players earn currency (called byts) by contributing location-
specific content or give ratings to existing content. These points can then be spent 
to acquire game tools and access other game-based features. 

• Competing. Players may acquire traps or puzzles and lay them at various loca-
tions to prevent content from being accessed by others, or to inflict damage to 
other players. For example, a player encountering a puzzle (e.g. a slide puzzle) 
will have to solve it before being able to access content. A player stumbling upon 
a trap may cause him/her to lose byts and the trap setter to gain them. 

• Guiding. This involves creating missions which comprise a list of locations for 
other players to visit. Creation costs byts to prevent a proliferation of frivolous 
missions, while embarking on a mission is free. Before embarking on one, a player 
can see a description of the mission as well as comments given by other players. 
Upon successful completion of mission (physically visiting all locations), the 

Marker 

Summary of 
selected 
marker 
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player and the creator earns byts. The player is also given the opportunity to rate 
and comment on the mission. 

• Transacting. MARGE provides a variety of game items that include traps, puz-
zles, items that negate traps and puzzles, and so on. These may be purchased 
from a virtual shop (Figure 2a). Here, players simply specify the item and quan-
tity desired. Items may also be traded with other players by specifying the desired 
items for trading. Trading may be synchronous, in which communication is done 
between two parties in real-time, or asynchronous (Figure 2b), in which items are 
left at a specific location and an interested party may accept the trade if they en-
counter it. 

 

 

(a) Buying items from the shop 

 

(b) Trading items with other players 

Fig. 2. Buying and trading game items 

• Socializing. MARGE supports the creation of guilds in which players with simi-
lar interests may join, socialize and forge alliances (Figure 3a). Here, players may 
exchange messages that are accessible only to guild members, trade items that 
may not be accessible by non-members, and participate in events and gatherings. 
Players may request to join a guild or be recruited by existing members. Any 
player with sufficient byts can create a guild, and to further prevent proliferation 
of guilds in the system, a newly created guild remains in a pending state until at 
least three members join (Figure 3b). 

 
In MARGE, gameplay is open and undirected, allowing a player to explore informa-
tion anchored in the physical world, while interacting with other players through the 
game mechanics layered as a virtual world on top of this information. The game is 
persistent, meaning that the game state and items remain active independent of whether 
any particular user is logged in, and players have the flexibility to decide how much 
involvement with the game he or she desires. Here, we aim to cater to a wide spectrum 
of users, by allowing MARGE users to vary the levels of usage of the gaming features. 
For hardcore gamers whose interest can be sustained primarily through gameplay, they 
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can explore the storylines, roles, in-game quests and items in greater depth.  For casual 
gamers, MARGE offers a rich gaming environment with a multi-faceted reward struc-
ture that keeps them engaged when their schedules permit. For non-gamers, gameplay 
can be dislodged from content sharing activities completely if desired. Further, by 
exploiting the duality of the “player-as-user” and “user-as-player” dynamics [2], users 
lacking the propensity to share information may be motivated to do so. 

 

 

(a) Main guild page 

 

(b) Guild features 

Fig. 3. Socializing through guilds 

4   Methodology 

To measure perceived gratifications for content sharing and retrieval from using 
MARGE, we developed a survey instrument based on constructs from past uses and 
gratification studies [e.g. 7, 14, 15, 18]. Specifically, according to the findings re-
ported in past studies, several factors (i.e. time management, trust, sociability, leisure, 
relationship maintenance, personal status, reassurance) were identified as potential 
motives or perceived gratifications behind usage of MARGE, and were incorporated 
into the survey. For example, perceived gratifications questions to measure relation-
ship maintenance include “I use the application to share information to help others”, 
“I use the application to share information to thank others”, and “I use the application 
because I am concerned about others”.   A total of 20 question items were used to 
assess perceived gratifications from the use of MARGE for content sharing and an-
other 20 items were used to assess perceived gratifications of MARGE for content 
retrieval. The actual questionnaire cannot be included in this paper due to space con-
straints. Nonetheless, it can be obtained from the authors upon request. 

Graduate students from two large universities in Singapore were invited to a pres-
entation on the use of location-based content sharing using mobile devices. The  
concept of MARGE and its gameplay features were also introduced during the pres-
entation. To help the students understand how MARGE is played, four possible usage 
scenarios were presented.  These scenarios included using MARGE for: (1) creating 
content and planting puzzles; (2) retrieving and rating content; (3) trading game items 
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with other players; (4) embarking on missions; (5) joining a guild. Thereafter, the 
survey, which sought to determine the perceived gratifications in retrieving and shar-
ing content using MARGE, was administered. Participation was voluntary and 
anonymous. A total of 163 students participated in the written survey of which ap-
proximately 51% were male, 45% female and the rest not indicated. The majority of 
the respondents (70%) were between 18 to 29 years of age, and most (85%) were 
from the computer science and engineering disciplines, with the remainder from busi-
ness, arts and the social sciences.  

5   Data Analyses and Results 

Principal component factor analysis with varimax rotation was run to determine the 
potential groupings of the perceived gratifications items. Varimax rotation was used 
to better account for expected correlations among potential factors. Accordingly, 
several factors emerged with eigenvalues greater than 1.0. A total of 4 items under 
content sharing and 6 items from content retrieval were dropped during the analysis 
due to high cross loadings to multiple constructs.  

Eight distinct perceived gratifications factors emerged from the factor analysis 
with 4 perceived gratifications factors supporting content sharing and another 4 per-
ceived gratification factors supporting content retrieval. The 4 factors for sharing are 
discussed next. The first factor consisted of 8 items which were related to satisfying 
needs of the individuals which we labeled as SELF. Examples of items in this factor 
include “need to control”, “need to interact” and “need to experiment with my iden-
tify”. The second factor consisted of 4 items which were related to personal status 
(e.g. to make me look good) which we labeled as “PERSTATUS”. The third per-
ceived factor consisted of 2 items was related to leisure purposes and so was labeled 
as LEI. Examples of items in this factor include “helps me to combat boredom” and 
“helps me to pass time”.  The last factor consisted of 2 items which centered around 
issues related to relationship maintenance which we labeled as RELMAINT. Items 
included “to help others” and “to thank others”. 

The 4 perceived gratifications factors for content retrieval are described as fol-
lows. The first factor consisted of 5 items which were related to the quality of the 
information and so we labeled as INFOQUAL. Examples of items in this factor are “I 
trust the information”, “I know the information will be accurate”, and “I can get the 
latest news and updates”. The second factor was labeled as SOCBOND and it was 
related to social bonding issues. This factor consisted of 4 items (e.g. “to keep in 
touch with people”). The third factor consisted of 4 items and which were related to 
the process of searching for people, location and information (i.e. “easy to get infor-
mation I need”, “helps me to find locations”, “I can look for people to interact”). This 
factor was labeled as SEARCH. The last factor for content retrieval consisted of 2 
items which were related to time management and was labeled as TIME (e.g. “imme-
diate access to information anywhere anytime”.   

The reliability constructs for the 8 gratification factors were assessed using Cron-
bach’s Alpha. The results exhibited acceptable alpha values (i.e. ranged from 0.6 to 
0.8) for the given sample size.  
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Statistical analyses were carried out using least squares regression on the 2 mod-
els. The first model (Model 1) examined the associations between the extracted 4 
perceived gratifications factors from the factor analysis and the intention to use 
MARGE for content sharing. The second model (Model 2) examined the associations 
between the 4 extracted perceived gratification factors from the factor analysis and 
the intention to use MARGE for content retrieval. Table 1 below shows the regression 
models used.  

Table 1. Regression models 

Model 1:  Usage Intention  Sharing   =  ƒ  (SELF, PERSTATUS, LEI, RELMAINT)  

Model 2:  Usage Intention Retrieval   = ƒ  (INFOQUAL, SOCBOND, SEARCH, TIME)  
Note: SELF: Self, PERSTATUS: Personal Status, LEI: Leisure, RELMAINT: Relationship Maintenance,  
INFOQUAL: Information Quality, , SOC: Social Bonding Needs, SEARCH: Searching process for loca-
tions, information and people , TIME: Time  Management 

Table 2. Regression Results 

  
Model 1 Model 2 

  Coeffs t-value Sig.  Coeffs t-value Sig. 
SELF 0.22 2.61 0.01** INFOQUAL 0.38 4.03 0.00** 

PERSTATUS 0.17 1.92 0.06+ SOCBOND 0.00 0.03 0.97 

LEI -0.02 -0.27 0.79 SEARCH 0.16 1.32 0.19 

RELMAINT 0.22 2.80 0.01** TIME 0.15 1.62 0.11 

Adjusted R2 0.18  0.29 

F-Stats 9.90**  16.00** 

      Note: * p < 0.05; ** p < 0.01; + p<0.10 
Note: SELF: Self, PERSTATUS: Personal Status, LEI: Leisure, RELMAINT: Relationship Maintenance,  
INFOQUAL: Information Quality, , SOC: Social Bonding Needs, SEARCH: Searching process for loca-
tions, information and people , TIME: Time  Management 

 
Results from the analyses are shown in Table 2. The regression results of Model 1 

show that three factors (i.e. SELF, PERSTATUS and RELMAINT) are significant in 
predicting the intention to use MARGE for content sharing. Interestingly, our results 
show that the association between intention to use MARGE for content sharing and 
for leisure purposes (e.g. combat freedom or to pass time) is not significant. The re-
gression results of Model 2 show that only one factor (i.e. INFOQUAL) (p<0.01) is 
significant in predicting the intention to use MARGE for content retrieval.  

6   Discussion and Conclusion 

The objectives of the present paper are two-fold. We first present MARGE, a mobile 
application that blends content sharing activities with gameplay. Here, gaming features 
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serve as an extrinsic motivator for content sharing and retrieval, and differs from  
standard mobile content sharing applications where motivations for use are mostly 
intrinsic. Next, we conducted an exploratory study that seeks to understand the basic 
motivational factors influencing people’s intention to use MARGE (and in general, its 
game genre) for content sharing and retrieval. In our work, we employed the uses and 
gratifications paradigm. Our study highlights two important points. First, our results 
indicate that the motivations to share content are different from the motivations to 
retrieve content. Second, through the lens of the uses and gratifications paradigm, our 
results show that content sharing is a much more complex process than content re-
trieval. Specifically, the motivations behind content sharing arise from multiple 
sources – self (satisfying personal needs), relationship maintenance, (i.e. enjoy helping 
others), and personal status (i.e. to look good).  In contrast, the motivation behind con-
tent retrieval was centered mainly around the quality of information such as trustwor-
thiness and accuracy.  

Our work has yielded the following implications. The different perceived gratifica-
tions for mobile content sharing and retrieval would indicate the need for different 
mechanisms that would motivate such activities. Whereas current mobile content 
sharing applications have tended to implicitly consider sharing and retrieval as a sin-
gle construct, we argue that by understanding the differences in gratifications between 
these two activities, developers would be better informed to implement applications 
supporting them more effectively. From an application design perspective, it appears 
that more features are required to better support content sharing activities. In particu-
lar, such features would have to address the gratifications factors of self, personal 
status and relationship maintenance. In this regard, the incorporation of gaming 
mechanisms in MARGE would be helpful. For example, the ability to play with con-
tent such as planting puzzles or creating missions would help to sustain one’s interest 
in content creation. Further, the accumulation of points and ranking up within a role 
serve to enhance a player’s personal status. As well, relationship maintenance can be 
accomplished through trading of items, joining guilds and creating content that meets 
other users’ needs.  

Next, the gratifications associated with content retrieval appear to be much sim-
pler, that of obtaining quality information to meet one’s needs. Here, features should 
be put in place to help users make such decisions. In MARGE, support includes con-
tent ratings, commenting on contributions, and viewing of users’ profiles.  Finally, it 
was interesting to note that the other perceived gratifications factors that emerged 
from the factor analysis (i.e. SOCBOND, SEARCH, and TIME) were not statistically 
significant in predicting the intention to use MARGE for content retrieval. This is 
consistent with the task-oriented nature of information retrieval as suggested in past 
studies [19]. The implication is that an application designed for this purpose should 
provide efficient and effective access to information. In the case of MARGE and 
similar games, users should ideally have immediate access to content and bypass 
gaming features if necessary. Hence, we have deliberately designed MARGE such 
that players have the liberty to determine the level of involvement with the game. This 
can range from enjoying a full-featured gaming experience to focusing only on con-
tent sharing and retrieval without gameplay.  

Caution, however, should be exercised when interpreting our results because the 
nature of this study may reduce the generalizability of its findings.  Specifically, the 
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majority of the respondents was from the IT and engineering backgrounds, and was 
between 18 and 29 years old. Replication of this study in other contexts (e.g. other 
age-groups, different backgrounds) or in a specific domain (e.g. tourists, students) 
would be useful to understand the basic motivational factors influencing people’s 
intention to use MARGE or similar applications. Further, expanding the study to 
compare MARGE with other mobile content sharing applications would allow re-
searchers to investigate the impact of gameplay and its influence on why people share 
and retrieve content via mobile communication devices. 
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Abstract. Mobile phones equipped with cameras have become popular among 
consumers, and this has fuelled an increase in mobile media sharing. The pre-
sent research investigates the sharing of mobile media by conducting a diary 
study to specifically understand the type of media captured and shared, and the 
motivations behind these activities. Participants maintained a month-long diary, 
documenting their media sharing activities. Post-study interviews were also 
conducted to elicit additional information not captured in the diary. Results 
suggest a range of motivational factors, and that social and emotional influences 
played an important role in media sharing behavior. Participants were also more 
inclined to share photos that any other media due to cost and transmission time 
considerations. Implications of our work are also discussed. 

Keywords: Mobile media sharing, diary study, user-generated content, motiva-
tions, mobile phone. 

1   Introduction 

Mobile phones equipped with cameras have become popular among consumers, and 
this in turn, has fuelled an increase in interest in digital photography and mobile me-
dia sharing due to the ease of use of these devices. In addition to the camera, many of 
these mobile phones also offer wireless networking functionality through WIFI, 3G, 
Bluetooth, MMS, and so on. When combined, these mobile phones become an impor-
tant and easy to use platform for media capturing and sharing. For example, it is now 
common for someone to take a photo, video or audio recording and send it directly to 
a friend via MMS or Bluetooth, or even upload it to an online service such as Flickr 
or Facebook where it can be shared to a community of users. 

Beyond hardware availability and infrastructure support, people capture and share 
media for a variety of purposes. At an individual level, this activity can be personally 
satisfying and even meet emotional needs [14]. People may also share media to  
maintain and strengthen social relationships, or to express oneself to the public [19]. 
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Conversely, people may choose to capture media for personal use only, perhaps for 
personal recollection or self-reflection [13]. Here no sharing takes place because of 
distrust, the fear of harming oneself, or the perceived lack of interest by others. Instead, 
the captured media may be stored locally in the phone, or uploaded to an online service 
but made restricted to personal access only. 

Clearly, there are myriad reasons for capturing and sharing photos and other media, 
spawning a wealth of research examining this phenomenon from multiple perspec-
tives. For example, such work includes investigating personal and group sharing (e.g. 
[5, 13]), designing systems for supporting these activities (e.g. [16]), as well as study-
ing annotations created for captured media (e.g. [1]). By understanding how and why 
people capture and share media, designers will be better able to implement systems 
supporting such activities that meet users’ needs more effectively. 

The present research extends and complements research in this area by conducting 
a diary study to understand the type of media captured and shared, and the motiva-
tions behind these activities. Previous methods have involved direct observations 
which may be intrusive and may not fully capture user intentions when observers are 
not present [5]. Interviews have also been employed but responses are elicited after 
the activities are completed, potentially leading to information being filtered out by 
interviewees [13]. Transaction log analyses have been used as well but the actual 
intentions of the activities of users may be difficult to ascertain [16]. Diary studies on 
the other hand, are useful in capturing everyday experiences and require participants 
to complete a diary that details their activities [20]. They are non-intrusive as no ob-
servers are present, and diary entries are recorded in situ, as activities occur, and 
therefore are not retrospective like interviews. In addition to methodology, we aim to 
add to the body of knowledge in media capturing sharing by identifying additional 
motivational factors not covered in prior research such as the influence of emotions. 

The remaining sections of this paper are structured as follows. Section 2 provides 
an overview of the related work. Section 3 describes the methodology of the diary 
study while Section 4 presents our findings and analyses. Finally, Section 5 discusses 
the implications of this work as well as opportunities for future research. 

2   Related Work 

Here, we review research investigating mobile media capturing and sharing behavior. 
In [6], the use of images taken by mobile phones from 34 volunteers as a means of 
communication among people was studied. From the 295 images analyzed, reasons 
for image capture and sharing were grouped into two dimensions, affective versus 
functional, and social versus individual. Affective images can be used to enrich mu-
tual experiences between co-present people or to communicate with absent family or 
friends. Functional images on the other hand, are used to support both mutual tasks 
among co-present people, and remote tasks. Interestingly, almost half of all images 
taken were not shared, that is, used for individual purposes. Such images were used 
for personal reflection or to support a future personal task. 

In similar work, [19] studied 60 graduate students and faculty to understand how 
they used digital images captured using the MMM2 system. Improving on the taxon-
omy of reasons by [6] and the researchers’ own earlier work, five major uses of images 
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were determined: (1) creating and maintaining social relationships; (2) as a record and 
reminder of personal and collective experiences; (3) as a means of self-expression to 
voice one’s views; (4) to influence others’ view of oneself through self-presentation; 
and, (5) as a means to support both personal and group tasks. Later work has mostly 
concurred with these earlier reasons for mobile media capturing and sharing, but with 
the provision of more nuanced categories. For example, [9] organized reasons for co-
present media sharing into storytelling, identity presentation, social information shar-
ing and serendipitous discovery.  

Work has also been done on motivations for annotating captured media. For exam-
ple, [1] examined the motivations for annotation and tagging Flickr images using the 
ZoneTag cameraphone application. Through interviews with a select group of 
ZoneTag users, motivations for annotation were cast along two dimensions of social-
ity and function. The sociality dimension relates to whether an annotation was meant 
for personal use or for others, while the function dimension refers to an annotation’s 
intended use – organization or communication. Similarly, [10] employed a statistical 
approach to determine tagging motivations based on the social dimension in the tax-
onomy developed by [1]. Using survey and log data obtained from Flickr users, statis-
tically significant sociality motivators included individual use and public sharing as 
these were positively correlated with a high number of tags. 

Related to motivations, other research has focused on the type of content that people 
capture and share. For example, studies have shown that the images taken on mobile 
phones tend to be personal, short-lived and ephemeral, in other words, used more for 
personal record-keeping and archiving [4, 12]. Likewise, [7] concluded that mobile 
phones tended to participate in the “aesthetics of banality” in which the images cap-
tured were mainly focused on the mundane, trivial aspects of everyday life which are 
shared with friends and acquaintances [15]. Here, [17] further suggested three catego-
ries of media that could be shared: performative (used to generate an act, e.g. an image 
of a place to which the recipient should go as soon as possible), informative (used to 
convey information, e.g. letting friends know you have new significant other through a 
posed picture), and problem-solving (taken to address an issue, e.g. taking picture 
evidence of a road accident for an insurance company’s damage appraisal). 

3   Methodology 

As discussed, the goal of our study was to gain an understanding of the types of media 
users typically captured and shared, and the motivations for doing so. To accomplish 
this, we adopted the diary study methodology to gather data from our participants. 
This was supplemented with an interview at the end of the diary study which gave the 
researchers an opportunity to shed light on unclear diary entries as well as elicit addi-
tional information not captured in the diary. 

Participants in the study were 18 graduate students who were also working full-
time jobs. They were between 25 to 40 years and were taking a course on mobile 
applications development. Of the 18, 16 were male and 2 were female. All of them 
owned mobile phones that were capable of capturing media such as photos, video and 
audio. Participants had varied backgrounds, coming from industries such as banking, 
security, education, telecommunications, information technology, and logistics. All 
participants had some prior experience in media sharing activities, either through the 
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phone’s networking capabilities (e.g. 3G, WIFI, MMS) or through direct transfer such 
as Bluetooth and infrared. 

Participants maintained a diary over four weeks. The diary was an electronic tem-
plate in the form of a spreadsheet. Participants were asked to record an entry in a 
diary whenever they shared media using their mobile phones. The information re-
corded included: the time and location of media capture, the intended recipient, the 
reason for capturing and sharing, and the emotions experienced at the time of capture. 

Since participants may not be carrying the template during a diary incident, we 
asked participants to use their mobile phones to record “snippets” of their diary en-
tries, similar to [18] except that the snippets were saved on the mobile phone rather 
than posted online. At the end of each day, participants were requested to complete 
their diaries based on the snippets they created. Although some information may be 
lost using this two-step approach, the advantage of this technique is that it reduced the 
burden of data collection since logging complete diary entries at the point of the activ-
ity may be difficult for some participants and/or situations. 

At the end of the four week period, participants uploaded their captured media and 
diary entries to a designated Web site where they were then analyzed by the research-
ers. Participants were also requested to attend a post-study interview in which they 
further elaborated on their motivations and clarify unclear diary entries. On average, 
each interview lasted 20 minutes. 

4   Results and Analyses 

The diary study generated a total of 375 entries, with an average of 20.8 entries per 
person (minimum=7, maximum=30). In the following, we elaborate on the findings 
from the analysis of these diary entries. 

4.1   What and for Whom: Media Content and Recipients 

Of the 375 entries each of which represented one sharing activity, an overwhelming 
majority were images (n=370; 98.76%). The remaining were video (n=4; 1.07%) and 
audio (n=1; 0.27%). These skewed numbers were obtained despite the fact that par-
ticipants were encouraged to capture and share any type of media, and that they all 
owned feature-rich mobile phones that could capture images, audio and video.  

In the interviews, several reasons were uncovered. First, many of the mobile 
phones had limited storage capacities and participants did not want to capture media 
types with large file sizes for fear of rapidly filling up the phone’s storage space as 
there were other uses for that space such as music files, contacts, ring tones, applica-
tions and so on. Large file sizes also meant longer transmission times needed for shar-
ing, and if GPRS/3G networks were used, this also meant higher telecommunications 
charges incurred. Finally, many of the participants felt that images already contained 
a lot of information that the sender wanted to convey to the recipient, and therefore, 
alternative media types such as video were not necessary. 

Figure 1 shows the categories of media captured for sharing. These categories were 
educed from a manual inspection by the researchers. Here, the sharing of media asso-
ciated with people represented the most frequently occurring activity, accounting for 
approximately 15% (n=57) of all diary entries. This was followed closely by 14% for 
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Fig. 1. Media categories captured and shared 

the places, objects and seasons/events categories. The remainder of the categories was 
low in frequency, ranging between 2%-11%.  

Next, the diary entries also revealed a diversity of recipients. Here, friends repre-
sented the majority of recipients at 30% of all media sharing activities. This was fol-
lowed by family (24%) and colleagues (18%). The remainder (28%) consisted of 
acquaintances and others, such as friends of friends. The latter finding is interesting as 
it suggests that media sharing even occurs among people the sender is not close to. 

4.2   Why: Motivations for Media Sharing 

As discussed, there has been active research conducted in identifying motivations for 
media sharing. In our analysis, we sought to identify similar patterns of motivational 
factors from related work as well as reasons that have received little attention in the 
literature thus far. For the former, motivational factors were culled from the work of 
[1, 6, 19]. These were grouped into the following categories: (1) creation/maintenance 
of social relationships; (2) reminding of individual and collective experiences; (3) 
self-presentation; (4) self-expression; and (5) task performance. We manually in-
spected the motivations provided by the participants and attempted to include them 
into these predefined categories. For those not classifiable, we then constructed new 
categories of motivational factors by identifying similarities across diary entries and 
coding them into logical groupings. The following subsections discuss the motiva-
tions that emerged from our analysis. 

4.2.1   Creating and Maintaining Social Relationships 
This refers to forging and sustaining relationships between the sender and recipients 
through the shared media. Such media may contain representations of the people 
involved in the sharing activity or content that is of interest to one or more of the 
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parties. This motivation was the most frequent and occurred in more than half 
(52.80%) of all diary entries. Within this category, four subthemes emerged. 

• Sharing common ground. Both sender and recipient shared similar interests, and 
sharing was conducted because both parties would appreciate the media object, 
thus reinforcing the common bond. One participant took a photo of himself hav-
ing a good time singing at a karaoke session. When interviewed, the participant 
mentioned that he was motivated to share this moment with another person who 
also enjoyed this activity. 

• Interest of recipient. Sharing occurs because the sender knows that the recipient 
would be interested in the media object. The media object could be captured de-
liberately or serendipitously, and done either at the request of the recipient or at 
the sender’s own initiative. One participant happened to chance upon a book in a 
bookstore she knew a friend was looking for. She took a photo of the cover and 
sent it to her friend to inform her that it was available for sale. 

• Telling stories. Just as people communicate verbally with narratives of various 
types to maintain a relationship, sharing media also fulfills this purpose. When 
sharing, participants would include textual messages to supplement the story be-
ing told by the media object. Figure 2a shows a photo of an automobile accident 
witnessed and taken by a participant. He sent the image via MMS to his friend 
with a short textual description. His reason was simply to tell his friend of the in-
cident just as one would do so over a meal.  

• Connecting with loved ones. Sharing typically occurs among close family mem-
bers or people involved in relationships. Again, the mobile phone functions as a 
communicative device [19] employing media instead of voice. The media shared 
may either take the place of actual conversation or to supplement it. One partici-
pant took a picture of himself and sent it to his family currently living in another 
country. He mentioned that they had been apart for some time, and sharing this 
picture was important for both him and his family. 

4.2.2   Reminder of Individual and Collective Experiences 
This motivational factor involves sharing media as a record and reminder of individ-
ual and collective experiences and may include key moments, everyday activities or 
even mundane content related to oneself, others within a social circle or even the 
public. It occurred in 41.6% of all motivational factors indicated by our participants. 
The key differences between this motivation factor and the previous are: (1) the media 
captured may be for personal consumption (no sharing) or for public consumption, 
rather than for a select social group; (2) record keeping, archiving and narrating is the 
main purpose and whereas the strengthening of relationship bonds is secondary at 
best. Within this motivational factor, three sharing activities emerged: 

• Personal memory. Several diary entries contained media that participants said 
were for personal use only. These included pictures of loved ones, pets, hobbies, 
sports, nature and so on.  

• Sharing key moments. The content of the media is meant to interest groups of 
people or the public. The goal was to report rather than socialize. Typically, media 
would be uploaded to blogs, photo sharing sites (e.g. Flickr) or personal Web sites. 
Examples were varied and included nature scenes, sports, and events. 



 Why We Share: A Study of Motivations for Mobile Media Sharing 201 

• Sharing daily activities. This is a more mundane version of reporting captured 
moments as content relates to everyday activities. Again, the destination of these 
media would be on publicly accessible online services (e.g. blogs). Examples ob-
served in our diary submissions included food, an office gathering and a nice 
window view from a participant’s home. 

4.2.3   Self-expression 
This was the least frequently occurring category and accounted for 21.1% of all sub-
missions. Here, we adopt the definition by [19] in which self-expression refers to the 
sharing of media to express one’s view of the world. However, we elaborate on this 
definition by identifying more nuanced themes. Our analysis suggests that participants 
expressed three major types of views through their shared media:  

• Environmental. Media were related to environmental issues. One participant was 
appalled by a stack of garbage bags piled under a tree in a park. He took a photo 
(Figure 2b) and sent it to the authorities and his friends to express his concern. 

• Social. Media captured expressed views and incidents about people and society. 
A participant took a photo of a food court with dirty trays stacked on several ta-
bles. The sender wanted to complain about the lack of courtesy of patrons at food 
courts, and used this photo as an example to express his point. 

• News reporting. This theme reflects the rise in popularity of citizen or participa-
tory journalism in which news items are contributed from the perspective of the 
man-on-the-street, often through the media capturing features of the mobile 
phone. Examples include a video snippet of a Formula One night race, and an ac-
cident along a busy highway 

4.2.4   Task Performance 
Media shared in this motivational factor have a functional value and are meant to 
assist the sender and/or recipient to complete a task [6, 19]. This factor occurred in 
22.93% of all submitted diary entries. A more fine-grained set of tasks that emerged 
from our analysis includes the following: 

• Reminding. Shared media were used to remind oneself or others about a task. For 
example, a participant sent a photo of the entrance to a shopping to her group of 
friends to indicate the location and time of their meeting.  

• Informing and decision making. Media is also shared among people to provide 
information for decision making. An example was a participant who took a photo 
of a map of the university and sent it to a friend who needed driving directions. 
Likewise, an earlier example of a participant who took a photo of a book cover 
would fall in this category as well. 

• Replacement for writing. With the increased resolution of cameras on mobile 
phones, photos can be used as a replacement for writing and note taking. For ex-
ample, a participant captured photos of hand drawings of user interface designs 
on large pieces of paper rather than photocopying them. During the interviews, a 
few participants also mentioned (but did not submit) that they would use their 
mobile phones to capture video snippets of lectures or presentations to share with 
their fellow students or colleagues who were not present. 



202 D.H.-L. Goh et al. 

 

 

 
(a) An example of story telling (b) Expressing an environmental view 

 
(c) A photo associated with happiness (d) A photo associated with loneliness 

Fig. 2. Sample media shared by participants 

4.3   The Influence of Emotions and Others 

Apart from the motivational factors highlighted above, we also sought to determine 
the influence of emotions and other people in the sharing of media. To the best of our 
knowledge, these have not been extensively studied but are relevant as humans are 
emotional and social in nature, and these attributes are likely to affect sharing. 

4.3.1   Emotional Influences 
Participants were requested to record their emotions associated with each sharing 
episode in the diary, if any. At the final tally, 44.27% of all entries contained expres-
sions of emotions. From our analysis, a total of nine major types were identified. This 
ranged from happiness (23.91% of all entries), excitement (20.65%), surprise 
(12.23%) at the top frequently occurring end, to fear (3.26%), loneliness (3.80%) and 
anger (4.08%) at the bottom end. Note that each diary entry may have multiple emo-
tions and hence the percentages do not sum to 100%. 

An example of a photo associated with the positive emotions of happiness and ex-
citement is shown in Figure 2c. During the interview, the participant shared that this 
was a picture of his sleeping child in his home country. When he received this image, 
he felt happy and excited, and was compelled to share it with his close friends. Figure 
2d is a photo of a tent in the middle of a large field. The participant was alone when 
he captured this photo and associated it with loneliness when he shared it. 

Interestingly, our data suggests that positive emotions have a greater influence on 
media sharing behavior rather than negative ones. Specifically, the top three emotions 
of happiness, excitement and to a certain extent, surprise, accounted for more than 
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55% of all emotions reported by our participants. This is supported by research which 
suggests that positive emotions create a sense of openness and cooperation, making a 
person more inclined to share. On the other hand, negative emotions may cause a 
person to be more reticent and hence less sharing occurs [3]. 

4.3.2   Social Influences 
Media sharing takes place within a social setting with its own norms, values, lan-
guage, culture and incentives. In addition, the people around the sender at the time of 
media capture, and the intended recipients may also exact influences on the sender. 
We therefore sought to determine whether any of these factors played a role in shap-
ing sharing behavior by asking questions specific to these areas in the diary. 

Our analysis of the diary entries showed that 42.12% of submissions were influ-
enced by other people and social norms. Four major categories may be identified: 

• People the sender knew. This accounted for 14.13% of all diary entries and refers 
to people at the time of sharing or the recipients of the media. Put differently a 
sender’s companions, like his/her recipient, are likely to influence sharing behav-
ior. For example, a participant took a photo of a manatee during a visit to an 
aquarium because his sister wanted a picture of this sea creature. 

• Trends/culture. The influence of current affairs and issues in society as well as 
cultural values were found in 8.15% of all diary entries. In other words, we found 
that senders were inclined to share media on the latest trends and issues as well as 
what is culturally acceptable. For example, the period of data collection coincided 
with a Formula One night race (a first for the competition) and several partici-
pants took the opportunity to share media related to it. In our interviews, many 
participants also expressed reservations about sharing “sensitive” images that 
may offend others or those that may land them in trouble with the law. 

• People the sender did not know. A total of 6.79% of diary entries reported this 
influence. The media object typically captured the actions or behaviors of people 
which somehow piqued the sender’s interest. This interest could arise from a 
positive encounter, such as a photo of children playing at a beach, but our analy-
sis shows that this was more likely to be something negative. One participant 
took an image of badly parked car that took up two parking lots and sent it to a 
local citizen journalism Web site, while another shared a photo of the poor state 
of his rented apartment left by the previous tenant.   

• Incentives or rewards. This influence accounted for 6.25% of all diary entries. 
Here, media objects were shared to gain praise, attention or other incentives from 
the recipients, similar to that found by [1]. The recipient of the shared media 
could be friends/family, or even the public, in which case they are uploaded to 
online to blogs, photo sharing sites and so on. One participant mentioned that he 
regularly sent photos to a local citizen journalism Web site as he often looked 
forward to the comments received by others. 

5   Discussion and Conclusion 

Our analysis of the diary entries yielded seven major motivational factors for media 
sharing. In decreasing order of frequency, these are creating and maintaining social 
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relationships (52.80%), emotional influences (44.27%), social influences (42.12%), 
reminder of individual and collective experiences (41.60%), self-presentation 
(37.30%), task performance (22.93%), and self-expression (21.10%). Note that entries 
could contain multiple factors and hence percentages do not sum to 100%. 

Findings show that emotional and social influences play a major role in media 
sharing behavior. To the best of our knowledge, these areas have received little atten-
tion but are crucial because research has demonstrated that in general, emotions [2] 
and the social context [16] play significant roles in shaping behavior. Further, we 
drilled down each influence to uncover more specific factors and found that positive 
emotions are associated with higher incidences of media sharing than negative ones. 
In addition, we identified four components within the social context that have an 
effect on media sharing behavior. We also extend the existing work of [1, 6, 19] and 
others by providing a more nuanced analysis of each motivational factor for media 
sharing. Specifically, we uncovered distinct patterns of behavior within each factor, 
and these yielded multiple sub-constructs per factor. Through a better understanding 
of why people share media, improved support for such activities can be designed and 
implemented. 

To summarize, our key findings and their implications include: 

• Photos as the primary means of sharing. Participants seemed unwilling to use 
other media despite their mobile phones supporting video and audio capture. This 
was mainly due to the higher costs of data transmission and longer transmission 
times. Clearly for a full range of mobile media sharing to occur, service providers 
would have to address these issues. In our interviews, participants mentioned that 
transmission charges should ideally be in the range of 10 to 20 cents per media 
object, closer to the cost of sending an SMS message locally. 

• Refining content organization techniques. By understanding the types of content 
that people share and their motivational factors, automated techniques could be 
refined to help senders and recipients annotate and organize their media objects. 
For example, knowing that people and places are the top two types of content 
shared, content analysis techniques could be refined to improve their image rec-
ognition accuracy rates to aid access of related media. Likewise, annotations 
could be suggested based on the frequently encountered motivational factors. 

• Leveraging positive emotions. Although software developers cannot control a 
user’s emotions at the point of media capture and sharing, they would do well to 
ensure a more than satisfying usage experience for their software. As suggested 
by our findings, frustrated or unhappy users are less inclined to share and there-
fore use applications designed for this purpose. Further, helping users create and 
access media based on emotive terms may be an area worth investigating. 

• Leveraging the social context. Mobile media sharing applications should use the 
social context to help a user capture, annotate and access shared media. For ex-
ample, suggestions of annotations of captured media could take into account the 
intended recipients or the sender’s social circle to establish a sense of common 
ground. Similarly, accessing shared media could employ social network analysis 
to determine relevant content a user might be interested in. 

In future work, we plan to extend the study to include participants from a larger age 
range. Although our sample of 25-40 year old participants represent a key demographic 
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in terms of high mobile phone usage, other age groups are increasingly using these 
devices and they may exhibit different media sharing behaviors than what we have 
observed. Gender differences could be studied as well because research has suggested 
males and females are motivated differently [11]. Further, the effect of other personal 
characteristics such as personality, experience with sharing, and other relevant attitudes 
could also be investigated [8]. Finally, our research has shown the importance of emo-
tions in media sharing. These findings are preliminary and future work could delve 
deeper by examining the strength of the association it has on media sharing as well as its 
association with type of content shared. 
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Abstract. Web pages are an important human-computer interface, and
the layout of Web pages has an effect on visual search. This study focuses
on using eye-tracking to explore the relation between information forms
and locations, as well as the impact of floating advertisements (ads for
short) for visual search on Web pages. The results show that for the
information presented as text, the fixation duration in quadrant I (right
upper), II (left upper) and III (left lower) are shorter than in quadrant
IV(right lower) and the center area; for the picture, the fixation duration
in quadrant II is the shortest and in quadrant III is the longest. No
matter what location the information is placed on a Web page, there is no
significant difference between the Web page with floating ads and without
floating ads on the fixation duration, which indicates that floating ads
have no significant effect on the layout of Web pages. The results suggest
that the important information whether text or a picture is suitable to
place in quadrant II; however, it is the worst for the layout of Web pages
to arrange text information in quadrant IV and the center area or picture
information in quadrant III.

1 Introduction

The Internet is playing an important role in people’s daily life, and becoming one
of the main channels from which people can get their desired information. Web
pages are the carrier of Internet information and the important human-computer
interface. The users’ visual search efficiency is directly related to the quality of
Web page design, thus it is hard to find the desired information quickly on an
irrational Web page design. Users’ visual search on Web pages is impacted by
many factors, such as colors [1,2], font size [3], information forms [4,5] and the
scan path [6]. And the information layout of Web pages is an important aspect
in Web page design.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 207–216, 2009.
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The users’ visual behavior on Web pages includes two types which are visual
browsing without a target and visual search with a target. For the study of
browsing on Web pages, the users’ scan paths usually present a rough and gen-
eral pattern as an “F-shape” [7]. For the visual search with a target, the users’
scan paths usually present the peripheral characteristic of visual search [8,9]. An-
imation prolonged the visual search time [10], and floating ads didn’t impact the
mode of visual search [9], however, it would just make users feel bored [11]. The
studies about the effect of information locations on visual search demonstrated
that, the search time was the longest when the information was located on the
right side or lower side of the Web page [12,13], the upper information was found
first, and the lower information was always neglected [14]. The previous studies
about visual search focused on the information forms or locations, however, the
study on the relation between them for the effect on users’ visual search has not
been reported yet.

Web pages are an important human-computer interface between people and
the Internet. The studies about the human-computer interface have been grad-
ually transformed from the machine-oriented to people-oriented. Thus, the phi-
losophy for the Web page design has gradually been changed from that users
have to adapt to Web pages to that the Web pages are designed according to
users’ habit. That is because the Web page design based on the habit of users’
browsing can attract much more users’ attention.

Eye-tracker can capture and record the detailed data of a user’s eye movement,
such as fixation duration and fixation count, which can reflect the human mental
activities effectively. So far, eye-tracking has become an effective method to
investigate the users’ visual search behavior on Web pages [8] - [14].

This study focuses on exploring the relation between information forms and
locations, as well as the floating ads for the impact of a Web page layout on
visual search using eye-tracking. The results may be helpful for the Web page
designers to find out users’ interested part of Web pages and arrange the layout
of different information forms on a Web page.

2 Experiments

2.1 Experiment 1: Relation between Information Forms and
Locations

Participants. The participants were 50 undergraduates and postgraduates with
the age range of 21 ∼ 25 years old (M = 23.0, SD = 1.3), and half of them were
female. All participants were right-handed, had normal or corrected-to-normal
vision, often surf on the Internet and were skilled users of the mouse. None of
them had the experience on eye movement experiment.

Apparatus. In the study, eye movements were recorded using the Tobii T120
eye-tracker made in Sweden at the rate of 120 HZ. The software of Tobii pre-
sented the Web pages automatically and recorded the data during participants’
visual search on Web pages. The Web pages were displayed on the screen which
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is a 19 LCD monitor with resolution set to 1024 × 768 pixels and at the refresh
rate of 60 HZ. The distance between participant and screen was about 60 cm.

Experimental Material and Design. Studies about the layout of a Web page
usually divide the Web page into several parts and the divisions were different. In
some researches, the Web page was divided into upper and lower or left and right
roughly; some divisions were in according with the four quadrants; and some were
divided into 9 locations, etc. Actually, the layout of a Web page usually likes a
tortoise shell that the center area is added on the base of 4 quadrants and each
location is about 20 percent of the Web page, as shown in Fig. 1. In this study,
this method is used for the layout of Web pages. The forms of the information
are text and picture which are commonly used on the Web page. Text is the
Chinese phrase consisted of 3 ∼ 6 Chinese words, and picture is a well-known
logo picture, such as Sony or Motorola.

In order to investigate the effect of the layout of 5 different locations (center
and 4 quadrants) and the forms of information (text and picture) on users’ visual
search efficiency, we designed two Web pages on every location, thus the total
number of Web pages was 10. The topics of the 10 Web pages were common to
people involving mobile, diet, clothing and so on. In the two Web pages of each
location, the information form on one page was text, and that on the other page
was a logo picture. Each search target was presented only once on every Web
page. In our study, all participants didn’t know the target forms, and the target
was described by the text on the pre-page. Moreover, all the participants were
randomly divided into 10 groups.

Fig. 1. Five locations defined on a Web page. The information form on each location
is text or a logo picture, and participants don’t know the information form before the
experiment.
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Procedure. At the beginning of the experiment, participants were given the
target description on the pre-page (whether the target was text or picture, the
target was described as the text, and all participants didn’t know the information
form); then participants should find out the target on the search-page and if
they find it, they would click the left mouse button on the target. After that,
participants could have a rest and then they could click into the next task. The
eye-tracker recorded the whole process of participants’ visual search.

2.2 Experiment 2: Impact of the Floating Ads on Visual Search

Participants. The participants were 50 undergraduates and postgraduates with
the age range of 18 ∼ 27 years old (M = 23.0, SD = 2.0), and 26 were female.
All participants were right-handed, had normal or corrected-to-normal vision,
often surf on the Internet and were skilled users of the mouse. None of them had
the experience on eye movement experiment.

Apparatus. The apparatus were the same as Experiment 1.

Experimental Material and Design. Floating ads were added on the base
of the experimental material in Experiment 1. The size and floating speed of
the floating ads were the same as the real situation, the pathway of the floating
ads were different on each Web page and the floating ads appeared on random
position. And others of the design were the same as Experiment 1.

Procedure. The procedure was the same as Experiment 1.

3 Results

In the study, we analyzed fixation duration during participants searching text
or logo picture which was arranged on each location including the center area,
quadrant I, II, III and IV on Web pages.

The fixation duration is the sum of all the fixations length while completing
a visual search task, and the shorter the fixation duration is, the higher the
visual search efficiency would be. Eye-movement researchers have established
100 ms as the minimum amount of time necessary for a pause to be considered a
fixation [15] - [17]. Therefore, this study based on the measures that the fixation
duration with a minimum threshold of 100 ms.

3.1 Relation between Information Forms and Locations

By analyzing the fixation duration, there was a significant main effect on infor-
mation forms [F (1,490) = 76.64, P < 0.001], and also a significant main effect on
locations [F (4,490) = 8.34, P < 0.001]. There was also a significant interaction
between information forms and locations [F (4,490) = 11.16, P < 0.001].
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Fixation Duration in Text vs. Logo Picture on Each Location. As shown
in Fig. 2, there was a significant difference between text and logo picture on the
fixation duration when the target was on each location. Except the quadrant III,
the fixation duration in text was significantly longer than logo picture, which
indicates that picture has superiority to text on all the locations except on
quadrant III.

Fixation Duration in Text on Each Location. Figure 3 shows the fixation
duration in text on each location. The fixation duration in the center area or
quadrant IV was significantly longer than in other quadrants. However, there was
no significant difference between the center area and quadrant IV. And there was
also no significant difference between every two among quadrant I, II and III.
Therefore, the results show that it is the worst to arrange text in the center area
or quadrant IV.

Fixation Duration in Logo Picture on Each Location. Figure 4 shows
the fixation duration in logo picture on each location. The fixation duration
in quadrant II was significantly shorter than in other locations. However, the
quadrant III was significantly longer than other locations. The results indicate
that it is the worst to arrange the logo picture in quadrant III.

3.2 Effect of Floating Ads on Locations

To investigate the effect of floating ads on locations, we analyzed the fixation
duration between the Web page with floating ads and without floating ads on
each location. No matter what location the information is placed on the Web
page, there is no significant difference between with floating ads and without
floating ads on the fixation duration, which indicates that floating ads has no
significant effect on the locations (see Table 1).

4 Discussion

4.1 Relation between Information Forms and Locations

Glaser WR. and Glaser MO. reported that picture had superiority effect [18],
which had been demonstrated in early research [19]. When users viewing picture
and text which have a certain relation in content, they usually have a glance
at picture first, then read text, and view picture again. This pattern has been
reported for viewers looking at magazine advertisements containing text and
picture [20]. In our study, the fixation duration on logo picture is significantly
shorter than text on locations but quadrant III (see Fig. 2). The result also
indicates that picture has superiority effect to text.

Previous studies showed that visual search behavior sometimes would be
guided by the physics location in display [21]. Though picture has superior-
ity effect to text, Fig. 2 shows clearly that when information was arranged in
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quadrant III, fixation duration in logo picture was significantly longer than text,
which was opposite to other locations. Furthermore, Fig. 3 and Fig. 4 show that
for the text, the fixation duration in quadrant IV and the center area was the
longest; in contrast, for the picture, that is in quadrant III.

Early research indicated that eyes need time to extract information, and long
fixation duration was correlated with extracting more information [22]. More-
over, the difficulty of extracting information also may have an effect on fixation
duration. Therefore, hardly identify or dense information display need long fix-
ation duration [23]. In the study, we considered that there was a correlation
between the fixation duration and the difficulty of users’ visual search. The fixa-
tion duration would be shorter if it is easier to find out the information, otherwise
the fixation duration would be longer. A website usually contains a series of Web
pages, which were linked by Web navigation, to place different information. The
result shows that the fixation duration in quadrant II is shorter whether the
information is text or picture, which suggests that important links, such as nav-
igation, should be placed in quadrant II. It is easier and more convenient for
users to find out other related Web pages and view their interested information.
The results also show that the fixation duration in text placed in quadrant IV
and the center area are longer, therefore it is best not to place important text
information in quadrant IV and the center area, so as not to increase difficulty
for users’ visual search. In contrast to picture, that is the quadrant III, so it is
best not to place important picture information in quadrant III, which would be
advantage for users’ visual search.

Fig. 2. The fixation duration when the text and logo picture information were on 5
locations. The fixation duration in logo picture was significantly shorter than text on
all the locations except on quadrant III (*: the significant level of F-check < 0.05; ***
: < 0.001).
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Fig. 3. The fixation duration in text on each location. The fixation duration in the
center area or quadrant IV is significantly longer than in quadrant I, II and III (*: the
significant level of F-check < 0.05; ** : < 0.01; *** : < 0.001).

Fig. 4. The fixation duration in logo picture on each location. The fixation duration in
quadrant II is the shortest and in quadrant III is the longest (**: the significant level
of F-check < 0.01; *** : < 0.001).
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Table 1. The fixation duration of each location on the Web page without floating ads
and with floating ads (M ± SEM), there was no significant difference between with
floating ads and without floating ads

Location W ithout floating ads(s) W ith floating ads(s) Significant level

AOI C 12.01 ± 1.70 11.57 ± 1.64 F (1,98) = 0.10, P = 0.75
AOI I 9.80 ± 1.39 9.70 ± 1.37 F (1,98) = 0.01, P = 0.92
AOI II 7.82 ± 1.11 7.95 ± 1.12 F (1,98) = 0.02, P = 0.89
AOI III 11.76 ± 1.66 14.11 ± 2.00 F (1,98) = 3.87, P = 0.05
AOI IV 12.94 ± 1.83 11.40 ± 1.61 F (1,98) = 1.70, P = 0.20

Through analyzing the first fixation, we found that 90% of the participants’
first fixation was in the center area. The result shows that the central area is
the first location that participants run their eyes over the Web page. According
to the inhibition of return (IOR) theory [24], participants’ attention returned to
the center area was inhibited. Therefore, participants’ visual search in this area
needs to spend more time, and it is not easy to find out the target quickly. The
study suggests that when text is placed in the center area, it is best to use larger
size or bright-colored title which can distinguish the main text to help users to
search their desired information quickly.

4.2 Impact of Floating Ads on Each Location

As shown in Table 1, there is no significant difference on fixation duration be-
tween without floating ads and with floating ads when the target was on each
location, which also demonstrated the recent studies [9,11] that users often con-
sider that the floating ads have no relation to their desired information, and don’t
pay more attention to them, thus the floating ads have no significant impact on
visual search efficiency.

5 Conclusion

This study investigated the relation between information forms and locations,
as well as the floating ads for the impact of a Web page layout on visual search.
Through analyzing the fixation duration, the results show that for the text, the
quadrant IV (right lower) and the center area are longer than other locations; for
the picture, quadrant III (left lower) is the longest. Whether the target is text
or picture, quadrant II (left upper) is shorter. And no matter what location the
information is placed on the Web page, there is no significant difference between
the page with floating ads and without floating ads. The results indicate that the
important information whether text or picture is suitable to place in quadrant
II; however, it is the worst to arrange text information in quadrant IV and the
center area or picture information in quadrant III on the layout of Web pages.
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Abstract. When an object is touched, the properties like shape, temperature, ri-
gidity, texture and weight should be perceived. As a basic research of human 
tactile, it is most important to know how humans could perceive the shape of 
the object with fingers. Thus length and contacting curvature of an object are 
thought to provide important perception information. Most of the length percep-
tion studies are about two fingers using the thumb and the index finger. There 
are scarce perception studies using multi-fingers grasping. In present study, to 
investigate the human tactile length perception mechanism with multi-fingers, 
we develop a tactile length interface device for one and two lengths with three 
fingers and conduct two experiments of one and two lengths perception with 
three fingers grasping. The results showed that within the length range of 
40~100mm, the one length perception was better than two lengths length per-
ception and in two length perception, better perception took place when shorter 
lengths were presented to the thumb and the index finger compared to being 
presented to the thumb and the middle finger. As a result of force sensor, grip 
forces show no significant difference in the range of stimulating length. 

1   Introduction 

When the shape of object is perceived by fingers with human tactile, length and contact-
ing curvature of object are thought to provide important perception information. Here 
we investigate the psychophysics of object length perception with the three fingertips.  

At a first approximation, the length of an object grasped by the hand depends 
solely on proprioceptive information from joint, muscle spindle, and skin afferents 
(Burke et al. 1988) [4] signaling the distance between the digits; for large objects the 
fingers are spread apart widely and for small objects the fingers are close together. 
However, cutaneous information from mechanoreceptors must also play a role be-
cause object size perception requires contact between the hand and the object. 

Tactile object recognition involves the perception of an object’s shape and texture. 
The local two-dimensional form and texture of the object surface are conveyed to the 
Central Nervous System by cutaneous mechanoreceptive afferents that innervate the 
skin (Johnson and Hsiao 1992) [2]. 

The experiment that perceived the length with gripping the aluminum cylindrical 
of length within the range of 25-100mm by using the thumb and the index-finger was 
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conducted (H.F.Gaydos 1958) [5].Aluminum cylindrical which standards of 10, 30 
and 50mm gripped with thumb and index-finger to measure the length perception 
threshold (A. G .DIETZE 1961) [6].In order to investigate the length perception 
mechanism, thumb and other digits were selected for length perception experi-
ment.(Lu 2004) [7]. However, the information of the weight is also included when 
gripping stimuli in general length perception experiment. In present study, we adopted 
a new device to exclude the effect of object’s weight. 

The other factors which may influence the length perception are concerned. When 
perceiving length with gripping, the object surface is touched, the information of hard-
ness and texture also have an influence on length perception. Although Gepshtein and 
Banks (2003) showed that the perception of length is independent of the way that the 
object is oriented in space, it is unclear how or whether object length is affected by 
changes in contact area or force. L.J.Berryman (2006) [9] conducted an experiment by 
gripping length stimuli with thumb and index finger in the range of 50~62mm length 
and varied contact area. They found that objects exhibit size constancy such that percep-
tion of object length using haptics does not change with changes in contact area.  

Therefore, the researches on length perception with thumb and index finger grip-
ping were much reported. However, there are scarce length perception studies using 
multi-fingers grasping. Here we adopted new tactile interface device that presented 
one and two lengths stimuli with three fingers and investigated the length perception 
mechanism with three fingers.  

2   Method of Behavioral Experiments 

2.1   Subjects 

Ten males, ranging in age from 22~30 years, participated in two psychophysical ex-
periments. All subject reported that they had normal sensations from hands. All sub-
jects are the students of Kagawa University. 

2.2   Length Presentation Device 

In this study, to present the one and two lengths, first we constructed a new device 
that presented one length stimuli with an electric slider shown in Fig. 1(a). The elec-
tric slider was set on the board which is vertically placed, and the size of the wooden 
board is 90×20cm. The controller of the electric slider was also set on the board.  We 
constructed another device that presented two lengths stimuli with two electric sliders. 
The hand posture of subjects and configuration of two lengths in our present device 
system is shown in Fig. 1(b). 

As shown in Fig. 1(b), the subject gripped the stimuli with thumb, forefinger, and 
middle finger. There was an acrylic disc contact with the fingertips respectively and 
separately. Three acrylic discs which were set up in a certain distance could present 
two lengths for three fingers. Aluminum frameworks could support the acrylic discs. 
The force sensors which measured the grip force of the fingertips were set under the 
aluminum frameworks. The grip forces of fingertips were recorded in PC. The alumi-
num frameworks were set on electric sliders’ moving platform, so we could adjust the 
distances between three acrylics continually to get optional two lengths stimuli by 
moving the two platforms. 
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(a) Device for one length perception experiment 

 

 

(b) The subjects hand posture of two lengths perception 

Fig. 1. An illustration for our experimental device for one and two lengths perception with 
three fingers 
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2.3   Two Kinds of Kength Experiment 

As shown in Fig. 2(a), one length was presented. The length presented to thumb index 
finger and middle finger was defined as LT-IM. With the larger lengths ranging 
10~100mm at intervals of 5mm, each length gripping with three fingers was test five 
times randomly. For entire five blocks, each one subject took total 19×5=95 trails. As 
shown in Fig. 2(b), two difference lengths were presented. The length presented to in-
dex finger and the thumb was defined as LT-IM(I). The length presented to the middle 
finger and the thumb was as LT-IM(M). Difference of two lengths was defined as ΔL. 
There were two conditions of two lengths experiment which were LT-IM(I)＜LT-IM(M), 
LT-IM(I)＞LT-IM(M) and LT-IM(I)=LT-IM(M). With the larger lengths ranging 10~100mm 
at intervals of 10mm, the according smaller lengths were 0, 2, 4, 6, 8, 10, 12mm less 
(only0, 2, 4mm less when the larger length was 10mm). Each pair of two lengths grip-
ping with three fingers in this experiment was tested three times randomly. For entire 
three blocks, each one subject took total 132×3=396 trials. 

 

 

(a) One length perception experiment 

 

(b) Two lengths perception experiment 

Fig. 2. Two kinds of length perception with three fingers grasping 

2.4   Procedure and Experiment Environment 

Procedure of this experiment is as followed. There were several practice trials before 
starting two experiments. In one length perception experiment, before taking the 
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length stimuli, the subject opened the thumb, index finger and middle finger, with the 
other fingers in natural state. The experimenter adjusted the length LT-IM with PC and 
indicated the beginning of experiment. The subject gripped stimuli with thumb, index 
finger and middle, perceived the length stimuli, and then opened fingers, told the 
length LT-IM which was perceived in order an mm unit. In the two lengths perception 
experiment, The experimenter adjusted two lengths LT-IM(I) and LT-IM(M) with PC 
and indicated the beginning of experiments. The subject gripped stimuli with thumb, 
index finger and middle finger, perceived two lengths stimuli, then told the lengths 
LT-IM(I) and LT-IM(M) which were perceived in order at mm unit. The experimenter 
recorded the number which subject answered. The grip force of each trial was also 
recorded by PC. 

Experiments went at the sufficiently quiet laboratory. During this experiment, a 
curtain was set between the subject and the experiment device to cut off visual infor-
mation. The subject wore eye masks during gripping. The subjects sat comfortably on 
chair with a slight abduction of the right upper arm (the height of the chair could be 
adjusted). The wrist of the subject was fixed by the magic band, and thumb, index 
finger and middle finger could still move freely. Thus, posture is somewhat different 
depending on the individual, because the subjects were told to be most relaxed during 
the experiment. 

3   Results  

Fig. 3 shows the results of one length perception experiment by three fingers. The 
horizontal axis is the actual length which was presented to the subject; vertical axis is 
the perceptual length of subject. As Fig. 3 showed, perceptual lengths of subject be-
came larger when two actual lengths became larger. The length perception results 
were under 45 degree lines which proved that perceptual lengths were smaller than 
actual lengths, that is, the subjects’ perception showed underestimation. 
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Fig. 3. Average of one length perception with thumb, index finger and middle finger 
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Fig. 4 shows the results of two lengths perception experiments by three these fin-
gers when LT-IM(I)< LT-IM(M), Fig. 4(a) is the result of LT-IM(I) which perceived with 
thumb and index finger. Fig. 4(b) is the result of LT-IM (M) which perceived with 
thumb and middle finger. The horizontal axis is the actual length which was presented 
to the subject; vertical axis is the perceptual error of subject which defines as PE=PL-
AL. which PL was perceptual length and AL was actual length. The length perception 
results were negatives which proved that perceptual lengths were smaller than actual 
lengths, that is, the subjects’ perception showed underestimation. As Fig.4 showed, 
perceptual error of subject became larger when two actual lengths became larger. 
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Fig. 4. Results of two lengths perceptual error when LT-IM(I)< LT-IM (M) 

Fig. 5 shows the results of two lengths perception experiments by three these fin-
gers when LT-IM (I)> LT-IM (M), Fig. 5(a) is the result of LT-IM(I) which was perceived 
with thumb and index finger. Fig. 5(b) is the result of LT-IM (M) which was perceived 
with thumb and middle finger. The horizontal axis is the actual length which was 
presented to the subjects; vertical axis is the perceptual error of subject. 
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Fig. 5. Two lengths perceptual error for condition LT-IM(I)>LT-IM(M) 
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As shown in Fig. 5, the subjects’ perception also showed underestimation, as per-
ceptual lengths were smaller than actual lengths with the length perception results 
were negatives. 

Fig. 6 shows the difference of one and two lengths which were perceived by sub-
jects in length perception experiment with three fingers. The horizontal axis is the 
actual length which was presented to subjects. Vertical axis was the perceptual error 
of subject. Solid diamond mark was the perceptual error of one length perception with 
three fingers, hollow square mark and hollow ring mark was the two lengths percep-
tual with three fingers when two lengths were same. As Fig. 6 showed, within the 
range of 40~100mm, the tendency of two lengths perceptual errors was enlarged 
when the tendency of one length perceptual error was lessened. 
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Fig. 6. Comparison of perceptual error of one and two lengths perception 

4   Discussion 

In our study, grip force was measured during length judgment. No effects were found 
on length judgment from 10~100mm by grip force. This accorded to L.J. Berryman’s 
study which had similar results in length judgment between 50~62mm by different 
grip forces.   

We set two conditions in two lengths perception: LT-IM (I)＜LT-IM (M) and LT-IM (I)

＞LT-IM (M). From the results, it is shown that more precise judgment occurs under 
the condition of LT-IM (I)＜LT-IM (M). This may be owed to the physiological fact that 
the distance between thumb and index finger is less than that between thumb and 
middle finger.  

Our previous study has shown that the perception error was enlarged by the stimu-
lation length within the length range of 10~50mm and lessened within the range of 
60~100mm during one length perception with three fingers [14]. We hypothesized 
that a similar tendency would happen during two lengths perception with three fin-
gers. As a result, a similar enlarging tendency was found within 10~30mm, but a 
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continuous enlarging tendency was shown within 40~100mm which were out of our 
hypothesis. We try to make some explanations from both physiological and psycho-
logical aspects.  

Physiologically, lengths can be judged and determined by perception. Westling. G. 
et al. [12] have pointed out that four categories of human skin receptors serve differ-
ent functions during object gripping. Fast adapting with small receptive fields (FAI) 
acts at first object contacting and slows down at static state, while fast adapting with 
large receptive fields (FAII) acts only during object gripping. Slowly adapting with 
small fields (SAI) acts with the progressing of skin deformation and becomes null at 
static state, while slowly adapting with large fields (SAII) acts only at static state. It 
was generally considered by L.J. Berryman et al. that the perception of object size 
depends on the combinative information of SA1 and FA1 inputs and proprioceptive 
afferents. In our study, two lengths judgment within 10~30mm showed the similar 
enlarging tendency, as shown in previous studies, was a possible result of dominant 
physiological control during small length judgment. However, one more length judg-
ment during 40~100mm in the present study was different from our previous results 
involving only one length judgment during 40~100mm [14]. There is no great physio-
logical difference between one length and two lengths judgment, so we owe this dis-
crepancy to an added psychological burden when two lengths were adopted. That is, 
judgment accuracy became decreased, possibly due to a dominance of psychological 
effects within the range of 40~100mm.  

In our present study, we adopted a tactile interface device for length perception, by 
which two lengths judgment can be performed meanwhile and perceptive properties 
of two lengths judgment were got accordingly. However, our explanations, especially 
from psychological aspects, are far beyond convincing, and further studies like fMRI, 
are still needed to validate our explanations. 
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Abstract. The evolution of multimedia document production and diffu-
sion technologies have lead to a significant spread of knowledge in form of
pictures and recordings. However, scholarly reading tasks are still princi-
pally performed on textual contents. We argue that this is due to a lack
of semantic and structured tools: (1) to handle the wide spectrum of
interpretive operations involved by the polymorphous intensive reading
process; (2) to perform these operations on a heterogeneous multimedia
corpus. This firstly calls for identifying fundamental document require-
ments for such reading practices. Then, we present a flexible model and
a software environment which enable the reader to structure, annotate,
link, fragment, compare, freely organize and spatially lay out documents,
and to prepare the writing of their critical comment. We eventually dis-
cuss experiments with humanities scholars, and explore new academic
reading practices which take advantage of document engineering princi-
ples such as multimedia document structuration, publication or sharing.

1 Introduction

Amongst all the reconfigurations of human practices which have emerged with
the spread of digital technologies, documents critical appropriation tasks take
up a particular place. Indeed, crucial aspects of our intellectual life rely on the
ability to perform an efficient work with documents. In this perspective, digi-
tal document technologies have brought decisive innovations, which have forever
changed the way we read and write — and consequently, think. We can especially
mention some fundamental document engineering principles, which daily feed our
”document digital life”: document logical structuration, semantic annotations,
hypertext dynamic maps, separation of content from presentation. These con-
cepts are pivotal in academic context, where scholar practices (learning, critical
reading and writing) constantly call for innovative document tools. The afore-
mentioned operations have now reach maturity for textual contents, notably
thanks to the development of the Web as a ”global document environment”,
where writing, annotation and sharing operations are strongly articulated. Con-
comitantly, digital cognitive technologies have also dramatically changed reading
practices by bringing readers face to face with non-textual contents.

Since Vannevar Bush formalized the basics of what would become one of the
founding utopias of multimedia work personal environments — the Memex [1]
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—, scholars still endure a lack of efficient personal software environment to read,
to analyze and to elaborate non-textual documents. Yet, kowledge is nowadays
frequently embodied in lecture recordings, pictures, music scores, etc. Such doc-
uments cannot be ignored due to the fact that they do not ”fit to print” [2] and
to its technical tradition [3]. Due to their technical nature, typical interpretive
and thorough appropriation operations — such as annotation, (re)structuration,
fragmentation so as to pick quotes for a future writing, linking and spatialization
to clarify content — which implies an intensive reading are not straightforward.
The problem becomes even more complex if we consider the necessity of gath-
ering all of these operations within a single software environment that enables
the reader — who is also a writer — to carry out an intensive reading of hetero-
geneous documents aiming at producing a new critical document (memo, course
material, dissertation, etc.).

In this paper we propose a document model which handles the aforementioned
multimedia intensive reading operations, as well as an experimental software
tool for its use in an academic context. In the next section, we present a quick
overview of the state of the art of the ”multimedia scholarly reading” problem.
In section 3, we exhibit three requirements which are mandatory for an efficient
model to handle multimedia intensive reading operations. The model is described
in section 4, and the experimental tool that enables us to validate our theoretical
approach is lastly presented in section 5.

2 Related Work

The complex ”multimedia scholarly reading” problem has been studied through
many approaches, but rarely for its own sake and in the perspective to design
and implement a complete personal environment.

According to [4], scholars are poorly equipped when it comes to perform ac-
tive reading tasks on hypermedia documents, despite they are nowadays part
of their daily work. The authors propose a scholar audiovisual information sys-
tem for linking and personal annotation of video documents, which rely on an
unconstrained metadata schema. Bulterman [5] tackles the multimedia annota-
tion problem in a document enrichment perspective. However, he only focuses
on the annotation of multimedia presentations. Concerning ancient digitized
manuscripts, [6] propose a model and Computer Human Interface principles to
create and exploit annotations, while [7] emphasise the need to structure pictures
so as to identify and articulate pertinent zones for active and scholarly reading
tasks.

Researches in the field of ”Spatial hypertexts” have underlined the founding
role of documents spatial layout and relations in complex reading and writing
activities [8,9]. In [8], Marshall and Shipman introduce Spatial hypertexts as
”most appropriate when there is no distinction between readers and writers”,
while ”more prescriptive methods might hamper exploratory structuring”. It so
happens that scholarly reading operations first and foremost rely on the ability
to annotate, comment, cut out and freely organize contents (the scholarly reader
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is a kind of writer, who ”writes his/her reading”). Moreover, interpretation — as
every creative process — is neither immediate nor univocal, and thus needs to be
supported by a flexible reading space so as to emerge. Our theoretical analysis
of scholarly reading practices as creative activity is in keeping with Nakakoji
and Yamamoto’s approach [10,11]. The authors address intensive reading and
scholarly writing crucial aspects, and especially the space, as a mean to make
structures emerge among elements. They view scholarly writing as ”a process of
articulation” [10].

Interviews aiming at making explicit reading practices of scholars from dif-
ferent communities (mainly musicologists and humanities and social sciences
teachers and students) drew out the need of an environment that combinates
the aforementioned document operations [3].

3 Requirements for a Scholarly Reading Environment

We now expound three document requirements to formalize the need by which
the previous section has been concluded.

3.1 A Semantic Approach to Intensive Reading

Requirement 1 — The model must support a semantic and structured approach
of the intensive reading process, from the thorough appropriation to the elabora-
tion of a new critical document.

These concepts, which are the very basis of What You See Is What You Mean
(WYSIWYM) document elaboration tools, are here exploited to design more
efficient reading tools. Interviews of researchers, students and musicologists
who have to analyze recordings or pictures have shown that they generally use
non-semantic tools, such as sound or graphics editing softwares. These soft-
wares appear not to be suited for conducting intensive reading and scholarly
writing processes. Indeed, these are complex cognitive processes, which imply
rich interpretive operations such as structuration, gloss, critical comparison,
fragmentation and recombination. Handling these complex processes calls for
a model which can articulate them in a single environment. As a result of this
WYSIWYM-based approach, the model must be exploitable by a publishing
tool to create the resulting critical documents (an example is given in section 5).
Moreover, it will then satisfy the separation of content from presentation prin-
ciple, which is the keystone of multi-media publishing tools (for the benefits of
such a paradigm, see [12]).

3.2 Performing Unified Interpretive Operations on Heterogeneous
Documents

Requirement 2 — The model must make possible the whole spectrum of inter-
pretive operations that a thorough active reading requires for pictures as well as
recordings and textual contents.



A Model and Environment for Improving Multimedia 229

The reader must be able to perform the following operations on documents
or fragments, regardless of their nature: 1. localize, qualify and structure (the
”three steps of indexing”, [13]); 2. annotate/enrich and link (the very basis of
gloss).

Interviews have shown that scholars mainly rely on a common word processor
to perform most of these operations. Therefore they often neglect pictures or
recordings because they are not able to ”have a grip” on them.

3.3 Structured Reading and Writing Spaces

Requirement 3 — The model must support a structured reading and writing
space to organize and articulate documents parts, annotations and ideas that
emerge while the corpus is glanced through.

The reader has to freely compare, categorize and reorganize the documents
fragments to make new ideas or unexplored interpretive trails emerge. An ac-
tive and intensive reading relies on a content appropriation process along with
a content creation process. Since the shape of the final document is unstable
throughout the reading, the model must provide a flexible and convenient way
to organize, articulate and structure content fragments at will. Observations
about the founding role of space in complex cognitive work [8,10] are greatly
corroborated by the observations we made on scholars practices. For example,
musicologists need to spatialize score fragments so as to bring to light thematic
variations, which are undetectable in the linearity of the score1. The model
must then provide constrained structures (charts, lists, trees) as well as free-
form spaces to organize fragments.

A critical appropriation can be a long process involving a great number of
documents and interpretive trails, the complexity of which can not entirely be
represented by a single resulting critical document. Thus, the model must keep
track of the whole reading material — such leftover annotations and fragments
or anything that could be summoned for a future reading — to share not only
this final document, but the reading environment of its genesis. The model has
then to support a broader acceptation of the notion of ”document”: from a
monolithic object to a flexible, structured and semantically organized fragments-
made corpus.

4 Designing a Conceptual Model

This section describes the model we have developed according to the above
stated requirements. They can be achieved through combining the logical entities
presented hereunder. In that purpose we use a UML class diagram, the visual
expressiveness of which helps for a clearer understanding of the nature of the
elements and their relations (cf. figure 1).

1 For an anthropological approach to the triad mind/space/writing, see [14].



230 T. Bottini, P. Morizet-Mahoudeaux, and B. Bachimont

Fig. 1. A flexible model to handle interpretive operations on a multimedia corpus

4.1 Managing Heterogeneous Raw Resources

The very first operations a scholar reader may want to perform is to pick and
to recompose the documents parts to study, and to reject useless ones. Work-
ing on digitized paintings or musical recordings may require, for example, to
”materially” extract faces or to concatenate motives respectively. Fragments of
resources files — such as a selection in a JPEG file or a segment of a MP3 or
ASCII file — are stored into what we call Samples. Samples are clustered into
MaterialEntities to handle selected fragments as a single entity. Subclasses
of MaterialEntity and Sample are defined to handle the specific natures of
picture, sound and textual contents.

4.2 Qualification, Annotation and Linking

Intensive reading relies on the ability to identify pertinent portions within docu-
ments. This is handled by the Selection class, which delineates a fragment of a
MaterialEntity. Then, the reader may want to describe them with text content
and metadata, to label them with a given category or to link them to other docu-
ments.These”annotation”and”gloss”aspects arehandledby SemanticEntities,
which can be associated to Selections, and interconnected by Links. A link may
be glossed, consequently, Link is a subtype of SemanticEntity.

4.3 Document and Reading Space Structuration

To materialize, for example, the logical structure of a lesson, or to make emerge
the pages/systems/staves material structure of a printed score, we define what
we call StructuralEntities. They are subtype of SemanticEntity, and can
be associated to a Selection to build the document hierarchical structure of
unstructured MaterialEntity. Every interpretive unit identified in this way
automatically creates its own MaterialEntity (which is a part of the main
MaterialEntity). The same MaterialEntity may be encompassed in several
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StructuralEntity, reflecting the need to process a given content in different
interpretive contexts.

StructuralEntity may also be created from scratch and freely combined,
with no reference to a MaterialEntity, to store and organize gloss or notes.
Moreover, StructuralEntitymay be used to build different kinds of interpretive
structures (lists, trees, charts, etc.), according to the users’ needs. In addition,
any StructuralEntity can be viewed as a bidimensionnal space, within which
sub-entities are freely laid out and scaled (the dataLayout field holds a list of
StructuralEntities references associated tdr2o layout properties).

4.4 Implementation Issues

Data are stored in a single XML file and organized in a database way, which
can be directly understandable and editable by the user. Despite the multimedia
facet of the reading practices we deal with, we don’t rely on SMIL (contrary to
[5]). Effectively, its presentation-oriented semantics does not fit well for a work
on a heterogeneous fragments-made corpus.

5 Experimentations with the Environment

Critical work supposes the possibility to vary the documents visual presentation
for their better understanding and articulation. Consequently, we strongly rely

Fig. 2. Circular map: visualizing structural and hypertext relations
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on the Model-View-Controller design meta-pattern to take advantage of the
model. We especially focus on synoptic structures visualization. The ”free” space
illustrates the gain of flexibility when handling picture and text fragments (cf.
figure 5). Structural (StructuralEntities) and gloss (Links) relations can be
concomitantly visualized on a synthetic circular map (cf. figure 2).

As a complement to these generic instruments, we developed dedicated tools
for specific reading communities needs.

5.1 Lessons Appropriation and Publication

We have developed a specific audio tool for a group of humanities students who
had to produce a critical analysis of philosophy lessons recordings (cf. figure 3 A).
It firstly enables to build the hierarchical structure of the lessons (B). In addition,
the students can freely set transversal thematic annotations (C). The Structural
Entities and Selections identified in this way can then be commented (D).

Fig. 3. Audio structuration and annotation tool

Critical appropriation of lecture recordings can here be seen as a kind of
multimedia authoring activity. Indeed, the students structure and enrich the
source material with text (summarizations of debates that took place during the
lessons, concepts explanations, references) or picture contents so as to provide
a future reader with a more complete reading and argumentative experience. In
this perspective, we used the WebRadio publishing chain2 to enable students to
2 http://scenari-platform.org/projects/webradio/fr/pres/
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Fig. 4. An interactive flash publication of an enriched and structured audio content

export pertinent material of their reading environment as an interactive Flash
online presentation (cf. figure 4).

These innovative academic practices have raised some interesting methodolog-
ical issues. Beyond the satisfaction to directly deal with multimedia contents,
students have to take on a double role. As students, they share their scholarly
comments with teachers who are also equipped with the environment, and can
then import, annotate and ”review their readings”. The synoptic circular repre-
sentation (cf. figure 2) then offers an efficient way to perceive the gloss and corpus
organization. But the students are also ”publishers”, who produce a multimedia
online publication for a wider public, and consequently have to select and re-
word complex philosophical arguments. These approaches can be concomitantly
conducted thanks to the flexibility of our model.

Other academic experiments are in progress with semiotics students who an-
alyze press pictures, and computer music students who produce a multimedia
comment of a piece, which articulates scores, recordings, composition softwares
screenshots and textual contents.

5.2 Multimedia Musicological Analysis

We also collaborate in a participatory-design way with musicologists who anno-
tate, cut out and produce analytical charts of musical pieces (cf. figure 5). The
generic entities of the model can be derived to fit musicologists specific schol-
arly operations. For example, we use subtypes of Links to synchronize pertinent
points between different scores and recordings which embody the same musical
piece. The resulting ”synchronized score” can then be fragmented and annotated
as simply as a single-media document. SemanticEntity and StructuralEntity
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Fig. 5. A bi-dimensional workspace: free spatial positioning of elements

are used in conjunction with SynchronizedMaterialEntities, which articulate
picture and sound samples.

Figure 5 depicts the workspace where fragments can be listened to, studied,
qualified, compared and classified. The use of free bi-dimensional space enable
the musicologist to freely explore and make emerge semantic relations (which is
the main cognitive benefit of the spatial hypertext approach in creative work,
see 2). Furthermore, more formalized spatial structure like charts (see figure 5)
or lists can be used to build new analytical documents which highlights one
analytical criteria or another ([14]). These spatial structures does offer a visual
organization of the documents, but are also kind of ”sound maps”, since every
synchronized score fragment can also be listened to.

Our environment gives rise to an epistemological shift in the century-old ”score
chart-making” musicological practice. Manipulating synchronized scores enables
the analyst to categorize fragments by hearing whereas traditional practices are
only based on the visual appearance of the score. Moreover, the possibility to
share the analysis environment (cf. 3.3) and not only a static chart enables the
analysts to interact with the whole material and to materially involve it during
the critical discussions between peers.
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5.3 Benefits of the Model

Our experimentations bring to light the constituent role of cognitive technologies
(here, computers) in intellectual practices. Indeed, providing the readers with
new scholarly operations can lead to significant evolutions in such practices.
Since ideas and concepts are embodied in documents, knowledge appropriation
and diffusion tasks have to rely on concrete documents manipulation in order
to be performed. The model we have presented has been designed to allow the
materialization of the specific structures and connections a scholar may need
to establish and build to organize documents during his/her reading, according
to his/her interpretive methodology and to the ”interpretive conventions” of
his/her scholarly community. From this point of view, we can classify the benefits
of our model in two main categories : (1) the development of new scholarly
reading operations and their strong articulation with more traditional ones, (2)
the elaboration of hypermedia documents which are new semiotic forms that
cannot be manipulated without computers.

Widening the scholarly operations spectrum. In the experimentations
with philosophy students (see 5.1), we have expounded the fundaments of what
we could call an ”hypermedia reading chain”3.o Our generic model then acts as
a ”cement” in such a chain. Indeed, the generic objects (Material, Semantic
and Structural Entities, Selections, Links) it provides build up a ”mi-
lieu” inside which a wide spectrum of scholarly operations can be articulated,
regarless of the material nature of the involved contents. ”Traditional” schol-
arly operations (structuration, annotation, spatialization, description) can be
finely articulated, which provides a complete interpretive experience. Moreover,
the concepts of the model offer a coherent and convenient contents organization
from which publication tools can transform the corpus (or part of it) into dif-
ferent document formats, according to the needs: interactive presentations for
future readers, LATEX or OpenDocument files for written article preparation,
minimal software environments to share analytical results amongst peers. The
experimentations with musicologists have especially shown the scientific interest
of our model which enables to augment traditional score analysis operations and
to contribute to the elaboration of new ones. Thus, by emphasizing the need
of an open and generic model of reference, our approach favours the emergence
of new knowledge manipulation and diffusion practices. Beyond the multimedia
scholarly reading practices, our model intends establishing principles which can
be useful for more generic active reading practices. We can remark that after
twenty years of personal graphical desktop environments, operating systems still
lack from unified concepts for accessing documents in a more efficient way than
what common file management systems propose. The interoperability of docu-
ments and softwares could greatly benefit from a deep reflection on the essential
document cognitive operations (again, annotation, structuration, fragments de-
limitation and access, description, categorization, hyperconnection).
3 The word ”chain” connotes the idea of a reading ”path”, from the first appropriation

of the corpus to the publication of a structured comment.
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Building and interpreting new semiotic forms. The experimentations with
musicologists presented in section 5.2 illustrate the basis of our approach of
the hypermedia document elaboration and appropriation problem. Computers
make possible the construction of new ”species” of documents, such as hyperme-
dia documents (multimedia documents which are hyper-linked or synchronized).
Our model enables a reader to easily build such documents by connecting (with
Links) relevant instants in audio documents (SoundSelections) and relevant
zones in pictures (PictureSelections). The resulting documents are also semi-
otic forms carrying concepts and ideas, which are thereby susceptible to be inter-
preted. The generic scholarly concepts of the model (annotations structuration,
categorization. . . ) can then be put into practice, regardless of the nature of the
contents (see section 3.2).

6 Conclusion and Future Works

In this paper, we have presented a model and a complete personal environment
for supporting intensive reading operations on heterogeneous multimedia doc-
uments. They enable to better understand, comment and contextualize such a
reading material, and to prepare its sharing and critical discussion among a read-
ing community. Our approach consists in putting document authoring traditional
concepts into practice. These concepts — publication, resources files editing and
structuration, free creation/articulation/spatial layout of elements — enable to
design more efficient reading tools. New academic document practices can now
be explored, thanks to the genericity and the flexibility of our model. Moreover,
it makes the critical analysis of hypermedia documents possible.

The next step will be to provide the users with a built-in multimedia pub-
lication tool, in order to make them able to produce and to parametrize by
themselves structured and enriched presentations based on SMIL4 or Adobe
Flex formats. Such a device could enable the ”digital scholar” to have a com-
plete control on the whole reading process, from the appropriation to the critical
comment writing, publication and discussion.
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Abstract. E-learning is not perfect and it is difficult to construct adaptive 
e-learning websites. The effect of e-learning depends on different people; there is 
the lack of learning motives and the evaluation on individual learning effec-
tiveness is incomplete. Thus, the inappropriate use of e-learning will negatively 
affect learning. Knowledge acquisition is connected with the people’s personal-
ity and situation and significantly influenced by their personality traits, activities 
in the situation, environment and culture. Thus, with the result of workplace ap-
titude test, this study provides adaptive learning path for the employees under the 
influence of personality and situation, expects the employees in the firms will 
enhance individual adaptive learning upon adaptive mechanism, reduces com-
plicated learning path and constructs complete adaptive e-learning environment. 

Keywords: e-Learning, In-Service Training, Adaptive Computer-Assisted  
Instruction.  

1   Introduction 

In recent years, with the prevalence of internet technology and multimedia, more and 
more firms apply them to in-service training and intend to enhance the employees’ 
interest and learning effectiveness by mutual communication, vivid display and sound 
effect. Rapid development of e-learning and the progress of learning approaches aim to 
make learning simpler, more interesting and more effective. The learners should not 
feel satisfied with the classroom learning model upon textbooks or other written media 
and they must demand for professional courses, development of multiple learning 
activities and integration of varied media (flash cards, pictures, recorders, video play-
ers, computers, projectors, etc.). The original materials and training approaches should 
be broken through and employee-oriented adaptive courses should be developed to 
result in multiple adaptive learning and the learning model with multiple, vivid and 
personalized language without the limitation of space.  

There are many studies on personal adaptive learning and varied obstacles to con-
struct an adaptive learning website. For instance, learners tend to be lost in the internet 
during the learning process and excess connections will also become their burdens. 
Thus, “to be lost” and “cognitive burden” are the major problems of hyper media 
studies. Besides, teaching materials of most of the instruction websites are not flexible 
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and diverse. Even though there are rich teaching materials, the websites cannot provide 
proper ones to the learners according to their learning style and knowledge. In other 
words, these websites cannot teach the learners in accordance with their aptitude and 
provide adaptive materials.  

Thus, personal adaptive e-learning should still be improved. Likewise, the firms 
should also enhance e-learning introduced as in-service training for the employees to 
facilitate the employees’ active learning to the optimized learning model and personal 
adaptive learning. Therefore, this study intends to propose a corporate support system 
of computer-assisted instruction to allow the employees to clearly realize that the 
e-learning aims to enhance the employees’ work ability and reduce training cost by 
effective e-learning to ultimately accomplish the goal of long-term adaptive learning. 
This study attempts to construct a support system of computer-assisted instruction; 
thus, by saving the costs and time, the firms can recognize the learners’ potential, 
characteristics and abilities by workplace aptitude test in order to study the employees’ 
adaptive characteristics to provide proper learning and training when planning 
in-service training and thus allow the employees to develop the second profession 
according to their advantages. With regard to different learners’ characteristics (such as 
age, gender and educational background), this study shows teaching materials by XML 
semantic web and combines the learning effects upon knowledge management and 
XML semantic web. This study intends to function as the criterion for the adaptive 
learning introduction and educational training for the firms by these techniques in order 
to reduce complicated learning path and construct complete adaptive e-learning.  

2   Literature Review 

2.1   Advantages of e-Learning Introduction in the Firms  

Employee training by e-learning in business was the trend around the world. The ad-
vantages of e-learning for the firms included below: knowledge exchange among dif-
ferent regions, enhancement of knowledge spread of different areas with minimum 
time and costs; delivery of corporate task and new production information so that the 
salespersons and new employees could immediately obtain new production informa-
tion; rapid knowledge training, employee upgrading, enhancement of the employees’ 
professional fields and knowledge management training, rapid response to severely 
changeable environment and times; product training between upstream and down-
stream companies, etc. Besides, the benefits of e-learning for the firms involved the 
levels below: saving training cost was the basic motive of e-learning introduction for 
almost all firms; to reduce training time and accelerate the efficiency of employees 
training. In addition, knowledge management by e-learning could save and share tan-
gible and intangible knowledge and even construct new knowledge and thus it could 
create more values for the firms. Once knowledge was properly used and managed, it 
would enhance the employees’ work efficiency and product yield rate, reduce opera-
tional cost and even enhance product R&D knowledge, sales ability and business 
volume [1].  

In the development of e-learning, learning pattern changed from “portal websites”, 
“vertical websites” to “personal adaptive learning websites”. Learning patterns in the 
firms should meet the demands of different learners and sometimes learning content 
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should be changed according to learners’ situations, by experience learning instruction 
and learning, identification and use of learners’ experience; thus, the start and end of 
the courses would be more flexible. The learners could obtain maximum learning 
benefits in the shortest time upon rich online resources and media. This study intended 
to probe into corporate e-learning according to the employees’ personal needs, ex-
perience and situation and find if the firms could recognize the employees’ adaptive 
characteristic when planning educational training by workplace test to further arrange 
proper learning and training for the employees. In the future, the employees’ personal 
adaptive learning and effective training learning would significantly influence the 
operational effectiveness of the companies.  

2.2   Correlation between Learning Style and Workplace Aptitude Test  

2.2.1   Learning Style   
Learning style referred to the learners’ preference in the process of learning. The 
scholars suggested that it was the individual preference in learning. Some studies in-
dicated that learning style was the important index to predict computer end-users’ 
learning results. With regard to the learners with different styles, it was extremely 
important to select proper learning model as the training [2]. The scholars’ definitions 
on learning style were described below: 

Gregorc[3] indicated that the “style” of learning style referred to the individuals’ 
preference to adapt to the environment through inborn coding system, surrounding 
culture and subjectivity. It was the common characteristic of behavior and would not be 
changed with time, places, targets or content. The style would be shown by the indi-
viduals according to their preference. 

Huang [4] suggested that learning style was inherited and also affected by the en-
vironment. Some styles were stable and some would change with the environment. 

Su [5] generalized the following concepts with regard to learning style:  

(1) Learning style was constructed upon the interaction among individuals, cognition, 
affection, society and environment. 

(2) Learning style demonstrated the learners’ unique learning preference of inclination. 
There was no standard with regard to learning style which led to different evalua-
tions in different time and places. 

(3) Learning style was the learners’ strategy or preference when dealing with learning 
or problems. Different people had different styles. Thus, it was unique.  

(4) Learning style was developed in longer term and it could hardly be changed in short 
time. Thus, learning style was consistent and stable.   

Wu [6] generalized several major concepts of learning style:  

(1) Learning style referred to the learners’ special preference or inclination.   
(2) The preference could be inherited or influenced by the environment.  
(3) Each learner’s learning style was unique.  
(4) It was consistent and stable in learning situation. In other words, in short time, it 

would not be changed in short time.  
(5) It was fixed for learning content. In other words, learning style was the common 

characteristic of the individuals and it would not change in short time because of 
different learning content.   
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Keefe [7] defined learning style below: stable reaction of the learners in the interaction 
with the learning environment. It tended to involve individual cognitive pattern, af-
fective characteristics and physical habits.  

Many studies suggested that different learning models and research targets would 
influence learning style differently. The variables of learning style were indicated by 
the scholars below:  

Gregorc [3] suggested that when the teachers’ instruction could match the learners’ 
learning style, the learners’ ability would significantly reveal and they would not resist 
learning. In the contrary situation, earning, the learners’ ability shown would be dif-
ferent due to the difficulties and frustration.  

Clarina and Smith [8] indicated that learning style could lead to the learners’ 
learning types. The learners with different learning styles had different learning ap-
proaches. Thus, the learners with varied specialties could fulfill their talents in different 
fields.   

Upon the research of Kolb on learning style theory and different learning training 
measures, Bostrom [2] indicated that learners with different learning styles had dif-
ferent learning effectiveness with regard to software such as trial balance and e-mail.  

Garner indicated that the advantage to apply Kolb’s learning style was that the 
learning process would become clear and the learners would recognize different 
learning approaches in different stages. The said researcher also suggested that learning 
style theory was not supported in psychology and thus, it was limited in different  
applications.   

Based on Kolb’s learning style theory, Wang [9] studied the learners’ web page 
construction and demonstrated that the interaction between learning style and training 
significantly influenced learning performance.  

The study of Chen [10] on the relationship among adult online learners’ learning 
style, self-monitoring and learning effectiveness demonstrated below:  

(1) The performances of adult learners’ learning style, self-monitoring and learning 
effectiveness were excellent on current e-learning.  

(2) The individual variables (such as gender, age, educational background and occu-
pation) would influence adult online learners’ learning style.  

(3) Gender and educational background would affect the adults’ e-learning effective-
ness.  

(4) Learning effectiveness of adult learners with “assimilating” learning style was the 
most significant and that of adult learners with “converging” learning style was the 
most insignificant.  

(5) Self-monitoring of “searching learning data” was the most influential for e-learning 
effectiveness. Adult online learners’ learning style and self-monitoring could ef-
fectively predict e-learning effectiveness.  

Based on the definitions, theories and research findings of domestic and foreign 
scholars, learning style referred to the learners’ preference in the process of learning or 
the strategy when managing learning or other problems. Thus, it was unique. Many 
literatures also indicated that learners’ learning style in specific experience, observation 
and reaction result in new experience in abstract concept and action.  
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2.2.2   Workplace Aptitude Test  
Aptitude was an individuals’ inborn ability which was their learning ability. It included 
two categories: normal ability and special ability. The test allowed the participants to 
predict their future learning effectiveness. Thus, for planning the career, people could 
join in related aptitude tests to recognize their abilities and develop their potential. The 
test (aptitude test) was the most common one among ability tests. Aptitude referred to 
an individual’s potential ability before learning something. Aptitude test was used to 
measure the said ability. According to the scores, people’s possibility and learning 
ability on certain fields could be predicted.   

The scholars’ studies on people’s abilities demonstrated that the abilities among 
people were considerably different; besides, there was extremely significant inner 
difference in one person. Thus, without recognizing the advantages and disadvantages 
of the individuals’ abilities, it would be difficult to further understand them. The  
psychological tests were continuously developed and it focused on not only people’s 
intelligence, but also interpersonal relationship, motivation, emotional adaptation, 
interest, attitude, behavior and personality traits. They would enhance the recruitment, 
personnel arrangement, supervisor selection, career planning, educational training and 
employee consultation of the firms. Comparing with most of psychological tests, ap-
titude test was more suitable for the selection, arrangement, training, management 
diagnosis, employee guidance and career planning in the firms. Aptitude test aimed to 
evaluate the individuals’ personality traits and it was the important criterion for the 
companies.  

Based on above, the correlation between corporate workplace aptitude test and 
learning style would be different on different individuals. For instance, the extravert 
people with stable emotion would show significant e-learning effectiveness. Besides, 
the employees’ personal variables such as gender, age, educational background and 
occupation would also influence their e-learning effectiveness.  

2.3   Display of Corporate Adaptive e-Teaching Materials  

XML was a kind of meta-language which aimed to describe the content of the docu-
ments. The designer could define the documents by the tags. For instance, the name of 
the course in teaching materials was <course>, teaching approach referred to 
<teach-type>, dependency among teaching materials was <dependency>. The tags 
were considered as metadata. Semantic internet theory suggested that human beings’ 
memory and cognition was a network which included numerous nodes and relation-
ships. A node was a concept or fragmental information. It could be names, character-
istics or compete ideas. The nodes were connected by relationships which led to the 
paths. Thus, this study applied ontology to corporate educational training to fulfill the 
reuse by introducing ontology language in teaching material and base; besides, it also 
recorded the learners’ learning process and represented the process by structural on-
tology language, XML which became the base of semantic web and thus this study 
could easily use it to probe into the learners’ behavioral model and further provide 
personalized on-line learning.  
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3   Research Method 

This study designed a corporate support system of computer-assisted instruction, se-
lected one firm in Optoelectronics Industry upon the result of corporate workplace 
aptitude test and individual learning and learning style, provided adaptive learning 
upon individual situational learning process and further found the rules of the learning 
record. The research framework was shown in Figure 1.  

 

Fig. 1. Research framework 

Step 1: The British psychologist Hans Eysenck suggested that personality included two 
stability dimensions: introvert & extravert and stable & unstable. He further defined 
introvert and extravert stability of personality by 12 personality traits.  

 

Fig. 2. Personality includes two stability dimensions [10] 
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Table 1. Dimension of traits[11] 

Emotional 
stability / 

introvert and 
extravert 

Items Description 

Emotional 
stability / 

introvert and 
extravert 

Conclusion 

Low S: Social  

Activeness and adaptability in 
interpersonal relationship;  
enjoying making friends, being 
attractive and social lives  

Social  

Low A: Active  

Leading the opinions in the groups 
and active in terms of  
actions; feeling easy when  
speaking in front of others;  
willing to serve the group and 
hospitable 

High  

Low G: Generalship  

Quick and dealing with things 
rapidly; finishing many things in 
short time; doing things  
energetically and happily  

High 

Active 

Low R: Relationship  
Talkative, enjoying social lives 
and impulsive 

Social,  
impulsive and 
active 

Enjoy 
thinking  

T: Thinking  

Cautious; enjoy thinking;  
guessing others’ intention;  
pondering on difficult things; 
preferring planning things 

Not good at 
thinking 

Relationship 

Low Ag : Aggressive 
Self-oriented and impulsive; 
fighting against the attack;  
unfriendly to others 

High 
(self-oriented)

Low Co : Complain  
Unsatisfied with reality; critical; 
feeling that people do not  
understand them 

Complaining 
about reality 

More  
objective 

O: Objective 
Will not imagine things; practical, 
rational; accept the reality  

prejudice 

Social 
adaptability 

Low N: Nervous  

Sensitive to others’ comments; 
anxious when people are looking 
at them; changeable emotion; 
worry about trivial things 

High 

Low I: Inferior  
Lack of confidence; anxious about 
inferiority  

High 

Low C: Changeable  

Changeable emotion; their facial 
expression shows their feelings; 
emotionally impulsive 
 

High 

Low D: Depressive 
Melancholic, pessimistic less 
energetic and anxious  

High 

Emotional 
stability  
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Table 2. Description of five types of trait dimensions [11] 

Code Types Description Description of personality 

ES 
Extrovert and Stable  
Emotion 

Extravert and stable  
Emotion 

Jobs with frequent interpersonal  
relationships and more pressure, such as 
salespersons, managers, customer service 
personnel, etc.  

EU 
Extrovert and  
Unstable  
Emotion 

Extravert and Unstable 
Emotion 

Jobs with frequent interpersonal  
relationships but with less pressure. When 
the participants are younger, their  
emotional stability should be enhanced.  

M 
In the middle of  
Diagram 

Introvert and extravert ,
emotion is in the  
middle 

Jobs with middle level of interpersonal 
relationships and pressure, such as  
administration.  

IS 
Introvert and Stable  
Emotion 

Introvert and stable  
Emotion 

Jobs with interpersonal relationships which 
requires patience; such as R&D.   

IV 
Introvert and  
Unstable Emotion 

Introvert and Unstable 
Emotion 

Jobs with less interpersonal relationships 
and pressure. 

 
The advantages and functions of aptitude test for the firms are below:  

(1) Talent selection: the supervisors of personnel affairs can immediately acquire the 
information related to the employees’ personality to reduce the unnecessary inter-
view time and cost; properly selecting the talents by rapidly searching for the talents 
with personality matching different jobs.  

(2) Talent cultivation: The test result allows people with different aptitude advantages 
to develop the second profession; the employees can also analyze themselves and 
grow with this test; the test provides learning and training with adaptive teaching 
materials.  

(3) Talent use: It is the aptitude criterion for employee arrangement and selection; it 
considers the employees’ different aptitude advantages for career planning.  

(4) Talent keeping: it can guide the employees.  

This study probes into the cultivation of talents. For instance, “am I extravert, emo-
tionally stable, extravert or emotionally unstable? What is my learning direction? Do I 
have the potential to be the salesperson (accountant)? Am I nervous or impulsive? 
Posing good questions is the first step to lead to useful results of psychological tests. In 
varied tests, when the participants select the tests matching their conditions (such as age 
and educational background) and answering their worries, they will finally realize their 
real situations. 

Although there are many ways to recognize oneself and others, normalized psy-
chological tests will demonstrate more objective information for the participants.  

Step 2: This study classifies the information on the website and includes the tags which 
describe the content of each piece of information. For instance, the tag “business de-
partment of marketing office” is attached to “Liu H. L.”. Thus, it is obvious that Liu H. 
L. is the employee of business department of marketing office. This study can also 
involve many descriptions on the attributes of “Liu H. L.”, such as: <aptitude >, <age>, 
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<birthplace>, <learning process> and <performance >. This study shows the informa-
tion related to educational training teaching materials, system and the employees. Thus, 
the information can be used and easily be searched by other users to accomplish the 
purpose of reuse.  

In addition, currently, most of the information on internet is constructed in database. 
There are varied cases in database and many of them are repetitive for the learners. 
Likewise, when a person downloads one case for several times, it might be because that 
he forgets the saving. Thus, it should be considered as the same piece of information. 
Besides, when this study intend to find the specific rule of the learners’ downloading in 
certain period of time (such as on the same day), it must transform the downloading 
time, consider the limitation of the same day and turn the original time into simple date 
for further analysis. For instance, this study can construct the employees’ real experi-
ence and problem-solving process accumulated in the system in the documents in order 
to search for similar cases. When the solution of the case is replaced by better approach, 
the original solution will be renewed and it will be invalid. However, this study will not 
eliminate it to avoid losing the precious experience. This study then analyzes the em-
ployees’ knowledge and experience to find the effective learning strategy in the 
shortest time. Before comparing the cases, the employees can input the weights ac-
cording to the attribute indices they demand. Learning items which they are interested 
in can involve more weights. Thus, the cases searched will match their needs.  

This study aims to provide the employees’ personalized internet environment upon 
ontology. From the perspective of the employees, the display of user interface is upon 
“the employee guide system”. In other words, each employee has aptitude test at user 
interface. Based on test result, the system shows different order of teaching materials, 
the level of learning questions and cases with similar attributes in database needed by 
the employees. Knowledge base of “employee guide system” refers to “teaching ma-
terial model” and “the employee model”. This study described the information in these 
two databases by XML semantic web; with regard to “the employee model”, this study 
records “the employees’ basic information base” and “the employees’ learning proc-
ess”. The source of “the employees’ learning process” is based on “the journal of the 
employees’ learning process” sent back by the system. “Employee guide system” is 
based on the employees’ information in “the employee model” and ”teaching material 
model” for further analyzing the employees’ learning and related learning characteris-
tics and providing the employees’ adaptive learning, as shown below.  

 

Fig. 3. Process needed by the learners for browsing teaching materials in this system 
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Table 3. The employees’ online behavior recorded in the system 

No. Behavior Descriptions 

1 Aptitude test  
Recording the advantage, disadvantage and  
characteristic of the employee’s personality 

2 Learning process  Recording the employee’s background knowledge 
3 Learning starting time.  Recording the time 
4 Learning ending time  Recording the time 

5 
Time to browse certain  
lesson(web) 

Accumulating the time 

6 
Frequency to browse certain  
lesson(web) 

Accumulating the frequency 

7 Order to browse each lesson (web) Recording learning process 
8 Total time to enter the system  Accumulating the time 

9 
Total frequency to enter the  
system 

Accumulating the frequency 

10 Testing Questions 
11 The employees’ test scores Recording learning test 
12 Searching Key words searched 

 
Step 3: There are many cases in database and the indices for the description are based 
on many employees’ “employee learning record”. When this study decides the weights 
of similar cases, it can recognize more proper cases; after inputting the weight, this 
study calculates the similarity. For instance, the users select the attribute indices 
needed, such as “objective”, “social”, and “nervous” and adjust the weight of attributes 
by fuzzy. Thus, this study calculates the similarity of each piece of information and 
arranges the order to further show the top five pieces.  

Table 4. Attribute index 

Parameter Formula 
N (Number of indices)  

W I (Weight of each index)  

f I

i  (Case input)  
f R

i  (Case in database)  
),( ffSIM R

i

I

i  (Attribute similarity of “case input” 
and “case in database” in the index)  

∑
=

∑
=

×

n

i

n

i

i

R

i

I

ii

w

w ffSIM

1

1
),(  

 
For instance, the user selects the attribute indices needed, such as “objective”, “so-

cial”, and “nervous” and adjusts the weights of attributes by fuzzy: 0.9(extremely care) 
0.5(normal) 0.3(do not care). The calculation of similarity is below:  
 
Case: ES (extravert and stable emotion) and EU (extravert and unstable emotion) are 
substituted in the formula,   

SIM= 
3.05.09.0

0*3.00*5.00*9.0

++
++

=0=0% 



248 Y.-T. Chang, C.-Y. Lo, and P.-C. Chen 

Thus, this study calculates the similarity of each piece of information and arranges the 
order to further show the top five pieces. 

4   System Construction 

In order to collect the users’ learning record to analyze the learners’ learning process in 
the system, it is necessary to identify the employees. After the employees register, they 
will enter the system by their personal accounts. When they input the accounts and 
secret codes upon the confirmation of the system, they will have the aptitude test. This 
system evaluates the employees’ learning according to the result. It can not only rapidly 
and properly respond to the employees’ learning, but also objectively reveal their 
learning to provide appropriate learning path to meet their needs. It means to enter the 
learning system. The system will immediately search for the employees’ previous 
learning. When the employees finish the learning of the previous unit and will approach 
new learning, the system will guide them. After the employees finish the learning, they 
will enter the learning of the lesson. When the employees do not accomplish the 
original learning, the system will continue this lesson. In this learning system, the 
employees cannot randomly select all lessons on the website; instead, they should 
follow the order planned. It will prevent the employees from being lost on the websites. 
Besides, when the employees follow the learning schedule planned, their e-learning 
will match the traditional courses. With regard to the system, it can control the em-
ployees’ learning quality and they will follow the adaptive learning. The employees 
initially learn the basic concepts to be able to approach more difficult units.  

In this study, the system records the employees’ learning on the website in detail, 
such as the frequency and staying time. It will allow the experts to analyze the em-
ployees’ learning model and the system can construct the employee model (Student 
Model). The employees can also examine their situation and cognition through the 
learning process. The system records the employees’ learning on the website and al-
lows this study to analyze the influence of adaptive learning system on the employees’ 
learning. This system record the employees’ every connection with the teaching ma-
terials and the related learning paths to observe the employees’ adaptive learning path. 
Besides, the employees’ staying time at the teaching materials will also be recorded in 
the employees’ personal file.  

5   Conclusions 

Currently, e-learning mostly is not based on adaptive characteristic and everyone ac-
quires the same content. It will consume plenty of human resources to construct the 
proper content for individuals. Although it involves the characteristics of internet, it is 
simply the transformation of the past computer-assisted software. According to the 
employees’ individual learning, this study constructs employee learning model by 
simple computer-assisted system upon adaptive navigation support to enhance learning 
efficiency.  

This study aims to construct corporate support system of computer-assisted in-
struction by the original information devices of the firms. This study demonstrates the 
result of workplace aptitude test by XML. Upon the classification by XML, this study 
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can rapidly search for the related cases and data to share knowledge and pass the ex-
perience. Thus, the employees will immediately control the learning points and en-
hance learning ability and learning quality.  

The contribution of this study is constructing computer-assisted instruction system 
of small and medium enterprises by adaptive theory and low-cost tool to enhance 
learning effectiveness; in the future researches, the firms can apply more effective and 
precise aptitude test to obtain more reliable adaptive conditions as better learning 
conditions and paths of system decision and they can integrate the techniques related to 
new web language to show more complete situational e-learning system. 
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Abstract. With the society fast change, people are facing threat of various 
chronic ailments due to lack of effective sport. How to exercise in more effective 
way become important to the sports instruction, it’s also the key factor that foster 
people’s recreational sports become daily routine. Although the fundamental 
knowledge of sports instruction can be obtained from courses or books, expert’s 
instruction and experience is hardly to obtain especially in particular practice 
environment. Thus, the beginners tend to be lack of the expertise and information 
in order to exercise effectively. This study combines IT techniques and tradi-
tional sports instruction knowledge to construct an expert system of sports in-
struction in the field of recreational sports to solve the problems of traditional 
instruction (time-consuming and uneven quality of instruction). First of all, upon 
popular exercises, diverse training goals and physical fitness levels, this paper 
constructs the knowledge base with 324 flexible training courses and further 
obtains the figures of BMI, physical fitness and aptitude through user interface. 
By the establishment of fuzzy inference mechanism, this study intends to effec-
tively enhance the preciseness and accomplish the objective of interactive 
training courses. This paper will provide the new thinking of recreational sports 
instruction and the approach not only keeps the experts’ experience and knowl-
edge, but also solves the difficulty of the people’s exercise to finally fulfill the 
health lives.  

Keywords: Recreational Sports Instruction, Expert System, Fuzzy Inference 
Mechanism. 

1   Introduction 

1.1   Research Background and Motives 

Since there are more diseases such as obesity, high blood pressure and diabetes, the 
declination of the people’s physical fitness becomes significant. Most of the people 
cannot attain the professional knowledge of recreational sports instruction. Thus, they 
are not able to select the exercises to improve their physical fitness and they cannot 
effectively plan the training courses. Besides, when doing the sports, they tend to be 
injured because of the lack of information.  
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There are varied recreational sports. Since the system of this study aims to enhance 
the people’s physical fitness and healthy live and the targets are common people in the 
society, the researcher will eliminate the recreational sports which do not result in 
exercise effect and enhancement of physical fitness and those with high risk, require 
professional skills or which are less popular.  

Besides, when selecting the factors, the study will encounter the limitation of the 
uncontrollable factors, such as the weather, living environment and economy. After 
precise assessment, this study only analyzes and infers the objective figures such as 
“physical fitness” “BMI” and “individual aptitude” to lead to the most proper training 
course planning. 

2   Literature Review 

2.1   Physical Fitness and Sports Training  

Physical fitness was called “Leistungsfahigkeit” by the German, “physical aptitude” by 
the French and “physical strength” by the Japanese. In Taiwan, people tended to call it 
“physical fitness” [4]. It meant the physical ability to adapt to the environment. It was 
the base of physical activities and health. 

The test of physical fitness included the following performance: 1) endurance; 2) 
strength; 3) muscular endurance; 4) flexibility. The formula of modern Sports Training 
was based on three factors.  
 
(1) Intensity 
It was measured by the most proper individual heartbeat: 220-individual age x 
60%~80%, according to training objectives and physical fitness level.  
(2) Duration 
Duration referred to total time of aerobics with the most proper heartbeat.  
(3) Frequency 
With regard to physical fitness, except for the specific training objectives, the experts 
suggested the exercises for three to five times every week and 20-50 minutes every time 
upon the idea of physical and mental health and the most proper heartbeat.  

2.2   Expert System  

Expert System was also called knowledge system or knowledge-based system. It was 
one of the most popular topics in the field of artificial intelligence. At present, Expert 
System could assist the human beings with many complicated problems upon the 
knowledge and experience in the books and from the experts.  

Expert System could construct expert knowledge and experience in the specific 
fields. After the users input the needs and conditions, it could analyze, infer and lead to 
the expertise conclusion or suggestion. In fact, it was the computer system with the 
inference ability to solve the problems by the knowledge and experience saved. 

2.3   Fuzzy Inference  

Fuzzy inference meant to deal with imprecise knowledge by precise approach. In re-
ality, many thoughts could not be simply “supported” or “not supported”. Fortunately, 
Fuzzy proposed by L.A. Zadeh [5] could solve the problem. 



252 C.-Y. Lo, H.-I. Chang, and Y.-T. Chang 

There were fuzzy aspects in daily lives and fuzzy inference included four major 
processes: “Fuzzification”, “Fuzzy Inference”, “Fuzzy rule base” and “Defuzzification”.  

3   Research Design 

3.1   Design of Expert System Framework  

The development of the system included three stages-system analysis, design and 
practices. Thus, the system could be perfect and accomplish the goals. After analysis, 
the design and practice of this system would be fulfilled by the following:  
 
(1) Knowledge system 
This study first acquired knowledge in the books and expert experience and then 
transformed the knowledge into knowledge base of recreational sports by knowledge 
engineer and sub-system of knowledge acquisition. 

The design of recreational sport knowledge base was the core of knowledge system. 
There were varied recreational sports, strength training theories and sports training and 
only the training courses upon academic base could be the most effective.  
 
(2) User interface 
User interface was the most approachable part in the system. The users would be im-
pressed on the clear design of the forms and logic operation. Thus, the design should be 
cautious. 

(a) “Sub-system of user consultation”: after entering the system, the users filled in 
the forms according to the instruction in order to analyze and compare the figures. 
The interface of the forms would be based on clear design of Microsoft Visual Basic 
6.0.  
(b) “Sub-system of explanation”: it acquired the proper recreational sports and in-
struction for the users upon the rules of system inference and the connection with 
recreational sport knowledge base. The explanatory ability of the system should be 
enhanced to result in more precise inference. Thus, the users would be more willing 
to use this system.  
(c) “Sub-system of knowledge acquisition” could rapidly and structurally construct 
the knowledge base for future modification. The sub-system was upon Microsoft 
Visual Basic 6.0 and Microsoft Office Access 2003.  

 
(3) Fuzzy inference mechanism:  
The innovation of this study on recreational sport instruction was the introduction of 
Fuzzy which could further enhance knowledge expression and inference of the system. 
When expert system of recreational sport instruction dealt with the data of physical 
fitness, for the preciseness of the output result, “yes” and “no” inference decision 
would not be proper; instead, the interaction among the factors should be involved.  

Thus, only fuzzy inference which could transform semantic or semi-structure expert 
knowledge into the rules of fuzzy control for further fuzzy inference would thoroughly 
solve the problems of training objectives and course planning.  
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Fig. 1. Framework of Expert System of recreational sports instruction  

3.1.1   The Design of Knowledge Base of Recreational Sports 
The construction of knowledge base meant the knowledge engineer organized the 
expert knowledge and experience by proper knowledge expression skills. Continuous 
knowledge accumulation and reorganization could increase knowledge base and its 
value of reference, diagnosis, evaluation and suitability. Besides, complete knowledge 
framework planning was closely related to the preciseness of overall Expert System.  
 
(1) Selection of recreational sports 
Recreational sports in knowledge base should be common exercises which everyone 
could easily participate in. Thus, this knowledge base would be simple, useful and 
highly effective. Recreational sports in this study included three categories: 1) ball 
sports (6 items); 2) non-ball sports (7 items); 3) sports with specific strength training (7 
items). There were totally 20 sports items.  
 
(2) Planning of sports training courses according to training objectives and physical 
fitness level 
Based on three principle categories of physical fitness (endurance, muscular endurance 
and strength) which were the most important and meaningful, this study divided the 
above 20 exercises into 7 training objectives according to the results by expert training 
experience: (1) exercises to enhance endurance (11 items); (2) exercises to enhance 
strength fitness (7 items); (3) exercises to enhance muscular endurance (10 items); (4) 
exercises to enhance endurance and strength fitness (5 items); (5) exercises to enhance 
endurance and muscular endurance (7 items); (6) exercises to enhance strength and 
muscular endurance (6 items); (7) exercises to enhance endurance, strength and mus-
cular endurance (8 items). There were totally 54 items.  
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Training courses of 54 items were further designed according to the levels of the 
users’ physical fitness. For instance, with regard to the bicycle, upon different training 
approaches, there were 5 training objectives. With 3 levels of physical fitness, there 
would be 15 different training courses. With flexibility training courses, this knowledge 
base included 324 kinds of training course planning for the participants with different 
physical fitness.  

Table 1. Recreational sports of 7 strength training objectives 

 endurance
training

Strength
training

Muscular
endurance

training

endurance and
strength
training

 endurance and
muscular endurance

training

Strength and
muscular endurance

training

endurance, strength and
muscular endurance

training

1. stair climbing 1.push-up 1. leg exercise 1. dodge ball 1. jogging 1. 60-m running 1. bicycle

2. running and walking 2. bottom exercise 2. back exercise 2. tennis 2. hiking 2. swimming (short distance2. badminton

3. badminton 3. jumping 3. waist exercise 3. badminton 3. swimming (long distance)3. table tennis 3. tennis

4.basketball 4. volleyball 4.bicycle 4.volleyball 4. rope skipping 4. bicycle 4. basketball

5. bicycle  5. badminton 5. badminton 5.dancing 5. badminton 5.badminton 5.volleyball

6. swimming(long
distance)

6. swimming(short
distance)

6. basketball 6. bicycle 6.volleyball 6.swimming

7.jogging 7. dodge ball 7.swimming 7.basketball 7.dancing

8. hiking 8.jogging 8.rope skipping

9.dancing 9.hiking

10. rope skipping 10. rope skipping

11. dodge ball  
 
(3) Including the characteristic analysis of recreational sports in knowledge base:  
This study included the remarks such as training purpose, operational principle, atten-
tion, age and principle of physical fitness in knowledge base so that the users could 
recognize the essence of the exercises that would be more interested and prevent the 
injury due to the unfamiliarity with the operation. Characteristic analysis of recrea-
tional sports resulted in useful knowledge and thus the participants would not be  
injured or have long-term injury. They would cultivate the good habit of life-long 
exercise and it was one of the concepts of this expert system.  

3.1.2   Design of User Consultation and System Inference Decision 
Simple input forms in sub-system of user consultation aimed to result in three catego-
ries of analysis and inference figures.  
 
(1) BMI 
The users were asked to input the data such as gender, age, body, weight for the cal-
culation of weight-height index suitable for the teenagers and “standard weight ” 
suitable for the adults in order to classify BMI.  

(a) For the “obese” users according to the analytical result of individual BMI, this 
study suggested the exercises of endurance training with significant effect.  
(b) For the “thin and weak” users according to the analytical result of individual 
BMI, this study suggested the exercises of strength training to enhance the muscle.  
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Fig. 2. Decision process of the system  

(c) The users in the categories of “skinny” “normal” and “fat”, upon the following 
“individual physical fitness”, this study would continue the analysis and training 
suggestion by “fuzzy inference”.  

 
(2) Individual physical fitness 
It aimed to obtain the figures for physical fitness analysis in the system. In this study, 
there were four categories of age: “7~8 years old”, “9~12 years old”, “13~23 years old” 
and “24~65 years old”. Different measurements and figures input were required for 
different categories. 

This critical step of sports instruction aimed to provide more precise inference by 
effective and flexible approach. Thus, only by “fuzzy inference”, the knowledge of 
Sports Training knowledge would lead to the training objectives needed by the users 
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the most. This study would analyze the levels of users’ physical fitness and finally save 
the inference results in working memory. The design of fuzzy inference will be de-
scribed in section 3.1.3.  
 
(3) Individual aptitude 
Aptitude would significantly influence the selection of the types of recreational sports. 
If the system could analyze the users’ aptitude and recommend the exercises according 
to their aptitude, the participation would be more interesting and the users’ motives 
would be enhanced.  

This study designed the checking and filling-in forms to obtain the figures: 
“checking for individual personality traits”, “checking for personal favorite exercises” 
and “filling in other favorite exercises”. Individual aptitude indices were “extravert”, 
“extravert inclination”, “introvert inclination” and “introvert”. According to these four 
categories of personality traits and fuzzy inference results in working memory, Expert 
System would recommend the suitable exercise and training courses for the users.  

3.1.3   Design of Fuzzy Inference 
This paper initially analyzed users’ physical fitness by fuzzy inference. First of all, this 
study constructed the rules of Fuzzy Control according to Sports Training knowledge in 
the books and of the experts and output the suitable exercises and training courses upon 
fuzzy inference engine. The steps of process were below:  
 
(1) Definition of variables of fuzzy inference 
According to the training objectives, the exercises in system knowledge base were 
divided into 7 categories, as shown in Table 2:  

Table 2. Codes of strength training objectives  

No. Code Items to enhance physical fitness  
1 EE endurance  
2 SS Strength  
3 MM Muscular endurance  
4 ES endurance +strength  
5 EM endurance +muscular endurance  
6 SM Strength +muscular endurance  
7 ESM endurance +strength +muscular endurance  

 
(2) Definition of “fuzzy partition” of fuzzy inference 
Three input variables (S, M, E) represented the data of users’ strength, muscular en-
durance and endurance. Norm of physical fitness was conversed according to the per-
centage. Thus, three variables were transformed in the range (-10~10). 

Fuzzy partition of three variables was based on Fuzzy Sets (Low, Middle and High). 
Low meant the users’ physical fitness was low; Middle meant medium level and High 
meant high level. Fuzzy partition was shown in Figure 3.  
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Fig. 3. Fuzzy partition 

(3) Construction of “Fuzzy Rule Base” of fuzzy inference 
The construction of Fuzzy Control rules was based on the literatures and experts’ 
knowledge and experience, as shown below:  
 

Ri: If S is Ai
1 and M is Ai

2 and E is Ai
3 then out is Bi 

i: number of control rule  
S, M, E: Input variables of thesis  
Ai: Fuzzy Sets   
Bi: Output variable of inference  

 

This study designed fuzzy system with three input variables (S and M and E) and one 
output (EE or SS or MM or ES or EM or SM or ESM). The control rules are shown as 
following examples:  

 

R1: if S is Low and M is Low and E is Low then output is ESM 
R2: if S is Low and M is Low and E is Middle then output is SM 
R3: if S is Low and M is Low and E is High then output is SM 
R4: if S is Low and M is Middle and E is Low then output is ES 
R5: if S is Low and M is Middle and E is Middle then output is SS 

 

(4) Norm percentage conversion of physical fitness 
Using a 12-year-old male student as an example, the student input the figures of “in-
dividual physical fitness”: standing long jump (S)149cm, sit-ups (M) 32 times/60 
seconds, 800-m running and walking (E)228seconds. After conversing the students’ 
norm by the following formula, S=-3, M=-2, E=4.  

Norm percentage conversion:  

Y: Physical fitness figures of input of “individual physical fitness analysis”.  
m: Minimum figure of physical fitness norm of the age range.  
M: Maximum figure of physical fitness norm of the age range.  
X: Standard figure (-10~10) of physical fitness after the conversion.  

 

(5) Calculation of the corresponding membership of triangular membership function 
This study calculated corresponding membership by triangular membership function of 
Fuzzy. The formula was shown below: 

 

Fig. 4. triangular membership functions 
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In figure 4, when e is at the right of triangular membership function, the corre-

sponding membership is:  

when e is at the left of triangular membership function, the corresponding membership 

is:  

Range of membership is 0~1. Larger membership indicates high level of correlation. 
(a) S= -3:  
Membership of “Low fuzzy partition” of Low physical fitness: 
Low(-3)=(0-(-3))/(0-(-5))=3/5=0.6 
Membership of “Middle fuzzy partition” of Middle physical fitness:  
Middle(-3)=(-3-(-5))/(0-(-5))=2/5=0.4 
(b) M= -2:  
Membership of “Low fuzzy partition” of Low physical fitness: 
Low(-2)=(0-(-2))/(0-(-5))=2/5=0.4 
Membership of “Middle fuzzy partition” of Middle physical fitness:  
Middle(-2)=(-2-(-5))/(0-(-5))=3/5=0.6 
(c) E= 4:  
Membership of “Middle fuzzy partition” of Middle physical fitness:  
Middle(4)=(5-4)/(5-0)=1/5=0.2 
Membership of “High fuzzy partition” of High physical fitness: 
High(4)=(4-0)/(5-0)=4/5=0.8 

 
(6) Fuzzy inference  
Only the following control rules (R2, R3, R5, R6, R11, R12, R14 and R15) would 
influence system control. This study calculated the correlation of these control rules by 
“max-min operation”.  
 

(a)Correlation with Rule 2: W2=min{ Low(-3), Low(-2), Middle (4)}=0.2 
(b) Correlation with Rule 3: W3=min{ Low(-3), Low(-2), High(4)}=0.4 
(c) Correlation with Rule 5: W5=min{ Low(-3), Middle(-2), Middle (4)}=0.2 
(d) Correlation with Rule 6: W6=min{ Low(-3), Middle(-2), High(4)}=0.6 
(e) Correlation with Rule 11: W11=min{ Middle(-3), Low(-2), Middle (4)}=0.2 
(f) Correlation with Rule 12: W12=min{ Middle(-2), Low(-2), High(4)}=0.4 
(g) Correlation with Rule 14: W14=min{ Middle(-3), Middle(-2), Middle (4)}=0.2 
(h) Correlation with Rule 15: W15=min{ Middle(-3), Middle(-2), High(4)}=0.4 

 
(7) “Defuzzification” resulting precise training objectives 
Precise output of fuzzy inference could be obtained by “Defuzzification”. The example 
of the calculation was shown below:  

 

Rule 2: W2=0.2, Out=SM, 0.2 SM 
Rule 3: W3=0.4, Out=SM, 0.4 SM 
Rule 5: W5=0.2, Out=SS, 0.2 SS 
Rule 6: W6=0.6, Out=SS, 0.6 SS 
Rule 11: W11=0.2, Out=MM, 0.2 MM 
Rule 12: W12=0.4, Out=MM, 0.4 MM 
Rule 14: W14=0.2, Out=ESM, 0.2 ESM 
Rule 15: W15=0.4, Out=SM, 0.4 SM 
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“Defuzzification” result demonstrated that SM weight was 1, SS weight was 0.8, MM 
weight was 0.6, ESM weight was 0.2. Fuzzy inference engine treated SM with the 
highest output weight (“strength and muscular endurance”) as the exercise of training 
objectives.  
(8) Analysis of users’ physical fitness: 
Fuzzy inference engine defined training objectives upon SM and it must further define 
the users’ physical fitness level of SM in training course planning to suggest the proper 
training courses. 

(a) After “norm percentage conversion”, strength (S)= -3, muscular endurance (M)= 
-2, mean = -2.5. 
(b) Based on fuzzy partition in Figure 3, definition range of physical fitness level 
was in Table 3. 
(c) According to the table, physical fitness level was defined as “Middle physical 
fitness”. 

Table 3. Definition range of physical fitness levels 

Physical fitness levels Range of mean  

High physical fitness  mean >2.5 

Middle physical fitness -2.5<=mean <=2.5 

Low physical fitness  mean <-2.5 

 
After “fuzzy inference”, Expert System of recreational sports instruction saved 
“training objectives upon strength and muscular endurance” and “Middle physical 
fitness” in working memory for the following inference. 

3.2   System Modification and Function Extension  

(1) Design of system feedback 
In order to allow this system to more precisely meet the reality and match the change of 
times, this study would design feedback sheet for the users and further save their sat-
isfaction and suggestion as the criteria of inference modification, system renewal and  
modification of knowledge base. 
(2) Design of checking function of recreational sports 
The function was the practical extension of Expert System of recreational sports instruc-
tion in this study. Some users had their favorite or long-term regular exercises; however, 
they did not know how to plan the training courses. Thus, with this checking function, the 
system would plan the training courses suitable for individual physical fitness. 

4   Experiment Design 

This study proposed the suggestions according to the students’ individual conditions by 
initial model of Expert System of recreational sports instruction in order to improve the 
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students’ physical fitness and function as the criterion for system evaluation and 
modification.  
 
(1) Research targets:  
Using the primary school education in Taiwan as an example, this study first selected 
one class for the experiment and treated the students with inferior physical fitness and 
needed physical fitness planning as the targets.  
(2) Training courses by Expert System of recreational sports instruction:  
In the constructed initial system, this study obtained the individual training course 
planning according to the individual students’ figures input.  
(3) Physical fitness training according to the courses suggested by Expert System:  
The students were allowed to select the favorite exercises from several suggested 
courses. Thus, the study only had to arrange the training time with instruction ac-
cording to the courses output from the system and further conducted the posttest after 
the end of the training cycle.  

The approach could provide more effective consultation and assistance for strength 
training personnel, reduce the dependency and needs for the experts and rapidly control 
the direction key points of sports instruction.  

5   Validation and Results 

5.1   Improvement of the Physical Fitness 

After the cycle of the targets’ physical fitness training, this study compares the results 
before and after the training in posttest of physical fitness with regard to “BMI”, 
“flexibility” and “physical fitness” and investigates the targets’ satisfaction, as shown 
below:  
 
(1) BMI improvement 
The targets upon the losing-weight courses suggested by this system obtain “5.30% 
improvement” in average. Comparing with the targets without treating losing weight as 
the training objective (average improvement -2.87%), the former reveals the effect of 
improvement.  
(2) Improvement of flexibility  
The targets upon the flexibility training suggested by this system obtain “15.74% im-
provement” in average. Comparing with the targets without treating flexibility as 
training objective (average improvement 2.34%), the former reveals the effect of im-
provement..  
(3) Improvement of three categories of physical fitness 
The targets have training courses according to the inferred training objectives. The 
result of posttest demonstrates that the targets upon strength training objectives sug-
gested by this system obtain “12.87% improvement” in average. Comparing with those 
without physical fitness as training objectives (5.29%improvement), the former reveals 
the effect of improvement. 
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(4) The targets’ satisfaction survey 
After the training cycle and posttest of the targets’ physical fitness, this study conducts 
questionnaire survey on the targets’ satisfaction. Total average satisfaction is 77% and 
it demonstrates that users are willing to participate in the exercises by the suggestion of 
the system and they are satisfied with the improved physical fitness.  

6   Conclusions 

In order to achieve the effect of recreational sport, people required expertise for 
choosing the sport and instruction. However, most of people spend time for sport 
without expertise. Thus, this study firstly introduced the approach of artificial intelli-
gence and developed the expert knowledge-base that construct system framework. The 
study then analyzed the users’ varied complicated factors by “fuzzy inference” to fur-
ther suggest the plans of recreational sports instruction in order to improve physical 
fitness. It is not only solved the difficulty of selection of appropriate recreational sports, 
but also instruct the learning direction while people lack of knowledge to the particular 
sport. By proper course design, people could efficiently obtain the sport instruction for 
improving their regular exercise habit.  

With regard to Sports Training and instruction, this study intends to propose a model 
and approaches to further facilitate the people’s exercise habits. Thus, everyone can 
have proper recreational sports at any time and any place upon objectives and plans to 
further develop regular exercise habit and enhance physical fitness, prevent the dis-
eases and ultimately enjoy healthy lives. 

In the future, the study would further emphasized the consolidating expert knowl-
edge-base for the system overall preciseness. It will also plan customized interface and 
function with regard to different groups and benefit more exercisers or Sports Training 
researchers by online system. 
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Abstract. By means of exposing the intrinsic relationship between home
Ambient Intelligence(AmI)application system and its base network in-
frastructure, the paper puts forward a solution of adaptive home AmI
network infrastructure by using 6LowPANUPnP and OSGi technologies.
The novel model supports heterogeneous devices dynamic joining, Mul-
tiple Control Center automatic switching, uniform service & controlling
and has good mobility. According to the solution, the methods for imple-
menting the architecture and its sub-systems, as well as the technology
theory for it are presented. At last, a prototype system based on Jn5139
6LowPAN is designed.

1 Introduction

Today, information devices are rapid developing along the trend of miniature,
wireless, embedded and mobile, and also speedup entering everywhere of the
physical spaces. People will live in intelligence information spaces which are
made up of heterogeneous electronic devices at anytime in anywhere. While
enjoying all kinds of services, end-users, especially the home users, are facing
great challenges: they have little or no special knowledge about the comput-
ers and networks, but have to choose, deploy, integrate and operate most of
the products and technologies in their home[1]. This reveals the shortcoming of
traditional computing model: computer-centered and people must adapt to the
system, which keeps many information devices out of home.

To solve the problem, many researchers are interested in the next generation
computing model: Ambient Intelligence. It is a vision on the future of consumer
electronics, telecommunications and computing that was originally developed in
the late 1990s for the time frame 2010-2020[2]. The most important thing in
AmI systems is to “make the system adapt to people”, as opposed to “people
adapting to the system”[3], so the system is human-centric. AmI is becoming a
hot research field[3,4,5,6,7], but designing and realizing an adaptable home AmI
network platform is of great difficulty because of the following challenges:

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 263–272, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



264 Z. Hui-bing and Z. Jing-wei

1) Self-organization and extensibility: In home, all kinds of devices are
huge differences. Heterogeneous devices’ self-organization and extensibility
under “zero-configuration” are important for AmI applications.

2) Depth embedded and mobility: Telemedicine is becoming more and more
popular[8]. To meet the requirement, wearable medicine devices must be im-
plemented in the form of depth embedded, networked and mobile connected.

3) Dynamic discover and obtain services: To the layman, especially elder,
it is important that the information devices can automatically discover and
send services to the user by a simple and uniform mode.

4) Remote management and distribute services: If device manufacturers,
telecom operators and service providers can manage and distribute services
through the Internet, its corresponding costs will be huge substantially re-
duced and the end-users will be greatly facilitated.

To settle the above challenges and provide an advanced infrastructure for home
AmI application system, the paper designs an adaptable network platform based
on IPv6[9,10], IPv6 over Low power Wireless PAN(6LowPAN)[11], Universal
Plug and Play(UPnP) [12] and Open Service Gateway initiative (OSGi)[13], etc.

The remainder of this paper is organized as follows: Section 2 introduces the
related technologies and works; Then we present an adaptable home network
infrastructure and detail the realization methods, technology theory, application
scenario in the section 3; Section 4 designs a simple prototype system based
on Jn5139 6LowPAN development kits; At last, conclusions are elaborated in
section 5.

2 Related Technologies and Works

2.1 UPnP and OSGi

UPnP is a protocol architecture which is for pervasive peer-to-peer network con-
nectivity of networked appliances, audio and video equipment, sensors/actors
and PCs of all shapes and sizes whether they use wire or wireless transmission[14].
In order to support “zero-configuration”, invisible networking and automatic
discovery for heterogeneous devices, UPnP provides a flexible, standardized and
easy-to-use scheme for networked devices. This means device can dynamically
join the network, automatically obtain IP address, advertise its services, dis-
cover other devices’ services and leave the network “elegantly”, all of which are
automatic[12]. Microsoft claims that UPnP will be extended to every appliance
in the home, and will become a necessary architecture, protocol and interface
for PC applications and intelligent appliances’ interoperability.

OSGi technology is universalmiddleware. It provides a service-oriented, compo-
nent based environment for developers and offers standardized ways to manage the
software (known as bundles) lifecycle. OSGi aims at providing a unification, open
and administrable environment for services providers, developers, network man-
agers and devices manufacturers, so make them can develop, deploy and manage
services in the network in the light of universal model. OSGi-compliant devices can
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download, install, update and remove the bundles without influencing the current
running bundle in a dynamic and scalable fashion[13]. So it can not only provide
personalization services but implement the remote management.

In addition, OSGi implements devices and services discovery methods across
different technologies, so other industry-standard discovery technologies (e.g.,
UPnP and Jini), can be integrated into OSGi framework by using OSGi’s Im-
port/Export mechanism. The services and devices which register in the OSGi
framework can be exported to a local network, so the devices and services in the
local network can use them by its local discovery methods; Similarly, the devices
and services which are discovered by local technology also can be impored into
the OSGi framework, so they can be represented as OSGi’s valid entities[15].

From the above discussions we can know that UPnP only takes charge of
devices and services’ declaration and makes the discovery dynamically, while the
OSGi provides a platform for bundles (services) to execute by a well defined and
managed environment. OSGi can use the UPnP to find the networked devices
and services. So OSGi and UPnP can cooperate tightly to realize the devices’
automatic discover, communicate with each other and the bundles’ dynamic
deploy, execute.

2.2 IPv6 and 6LowPAN

As a key for next generation Internet, IPv6 has many advantages: gigantic IP
address space, better mobility (include NEMO), network self-organization, QoS
and security, etc. Especially due to its hardly unlimited address space, mobility
and self-organization characters can reach all the requirements of adaptable home
network.

6LowPAN protocol defines how to enable IPv6 packets to be carried on IEEE
802.15.4 wireless networks. In order to achieve wireless sensor network (WSN)
based on IP protocol, 6LowPAN takes up with mutual-operation between IPv6
and 802.15.4 by using IEEE802.15.4 for its MAC and PHY layer and IPv6 proto-
col stacks for the layers above the MAC. 6LowPAN can help to improve WSN’s
nodes mobility and enable the nodes can be accessed directly from the Internet
and vice versa. At the same time, 802.15.4 has obvious advantages than current
technologies for home control. So introducing 6LowPAN is a good solution when
we design the adaptable home network platform.

2.3 Related Works

In recent years, many intelligence environment architectures have been proposed
by some well-known research institutions: [8] used OSGi, UPnP and Zigbee to
implement a wireless ubiquitous home healthcare environment; [16] put forward
a 3-layer smart-home architecture which is constituted by gateway operator, re-
gional management center and home gateway. In their work, OSGi, UPnP and
agent were used to achieve automation of services discovery, registry and man-
agement in home gateway; [17] implemented service discovery and management,
dynamically deployed software and communicated with heterogeneous networks
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based on OSGi and mobile-agent; [18] adopted OSGi and OWL-S to achieve ser-
vice discovery and transfer among multi-OSGi framework; [19] realized a service-
oriented, peer-to-peer smart-home platform by means of OSGi and multi-agent.
From the aforementioned researches we can find: (1) OSGi is the mainstream
technology; (2) Most of the researches focus on the smart-home from the point
of home gateway; (3) Some projects are complicated and low efficiency; (4) In-
telligence nodes lack mobility; (5) Adopting the single point control model based
on the home gateway will cause single point failure; (6) All of the work don’t
mention the uniform control and service.

“Using 6LowPAN UPnP and OSGi to Implement Adaptable Home AmI net-
work Platform” has some similar with these aforementioned works, what the
main differences are follows: (1) Implementing a Multiple Control Center (MCC)
which can dynamically switch based on OSGi and UPnP; (2) Introducing the
IPv6 and 6LowPAN into the home network to realize the home uniform con-
trol and mobile telemedicine; (3) providing mobility and direct access ability by
using IPv6.

3 AmI-Oriented Adaptable Home Network Infrastructure

According to the requirement of home AmI application system, we put forward
an adaptable home network infrastructure by using 6LowPAN, UPnP and OSGi
technologies. As seen in Fig.1, it makes up of 4 subsystems: MCC, mobile wear-
able telemedicine & sensor, home uniform control, home office & safety. This
platform can support the AmI applications successfully.

3.1 Multiple Control Center

The architecture of traditional home network is single control center by only us-
ing one home gateway, all of the operations must be transferred by the gateway

Fig. 1. AmI-oriented adaptable network platform
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[8,16,20], which not only causes the single point failure[19] and communication
delay, but also augments the costs and communication layers. Therefore, we pro-
pose a MCC architecture based on multi-OSGi, the MCC has two components:
Fixed Control Center (FCC) and Portable Control Center (PCC), as shown in
Fig. 1. FFC is similar to traditional gateway, which is responsible for communi-
cation between home network and Internet, remote management and dynamic
deploy bundles. At the same time, networked devices in home can be directly
accessed from Internet without parsing home gateway because they are based on
IPv6 and UPnP protocols. PCC acts as both a client and a control center. On
the one hand, it can access the home networked device through the FCC when
it out of home; on the other hand, it can also act as a local control center and di-
rectly access the device when it in home. FCC and PCC have the similar 5-layer
model, as described in Fig. 2. The two lower layers are responsible for network
connecting and communication, while the above three layers are responsible for
device and service’s description, discovery and management.

Due to the OSGi framework, FCC and PCC can download, install and ex-
ecute bundles automatically. So they could not only implement remote control
and management, but also enable the services transfer among FCC and PCCs
dynamically: when a PCC enters into the network environment, the FCC can
sense it and download some services to the PCC from its framework, then the
PCC can use the home network’s devices and services directly.

In order to cooperate with local UPnP network’s device, UPnP service bundle
has been installed in the FCC and PCC’s OSGi framework, as seen in Fig. 2.
This bundle can map UPnP network’s devices and services into the FCC or
PCC’s OSGi platform by using UPnP Import-Service, so they can appear as
OSGi native entities; Similarly, FCC or PCC can export their UPnP-compliant
entities to the UPnP network and enable them become virtual UPnP devices.

Fig. 2. FCC and PCC components model
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3.2 Wearable Telemedicine and Sensors

With the growth of telemedicine technology, wearable telemedicine with network
capability will be the essential ingredients of the home network. But how to auto-
matic connect, discover these devices will be an imperative and difficult matter
for researchers. [8,21,22] put forward three solutions to connect telemedicine
from different points, however there are some deficiencies: complex structure,
lack mobility, incapable of direct access node, etc. In order to achieve capability
of IP based mobility and compact architecture for AmI-oriented electronic med-
ical device, we design a new solution based on 6LowPAN and UPnP, which is a
7-layer architecture, as seen in Fig. 3.

In the model, MCU and RFIC layer provides the basic function for computing
and wireless communication. PHY and MAC layers support signal transmission
with low rate, low power and short distance based on IEEE 802.15.4 protocol.
The 6LowPAN adaptor layer bridges IPv6 layer and MAC layer by its packet
header compress, packet fragmentation and combination function, etc. The UDP
and IPv6 layer is a tailored protocol stack which only the essential parts are
reserved. The HTTU/UPnP layer is also a tailored protocol which makes the
wearable device only appear as a controlled UPnP device. The APS is a user
application layer.

By using the 7-layer model, we can implement a 6LowPAN and UPnP based
telemedicine device which cooperates with other devices on the UPnP network.
Other sensors can also use this 7-layer model.

3.3 Home Control

To implement automatic connecting and dynamic service discovery, home elec-
tronic appliances are connected to the network directly or through adapters.

Fig. 3. Wireless telemedicine device architecture



Using 6LowPAN UPnP and OSGi 269

They adopt the architecture same as the telemedicine device’s, so they can be
controlled in a uniform mode by using the 802.15.4 radio frequency technology.
FCC or PCC can directly control them by using the global unique IPv6 address.

3.4 Home Office and Entertainment

Different from the medical device and home control, home office and entertain-
ment have enough computing ability, memory capacity and high communication
rate, etc. IEEE 802.11, IPv6 and UPnP are often the default configuration. So
they can be used in the adaptable network without additional technology.

3.5 Application Scenario

Fig. 4 details a typical application scenario, where a remote terminal accesses
the UPnP service through OSGi platform. It bands together related subsystems
seamless.

When the wearable medical device (blood pressure meter) with UPnP function
appears in UPnP home network, it first obtains an IPv6 address by address
automatic configure protocol, then advertises its service(Blood-Pressure Service,
BPS) over the network, the UPnP control point (CP) can deal with the BPS.
In this scenario, the FCC acts as the UPnP CP. OSGi based FCC can detect,
analyze and register the BPS because the UPnP base driver bundle has been
installed in OSGi framework. After that, the BPS is turned into the OSGi native

Fig. 4. Intelligence terminal accesses UPnP device
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service by using the UPnP driver’s Import-service; next, the OSGi’s service
registry can register it in the service database. Now, the UPnP BPS appeares as
a OSGi native service and the other OSGi services, for example telemedicineApp,
can discover, invoke it by usual means. When the remote intelligence terminal
wants to inspect the blood pressure, it sends a request to the HTTP Service,
then the HTTP Service can respond to the request through sending current blood
pressure value to intelligence terminal by cooperating with related service.

4 A Simple Prototype System

According to the proposed solution for the adaptable network architecture, we
have designed a prototype system by using the Jn5139 6LowPAN development
kits[23,24], as shown in Fig. 5. The wearable blood pressure meter is made
up of wireless node and blood pressure meter. The measure values of blood
pressure are sent to wireless node through serial port; FCC is made up of wire-
less access point (WAP) and PC, the WAP and PC are connected by Ethernet
network. In addition, the OSGi framework is deployed on the PC and the tai-
lored UPnP/HTTPU protocols is deployed on wireless node (WN). The remote
client can access FCC through Internet. Between the WN and WAP is 6LowPAN
network.

Fig. 5. Jn5139 6LowPAN based prototype system

5 Conclusion

In this paper, we have analyzed some disadvantages of the traditional smart-
home network infrastructure and then have proposed an AmI-oriented adaptable
network platform by using the 6LowPAN, UPnP and multi-OSGi. This model
not only supports the common functions but also provides novel AmI applica-
tions: MCC’s dynamic switching, unify controlling by 802.1.5.4 technology and
mobility access of wireless wearable nodes, etc.

But this adaptable infrastructure is the first step, in the future researches,
we will focus on the protocol’s tailor and its optimization, for example the
IPv6 protocol; we will also design and implement some appropriative and in-
tegrated devices, such as 6LowPAN based wearable blood pressure meter, OSGi
and 6LowPAn based FCC.
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Abstract. To save bit-rate, texture synthesis can be employed in video coding 
to generate similar texture instead of encoding the texture region. Without mean 
squared error (MSE) as the distortion criterion, high quality but different texture 
can be synthesized with few bits. One key problem that embarrasses the appli-
cation of texture synthesis in video coding is the annoying artifacts. In this  
paper, we describe a new synthetic region selection strategy which can simulta-
neously save bit-rate and avoid the annoying artifacts. Our method is based on 
low frequency consistent. That is, a low resolution version of video sequence is 
coded and sent to the decoder side, and the texture synthesizer should strictly 
accord with the decoded low resolution picture. In the high resolution layer, 
structure and sampler blocks are identified and encoded using MSE as the  
distortion criterion. We implement our scheme in JSVM and the bit-rate saving 
account to 18% compared with SVC with the same subjective quality. 

Keywords: Intra prediction, texture synthesis, low frequency domain consistent. 

1   Introduction 

Video compression is one of the hottest research areas that have received considerable 
attention over the last few decades. Various techniques, such as motion compensation, 
intra prediction and transform are employed in the state-of-the-art video coding stan-
dards, which regard the compression as a signal processing task, to exploit statistical 
redundancy based on the MSE criterion. Focusing on pixel-wise redundancy rather 
than perceptual redundancy, the types of redundancies exploited by these video coding 
schemes are rather limited. The second generation image and video coding attempt to 
identify features within the image and use the features to achieve compression. All 
second-generation techniques incorporate properties of the human visual system 
(HVS) into the coding strategy in order to achieve high compression ratios while still 
maintaining acceptable image quality [5][6]. 

In recent years, advancements in texture synthesis are leading to promising efforts 
to exploit visual redundancy. In video scene, large amounts of texture regions can be 
regarded as subjectively irrelevant. That is, whatever the original texture is, if the 
similar texture is used to replace the original ones, they can convey the same informa-
tion as the real ones do. In most cases, those regions contain a high amount of visible 
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details but carry little information relative to the structure regions. On the other hand, 
when using MSE as the distortion criterion, it usually requires high bit-rates to encode 
those regions. To simultaneously save the bits used in these regions and preserve high 
quality of the decoded sequence, texture synthesis methodology is employed to re-
place these regions with high quality synthetic texture. It has been reported that im-
provement is achieved by employing texture synthesis in compression even though in 
a straight-forward fashion. 

In a series publication [2][3], Liu etc. propose to utilize the edge-based inpainting as 
an intra prediction method in the context of block-based compression. Specifically, the 
current block to be predicted is divided by edges into some unknown regions, each of 
which is independently generated by the Laplace equation. Two differences can be 
found Compared with H.264. Firstly, edges are used in this method to replace the pre-
defined directional modes. It is generally believed that edges represent salient image 
singularities, as well as kinds of directional information in pixel values. Moreover, 
edges are extracted according to local image features, instead of predefined, which 
makes the prediction adaptive to different image structures. Secondly, the prediction is 
generated by the Laplace equation, which is inspired by the PDE-based inpainting 
techniques and is believed to improve the accuracy of prediction. In order to drive the 
edge-based inpainting towards better rate-distortion performance, an edge estimation 
method is also presented to revise the traditionally extracted edges. In general, the intra 
prediction is uniformly defined and it is adaptive to local image features. 

In [4], a structure-aware inpainting (SAI) method is developed to restore the 
skipped structural regions by taking advantage of the available portion of the decoded 
image. A binary structure map is extracted and compressed into the generated bit-
stream to indicate the skipped regions with salient structures. By making use of the 
decoded texture information together with the structure map, the SAI method can 
recover the skipped structural regions as well as the non-structural ones effectively at 
the decoder. Given the binary structure info, the structure-aware inpainting method is 
proposed that will propagate the structure along the received structure info and then 
synthesize texture for the rest part at decoder. Patch-based inpainting, which consider 
the average pixel values between synthetic and non-synthetic patches, is used in the 
proposed scheme to recover the texture information lost in the unknown region. 

Without MSE as its distortion criterion, high quality texture, which is different but 
similar to the original texture, can be generated under the instruction of few assistant 
bits. However, from the published experimental results, it’s hard to say method via 
texture synthesis or inpainting can have the advantage of the current block based 
intra-prediction when using MSE as the distortion criterion. To further improve the 
coding efficiency, researchers are trying to break through the restraint of MSE.  

It’s common sense that we can acquire almost the same information from the low 
resolution video sequence as the high resolution one. In other words, the low frequency 
domain contains the most important information for the understanding of moving pic-
ture. Based on this assumption, we present a low frequency domain consistent based 
texture synthesis method for intra prediction and image compression. A low resolution 
version of video sequence is firstly coded and sent to the decoder side. All blocks in 
high resolution layer are classified into texture and structure ones. Texture blocks are 
synthesized according to the low frequency information to save bit-rate. The structure 
blocks which contain more information than the texture blocks and texture sampler are 
encoded using MSE as its distortion criterion.  
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On the other hand, the resolution diversity of current display devices also moti-
vates the need for spatial scalability. With the expectation that future applications will 
support a diverse range of display resolutions, the Joint Video Team (JVT) has devel-
oped a scalable extension to the state-of-the-art H.264/AVC video coding standard 
[1]. This extension is commonly known as Scalable Video Coding (SVC) and it pro-
vides support for multiple display resolutions within a single compressed bit stream. 
Due to the similar purpose and architecture, we implement our proposed method on 
the platform of SVC. 

The remainder of this paper is organized as follows. An in-depth description of our 
framework is given in Section 2. We discuss the encoder and decoder design in  
Section 3 and 4. Finally experimental results and discussion of our experiments are 
demonstrated in Section 5. 

2   Framework of Our Proposal 

In this section, we present the framework of our low frequency domain consistent 
based intra prediction scheme. Following the definition in SVC, We refer the lowest 
resolution video data in the spatially scalable system as the base layer, and the higher 
resolution video data as the enhancement layer. There is no special technique, like 
texture synthesis and inpainting, employed in the base layer, and it is encoded by an 
ordinary single-layer encoder. The decoded lower resolution version of an image is 
served as assistant information for the texture synthesis of a corresponding higher 
resolution sequence. 

As same as the other texture-synthesis based video coding scheme, video sequence 
is analyzed in encoder to identify the sampler and synthetic region for the enhance 
layer. Non-homogeneity texture and texture sampler region is encoded with normal 
encoder. Side information like sampler and synthetic region mask is also encoded and 
sent to the decoder. Sampler and synthetic region mask define the position of the 
selected sampler and the dropped texture region. The difference between our proposal 
and SCV is that no residual information is encoded for selected synthetic region of 
enhancement layer. Instead, texture is synthesized in the decoder under the instruction 
of side information. Fig. 1 shows the framework of our scheme. 

As we can see from Fig. 1(a), we assume the input picture is always the high reso-
lution sequence, and it is firstly down sampled through the tool DownConvertStatic 
which is provided by SVC. The low resolution sequence is directly sent to the SVC  

 

C
hannel

 

Fig. 1. Framework of our scheme 
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encoder. Texture analysis is performed for the enhancement layer. The high resolution 
picture is segmented into several homogeneity texture regions. For each homogeneity 
texture region, sampler blocks are identified and the rest is regarded as synthetic re-
gion. Texture sampler and its position information is encoded and passed to the de-
coder. Under the instruction of the decoded base layer, texture sampler and mask 
information, the decoder can generate high quality synthetic texture for the enhance-
ment layer. 

3   Encoder Design  

The encoder generates all the assistant information for decoder to direct the synthesis 
process. Homogeneity clustering and sampler selection compose the main part of the 
encoder. 

3.1   Homogeneity Clustering 

Luma, chroma and edge information is considered jointly to estimate whether the 
blocks have homogeneous content. A multi-resolution quad-tree is built to speed up 
this process. When homogeneity texture has different color, e.g. grass with flowers on 
it, best possible segmentation results can be achieved on the top of the quad-tree, 
since in the top of the quad-tree we can filter the high frequency component of texture 
that may disturb the process of segmentation. 

Two texture regions are considered to be similar if the distance between the corre-
sponding feature vectors lies below a given threshold. For each block, the feature 
vector includes the average of luma, average of Cb, average of Cr, and variation of 
luma. The similarity threshold is optimized manually for some key frames of a given 
sequence. The optimal threshold is then used for all frames of the video. Color histo-
gram can help an automatic segmentation algorithm for some sequence. 

Chorma component with variation info is firstly used to classify the texture region 
at the top of the quad-tree, which gives a general distribution of homogeneous texture. 
The identified texture region is shown in Fig. 3 (c). 

After that, canny operator is used to detect the edge info for every frame. To pre-
serve the edge info which contain more information than the pure texture region, all 
the blocks containing edge are excluded from the removable texture region. Fig. 3 (d) 
is the edge info detected by canny operator, and Fig. 3 (e) is the texture region exclud-
ing the edge blocks. 

3.2   Sampler Selection 

In the synthesis-based compression schemes, how to select removable regions and 
useful samplers is significant to successful synthesis. In the following of this section, 
we will explain how to select exemplar regions and synthetic regions based on block 
categorization. 

To get a proper sampler collection, inspired by inverse texture synthesis technique 
in [8], we cast our texture sampler selection process as an optimization problem. Spe-
cially, given an original texture X, our goal is to calculate a small texture collection Z 
with user-specified input parameter, minimizing 
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where z/x represents the sample values for Z/X, p is a texture index which runs 
through of X, xp indicates the selection unit indexed by p, z is a subset of Z having the 
same shape with respect to xp, and α is a user tunable weighting which is used to con-
trol the area of synthetic region. 

The first term has the same function as described in [8]. It measures the local simi-
larity for a set of samples in X with respect to Z. By calculating a Z that minimizes 
this energy term, we attempt to ensure that for every homogeneous texture region xp, 
we could find a corresponding set zp that is similar to xp. The first term is called the 
inverse term due to its inverse synthesis nature. With this inverse term, the texture 
collection can greatly preserve the most representative features of the original texture 
region. Because we assume that the area of sampler region is less than the area of 
synthetic region, we can always divide x into several xp which have the same or simi-
lar shape of the current sampler z. In this case, the comparison is performed between 
part of X and the whole of Z, which have the same result as the forward synthesis do. 
The second term is added into the energy function to provide a user interface to con-
trol the synthetic area. 

Sampler selection in our proposal is achieved by solving Equation 1. Our basic 
solver is inspired by texture optimization [9], but since our energy function contains 
inverse and sampler cost terms, we have to provide a different solver. For clarity, the 
core part of our solver still follow the usage of E/M-steps as described in [9]. At E-
steps, we solve for z to minimize the energy function. At M-steps, we calculate the 
difference between Z and all subset x of X which has the same shape with Z. If the 
current x is smaller than Z in area, the difference is derived from x and a subset of Z 
which has the same shape and the most similar pixel values with x. The output of one 
step feeds as input to the other, and we iterate this process several times until a pre-
determined number of iterations is reached. 

4   Decoder Design 

In the decoder, base layer, sampler of the enhancement layer and the mask is decoded 
for the texture synthesis step. Forward texture synthesis is performed between the 
synthetic and sampler region of base layer to find a texture index for each synthetic 
unit in the enhancement layer, which is shown in Fig. 2. To avoid the annoying arti-
facts on the boundary of the current synthetic block, the synthetic unit in our proposal 
always has an irregular shape. To be specific, each block of base layer is divided into 
several sub-regions according to their similarity of pixel value, and each sub-region 
performs synthesis independently.  

The sampler texture with minimum diversity in corresponding base layer with the 
current synthetic region is regarded as current sub-region’s synthetic texture. The 
diversity is measured by D defined as follows: 
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Sampler of Enhancement Layer

Current Synthetic Region 
Corresponding Low Frequency Data

Current Synthetic Region 

 

Fig. 2. Low frequency Domain Aided forward synthesis on Sub-region 

Where X is the identified texture region of the input frame, SSD denotes the sum of 
squared difference of the input pixel, xp and zp represent the pixel values of the syn-
thetic and sampler region, Axp and Azp is the DC value of the current synthetic and 
sampler unit. To reduce the computational complexity, we use the upsampling data as 
its synthetic texture for blocks with small variation. 

After the texture synthesis, low frequency compensation is performed to keep the low 
frequency character of synthetic texture identical to that in the base layer. The reason for 
this additional low frequency compensation is that no matter how close is the synthetic 
texture to the base layer texture, there is always difference between them. To eliminate 
this difference and preserve the reality of synthetic texture, all the synthetic texture in 
the enhancement layer should be revised according to the base layer pixel value. 

5   Experimental Results 

We have integrated the proposed coding scheme into the SVC reference software and 
have compressed the frames of video sequences “Container”, “foreman”, “Coast-
guard” and several standard still test pictures. In our experiments, we regard QCIF as 
base layer and CIF as the enhancement layer. Besides, rate distortion optimization 
(RDO) and entropy coding is turned on. 

Fig. 3 (f) shows the reconstructed picture of “cameraman”. Although texture region 
is identified strictly according to the luma, chorma and edge information, some struc-
ture blocks will still be classified into texture region because their statistical proper-
ties fall in the range of the texture region. But this won’t cause negative impact on the 
visual quality of synthetic texture due to low frequency compensation. And the low 
frequency aided forward synthesis algorithm may also help to choose a similar patch 
for the current sub-region. 

Our approach has a similar visual quality level compared with the reconstruction of 
SVC. Average bit-rate saving of our approach for all testing sequences account to 
18% under different quantization parameters. Due to large mounts of bits saved in the 
texture region, the structure region which is more sensitive to HVS can be allocated 
more bits, and the quality of encoded picture can be ensured. 
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Fig. 3. Output of our experiments (a) base layer; (b) upsampled by SVC; (c) identified texture 
region represented by the white blocks; (d) edges extracted by canny operator; (e) revised 
homogeneity texture by canny operator; (f) output of texture synthesis 
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Abstract. Nowadays computer graphics over the Internet has attracted a lot of 
attentions; however transmitting 3D model takes a long time. Geometry image 
is a completely regular structure to remesh an arbitrary surface. It captures the 
geometry information of the mesh as an array of [x, y, z] values. In this paper, a 
novel framework of geometry image coding is proposed which utilized the  
image compression standard JPEG2000 to represent 3D model. To improve the 
quality of encoding the geometry image, a directional lifting wavelet transform-
based image compression algorithm is utilized. Besides, we use an iterative  
algorithm in the parameterization phase to improve the quality of geometry im-
age. According to the experiments, both objective and subjective performances 
of 3D model are enhanced, the photorealistic rendering is improved and the 
time of transmission is reduced. 

1   Introduction 

With the development of computer graphics, highly detailed 3D models with billions 
of surfaces are presented and computer graphic is widely applied on the Internet. 
However, due to the limitations of storage, transmission or display, the compression, 
especially progressive compression of 3D model, is becoming an urgent research 
topic. With progressive compression user can download and render 3D model at real-
time, upon that, a lot of works have been done both in literature and in industry. 

Geometry image [1] is one of those techniques which use a completely regular 
structure to remesh an arbitrary surface. Geometry image can capture the geometry 
information as a 2D array. Other surface signals like normals and colors can also be 
stored in similar 2D arrays which share the same surface parameterization. The bene-
fit of geometry image is that it can be encoded using traditional image compress algo-
rithms such as wavelet coders. So, it is very suited for hardware rendering and used in 
many applications including compression, level-of-detail, and remeshing. 

Normal mapping is a prevalent rendering technique to reveal the details of complex 
geometry object, and improves the visual quality. For the normal map can be repre-
sented as true-color image, some compression techniques have been developed. In 
[2], a VQ-based compression algorithm is proposed by taking the advantage of the 
limited spatial distribution of the normal vectors. However, it is unsuitable for normal 
map image to compress associating with geometry image. 
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In this paper, for the purpose of a better reconstruction quality of 3D model and 
making this method more adapt to industrialize, we propose a scheme to encode the 
geometry image using improved JPEG2000. We use an iterative algorithm [3] in the 
parameterization phase to improve the quality of geometry image. Furthermore, an 
efficient directional lifting wavelet transform based image coding is utilized for in-
creasing the reconstruction quality of geometry image and normal map image, conse-
quently improving the photorealistic rendering. 

2   Proposed Framework of Geometry Image Coding 

2.1   Introduction to the Proposed Framework 

The proposed framework to compress geometry image using JPEG2000 is shown in 
Fig 1, and the major steps of the proposed scheme are as follows: 

 
1) Obtain the optimal initial cut path of the original mesh. In order to parameterize 

the original mesh onto a 2D square, an optimal cut path must be found to ensure the 
quality of the parameterization. 

2) Parameterize the mesh onto a 2D square with the cut path obtained in step 1. 
3) Resample the surface at grid points in the square domain, and calculate the ver-

tex coordinates [x, y, z] of the sampling points, which can be seen as the [r, g, b] val-
ues of an image, then geometry image was created. Other 2D arrays of geometric 
attributes such as normal maps and texture coordinates can be created also. 

4) Encode and parallel transmit geometry image and other 2D image of geometric 
attribute using JPEG2000 which based on directional lifting wavelet transform. 

5) The geometry image can be reconstructed by the decoder and the coordinate of 
every sampling point can be reconstructed. 

 

Fig. 1. Framework of the proposed method 
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The rest of this section is organized as follows. Section 2.2 describes how to find 
the optimal initial cut path. Section 2.3 gives a description of the parameterization 
algorithm. Section 2.4 details the directional lifting wavelet transform algorithm. The 
advantages of using the proposed framework are discussed in Section 2.5. 

2.2   The Algorithm to Find the Optimal Initial Cut Path of the Mesh 

The parameterization of a whole mesh onto 2D square will generate great distortions. 
So, how to find an optimal cut path is very important for the parameterization. In this 
paper, we use the algorithm proposed in [1] to find the optimal cut path.  

The procedure of finding the optimal cut path is as follows. First, we use the  
algorithm mentioned in [1] to find the initial path. Then, an iterated cut path augmen-
tation step is performed to find the optimal cut path. Fig 2 shows the iterations of 
finding the optimal cut path. It is important to use Floater parameterization [4] in this 
algorithm because the Floater parameterization can evenly distribute the stretch of the 
parameterization. 

 
                        (a)                         (b)                        (c)                       (d) 

Fig. 2. Columns (a-d) show iterations of the iterated cut path improvement algorithm. Upper 
images show the model Bunny with the current cut path (red). Bottom images show the Floater 
parameterization (over circle) under the current cut path.  

2.3   Iterative Parameterization Algorithm 

The parameterization algorithm used in [1] can generate high quality mesh parame-
terizations, but the mesh parameterization often generates regions of high anisotropic 
stretch, consisting of slim triangles. So we use a fast and simple stretch-minimizing 
mesh parameterization algorithm proposed in [3]. The benefit of this algorithm is that 
it does not generate slim triangles in the parameterization region which cause crack in 
the reconstructed mesh.  

The parameterization algorithm proposed in [3] is heuristic. Fig 3 shows the itera-
tions of parameterization algorithm. As can be seen from Fig 3, the iterations improve 
the quality of the parameterization.  
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Fig. 3. Illustration of the iterative parameterization algorithm. Left image is the model with 
optimal cut path and right images show the iterations of obtaining the best parameterization.  

2.4   Directional Lifting Wavelet Transform 

In order to obtain a better reconstruction quality of 3D model, a compression tech-
nique based on directional lifting wavelet transform [5] is utilized for the geometry 
and normal map image coding. As for geometry images, detailed information is im-
portant which have an effect on the reconstructed 3D model. Moreover, normal map 
image contains a mass of high-frequency details, and encoding these details is diffi-
cult. Despite all that, directional lifting wavelet transform is adapted to enhancing the 
quality of reconstructed images, and then the reconstruction quality of 3D model is 
increasing also. 

The traditional lifting technique is an efficient implementation of wavelet trans-
form. However, the prevailing 2D lifting wavelet transform always predicts and  
updates in vertical or horizontal directions. Thus, it is unsuited to the image with 
arbitrary orientation, or even result in large-magnitude high-frequency coefficients. 

The directional lifting technique aims at exploiting the spatial correlation among 
neighboring pixels. First is to analyze the spatial correlation in all directions for a 
pixel, and then selects the direction with the minimum prediction errors instead of 
always predicting along vertical or horizontal direction. Like classical lifting, it is 
consisting of three steps: split, predict and update. Let x(m,n)Bm,n∈Z Bbe a 2D image, and 
then split all samples into two sub-sets: the even sample set and the odd sample set. 

( , ) ( , 2 )

( , ) ( , 2 1)
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x m n x m n

x m n x m n

=
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⎧
⎨
⎩
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In the predict step, pixels in the even set are used to predict the pixels in the odd set, 
and the direction with minimum prediction residual is selected, so the spatial predic-
tion can be more accurately. In [5], quarter pixels are used to achieve high resolution 
and they can be calculated by any existing interpolation method. However, different 
fractional pixel precision is suitable for different image. For the geometry image, 
quarter pixels are needless by reason that it is relatively smooth. Upon that, half pixel 
in the even set is enough to predict pixel in odd set. However, quarter pixels are 
needed for coding normal map image, since it is relative less and contains a mass of 
details. The directions for geometry image and normal map image are shown respec-
tively in Fig 4. Consequently, the odd samples are predicted as follows. 

( , ) ( ( 1) , )
e i e

i

dir d
P m n p x m sign i n i
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−
= + − +∑  (2) 
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Where sign(x) is 1 for x≥0 and -1 otherwise, for geometry image, d=2, dir=0,…,4, and 
for the normal map image, d=4, dir=0,…,8. Then, the high-frequency coefficient 
h(m,n) is calculated with  

( , ) ( , ) ( , )
e

o x
h m n x m n P m n= −  (3) 

In update step, for economize the bits to code the side information of direction, the 
update step of directional lifting is performed along the same direction as that in the 
predicting step. Consequently, the updating value UBhB(m,n)  for even samples is as 
follows. 

( , ) ( ( ) , )
h j

j

dir d
U m n u h m sign j n j

d

−
= + +∑  (4) 

The parameters of the formula contain the same meaning like the predict step. After 
that, the sample at the even set is updated to produce low-frequency coefficient 
l(m,n), which is calculated with  

( , ) ( , ) ( , )
e h

l m n x m n U m n= +  (5) 

Similar to the compression technique in [5], rate distortion optimization and direction 
prediction are utilized to reducing the bits of coding direction also. Moreover, we try 
to find an approximate offset δ to estimate the R-D slope, in order to make it suitable 
for geometry image and normal map image coding. 

            
(a) for geometry image              (b) for normal map image 

Fig. 4. Directions in predict and update step where integer pixels are marked by ‘*’, half pixels 
by ‘+’, and quarter pixels by ‘^’ 

2.5   Advantages in Applying the Proposed Framework 

The main advantage offered by JPEG2000 is the flexibility of the code stream. The 
code stream can be decoded by truncating the code stream at any point. As this char-
acteristic of progressive compression and decompression JPEG2000 supports, it al-
lows us to achieve 3D model progressing compression. When an image at lower 
resolution obtained, the representation of 3D model can be render firstly. Then, the 
more code stream received, the higher 3D model resolution gained. Upon that, 3D 
model can be transmitted over the Internet progressively to reduce the waiting time. 
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Similar to the compression technique for geometry image, normal map image can 
be compressed and parallel transmitted with geometry image progressively. Therefore, 
the 3D model is reconstructed by geometry image and normal map image which are 
transmitted synchronously, and the photorealistic effect is improved progressively. 

3   Experimental Results 

To verify the effectiveness of the proposed method, this proposed scheme has been 
implemented into JPEG2000 reference software vm9.0 for geometry and normal map 
images coding and regenerate the 3D model from those reconstructed images. 

The first experiment evaluates the ability of directional lifting wavelet transform 
for geometry and normal map images coding compared with the original JPEG2000. 
We simply replace the conventional lifting wavelet transform module with the direc-
tional lifting wavelet transform and use others technique as same as JPEG2000, so as 
to evaluate the proposed performance objectively. Fig 5 shows the result of encoding 
geometry image and normal map image. According to experiment, the coding gain of 
proposed normal map image coding can be up to 1.0 dB.  

   
(a) geometry image of bunny         (b) normal map image of bunny 

Fig. 5. Rate distortion for geometry and normal map image 

In the second experiment, we regenerate the 3D model from reconstructed geome-
try image, and calculate the Hausdorff distance [6] between the original and recon-
structed model to quantify the visual differences. The Hausdorff error is calculated 
with the function as follows. 

  
Hausdorff

Hausdorff

distance
error

bounding box diagonal
=  (6) 

With transmitting progressively for bunny model, in Fig 6, (b), (c), (d) are the pro-
gressive rebuilt model from coarse to fine, (d) is the final reconstructed model and 
their Hausdorff error are 0.32198%, 0.30798%, and 0.29452%. As can be seen, the 
visual differences are getting smaller and smaller, and the final reconstructed one has 
very good quality compared with the original model. Besides, by applied better recon-
structed normal map, the photorealistic rendering of 3D model is improved.  
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   (a) original model   (b) (c) progressive reconstructed model   (d) final reconstructed model 

Fig. 6. 3D model render with progressive transmission 

4   Conclusions 

In this paper, we propose a novel framework to compress geometry image using 
JPEG2000. We first find the optimal cut path of the mesh and then perform parame-
terization. Then we compress the geometry image and normal map image with direc-
tional lifting wavelet transform. Since it is implemented in JPEG2000, we can utilize 
matured international standard of image compression to deal with progressively 
transmit and render 3D model. Most importantly, a better reconstruction quality of 3D 
model is achieved, and the photorealistic effect is improved. 
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Musical Style Classification Using Low-Level Features 

Armando Buzzanca, Giovanna Castellano, and Anna Maria Fanelli 

Department of Computer Science, University of Bari, Italy 

Abstract. In this paper we address the problem of musical style classification. 
This problem has several applications like indexing in musical databases or de-
velopment of automatic composition systems. Starting from MIDI files of real-
world improvisations, we extract the melody track and cut it into overlapping 
segments of equal length. From these fragments, numerical features are extracted 
as descriptors of style samples. Then a cascade correlation neural network is 
adopted to build an effective musical style classifier. Preliminary experimental re-
sults show the effectiveness of the developed classifier that represents the first 
component of a musical audio retrieval system.  

1   Introduction 

Musical style as well as the mechanisms underlying style classification are relatively 
ill-defined [1]. Several definitions of musical style have been formulated so far. In  
[3] musical style is defined as “the identifiable characteristics of a composer’s music 
which are recognizably similar from one work to another”. Another definition of 
musical style is given in [5]: “Style is a replication or patterning, either in human 
behavior or in the artifacts produced by human behavior, that results from a series of 
choices made within one set of constraints”. In [4] theoretical comprehensive guide-
lines for style analysis are provided by dissecting musical style into three dimensions: 
large (groups of works, work, movement), middle (part, section, paragraph, sentence) 
and small (motive, subphrase, phrase).  

Whatever the definition,  musical style (and its classification) is something related 
to human nature: any layperson can recognize the difference among simple stylistic 
features. Conversely, automatic recognition of musical style is not an easy task.  

Despite its intrinsic difficulty, automatic classification of musical styles is gaining 
more and more importance since it may serve as a way to structure and organize the 
increasingly large number of music files available on the Web. Actually, styles and 
genres, typically created manually by human experts, are used to organize music 
content on the Web. Automatic musical style classification can potentially automate 
this process and provide an important component for a complete music information 
retrieval system. Therefore, building a classifier that can recognize different musical 
styles is of primary interest. 

In this paper, we address the automatic classification of musical styles by means of 
a feature-driven approach. More specifically, a feature set for representing a musical 
monophonic excerpt is considered. The significance of the proposed features is inves-
tigated by training a neural network with a particular architecture, using real-world 
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data collected from actual performances of a musician playing the piano. Using the 
proposed feature set, good classification for all the considered musical styles is 
achieved. These results are comparable to those reported from human musical style 
classification. 

The paper is structured as follows. Section 2 describes the process to extract fea-
tures useful to describe the content of a musical excerpt played according to a specific 
style. Section 3 deals with the automatic classification of styles using a Cascade Cor-
relation neural network trained on the extracted features. In Section 4 preliminary 
results are given. Finally, in Section 5 some conclusions and future directions are 
drawn. 

2   Extraction of Low-Level Features 

The first step for automatic musical style classification is feature extraction, that is the 
process of computing a compact numerical representation to be used for characteriz-
ing a musical excerpt. To this aim, we consider a number of styles that a performer 
could improvise playing a musical instrument like the piano and using only one me-
lodic line. We assume standard MIDI files as the source of monophonic melodies.  

In order to extract a number of samples for each style, and a number of features for 
describing each sample, we first transform the MIDI file in text format using the 
Midi2txt tool [7] that allows to extract information such as midi key number, duration 
(in ms) and volume. Then, we apply a parser that analyzes the text file and extracts 
useful information from the file. The parser was developed in Borland Delphi  7.0 and 
presents a graphical interface (see fig. 1) that allows the user to visualize useful in-
formation extracted from the MIDI file. Specifically, the parser extracts information 
contained in the MIDI file header: 

 
• Midi File Type (in our case always 0 because we assume only one melodic line) 
• Number of tracks; 
• Number of tics; 
• Tempo (here we deal only with melodies written in 4/4); 
• Beats. 
 
as well as information concerning the MIDI tracks: 

 
• Key Number: it is the note that was pressed; 
• Duration: the distance in pulses from the event that onsets the sound of a note to 

the finishing event; 
• Duty Factor: the ratio of the time between midi note_on and midi note_off; 
• Pitch: the value each note can take and ranges from 0 to 127; 
• Volume; 
• Counts of notes. 

Summarizing, the parser provides two text files, a file named “general_info” 
containing general information extracted from the midi file (note on, note off, volume, 
duration in ms) and a file named “track_info” containing information extracted from  
 



290 A. Buzzanca, G. Cast
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To summarize, each sample is a 11-dimensional vector describing a 5-sec fragment of 
a played excerpt. Since the problem of musical style classification is mainly a super-
vised one, each sample is labeled with a number indicating the class (musical style) it 
belongs to. 

3   Classification of Musical Style 

Once features are extracted, a pattern recognition technique area can be used to classi-
fy musical styles. In this work, we employ the Cascade-Correlation neural networks 
[12]. This kind of network is based on a cascade architecture, in which hidden units 
are added to the network one at a time and do not change after they have been added. 
During learning, new hidden units are created. For each new hidden unit,  the magni-
tude of the correlation between the new unit's output and the residual error signal is 
maximized. The cascade architecture is illustrated in fig. 3.  

 

 

Fig. 3. The Cascade Correlation Architecture 
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The network structure is initialized with some inputs and one or more output units, 
with no hidden units. The number of inputs and outputs is dictated by the problem and 
by the I/O representation. Every input is connected to every output unit by a connec-
tion with an adjustable weight. There is also a bias input, permanently set to +1. The 
output units may just produce a linear sum of their weighted inputs, or they may em-
ploy some non-linear activation function. In our work, we use a symmetric sigmoidal 
activation function (hyperbolic tangent) whose output range is -1.0 to +1.0.  

During the learning phase, hidden units are added to the network one by one. Each 
new hidden unit receives a connection from each of the network's original inputs and 
also from every pre-existing hidden unit. The hidden unit's input weights are frozen at 
the time the unit is added to the net; only the output connections are trained repeated-
ly. Each new unit therefore adds a new one-unit ``layer'' to the network, unless some 
of its incoming weights happen to be zero. This leads to the creation of very powerful 
high-order feature detectors, but it also may lead to very deep networks and high 
fan-in to the hidden units. There are a number of possible strategies for minimizing 
the network depth and fan-in as new units are added [12]. We are currently exploring 
some of these strategies.  

The learning algorithm begins with no hidden units. The direct input-output con-
nections are trained as well as possible over the entire training set. To train the output 
weights, we use the quickprop algorithm [13]. With no hidden units, quickprop acts 
essentially like the Delta rule, but it converges much faster. At some point, this train-
ing will approach an asymptote. If no significant error reduction occurs after a maxi-
mum number of training cycles (controlled by a ”patience”' parameter), we run the 
network learning one last time over the entire training set to measure the error. If the 
network performance is satisfying, the process stops; otherwise, some residual error 
has to be further reduced. We attempt to achieve this by adding a new hidden unit to 
the network, using the unit-creation algorithm described below. The new unit is added 
to the net, its input weights are frozen, and all the output weights are once again 
trained using quickprop. This cycle repeats until the error is acceptably small (or until 
we give up). To create a new hidden unit, we begin with a candidate unit that receives 
trainable input connections from all of the network's external inputs and from all 
pre-existing hidden units. The output of this candidate unit is not yet connected to the 
active network. We run a number of passes over the examples of the training set, 
adjusting the candidate unit's input weights after each pass. The goal of this adjust-
ment is to maximize S,  the sum over all outputs units of the magnitude of the correla-
tion between V, the candidate unit’s value, and E0 the residual output error observed 
at unit 0. We define S as S V V E , E  (1) where o is the network output at which the error is measured and p denotes  the training sample. The quantities V and E  are averaged over all samples. In order to maximize S, we must compute  
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 , ,  (2) where is the sign of the correlation between the candidate’s value and output ,   is the derivative for sample p of the candidate unit’s activation function with respect to the sum of its inputs. 
4   Experimental Results 

In order to test our approach, we have chosen seven classical musical styles obtained 
by playing the piano. Data have been collected at the ‘N. Piccinni’  State Conservato-
ry of Music in Bari, Italy, where a musician performed for us, playing the piano using 
only one melodic line, a total amount of about 35 minutes of improvisation into the 
seven selected styles. For each style, the musician played an excerpt corresponding to 
a part of an opera written by a not coeval composer according to that style. Table 1 
reports details about the excerpts played. Melodies have been sequenced in real time 
using the piano Yamaha 48" Mark III Series Upright Disklavier that allows the re-
cording of the played excerpt directly in MIDI format.  

 
Table 1. Details of the excerpt played by a musician according to different musical styles 
 

Author Opera Historical 

period 

Duration 

(in ms) 

No.of 

samples 

Style  

Czerny Etude op.740 nr.3 1791–1857 183669 107 1 

Chopin Studio Opera 10 nr.1  1810-1849 195000 113 2 

Bach English Suite BWv 808: 

Prelude 

1685–1750 235708 138 3 

Beethoven Piano Sonata op. 27 nr.2 

(1st movement) 

1770-1827 274111 161 4 

Bach English Suite BWv 807: 

Prelude 

1685–1750 361242 215 5 

Schubert Impromptu op. 90 nr. 3 1797–1828 386961 228 6 

Beethoven Sonata op.57 

"Appassionata" 3rd 

movement 

1770-1827 430480 251 7 

 
For each of the seven musical styles, a number of representative samples were de-

rived, by processing the corresponding excerpt according to the feature extraction 
scheme described in Section 2. Due to different duration of played excerpt, a different 
number of samples was derived for each style (see Table 1). In order to have a uni-
form distribution of samples for each style, we decided to extract exactly 100 samples 
for each style. 
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Once the feature extraction process was completed, we built different datasets, in 
order to evaluate the classification accuracy with different number of musical styles. 
Specifically, we constructed the following datasets: 

 
• 21 two-class datasets, including all combinations of two styles among seven.  
• 35 three-class datasets, including all combinations of three styles among seven.  
• 35 four-class datasets, including all combinations of four styles among seven.  
• 20 five-class datasets, including all combinations of five styles among seven.  
• 7 six-class datasets, including all combinations of six styles among seven.  
• 1 seven-class dataset, including samples of all styles. 
 
To evaluate the classification performance, a scheme based on leave-k-out was carried 
out. In our case k=20% of the size of the dataset. In other words, each dataset was ran-
domly partitioned so that 4/5 of data were used as training set and the remaining 1/5 as 
testing set. The Cascade correlation neural network, implemented in Matlab 2008a, was 
applied to five different random partitions and the results were averaged. This ensures 
the calculated accuracy to be not biased because of a particular partitioning of training 
and testing. Indeed, if the datasets are representative of the corresponding musical styles 
then these results are also indicative of the classification performance with real-world 
unknown performances.  

Classification results for each classifier are plotted in figures 4-8. As concerns the 
2-style classifier, the best average performance was obtained with styles 1 and 2, with 
a classification rate of 99,57%. For 3-style classification, the best result is achieved 
with styles 1,2 and 4, with a classification rate of 98,89%. The best result for 4-style 
classifier was obtained with styles 1,2,4 and 5, with a classification rate of 96,07 %. 
Classifiers for 5 and 6 styles perform quite worst. Specifically, for 5 styles the best 
result was obtained with style 1,2,3,4 and 5, with a classification rate of 94,43%. As 
concerns the 6-style classifier, the best average performance was obtained with style 
1,2,3,4,5 and 6, with a classification rate of 80,25%. 

As concerns classification of all the seven musical styles, figure 9 shows more  
detailed information about the classification accuracy in the form of a confusion ma-
trix. In a confusion matrix, the columns correspond to the actual style and the rows to 
the classified style. For example, the cell of row 7, column 3 with value 19 means that 
100% of the style 3 (column 3) was wrongly classified as style 7 (row 7). The percen-
tages of correct classification lie in the diagonal of the confusion matrix. The confu-
sion matrix shows that the misclassifications of the system are similar to what a  
human would do For example, samples of style 3 (Bach) are misclassified as style 7 
(Beethoven).  By analyzing the confusion matrix, it can be seen that Style 3 has the 
worst classification accuracy since it is easily confused with other styles. This result 
was somehow expected because of the broad nature of Style 3, which includes very 
general rules of composition. 

Summarizing, the classifier developed on the basis of the extracted features has 
produced very interesting results for all the  styles recognized, as depicted in table 2.  
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Table 2. Average classification accuracy for each classifier 

Classifier Cascade Correlation. 
Accuracy 

2-style classifier 92,38 

3-style classifier 81,46 

4-style classifier 74,35 

5-style classifier 66,73 

6-style classifier 56,84 

7-style classifier 50,21 

 
 

 

Fig. 4. The box whisker chart with 2 styles 

 

 

Fig. 5. The box whisker chart with 3 styles 
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Fig. 6. The box whisker chart with 4 styles 
 

 

Fig. 7. The box whisker chart with 5 styles 
 

 

Fig. 8. The box whisker chart with 6 styles 
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 Style 1 Style 2 Style 3 Style 4 Style 5 Style 6 Style 7 

Style 1 15 0 0 0 0 0 0 
Style 2 0 17 0 0 0 0 0 
Style 3 0 0 0 0 0 0 0 
Style 4 0 0 0 15 0 0 0 
Style 5 0 0 0 0 2 0 2 
Style 6 0 0 0 0 0 11 0 
Style 7 10 3 19 11 14 7 23 

 
Fig. 9. Confusion Matrix concerning the 7-style classifier 

5   Conclusions 

This work has shown that a neural network classifier can be used to classify the musi-
cal style of an author once significant features are properly extracted. In our case the 
approach used has been tested with a free interpretation (improvisational style) with 
one melodic line. 

Some of the misclassification can be caused by the lack of a smart method for me-
lody segmentation. The music samples have been arbitrarily restricted to a duration of 
5 sec, getting fragments not necessarily related to musical motives. The main goal of 
this work was to test the feasibility of the feature extraction approach, and an average 
recognition of  92,38% with the cascade correlation neural network is a very encour-
aging result keeping in mind these limitations. This is just a preliminary work, and a 
number of possibilities are still to be explored, such as the study of other features as 
significant descriptors. Moreover, in order to draw significant conclusions about the 
validity of the proposed approach, a large database of musical excerpts representing 
different styles has to be created and tested using our approach.  
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Abstract. A model in the field of enterprise management is described in this 
work. Its main goal is to represent and analyze the dynamics and interrelations 
among innovation diffusion and enterprise clusters formation and modifica-
tions. A formal description of the model is given, along that of its main parame-
ters. Qualitative results are described. Clustering is definable as the tendency of 
vertically and/or horizontally integrated firms in related lines of business to 
concentrate geographically, or, to a more general extent, virtually. Innovation is 
a critical factor for the competitiveness of a National System, especially when 
the economy of the latter has come to maturity. However, the diffusion of inno-
vations among its potential adopters is a complex phenomenon. 

Keywords: Innovation diffusion, enterprise network, simulation, model. 

1   Introduction 

The studies about innovation prove that, beside the creation of innovations, it is also 
crucial to study their diffusion in the system in which the firms work and cooperate, 
i.e.: the network.   

At that level, it is important to clarify what an enterprise network is and why the 
firms start to cooperate inside the network for diffusing an innovation. 

A collaborative network is a whole of nodes and ties with a different configuration 
based on of what it has to achieve. These concepts are often displayed in a social 
network diagram, where nodes are the points and ties are the lines. The idea of draw-
ing a picture (called a “sociogram”) of who is connected to whom for a specific set of 
people is credited to [5], an early social psychologist who envisioned mapping the 
entire population of New York City. Cultural anthropologists independently invented 
the notion of social networks to provide a new way to think about social structure and 
the concepts of role and position [7], [8], [23], an approach that culminated in rigor-
ous algebraic treatments of kinship systems [29]. At the same time, in mathematics, 
the nascent field of graph theory began to grow rapidly, providing the underpinnings 
for the analytical techniques of modern social network analysis.  

The nodes represent the different organizations that interact inside the network and 
the links represent the type of collaboration between different organizations.  

The organizations could be Suppliers, Distributors, Competitors, Customers, Con-
sultants, Professional Associations, Science Partners, Incubators, University, and so 
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on. The kind of partner firms linked over a network looks to be related to the type of 
innovation occurring: for example incremental innovators rely more frequently on 
their customers as innovation partners, whereas firms that have totally new products 
for a given market are more likely to collaborate with suppliers and consultants. Ad-
vanced innovators and the development of radical innovations tend to require a tighter 
interaction with universities. This point is supported by [15] in a survey of 4.564 
firms in the Lake Constance region (on the border between Austria, Germany and 
Switzerland). By examining the interactions among firms, customers, suppliers and 
universities it emerges that firms that do not integrate their internal resources and 
competences with complementary external resources and knowledge show a lower 
capability of releasing innovations [14].  

Philippen and Riccaboni [26], in their work on “radical innovation and network 
evolution” focus on the importance of local link formation and the process of distant 
link formation. Regarding the formation of new linkages Gulati [20] finds that this 
phenomenon is heavily embedded in an actor’s existing network. This means that new 
ties are often formed with prior partners or with partners of prior partners, indicating 
network growth to be a local process. Particularly when considering inter-firm al-
liances, new link formation is considered “risky business” and actors prefer alliances 
that are embedded in a dense clique were norms are more likely to be enforceable and 
opportunistic behavior to be punished [18], [21], [28], [2]. Distant link formation 
implies that new linkages are created with partners whom are not known to the exist-
ing partners of an actor. At the enterprise level, [6] shows that distant linkage that 
serve as bridge between dense local clique of enterprises, can provide access to new 
source of information and favorable strategic negotiation position, which improves 
the firms’ position in the network and industry. 

In order to analyze the complex dynamics behind link formation and innovation 
diffusion, as long as their relationships, an agent based model is introduced in this 
work, and is formally analyzed. 

2   Network Shape, Collaboration and Innovation Diffusion 

The ties representing collaborations among firms can be different in structure, type 
and number. 
 

− type of ties: strong or weak (depending on the type of collaboration: contracted 
development, licensing, research partnerships, joint venture, acquisition of an 
owner of a given technology);  

− structure of ties: long or short (for example industrial districts in which firms are 
geographic clusters or virtual clusters); reciprocal or not (firms that exchange 
competences each other or simply give/take);  

− number of ties: dense or not (depending on the number of links among the 
firms). 

 
The type and the number of ties affect the network efficiency: for example, a network 
composed of relationships with partners comprising few ties among them would enable 
control for the principle partner. A network of many non-overlapping ties would provide 
information benefits: in [30] the authors suggest that the number of collaborative  
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relationships a firm is involved in, is positively related to innovation output while, con-
versely, closed networks have been found to foster innovation more than open ones [9]. 
A network composed of partners with many interlocking and redundant ties would 
facilitate the development of trust and cooperation.  

The firm’s position inside the network is as important as the number and type of 
ties. In [6] the authors find that rather than maximizing the number of ties, firms 
should strive to position themselves strategically in gaps between different nodes, so 
to become intermediaries. Contrary to this perspective, [3] propose that the best posi-
tion is one where all the firms are tied only to the focal actor. On the other side, [4] 
suggests that the benefits of increasing trust, developing and improving collaboration 
and reducing opportunism shapes network structures creating cohesive interconnected 
partnerships. These consequent studies highlight that there is no consensus about 
which the optimal networking configuration should be. The configuration depends on 
the actions that the structure seeks to facilitate.  

The firms start to collaborate inside a network for different reasons: 
 

− risk sharing [16] 
− obtaining access to new markets and technologies [17];  
− speeding products to market [1]; 
− pooling complementary skills [12];  
− safeguarding property rights when complete or contingent contracts are not 

possible [22]; 
− acting as a key vehicle for obtaining access to external knowledge [28], [10].  
 

The literature on network formation and networking activity therefore clearly demon-
strates that whilst firms collaborate in networks for many different reasons the most 
common reason to do so is to gain access to new or complementary competencies and 
technologies. Those firms which do not cooperate and which do not formally or in-
formally exchange knowledge and capabilities limit their knowledge base on a long-
term and ultimately reduce their ability to access exchange relationships. 

When the innovation start to circulate, it  can affect the network collaboration effi-
ciency: firms can decide to cooperate inside the network by developing an external 
exploration behavior, meaning that a firm decides to be related to other organizations 
in order to exchange competences and innovations. Otherwise if the firm considers its 
internal capability to create innovation as a point of strength, or if the cost of external 
exploration is perceived as higher than that of internal research, then it could prefer to 
assume an internally explorative behavior in which it tries to create new competences 
(and possibly innovations) inside the organization itself.   

During the process of innovation diffusion the network can change in the number 
of actors (exit and entry), and in numbers and patterns of link information [2]. The 
network can expand, churn, strengthen or shrink. Each network change is brought 
about by specific combination of changes in tie creation, tie deletion, and by changes 
in an actor's portfolio size (number of link) and portfolio range (numbers of partners) 
[2]. It’s normal that the modification depends on the original structure of the network.  

Also the propensity to collaborate inside a network affects innovation diffusion. 
When a network is a highly collaborative one, the innovation tends to diffuse more 
quickly, if the ties are dense, non redundant, strong and reciprocal. If the network is a 
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collaborative one, but the ties are weak or unidirectional, the innovation spreads slow-
ly and could not reach all the nodes in the network. 

To explore and analyze these complex social dynamics, an agent based model is 
described in the following paragraphs, that keeps into account most network and en-
terprise variables. 

3   Agent Based Simulation 

Why do enterprises team up? There can be many reasons for this strategy, leading, in 
its widest extent, to the creation of joint-ventures, i.e.: a new economical subject 
formed by two or more enterprises with the goal of new projects, or of clusters and 
networks of enterprises. The leading cause for these phenomena is the optimization of 
the production, by resources and competences sharing. Agent based simulation is an 
effective paradigm for studying complex systems. It allows the creation of virtual 
societies, in which each agent can interact with others basing on certain rules. The 
agents are basic entities, endowed with the capacity of performing certain actions, and 
with certain variables defining their state. In the model presented here, the agents are 
reactive, meaning that they simply react to the stimuli coming from the environment 
and from other agents, without elaborating their own strategies. When the model is 
formally built and implemented, it can be run by changing a parameter at a time, and 
emergence of a complex behavior occurs. 

Agent based Modeling is thus one of most interesting and advanced approaches for 
simulating a complex system: in a social context, the single parts and the whole are 
often very hard to describe in detail. Besides, there are agent-based formalisms which 
allow studying the emergence of social behavior through the creation and study of 
models, known as artificial societies. Thanks to the ever increasing computational 
power, it has been possible to use such models to create software, based on intelligent 
agents, whose aggregate behavior is complex and difficult to predict, and which can 
be used in open and distributed systems. 

In [11] we read that: “An autonomous agent is a system situated within and a part 
of an environment that senses that environment and acts on it, over time, in pursuit of 
its own agenda and so as to effect what it senses in the future”. 

Another very general, yet comprehensive definition is provided by [24]: “…the 
term [agent] is usually applied to describe self-contained programs which can control 
their own actions based on their perceptions of their operating environment”. 

Agents have traditionally been categorized as one of the following types [16]: 
Reactive; Cognitive/Deliberative; Hybrid. 

When designing any agent-based system, it is important to determine how sophisti-
cated the agents' reasoning will be. Reactive agents simply retrieve pre-set behaviors 
similar to reflexes, without maintaining any internal state. On the other hand, deli-
berative agents behave more like they are thinking, by searching through a space of 
behaviors, maintaining internal state, and predicting the effect of actions. Although 
the line between reactive and deliberative agents can be somewhat blurry, an agent 
with no internal state is certainly reactive, and one that bases its actions on the pre-
dicted actions of other agents is deliberative.  
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The agents used in this paper are reactive, but organized in the form of a MAS 
(Multi Agent System), which can be thought of as a group of interacting agents work-
ing together or communicating among each other. To maximize the efficiency of the 
system, each agent must be able to reason about other agents' actions in addition to its 
own. A dynamic and unpredictable environment creates a need for an agent to employ 
flexible strategies. The more flexible the strategies however, the more difficult it 
becomes to predict what the other agents are going to do. For this reason, coordina-
tion mechanisms have been developed to help the agents interact when performing 
complex actions requiring teamwork. These mechanisms must ensure that the plans of 
individual agents do not conflict, while guiding the agents in pursuit of the system 
goals. Many simulation paradigms exist; agent-based simulation is probably the one 
that best captures the human factor behind decisions. This is because the model is not 
organized with explicit equations, but is made up of many different entities with their 
own behavior. The macro results emerge naturally through the interaction of these 
micro behaviors and are often more than the algebraic sum of them. This is why this 
paradigm is optimal for the purposes of modeling complex systems and of capturing 
the human factor. The model presented in this paper strictly follows the agent based 
paradigm and employs reactive agents, as detailed in the following paragraph. 

4   The Model 

The model is built in Java, thus following the Object Oriented philosophy and has 
been engineered and built at the e-business L@B, University of Turin. This is suitable 
for agent based modeling, since the individual agents can be seen as objects coming 
from a prototypal class, interacting among them basing on the internal rules (me-
thods). While the reactive nature of the agents may seem a limitation, it’s indeed a 
way to keep track of the aggregate behavior of a large number of entities acting in the 
same system at the same time. All the numerical parameters can be decided at the 
beginning of each simulation (e.g.: number of enterprises, and so on). Everything in 
the model is seen as an agent; thus we have three kinds of agents: Environment, En-
terprises and Emissaries (E³). This is done since each of them, even the environment, 
is endowed with some actions to perform. 

4.1   Heat Metaphor and the Agents 

In order to represent the advantage of an enterprise in owning different competences, 
the “heat” metaphor is introduced. In agent based models for Economics, the meta-
phor based approach [19] is an established way of representing real phenomena 
through computational and physical metaphors. In this case, a quantum of heat is 
assigned for each competence at each simulation turn. If the competence is internal 
(i.e.: developed by the enterprise) this value is higher. If the competence is external 
(i.e.: borrowed from another enterprise) this value is lower. This is realistic, since in 
the model we don’t have any form of variable cost for competencies, and thus an 
internal competence is rewarded more. Heat is thus a metaphor not only for the profit 
that an enterprise can derive from owning many competences, but also for the manag-
ing and synergic part (e.g.: economy of scale). 
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Heat is also expendable in the process of creating new internal competences (ex-
ploitation) and of looking for partner with whom to share them in exchange of exter-
nal competences (exploration). At each time-step, a part of the heat is scattered (this 
can be regarded as a set of costs for the enterprise). If the individual heat gets under a 
threshold, the enterprise ceases its activity and disappears from the environment. At 
an aggregate level, average environmental heat is a good and synthetic measure to 
monitor the state of the system. 

The Environment is a meta-agent, representing the environment in which the prop-
er agents act. It’s considered an agent itself, since it can perform some actions on the 
others and on the heat. If features the following properties: a grid (X,Y), i.e.: a lattice 
in the form of a matrix, containing cells; a dispersion value, i.e.: a real number used to 
calculate the dissipated heat at each step; the heat threshold under which an enterprise 
ceases; a value defining the infrastructure level and quality; a threshold over which 
new enterprises are introduced; a function polling the average heat (of the whole 
grid). The environment affects the heat dispersion over the grid and, based on the 
parameter described above, allows new enterprises to join the world. 

The Enterprise is the most important and central type of agent in the model. Its be-
havior is based on the reactive paradigm, i.e.: stimulus-reaction. The goal for these 
agents is that of surviving in the environment (i.e.: never go under the minimum al-
lowed heat threshold). They are endowed with a heat level (energy) that will be con-
sumed when performing actions. They feature a unique ID, a coordinate system (to 
track their position on the lattice), and a real number identifying the heat they own. 
The most important feature of the enterprise agent is a matrix identifying which com-
petences (processes) it can dispose of. In the first row, each position of the vector 
identifies a specific competence, and is equal to 1, if disposed of, or to 0 if lacking. A 
second row is used to identify internal competences or outsourced ones (in that case, 
the ID of the lender is memorized). A third row is used to store a value to identify the 
owned competences developed after a phase of internal exploration, to distinguish 
them from those possessed from the beginning. Besides, an enterprise can be “set-
tled”, or “not settled”, meaning that it joined the world, but is still looking for the best 
position on the territory through its emissary. The enterprise features a wired original 
behavior: internally or externally explorative. This is the default behavior, the one 
with which an enterprise is born, but it can be changed under certain circumstances.  
This means that an enterprise can be naturally oriented to internal explorative strategy 
(preferring to develop new processes internally), but can act the opposite way, if it 
considers it can be more convenient. Of course, the externally explorative enterprises 
have a different bias from internally explorative ones, when deciding what strategy to 
actually take. 

Finally, the enterprise keeps track of its collaborators (i.e.: the list of enterprise 
with whom it is exchanging competencies and making synergies) and has a parame-
ters defining the minimum number of competencies it expects to find, in order to form 
a joint. The main goal for each enterprise is that of acquiring competences, both 
through internal (e.g.: research and development) and external exploration (e.g.: form-
ing new links with other enterprises). The enterprises are rewarded with heat based on 
the number of competences they possess (different, parameterized weights for internal 
or external ones), that is spread in the surrounding territory, thus slowly evaporating, 
and is used for internal and external exploration tasks. 
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The Emissaries are agents that strictly belong to the enterprises, and are to be seen 
as probes able to move on the territory and detect information about it. They are used 
in two different situation: 1) if the enterprise is not settled yet (just appeared on the 
territory) it’s sent out to find the best place where to settle. 2) if the enterprise is set-
tled and chooses to explore externally, an emissary is sent out to find the best possible 
partners. In both cases, the emissary, that has a field of vision limited to the surround-
ing 8 cells, probes the territory for heat and moves following the hottest cells. When it 
finds an enterprise in a cell, it probes its competencies and compares them to those 
possessed by its chief enterprise verifying if these are a good complement (according 
to the parameter described in the previous section). In the first case, the enterprise is 
settled in a cell which is near the best enterprise found during the movement. In the 
second case, the enterprise asks the best found for collaboration). 

While moving, the emissary consumes a quantum of heat, that is directly depen-
dant on the quality of infrastructures of the environment. 

The movement of the emissaries is based on reactive rules; it follows the hotter 
cells it meets on its path and, if an enterprise is found, it checks for the complementa-
ry competences, in order to propose a link with the parent enterprise. 

In the following paragraph a formal insight of the model is given through a set of 
defining equations, for the agents and the general rules. 

5   Underlying Formal Equations 

In order to formally describe the model, a set of equations is described in the following. 
The multi agent system at time T is defined as: MAS E, e, ε, lınk  . (1) 

Where E represents the environment and is formed by a grid n m, and a set k: E , kn, m 0 . (2) 

Where the set k definines the heat for each cell, e is the set of enterprises with cohor-
dinates on the grid, and ε is the set of the emissaries, also scattered on the grid: k k ,e e ,ε ε ,0 , i , i n0 , j , j m . (3) 

Each enterprise is composed by a vector c, and an emissary (ε ). The vector c defines 
the owned competences, with a length  L and competences C  represented by a boo-
lean variable (where 1 means that the l  competence is owned, while 0 means that 
it’s lacking): 
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e , c, εc L, C0 l LC Boolean . (4) 

 

In T t 0 , k ,  that’s the heat of each cell on the grid, depends on the heat pro-
duced by the enterprises (K ) and the dispersion effect ( d). The heat of each enter-
prise is function of the competences it possesses and of the behavior it carried on in 
the last turns (b ). k , f K , dK f c , bb bb  . (5) 

In particular, a certain behavior can be successful, meaning that at the end of a phase 
of internal or external exploration, a new competence (internal or outsourced, respec-
tively) will be possessed. Otherwise, a it’s unsuccessful when, after some steps of 
research and development (internal exploration) or external market research to find a 
partner, nothing new is found, and thus the l  competence remains zero. if b success then C 1else C 0b b  . (6) 

At each time-step the set of links (connecting two enterprises together) is updated 
basing on the competences of the enterprises.  lınk e , , e ,link e , , e , f c , , c ,  . (7) 

Specifically, when an enterprise does external exploration, it looks for a good partner, 
i.e.: an enterprise with a number of competences to share. So, if an enterprise with a 
vector like 1 0 0 0 1  meets one with a vector like 0 1 1 1 0  then there is a 
perfect match and the two enterprises will create a link among them, to share the 
reciprocally missing competences. This is the perfect situation, but not the only one in 
which two enterprise can create a link; in fact, it’s enough that there is at least one 
competence to reciprocally share. The strength of the link is directly proportional to 
the exchanged competences. This set of equations and rules is enough to explore the 
effects on the network of the behaviors of the enterprises, namely the way in which 
the firms are managed (externally or internally focused). Though the model allows 
also to explore the effects on innovation (i.e.: a competence that’s possessed only by 
one enterprise). 

In T t  a radical innovation can be metaphorically introduced in the system 
(this is called “shock mode”, since this is decided by the user, at an arbitrary step) by 
means of increasing the length of the vector of competences of a specific enterprise: 
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L L 1C e 1C e e 0 . (8) 

 

Meaning that the competence C  will be possessed by only one enterprise, at that 
time, while the same competence will be lacking to all the others; though, all the en-
terprises’ vectors will increase in length, meaning that potentially all of them will be 
able to internally develop that new competence through R&D, from then on. 

The vector length metaphorically represents the complexity of the sector (industry) 
in which the enterprises operate; an highly technological sector has many more poten-
tial competences than a non-technological one. So, another kind of “shock effect” to 
the system is that of increasing the length of the vector by more than one component, 
and by leaving all the new components to zero for all the enterprises. In this way, 
they’ll have to develop themselves the new competences by means of internal explo-
ration. The analysis phase is carried on after several steps after t , in order to see how 
the introduction of the innovation impacted the network and the enterprise in which 
the innovation was first introduced. So we have an analysis phase in T t t  
defined as: MAS vs MASI dθ link; dθ e; dθ k . (9) 

Namely, the comparison among the system at time t and the same system at time t , 
since the innovation has differential effects on the number (and nature) of the links, 
on the number of enterprises and the heat of the cells composing the environment, 
always depending on the managerial behavior of the involved enterprises. At the be-
ginning of a simulation, the user can change the core parameters, in order to create a 
particular scenario to study and analyze. 

6   Conclusion and Qualitative Results 

The impact of innovation diffusion on the network depends on the collaboration de-
gree of the system. If the network is collaborative the diffusion of innovation streng-
thens the ties and increases the number of the links among organizations. The firms 
are more inclined to exchange competences than to create them inside the organiza-
tion: they favor an externally explorative behavior that obviously strengthens the 
network. In order to study the complex social dynamics and interrelations among 
innovation diffusion and collaborative/non-collaborative networks, an agent based 
model is introduced in this work and described in details. Even if beyond the purpose 
of the present work, some qualitative results coming from the simulator are given 
here, in order to show that this model can be effectively used as a tool for studying the 
dynamics of different base scenarios. As shown in figure 1 and figure 2, where some 
output graphs obtained from the E³ simulation model are depicted, a collaborative 
network (A1) is defined by the existence of a large number of strong ties (compared 
to the number of enterprises). In our example, there are 10 strong ties among the en-
terprises. In a network structured in this way, the introduction and consequent diffu-
sion of an innovation strengthens the collaborations through: 
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− An higher number of ties 
− Ties that get even stronger (A2). In particular, the existing links get stronger and 

new ties are created ex novo. 
 

In this case, the “shock effect” described in the previous paragraph introduces effects 
in the networks that affect the decree of collaboration of the network itself. The intro-
duction of an innovation in the network strengthens the links among the enterprises 
and the collaboration efficiency increases. 

On the other side, in the case of a network with low propensity to collaboration the 
strong links do not exist or are a few when compared to the number of enterprises. 
The introduction of innovation in a network structured in this way can affect the de-
gree of collaboration of the enterprises, according to industry complexity. In this 
situation (B1), it’s possible to notice two different scenarios. If industry complexity is 
not too high (e.g.: the textile industry), as represented in B2, the number of ties is low 
and the firms prefer to create innovation inside the organization than receiving it from 
other organizations: in this case the firms favor internal exploration. So, when the 
complexity is low, the propensity to collaboration does not change and the enterprises 
are still loosely connected. The number of links could even increase, but much more 
slowly compared to the case of a collaborative network (B2 vs A2). 

If industry complexity is high (B3), the diffusion of innovation increases the num-
ber of ties (but less than in a collaborative network) but the structure of ties is weak: 
in this case, again, the firms prefer an externally explorative behavior. So, in this case, 
the propensity to collaborate gets higher than before after the introduction of an inno-
vation, but the links are always weaker when compared to the case of a collaborative 
network (B3 vs A2). 

The analysis carried on through an agent based model allow to study “in the lab” a 
social system, like an enterprise network, and to study the effects of an innovation on 
collaborative and non-collaborative networks. While the purpose of this work is the 
description of the model itself, the qualitative results show that the innovation diffu-
sion in a network can create new ties among the enterprises (can thus be regarded as a 
driver for ties creation in a network). Though, only in a collaborative network, or in a 
non-collaborative network acting in a complex industry, the number of the links in-
creases significantly, while in non-collaborative networks acting in an industry which 
is not too complex, the number of links among the enterprises stays more or less the 
same, even after the introduction of the innovation (the enterprises being more fo-
cused on internal explorative behavior). 

 

 

Fig. 1. Collaborative network before (A1) and after (A2) the introduction of an innovation 
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Fig. 2. Non-collaborative network before (B1) the introduction of an innovation. After (B2) in 
case of non complex industry, and after (B3) in case of complex industry.  

The presented model is comprehensive and its scope is wide; it could be used to 
study the behavior of enterprises clusters and networks in many different scenarios 
and situations. In future works quantitative results will be given, and different situa-
tions will be analyzed.  
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Abstract. In the recent decade, people have attached increasingly greater im-
portance to healthy diet demands; facilitating rapid growth of organic agriculture. 
However, methods for organic cultivation have great differences from traditional 
methods. How to effectively choose appropriate organic crops, for season 
changes and different farming conditions, is a difficult issue for the majority of 
planters. In addition, achieving the goal of maximum economic profits for the 
year must target all crops, and should be evaluated as the basis of priority selec-
tion. Taking organic vegetable farming as an example, this research uses 
knowledge and rule-based methods, while applying a game and multi-agent 
theory, and develops a set of graphic intellectual decision evaluation mechanisms 
with ASP.NET and MS-SQL. In the system, a merger of game theory and 
multi-agent system was tested and verified to provide suggestions that are 
84.25% effective, as compared to the suggestions provided by experts. Future 
studies will apply the theory on other crop planting issues. 

Keywords: Multi-Agent, Game Theory, Decision Evaluation System, Organic 
Vegetables. 

1   Introduction 

Along with the promotion of national incomes, people's level of living has been 
gradually enhanced, in addition, environmental protection and consciousness of envi-
ronments is gaining ground, causing agricultural production methods to disappear. 
Organic agriculture is in accordance with this kind of market direction, and develops 
new agricultural methods, and thus, expresses hidden opportunities for organic agri-
culture of the future [1]. 

At present, decision evaluation for system applications in agricultural are related to 
scholarly research and are aimed at plant or vegetables that require the application of 
fertilizers for plant disease prevention, often the user must have agricultural aspects that 
are suitable to specialized knowledge, and often result in diagnosis irregularities [2]. 
Developed science and technology information, in use for transportation in the organic 
agricultural industry, is fastidious about present knowledge, should be engaged in for 
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organic agricultural computerization of systems, as the farmer is the quite important for 
policy-making and the promotion of efficiency as well as various aspects of production 
of competitive powers [3]. 

This research aimed to integrate an information and technology decision evaluation 
system and multi-agent mechanism to construct references for use in organic agricul-
ture, and develop a decision evaluation system for organic vegetable farmers to deal 
with these issues. 

2   Theoretical Background 

2.1   Organic Agriculture 

“Organic agriculture” is a method of agricultural cultivation that uses minimal or no 
chemical fertilizers. This is coupled with a crop rotation system that plants green fer-
tilizer crops, while using natural wastes, both in and out of the farm, as well as rock 
beddings that are rich in plant nutriments, in order to maintain a balance and stable style 
of growing crops. Although current information regarding organic agriculture is in-
sufficient, farmers who have begun organic cultivation are actively researching related 
production technology market information updates. However, there are still many 
problems with circulating information, such as accuracy, practicability, specialties, and 
integrality.  

2.2   Decision Evaluation System 

The Decision Evaluation System is a system that uses statistic and knowledge to integrate 
a useful behavioral model of its users [4]. The purpose is to establish a system, which 
imitates human behaviors, to provide proposals or information to users in a certain do-
main. The proposals may include merchandise proposals, personalized merchandise 
information, and comments on specific groups. For companies, the output of the decision 
evaluation system may act as a reference. However, to make the application of a decision 
evaluation system more valuable and practical, the support of the Internet is indispensa-
ble. The characteristics of the Internet, such as its ability to provide quick dispersal of 
information, low cost, universality, diversity, and rich contents of its data, has helped the 
Internet to become the best channel for spreading agricultural information. 

2.3   Bargain Game Theory  

The greatest difference between game theory and general policy-decision theory is that, 
game theory explores the problems faced by a group of policy-decision makers in a 
specific situation. It has helped economists, politicians, and financial experts to solve 
many problems as it has the exactitude of a mathematical model and simplified com-
plex interactions in the real world by providing research decision-policy makers with 
methods of strategic behavior analysis [5-6]. 

2.4   Multi-Agent System 

The so-called Multi-Agent System (MAS) was derived from Distributed Artificial 
Intelligence (DAI) years ago. The term simply means “a distributed environment 
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formed by multi-agents.” The primary concept of a multi-agent system is to take ad-
vantage of characteristics of cooperation in the division of labor, individual techniques, 
knowledge, and plans from various types of agents in a multi-agent environment, in 
which each agent does its part to solve distributed problems and achieve the goal of an 
integral multi-agent [7-8]. 

3   Methodology and Steps  

As shown in Fig. 1, this study is divided into two parts: suitability decision evaluation, 
and maximum economical profit decision evaluation. The following will separately 
explain the methods used in each part. 

 

Fig. 1. The Structure of Integral Operation of the System 

3.1   Decision Evaluation for Suitability 

In this stage, the major task is to decide on suitable crops for planting, and then arrange 
the order of the crops by suitability. Each step is explained as followed: 

 

A. The Policy-Decision Factors 
This study applied the “retro link” method, which establishes a relationship that links 
backwards from the result. According to the terms for each crop to grow, and to create 
defining variables close to a professionals’ criteria for crop selection, we change the 
term of “land suitability” to “crop selection criteria”, as shown in Fig. 2. 

 

Fig. 2. The Example of Relations of Inference Chain 
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Due to the complexity of factors that can affect the growth of vegetables, after re-
viewing past studies [9-11], and with help from the Agricultural Research and Exten-
sion Station in Miaoli, Taiwan, and interviews with organic farming experts through 
field study, this research categorized the environmental factors that may determine the 
best environment for vegetable growth, and listed the four major factors by their de-
grees of importance, as shown in Fig. 3. 

 

Fig. 3. Four Major Factors that Affect the Growth of Vegetable 

B. The Installment of a Knowledge Base 
In the development of our knowledge base for the decision evaluation system, this 
study interviewed 11 organic farmers, who were recommended by Mr. Tsai, 
Cheng-Hsiang, the section chief of the Agricultural Research and Extension Station, as 
our domain experts for extracting knowledge. In order to simplify our prototypical 
study of organic vegetables, present in markets in Taiwan, we selected a fixed list of 20 
varieties, and then divided them into four groups representing the four seasons, each 
with five varieties of vegetables, and no vegetable used in more than two groups, with 
each of the seasons of an equal three-month duration. The known attributes were dis-
cussed to establish repertory grids [12], as shown in Tables 1 and 2. 

Table 1. List of Attributes for Judgment of Plant ability 

Name of Attribute DataType Description 
Soil Acidity and Alkali Values Integer Unit: pH (power of Hydrogen ions) 

Soil Quality Integer 
1. Loam2. Clay Loam 
3. Sandy Loam4.Various Soil 

Average Temperature Integer Unit: Centigrade 

Illumination Time Integer 
1.Slight Illumination 2.Semi-Illumination 
3.Full Illumination 

 

Table 2. The Grid of Knowledge Extraction about Gherkin 

             Results 
Changes 

Range Fit for Planting 

pH Value of Soil pH5.5~7.2 

Quality of Soil Loam 
Average Temperature 20~25 
Illumination Time Slight Illumination 



 A Novel Application of Organic Plant Farming Analysis System 315 

C. Establishing Calculation Formulas for Rule Judgments 
According to Rule (1), compare and judge the factors input by the users and each va-
riety of vegetables in knowledge base. All factors of each vegetable must meet the 
requirements of Rule (1) to enter into the second step. Rule (1) is as follows: 

( ) ( ) ( )ij ijMin V Input j Max V≤ ≤                                       (1) 

ijV  : V is the variable of a specific vegetable, i is the order of the vegetable, while j is 

the ordered factors. 

( )jInput : Input is the variable input by users; j is the factors in order. 

The total objective functions for each variety of vegetable that meet the requirements 
of Rule (1) are obtained. The score of each factor is its sub-objective. The range of each 
factor is divided into 10 equal parts and compare with input factor values. Scores are 
given according to the distance to average value (middle value). The farthest one is 5, 
whereas the nearest is 0. The sub-objective function is regarded as Rule (2). As seen, 
the purpose of the total objective function is to seek the minimum value of the addition 
of all sub-objective functions. Rule (2) is shown as follows:  

 

Total objective function: i ijS Min S= ∑  

Sub-objective function: ijS =
( ) /2

/ /10

ij ij

ij ij

Input j Max V Min V

Max V Min V

⎡ ⎤⎛ ⎞⎛ ⎞⎢ ⎥⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠⎝ ⎠⎢ ⎥⎣ ⎦
⎡ ⎤⎛ ⎞⎛ ⎞ ⎛ ⎞⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦

− +

−

                   (2) 

iS : Total scores of the ith vegetable 

ijS : The scores of the jth factor of the ith vegetable 

Arrange the order of the total scores of vegetables that are appropriate for each season, 
from smallest to the greatest. The smaller the scores are, the more appropriate the 
vegetable will be for the user’s farmland, based on the user’s own input. Finally, a 
proposal was reached for a set of permutation and combination of the vegetables of the 
most appropriate cultivation. The output of this process is compiled into a list of the 
ideal vegetables to be planted on the user’s farmland for each season. According to the 
knowledge grids and rule calculation formula, we can obtain all 20 rules of the system. 

3.2   Decision Evaluation for Maximum Profit 

This section discusses the results of part one as the input data for the second part of the 
study of the bargain game theory. Then, MAS is applied to construct the MAS-game 
mechanism. The second part of the decision evaluation is determined from analysis of 
the mechanism. The construction steps are explained, as follows: 

 

A. Formulate the Analytic Structure of Game Agreement 
Based on the results of the first stage, we determined the vegetables that are most ap-
propriate for each season, each of which has its own profit, sale status, crop switching 
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costs, and conflicting conditions. In order to realistically maximizing the profit, the first 
task in each season is to consider the most suitable crop. Therefore, through game theory, 
the prioritized crops for maximum profit were identified. The following are briefs on the 
game participants and the strategies to be applied in their bargaining processes.    

Game participants (seasons): 
1. Spring; 2. Summer; 3. Autumn; 4. Winter 

Strategies: The appropriate vegetables for each season, based on the relevant norms of 
organic farming, the necessities and costs involved in field conversions between sea-
sons, and the unequal varieties of vegetable cultivation. 

 
1. Spring (spring onion, snap bean, watermelon, balsam pear, and spinach) 
2. Summer (gherkin, sweet potato, pumpkin, eggplant, and sponge cucumbers 
3. Autumn (lappa, sweet corn, Chinese cabbage, broccoli, and onions) 
4. Winter (rape, celery, potato, turnip, and radishes)  

Limitations: (conditions) 
Under the regulations of organic farming, one crop should not be planted in two con-
secutive seasons. 

 

The goal of game bargaining:  
In organic farming’s rules, it is specified that the same crop is never planted in the same 
field two seasons consecutively. It is noted that the conversion of the field from one 
crop to another would inevitably incur “transition costs” that must be accounted for 
when figuring net profit.  

 
The steps of game operation are as follows: 
Step 1) Select two objectives (A and B represent two consecutive seasons out of a total 
of four seasons), and list the appropriate vegetables for planting in both seasons. At this 
point, the payoff matrix does not include any values.    
 
Step 2) Determine the sales weight values, using the Miaoli region as an example, it is 
worth noting the difficulties of distributing the organic vegetables and the timeliness of 
delivery costs. Organic farmers in Taiwan typically send at least a portion of their 
organic vegetables to their local organic vegetable distribution center; the amounts sent 
are based on the figures determined by the farmers’ union for that area of Taiwan and 
the sales channels there. 
 
Step 3) In the first phase, along with the results of field surveys, each of the season’s 
appropriate vegetables should have relatively flat profits, then the level of sales value of 
the weights and the units suitable for growing vegetables for profit, which correspond 
to sales of the vegetable weights. The pros and cons of the influencing amendments are 
determined, and the cultivation and conversion costs are deducted to achieve the real 
value of the profits according to the following computation formula: 

Original Profit Value × Weighted Number of Sales Value – conversion cost = Profit 
Value after Modification 
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Step 4) The value modified in Step 3 is considered the payoff value used in the game 
payoff matrix; the next step is to input the payoff values of all strategy combinations, 
according to the corresponding columns of the matrix, to generate a payoff matrix of a  
2-player multi-strategy, with payoff values (see Table 3). Based on the results, this 
study determined the dominant strategy of the matrix. If a dominant strategy exists, the 
matrix is simplified first before proceeding further. 

Table 3. Payoff Matrix 

 

Step 5) Using the maximum payoff value of Objective A as a starting point, confirm 
whether Objective B may receive the maximum profit if adopting the responding 
strategy, as Objective A chooses a certain strategy of the maximum payoff value. If so, 
the strategy combination is an equilibrium solution; if not, then Objective B responds 
with the other strategy that could obtain a better payoff; then Objective A adopts the 
same action; thus the actions continue until an equilibrium solution is discovered. 

Step 6) The convergence situations of the search are as follows:   
A single equilibrium solution (converge to an intersection) is a 11×  matrix; in this 
situation, the optimal equilibrium solution is the output of game bargains.  

Approximate equilibrium solution (a situation in which one party’s strategy option 
converges to a single strategy): This is a N1× or 1N ×  matrix; in this situation, we 
only need to consider the responding strategy option of a higher payoff value, which an 
undecided player may select. For a player who has already decided, adopting the 
strategy will definitely secure a higher payoff. 

Double equilibrium solutions (evaluate solution by mixed strategies): This is a   22×  
matrix; this situation is a symmetrical equilibrium that produces a feasible strategic 
combination by employing a mixture of strategies.  

No equilibrium solution (seek for solution by mixed strategy): It is a 22×  matrix; in 
this situation, in order to form a cycle, an equilibrium strategy combination that secures 
the maximum expected payoff may be obtained by employing a mixture of strategies. 

Step 7) All objectives conduct mutual game actions and integrate the results. Only four 
games are held in this research, which are: spring, summer, autumn, and winter. Thus, n 
this manner, we solve the problems of having no straight planting and meet the re-
quirements of the considering maximum profit. First, we have to judge the situation of  
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our final decision. The optimal situation involves reviewing the statistics for all ob-
jectives, when only one strategic option remains, the one with the highest probability of 
satisfying all parties is selected. At this point, take the strategy that has the highest 
probability value as the final equilibrium solution. If one or more roles in the game have 
several strategy options, which all have the highest probability values, reserve all 
strategy options for later consideration; then select the strategy that has the least effect 
on all players (in which all parties receive minimal negative effects, but the highest 
expected profit) to be the final strategy. 

 
B. The concept of Multi-Agent Implementation for Conflict Resolutions 
This research adopts the concept of a multi-agent to conduct our game, in which the 
characteristics of a multi-agent help players to cooperate and complete their tasks and 
achieve their final objective, which enhances the implementation efficiency of coor-
dination for the entire game. The processes of operation for game coordination are 
shown in Fig. 4. When the bargains fail, both parties should consult again and secure an 
internal agreement before proceeding to the next negotiation. 

 

Fig. 4. The Coordination and Operation 

In the research structure, for the convenience of analyses, we assume Seasons A and 
B are the two players in a 2-player multi-strategy game. Consider Season A as Agent A, 
which has five strategies. In the same way, we could consider Season B as Agent B, 
with its own five strategies. Both positions of negotiation will be affected by profit 
factors. Because both parties have high expectations for a profitable outcome to the 
negotiations, each party may present conditions that are far from what the other party 
expects. Nevertheless, the premise is that they are willing to negotiate for the best game 
equilibrium achieved so far. Therefore, we will need another agent to act as coordinator 
(the third party), who is called the conflict resolution agent, designated in this nego-
tiation example as Agent C. Agents A and B will share a common database, but each 
has its own private knowledge base, which the other agent is not privy to. 
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The structure of the multi-agent is shown in Fig. 5. 

 

Fig. 5. The Structure of Multi-Agent System 

C. The Game Bargaining Model of a Multi-Agent System 
Based on the above-constructed game of analytical structure and multi-agent conflict 
coordination, we can build a multi-agent game bargain model for research. The entire 
structure of the model is shown in Fig. 6. 

 

Fig. 6. The Game Bargaining Model of Multi-Agent System 

The steps of the game bargaining model of a multi-agent system are as follows: 

Step 1) Design three agent mechanisms – a mechanism of mediation with the season A 
agent, the season B agent, and a third party agent representing, respectively, the first 
two parties and the third party.  
Step 2) Discover the strategy reward values under the limits of individual demands 
from the two parties. 
Step 3) The season A agent and the season B agent simultaneously convey their 
strategy reward values to the third party agent.  
Step 4) The third party agent judges whether the strategy reward values received are 
conflicting. 
Step 5) If they are conflicting, the third party selects a resolution rule from the pol-
icy-decision rule database to implement conflict resolution and returns them to the 
two-party agent mechanisms – the season A agent and the season B agent – for judg-
ment to determine whether they satisfy their individual demands.  
Step 6) If the results from conflict resolution implemented by the third party agent 
cannot satisfy the individual demands of any agent, then another resolution rule from 
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the policy-decision rule database must be selected to implement conflict resolution and 
produce a new result. 
 

The process is repeated until a result satisfies the demands of both agents. 
 

5. Constructing an online decision evaluation system 
This system provides decision evaluation in two steps, one toward suitable organic crops, 
and a second toward the maximum economic profit. Through the convenience of the 
internet, users are provided an instant decision evaluation service, as shown in Fig. 7.  

 

Fig. 7. The Structure of the Intelligent Decision Evaluation System 

4   Test and Verification 

4.1   Systematic Test  

The systematic test subjects are provided by the Section Chief of Miaoli Agricultural 
Research and Extension Station, Mr. Cheng-Hsiang Tsai. The subjects include eleven 
organic crop farmers, and the conditions of the lands are recorded as data for the re-
search. The test results are shown as Fig. 8. 

 

Fig. 8. Operating System Decision Evaluation Screen 
 

4.2   Systematic Verification 

To verify the value and accuracy, this study compared the systematic output with 
professionals in the Taiwan Outstanding Agriculturists Association. The data from the 
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eleven farmers’ interviews were quantified and organized into questionnaires for ob-
taining suggestions from one hundred professionals’, based on suitability and maxi-
mum profit. After organizing and analyzing the data, and comparing the results with the 
systematic output, it was concluded that the output agrees with the greater portion of 
the professionals’ suggestions. The results have an 84.25% level of agreement. 
Therefore, it was confirmed that the decision evaluation system has the accuracy of a 
professional level. 

5   Conclusions 

The contributions and results of this research are as follows: 
 

1. Combining the decision evaluation system with a multi-agent mechanism: This study 
integrated the two techniques and applied them to the installment of decision evaluation 
tools for choosing organic vegetables. In the first stage, we adopted a knowledge base 
and rules in the decision evaluation system for judgment, which was followed by 
analyses reached through the game bargaining model of a multi-agent system in the 
second stage. The primary purpose was to break away from the now-popular decision 
evaluation system of simple evaluation and policy decision-making. In addition to the 
knowledge base of domain knowledge, the new system also includes a new model that 
can provide users, faced with several possible choices, more objective and effective 
decision evaluation. 
2. Combining the model of the game theory: We transformed the game theory of 
economics into a model and applied it into the decision evaluation system, and then, 
further applied it to organic planting fields. That is, the system used different view-
points to analyze and judge models, which considered a combination of theory and 
practice, and represents an innovative way of thinking about related academic re-
searches.  
3. Establishing a knowledge base for making judgments on organic planting: In mass 
researches of related books and interviews with domain experts, we retrieved knowl-
edge, based on a knowledge table, to construct a knowledge base of choices and 
judgments regarding organic planting. The knowledge base can also provide people 
who are responsible for planning and designing the knowledge base with reference that 
will help them to make later policy decisions. The system has shared resources through 
webpages, and the installment of the website also expands the sources of knowledge 
retrieval. Meanwhile, due to the understanding that the information stored in any 
knowledge base may require occasional updates, the system has considered the ques-
tion of periodic renewal, including ways to expand or rule out some of the rules in order 
to retain and maintain the applicability and convenience of the system. 
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Abstract. The problem of finding partners is to identify which entities
(agents) can provide requested services from a group of entities. It can be
found in open and distributed environments for such tasks as file sharing
and resource allocation. Previous studies have shown that entities can
refine and determine partners through measuring trust relationships, i.e.,
the beliefs of entities that others will accomplish a request for assigned
services at hand. Entities dynamically change their beliefs through re-
calling their past experiences in order to quickly identify partners for new
requests. This paper aims to observe whether those changes can enable
entities efficiently find partners and hence provide services. To this end,
we propose a dynamic network of trust-based entities. Then, we investi-
gate the dynamics of its structure and efficiency in the above-mentioned
aspects. Autonomy-Oriented Computing (AOC) is applied to observe
how the dynamics emerge from local behaviors. A notion of autonomy is
embodied in defining how entities activate their partner finding behav-
iors, whereas self-organization is realized to update the strength of trust
relationships. Experimental results explicitly display a dynamic process
of this network, changing from containing no link (trust relationship) to
having some stable links. Specially, in this process, the efficiency gradu-
ally gets enhanced.

1 Introduction

In a multi-entity network, entities (e.g., companies) usually look for some others
to provide services beyond their own limited abilities, i.e., finding partners. The
partners determine whether and how entities can successfully provide services.
For example, a future online-library network will be an open, distributed envi-
ronment. People can visit any library in this network to request digital copies of
papers or other digital resources in real time. If a digital library only subscribes
post-1980 papers and is requested to provide a paper published in 1965, it can
ask another library to immediately send the requested paper.

Currently, researchers have introduced a notion of trust relationship as a mea-
surement for identifying partners, to share files or solve problems in open, dis-
tributed and dynamic environments [1]. Trust relationships refer to entities’ beliefs

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 323–334, 2009.
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that others will provide services as needed [2]. In most cases, entities are inclined
to choose partners from the ones in which their beliefs are relatively strong. Enti-
ties weaken their beliefs if the found partners cannot provide services. Otherwise,
they strengthen their beliefs. They dynamically change the strength values of their
beliefs with more and more such experiences. Thus, they can quickly identify part-
ners at any time.

Many studies have been done in applying trust relationships to find partners.
Golbeck [1] argues that trust relationships can be used to identify who can pro-
duce trustworthy online information. Sen et al. [3] compare three schemes of
computing trust relationships in reducing the cost of finding partners from a
small group of entities. Specially, they introduce a nearest neighbor algorithm
as a scheme through recalling a fixed number of latest experiences of finding
partners. To get rid of malicious entities from the group of potential partners,
Kamvar et al. [4] build a matrix of weighted trust relationships through aggre-
gating and normalizing based on a history of uploading files. They compute the
left principal eigenvector of this matrix as their metric. More related work can
be found in [5,6,7]. In such work, entities either measure the probabilities that
others have successfully provided services before, or ask past partners for their
beliefs about third-party ones.

However, it remains to clarify why and how trust relationships can make en-
tities efficiently find partners in dynamic, distributed, real-world networks. This
paper aims to solve this problem through proposing a dynamic trust network
based on the bottom-up methodology of Autonomy-Oriented Computing (AOC).
AOC can help us characterize how network dynamics emerge from local inter-
actions through utilizing the ideas of autonomy and self-organization [8,9,10].
Network dynamics include the dynamics of network structure, network perfor-
mances in providing services and so forth. Specially, Zhang et al. [11] explore
such dynamics of a dynamic, distributed network for providing services. Their
work shows the feasibility and rationality for the work in this paper.

In this study, the autonomy is embodied for entities (nodes) to find part-
ners while a process of self-organization is realized to update trust relationships
(links). Entities decide to activate which behaviors for partner search or selection
through measuring their abilities and beliefs. They also immediately update their
beliefs, once they receive the feedback from their latest partners. Specially, a pos-
itive feedback mechanism is emphasized, i.e., the strong beliefs become stronger
while the weak become weaker. Experimental results show that our network
quickly converges to be scale-free. With such a structure, entities quickly find
partners for any request. These results explain why dynamic trust relationships
are helpful for entities to find partners.

The reminder of this paper is organized as follows: Section 2 gives a detailed
problem statement. Section 3 formulates a network on the basis of AOC. The
network contains autonomous entities as nodes and self-organized trust relation-
ships as links. In Section 4, we observe the structural emergence of this network
and the dynamics of trust relationships. The efficiency in finding partners is also
measured. Finally, the paper is concluded in Section 5.
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2 Problem Statements

As mentioned above, the goal of this study is to examine the effects of dynamic
trust relationships on finding partners in open, dynamic, and distributed net-
works, such as the Internet. It requires us to answer the following questions:

– How do entities update their trust relationships? What will they do if they
never interact with their newly-found partners before? Will entities memorize
the information about all of their past partners?

– What are the mechanisms for entities search and select partners? How do
entities refine partners based on updated beliefs? How do entities identify
their partners from their refinement results?

– Which parameters can we introduce to characterize the change of trust rela-
tionships, besides the variation of their strength? Is it enough to count the
number of entities’ trustees, associated by their beliefs?

– What is the efficiency in finding partners based on dynamically-changing
trust relationships?

Previous studies have confirmed two preliminary phenomena. One is that en-
tities prefer to interact with their trustees rather than strangers. The other is
that entities strengthen their beliefs about another entity once it accomplishes
a service request and vice versa. Based on the two phenomena, we attempt to
answer the above questions in the following scenario.

Here, we assume that there exists a virtual network, which contains trust
relationships as links and entities as nodes. In this network, entities are assigned
with fixed abilities of providing certain services. Each of them can find a partner
to satisfy a whole service request, which cannot be finished by itself. The request
has a cost limit, i.e., the maximum number of times for finding partners. The
partner will honestly inform whether it can finish this request. Then the finder
can decide to strength or weaken its belief about this partner. If this partner
cannot finish, it will transfer the request to the third entity, which is discovered
as its partner. In other words, this request propagates among entities until it is
accomplished or the number of finding times reaches the given cost limit.

Accordingly, the above questions can be translated into the following tasks:

1. Modeling a virtual network, in which distributed entities can find partners
and update their beliefs.

2. Measuring structural characteristics at different moments to display the dy-
namics of the links among entities. The characteristics include the clustering
coefficient and the harmonic mean of average path length (APL−1).

3. Examining the efficiency in finding partners with two parameters, i.e.,
– Accomplishment ratio: the ratio of the number of accomplished requests

to the total number of requests;
– Average propagation step: the average times that entities find partners

for finishing a request.
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3 Modeling a Dynamic Trust Network

3.1 Basic Ideas

In this section, we will model a virtual network based on the methodology of
AOC, i.e., a dynamic trust network. In this network, trust relationships are
self-organized as entities continually find partners in an autonomous manner.

For finding partners, entities activate one of well-defined search or selection
behaviors in a probabilistic manner. The probability of activating each behavior
is adaptive to new requests and entities’ states (e.g., their beliefs).

A process of self-organization is realized to update trust relationships. At
first, there is no trust relationship in the network. After a period of continually
finding partners, entities maintain several trust relationships. The realization of
this process lies in two aspects. On one side, entities’ behaviors are defined to
be exploratory or even stochastic. They may find strangers as their partners
and create their beliefs about the newly-found partners. However, with positive
feedback mechanisms, the newly-created beliefs may be weakened or even elim-
inated later. Therefore, only a part of generated relationships can remain. The
remaining relationships can help entities effectively find partners to finish new
requests. So, any request can be accomplished with a higher probability.

The network, entities and service requests are defined as follows:

Definition 1. Let G
′
(t)=< E, L

′
(t) > denote a dynamic network of trust-based

entities on the basis of AOC. For brevity, we call it a dynamic trust network.
E = {e1, · · · , eNe} denotes the set of entities and Ne is the number of entities in
the network. L

′
(t) = {l′ij(t)|ei, ej ∈ E} is the set of trust relationships at time t.

Definition 2. Let ei =< ID, ability, rules > denote an entity where ID is its
identifier, i.e., ei.ID = i, i ∈ [1, Ne]. It can provide some services with different
performances, i.e., ei.ability =< cw1, · · · , cwNservice >, where cwj denotes the
performance on the jth type of service tj. Nservice is the number of service types.
The rules define when and how entities activate their behaviors.

Definition 3. A request can be formulated as rm=< rw1, · · · , rwNservice ,
Tmax > where rwj denotes the need of the type of service tj. Tmax is the maxi-
mum number of times that entities are allowed to find partners.

The two ideas from AOC are illustrated through describing the process of finding
partners for finishing a request, which is specified in Section 3.5. Once a new
request rm is submitted to an entity ei, this entity will perform the following:

1. Evaluating. Firstly, the entity will determine whether it can solely accom-
plish the new request by means of matching its ability with this request
using a cosine-based similarity function ei.simRE(rm). The request can be
considered as accomplished once the value of ei.simRE(rm) is larger than a
threshold. The evaluation functions are specified in Section 3.4.

2. Partner Search and Selection. If the request cannot be accomplished and
its Tmax is not reached, the entity ei will start finding partners. Firstly, it will
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search some candidates by means of activating one of search behaviors in a
probabilistic manner. Then, it will select a candidate as its partner through
activating one of selection behaviors also probabilistically. The probabilities
are adaptive to the request and the states of the entity, e.g., its trust relation-
ships. So, trust relationships will explicitly affect entities’ partner finding.
The detailed behaviors are given in Section 3.2.

3. Updating. The entity ei will change its states once a partner is found.
Firstly, it will deliver the whole request to its partner. Then, the partner
ej will honestly feedback its evaluating results ej .simRE(rm). Finally, this
entity will generate the trust relationship l

′
ij if l

′
ij(t) is not in the network.

Otherwise, it will strengthen the relationship if the ability of this partner is
relatively closer to this request, or weaken the trust relationship if not. The
mechanisms of trust relationships are specified in Section 3.3.

3.2 The Local Autonomy of Entities

Three search behaviors and two selection behaviors are defined in this section.
They will be probabilistically activated to realize the autonomy of entities. The
probability of activating each behavior is determined with the degree of similarity
between requests and entities’ abilities, i.e., ei.simRE(rm). When the degree is
high, entities’ neighbors will be discovered as partners with a high probability.
Stochastic behaviors are given for entities to avoid being trapped in local-optima
and for newcomers to join this network.

– Neighbor-based search. An entity ei will find some neighbors, which are
not involved in the current request rm, with the probability of ei.simRE(rm).
The probability will be adaptive to requests accordingly. Neighbors refer to
its trustees. i.e., there are trust relationships from this entity to them.

– Recommendation-based search. An entity ei will discover candidates
within a distance maxD around itself with a probability of 1−ei.simRE(rm)
when the receiving request is relatively near the entity’s ability. That is, the
entity will enlarge its search area from its neighbors to the area within a
given distance. This behavior is inspired by two observations: 1) besides
direct experiences, indirect experiences are also important for entities to
make decisions; 2) communities have been discovered in many real-world
networks, i.e., agents with similar interests cluster together. Here, the request
far beyond the ability of an entity is likely out of its neighbors’ abilities.

– Random search. An entity ei will search in the whole network when it is
a newcomer or its neighbors are all involved in the current request.

– Trust-based select. The entity ei will select an entity ej with the maxi-
mal degree of trust, ei.trust(ej , t), from its candidates as its partner with a
probability of ei.simRE(rm). Entities are supposed to be more confident in
selecting partners for requests which are relatively closer to its abilities.

– Random select. The entity ei will stochastically select an entity from
the candidate set ei.cand(rm) as its partner with a probability of 1 −
ei.simRE(rm).
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3.3 The Mechanisms of Trust Relationships

We have introduced how trust relationships are applied in activating entities’
behaviors for finding partners in the previous section. Now, we will introduce
how they are changed based on the feedback from partners. Trust relationships
are defined as follows:

Definition 4. A link l
′
ij={<ei, ej , ei.succ(ej, t), ei.fail(ej, t), ei.latestT ime(ej),

ei.trust(ej , t) > |1 ≤ i, j ≤ Ne} reflects a trust relationship from ei to ej where

– ei.succ(ej , t) and ei.fail(ej, t) denote the numbers of successful and failed
interactions, respectively;

– ei.latestT ime(ej) is the time of their latest interaction;
– ei.trust(ej , t) is the degree of trust at time t, quantifying the belief that ej

will accomplish a new request from ei. It is a numeric value in [ε, 1.0], where
the threshold ε will be described below.

Once an entity ei receives the feedback of its partner ej .simRE(rm), a new
relationship lij(t) will be generated if it is not in the network. Otherwise, the
existing relationship will be updated. The parameters of this relationship will be
assigned as introduced below.

Firstly, the time of their latest interaction is set as the current time. Then, ei

will evaluate whether the partner is more suitable for the current request with
Eq. 1 where λ is a threshold, λ ∈ (0, 1).

ei.QoI(ej, rm) =

{
true

ej .simRE(rm)
ei.simRE(rm) > (1 + λ);

false otherwise
(1)

Other parameters will be assigned according to the result of ei.QoI(ej). When
the partner is more suitable for this request, i.e., ei.QoI(ej , rm) = true, this in-
teraction is regarded as successful and the number of their successful interactions
increases. Otherwise, the number of failed interactions increases. Then, the de-
gree of trust ei.trust(ej , t) can be set with updated ei.succ(ej , t) and ei.fail(ej, t)
as follows:

ei.trust(ej , t) =
ei.succ(ej , t)

ei.succ(ej, t) + ei.fail(ej, t)
(2)

Trust relationships may be removed since the degree of trust is supposed to
decay over time as follows:

ei.trust(ej , t) = ei.trust(ej , ei.latestT ime(ej))− η∗(t−ei.latestT ime(ej)) (3)

where η is the decay factor, η ∈ (0.0, 1.0). Once the degree of trust is less than a
small negative numeric value ε, i.e., ei.trust(ej , t) < ε, the neighbor is interpreted
as being no longer able to accomplish new requests from this entity, and the
corresponding relationship will be eliminated. The threshold ε is empirically set,
ε ∈ (−0.05, 0).

In addition, entities will derive new trust relationships from the relationships
already in the network. If the shortest distance from entity ei to entity ej is
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larger than a given threshold maxD, i.e., ei.shortestDis(ej , t) > maxD, ei has
no idea about the ability of ej and the degree of trust ei.trust(ej , t) is set as 0.
Otherwise, the following functions can be used to compute the degree of trust
for the derived relationships:

ei.trust(ej , t) =

nij(t)∑
k=1

ek
i .trustPath(ej, t)

nij(t)

ek
i .trustPath(ej , t) =

∑
l
′
mj(t)∈L′(t)

ek
i .trustPath(em, t) ∗ em.trust(ej , t) (4)

where nij(t) is the number of the shortest paths from ei to ej and the function
ek

i .trustPath(ej , t) denotes the degree of trust derived from the kth shortest
path. If ej is a neighbor of ei, ek

i .trustPath(ej , t) will be computed with Eq. 3.

3.4 Evaluation Functions

We define two functions, ei.simRE(rm) and ei.match(rm), for entities to evalu-
ate whether they can accomplish received requests in this section. A cosine-based
function is given to compute the degree of similarity between request rm and
the ability of entity ei, i.e.,

ei.simRE(rm) =

Nservice∑
k=1

(rm.rwk ∗ ei.cwk)

2

√
Nservice∑

k=1
rm.rw2

k ∗
Nservice∑

k=1
ei.cw2

k

(5)

When the value of ei.simRE(rm) is larger than a threshold δ, δ ∈ (0, 1), the
request rm is assumed to be accomplished by the entity ei, i.e.,

ei.match(rm) =

{
true simRE(rm) > δ;
false otherwise

(6)

3.5 The Algorithm

The trust network will evolve through continually finding partners based on
the above-defined behaviors and trust relationships. Algorithm 1 describes how
entities find partners once a new request is stochastically submitted. search()
and select() represent entities activate a behavior of search and selection, respec-
tively. updateState() denotes that entities update their trust relationships. As de-
fined before, G′(t) represents the trust network at time t, i.e., t requests have been
submitted to the network. If no request has ever been submitted, the network
G′(t) only contains Ne independent entities, i.e., G′(0) =< {e1, · · · , eNe}, ∅ >.
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Algorithm 1. The Autonomy-Oriented Partner Finding

Input: A new request rm, the dynamic trust network G
′
(t)

Output: The evolved network G
′
(t + 1)

begin
// initialization phase

stochastically select an entity ei as the receiver of new request rm;
current entity ← ei; next entity ← null; flag ← true;
// self-organized computing phase

while rm.Tmax > 0 do
matchResult ← current entity.match(rm) based on Eq. 6;
if matchResult 	= true then

current entity.search();
next entity ← current entity.select();
// update based on feedback

flag ← current entity.QoI(next entity, rm) based on Eq. 1;
current entity.updateState(flag) based on Eq. 2;
current entity ← next entity; rm.Tmax = rm.Tmax − 1;

else
rm.Tmax = 0;

end

end

end

4 Experiments

In the above, we have presented a dynamic trust network, which contains au-
tonomous entities as nodes and self-organized trust relationships as links. This
section gives some experiments with the following objectives:

1. to observe the structural emergence of the dynamic trust network;
2. to illustrate the dynamics of trust relationships;
3. to measure the efficiency of the trust network in finding partners.

4.1 The Structural Emergence of the Trust Network

Here, we explicitly display the structure of a dynamic trust network after finish-
ing several requests. We also construct a scale-free benchmark network based on
the abilities of the same entities. Experimental parameters are listed in Table 1.
Entities’ performances on providing each type of service are supposed to follow a
power-law distribution and the power falls in the range of [1, 2]. Given that one
cycle denotes the time spent on finishing a request, more one trust relationship
are changed in each cycle.

The phenomenon of scale-free has been testified in many real-world networks
as a consequence of preferential attachment, i.e., entities with a higher indegree
(outdegree) will be connected with a higher probability. Extended from the GLP
generator [12], the scale-free network is built based on the following principles:
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Table 1. The experimental parameters

parameters
Nservice = 5

scale-free network
Ne = 1000, Nedge = 4200, m = 1.13,

α = −1.7, minSimD = 0.3

trust network
Nrequest = 10000, λ = 0.2, maxD = 4

δ = 0.95, η = 0.0003, ε = −0.02

Table 2. The structural characteristics of two networks

structural characteristics scale-free network trust network
network indegree/outdegree 4.373 3.800
clustering coefficient 0.172 0.012
APL−1 0.387 0.221

– A link will be created unless the degree of cosine-based similarity between
the abilities of its two end nodes is not less than a threshold minSimD.
Entities are assumed to cluster with similar interests.

– The preferred probability of an entity as an end node of a new directed link
is computed with Eq. 7, in which β is an adjusting factor in (0, 1).

ei.sourcePreferProb =
ei.outdegree − β∑

e∈E

(e.outdegree − β)

ei.targetPreferProb =
ei.indegree − β∑

e∈E

(e.indegree− β)
(7)

The structural characteristics of two networks are illustrated in Table 2 and
Fig. 1. The results show that these two networks are quite similar. It can be
concluded that the dynamic trust network converges to be scale-free. Moreover,
this convergence is not irrelevant with the distribution of entities’ abilities, which
is briefly mentioned due to space limitation. The trust network contains 3800
trust relationships. Its average path length is about 4.5. In this network, more
than 300 entities have only one trustee while a few entities trust more than
30. Specially, the two distributions largely overlap in Fig. 1b. That is, the two
distributions approximate to each other.

4.2 The Dynamics of Trust Relationships

We have observed the emergence of our trust network in the previous section.
Now, we examine the dynamics of trust relationships by measuring two structure
characteristics: the clustering coefficient and the harmonic mean of average path
length APL−1. The results are shown in Fig. 2. The horizontal axes denote the
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Fig. 1. The distributions of entities’ indegree (a) and outdegree (b) in the two networks.
One is the dynamic trust network after finishing 10000 requests. The other is a standard
scale-free network.

0 2000 4000 6000 8000 10000
0.00

0.01

0.02

0.03

0.04

0.05

cl
us

te
rin

g 
co

ef
fic

ie
nt

cycles

(a) clustering coefficient

0 2000 4000 6000 8000 10000
0.00

0.05

0.10

0.15

0.20

0.25
ha

rm
on

ic
 m

ea
n 

of
 a

ve
ra

ge
 p

at
h 

le
ng

th

cycles

(b) APL−1

Fig. 2. The dynamics of trust relationships with the measurement of structural charac-
teristics. (a) clustering coefficient, and (b) the harmonic mean of average path length.

cycle number (request number) while the vertical axes represent the clustering
coefficient and APL−1, respectively. We can find that their values fluctuate
slightly after changing rapidly in the first 200 cycles. It means that entities
quickly find their relatively stable partners for various requests.

We can observe that the clustering coefficient increases rapidly at first and
then rises slowly, even keeps steady at some time in Fig. 2a. Likewise, the APL−1

increases rapidly at first and fluctuates relatively little, i.e., the average path
length decreases rapidly and then fluctuates relatively less. At the beginning,
many relationships are generated since entities mostly activate stochastic be-
haviors. The behaviors are exploratory in nature, which results in that many
generated relationships are useless and eliminated later. Only a few trust rela-
tionships remain, i.e., entities refine some entities as potential partners. There-
fore, the probability of adding new relationships is quite low and the network
structure shows a slight change.

4.3 The Efficiency of the Trust Network in Finding Partners

In this section, we will examine the efficiency of our network in finding partners
with two measurements: the accomplishment ratio and the average propagation
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Fig. 3. The dynamics of the efficiency in finding partners for finishing 10000 requests
(cycles). The sub-graphs denote the efficiency in the first 100 cycles. (a) the accom-
plishment ratio of requests, and (b) the average times that entities find parters for a
request.

step. The values of the measurements are averaged over 10 iterations. In each
iteration, 10000 requests are stochastically submitted to our network. Besides the
parameters in Table 1, the Tmax of each request is fixed as 50. As to be described
later, experimental results show that entities can accomplish requests with a
higher probability in fewer steps, along with the dynamic trust relationships.

The dynamics of the efficiency are presented in Fig. 3. The accomplishment
ratio converges to 0.641 while the average propagation step converges to 29.266.
Fig. 3a shows that the ratio quickly increases to its convergence level. Fig. 3b dis-
plays that the average step decreases rapidly at first and later fluctuates slightly.
This dynamics can be explained based on trust relationships. At first, there is
few relationships, wherefore entities activate stochastic behaviors with a higher
probability. The accomplishment ratio is low and the average propagation step is
accordingly large. After a certain period of time, entities find some trustworthy
ones and maintain corresponding trust relationships. Hence, entities can quickly
find partners to finish new requests based on existing relationships. Therefore,
the ratio keeps relatively higher and the average step is relatively lower.

5 Conclusions

In this study, we are interested in characterizing dynamically-changing trust
relationships in real-world applications. We attempt to understand why trust
relationships can enable distributed entities quickly find partners to provide
their requested services.

Specifically, we have proposed a dynamic trust network by means of utilizing the
ideas of autonomy and self-organization from AOC. These ideas can help us under-
stand how network-level phenomena emerge from entities’ local behaviors. In this
study, the notion of autonomy means that distributed entities (nodes) activate dif-
ferent behaviors based on their abilities and trust relationships. Self-organization
refers to the process that entities change their relationships (links) with positive
feedback mechanisms, according to the feedback from their partners.
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Experimental results have shown that the network quickly converges to be
scale-free. In other words, parts of dynamically-generated trust relationships
remain relatively stable while others are eliminated. Our results have also shown
the accomplishment ratio quickly arises to a level while the average propagation
step gradually decreases. Hence, it is reasonable to say that the process of self-
organization makes trust relationships emerge quickly. Moreover, this process
leads to the high efficiency of entities in successfully finding partners.
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Abstract. The growing complexity of modern systems is demanding more and 
more time from software designers and developers. The challenge of construct-
ing complex systems is complicated by the geographic distribution of the sys-
tems. An agent oriented paradigm reinforces the software flexibility and the 
agent’s social possibilities, taking space as a solution in software engineering. 
The idea of independent and autonomous entities capable of relating in the 
search of the system goals originated the multi-agent systems, where at least 
two agents are capable of interaction. Such systems possess great applicability 
in different knowledge areas, as for example, in Education. This work defines 
an Education Multi-Agent System, which is a learning education environment 
with multi-agents. The system aims at helping the teaching process on a specific 
topic. The system agents were modeled using the MaSE (Multi-Agent System 
Engineering) method. 

1   Introduction 

The educational software has been developed since the mid 60s to use Artificial Intel-
ligence (AI) techniques. The software intends to create more flexible programs able to 
support individualized instructions. The Intelligent Tutoring Systems (ITS) is one of 
the programs that stand out because it permits the particularized teaching of specific 
domains by diagnosing the students’ structures and knowledge levels and by respect-
ing their learning style and rhythm. In addition, it promotes the shaping of well-
structured educational interactions, which are adapted to different kinds of users [3].    

The increasing use of multi-agent systems brings challenges that have not been 
studied yet, such as: how should we adapt elicitation of requirements to cope with 
agent properties like autonomy, sociability and proactiveness. The agent-oriented 
modeling is proposed as a suitable software engineering approach for complex organ-
izational application domains that deal with the need for new applications. These 
requirements are not broadly considered by current paradigms. Autonomy and socia-
bility aspects such as the dependency of an agent on another, and how critical this 
condition should be, have to be analyzed from the early stages of the software devel-
opment process [13].  

In this work the agent orientation paradigm is adopted in the modeling of an Intel-
ligent Educational Environment, using the MaSE methodology for defining and de-
signing the multi-agent system. We have chosen MaSE because this methodology 
uses some UML concepts and diagrams that make the process easier to learn and the 
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support tool free for use. It also has a good performance, leading to a high quality 
modeling. 

This work is organized into 5 sections. Section 2 gives an overview of the MaSE 
methodology and section 3 defines the purpose of Intelligent Educational Multi-Agent 
Systems, discussing the system models and agents. Section 4 presents the model re-
quirements and the project design of the system using MaSE. Finally section 5 con-
cludes the work and presents future works. 

2   MaSE Methodology 

The main purpose of the Multi-agent System Engineering (MaSE) methodology is to 
support the designer in catching a set of initial requirements and analyzing, drawing, 
and implementing a multi-agent system (MAS). This methodology is independent of 
any agent’s architecture, programming language, or communication framework. The 
MaSE treats the agents as a deeper object orientation paradigm, where the agents are 
object specializations. Instead of simple objects, with methods that can be invoked by 
other objects, the agents talk among themselves and proactively act in order to reach 
goals [5], [9]. 

MaSE is a specialization of traditional software engineering methodologies with 
two phases (Analysis and Design) and several activities [5]. The MaSE Analysis 
phase has three steps: Capturing Goals, Applying Use Cases, and Refining Roles. The 
Design phase has four activities: Creating Agent Classes, Constructing Conversations, 
Assembling Agent Classes, and System Design. 

The Analysis phase aims at defining a set of roles that can be used to achieve the 
goals of the system level. These roles are detailed by a series of tasks, which are de-
scribed by finite-state models. This process is performed in three steps represented by a 
Goal Hierarchy: Use Cases, Sequence Diagrams, Concurrency Tasks and Role Model. 

Goals are what the system is trying to achieve and they generally remain constant 
throughout the rest of the Analysis and Design phases. Capturing Goals can be di-
vided into two parts: identifying and structuring goals. The Goal representation is a 
form of hierarchy where the goals are decomposed.  

Use Cases describe the behavior of agents for each situation in MAS. In the step 
Applying Use Cases, situations of the initial requirements are acquired and repre-
sented into Use Cases Diagrams and Descriptions, and UML Sequence Diagrams. 
These representations help the designer show the desired system behavior and its 
sequences of events.  

The third step of modeling is the transformation of MaSE goals into roles. A role is 
an expected abstract description behavior of each agent that aids in reaching the sys-
tem goals. In general, the transformation of goals into roles is done in a proportion of 
one to one: each goal is mapped to a role. However, in some situations it is useful to 
combine goals into a single role.  

The Role Diagram has a number of considerations regarding the representation role 
and communication between roles. First, each role associated with the same goals is 
listed below the role name. Often, these goals are represented by numbers used in the 
Goal Diagram. A set of tasks is associated with each role, representing the expected 
role behavior.  
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Once the roles are defined, you must describe the details of each task in the Role 
Diagram. The definitions of the tasks are shown in Concurrent Tasks Diagrams based 
on finite automata states. By definition, each task must be executed concurrently, 
while communicating with other internal or external tasks. A concurrent task is a set 
of states and transitions. The states represent the internal agent mechanism, while the 
transitions define tasks communications. Every transition has an origin and a destina-
tion state, a trigger, a guard condition and a transmission [8].  

In general, the events that are sent as broadcasts or triggers are associated with 
events sent to work in the same role instance, requiring an internal coordination of 
each task. The representation of messages sent between agents uses two special 
events: send and receive.  The send event represents the message sent to another agent 
and is denoted by send (message, agent), while the receive event is used to define the 
message received from another agent denoted by receive (message, agent).  

The Design phase includes the following diagrams: Agent Classes, Conversations, 
Agent Architecture and Deployment Diagram.  The first step in the design process 
involves the definition of each agent class, which is documented in an Agent Class 
Diagram. The system designer maps each role defined in the Role Diagram in at least 
one agent class. Since the roles are derived from the system goals and are responsible 
for meeting them, ensuring that each role is mapped in at least one agent class helps 
guarantee the implementation of the goals in the system. In general the agent classes 
can be thought of as templates defined in terms of roles they play and of the protocols 
they use to coordinate with other agents [5], [8]. 

An agent class has two components: one or more roles and their conversations with 
other agents. Conversations in an agent class are made between two players, the con-
versation initiator and the recipient. The conversation detail is expressed through the 
communication protocols based on concurrent tasks that were identified during the 
analysis in the Role Diagram.  

Each task defined in the Concurrent Task Diagram describes  a component in the 
agent class. The concurrent tasks can be translated into multiple conversations in the 
Conversation Diagram. 

The definition of the agent architecture is performed in two steps: (i) definition of 
the agent architecture and (ii) components. The designer can choose the agent archi-
tecture, such as Belief-Desire-Intention (BDI), Reactive or Knowledge Base. For 
example, a reactive architecture includes components such as an interface to other 
agent classes, an internal controller class, a rule verifier, and sensors [4].  

The final step in the MaSE design phase uses the Deployment Diagram to show the 
number, types and location of agents in the system. The diagram describes a system 
based on agent classes, and is very similar to the UML Deployment Diagram. 

The system designer can use the Deployment Diagram to define different configu-
rations of agents and platforms to maximize the processing power and bandwidth of a 
network.  

3   Educational Multi-Agent System Overview 

The Educational Multi-Agent System proposed in this work relies on the ITS’ classical 
architecture, considering four models: Pedagogic, Expert, Student and Interface. Each 
model reflects the ability and the characteristics of the Educational System [12], [13].  
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The student knowledge should be measured through a questionnaire, and through 
concerns expressed by the student during the learning process. The student model can 
follow certain principles such as Differential Model, Overlay Model, Model of Dis-
turbance, Simulation Model, Stereotype Model or Belief Model.  

The pedagogical model contains teaching strategies adopted based on the input 
submitted by the student. Such strategies structure the way in which knowledge is 
represented and taught to the student, ensuring the success of the methods used by 
some teaching strategies such as Socrates, Coaching, Hypertext and Others. The tutor 
can use one or a combination of behaviors, and goals that may vary depending on the 
information received from the student (actions) and the goal’s purpose (plan) [2]. 

The pedagogical agents may act as virtual tutors, virtual students or colleagues 
who assist in the virtual learning process. These action forms result on group forma-
tions that can distribute tasks between themselves, from greater (student modeling or 
selection of the strategy and tactics) or lesser (strategy responsibility by each agent) 
extension.  

Dividing the system into smaller tasks reduces the complexity and the monitoring 
task executed at a higher abstraction level [10]. The learning process characterization 
developed in some multi-agents systems can be classified in three abstraction levels: 
(i) replication learning, (ii) learning by tautology or (iii) learning by interaction and 
shared dynamic [2].  

The system is modeled using the paradigm of oriented agents, and each model's ba-
sic architecture is represented by an agent. We included other agents in the system to 
support the key actors. This model uses the definition of learning by replication, 
where each agent has a specific task, and one of them, the tutor task.  

The next subsection describes the agent system models and their characteristics in 
the system. The whole system uses Artificial Intelligence (AI), Psychology and Peda-
gogy solutions, involving efficient ways to perform the most varied tasks. 

3.1   Student Model  

At first, the student model is not represented by an agent in the system architecture. 
While in the process of modeling it can be represented as an agent, in the proposed 
student model it is treated as an object that communicates with other elements of the 
system through messages because we consider this model the representation of the 
human user in the system. Thus, at certain times of the tutor learning process the stu-
dent can behave in a reactive, as well as, an active form, indicating concern about a 
particular point of the subject [4], [12].  

The user of the system is represented by the same type of student that looks more 
like an object, or may have more than one instance and communicates with the other 
elements of the system through messages.  

The stereotype model is used in the modeling of the student, considering the  
student's initial knowledge in the following classification: beginner, intermediate, 
advanced and expert. This model type is a simplified model. The strategies of the 
teaching system are developed and modified according to the level of the student. At 
the end of each topic, an open question session is opened and a test is applied. After 
that the tutor starts the process of classifying the user in one of the levels. 
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3.2   Educational Model  

The pedagogical model adopted in this system aims at guiding the student. The tutor 
sets the teaching strategies, knowledge representation and correction of the tests. At 
the end it shall be responsible for grading the student to a new level and selecting the 
next topic to be presented [2].  

The tasks to be performed by the tutor in this system are divided in two agents: the 
Tutor agent and the Coordinator agent.  

The tutor agent is responsible for receiving the education strategy and for selecting 
the module that starts the education process. At the end of the module presentation the 
tutor opens space for the student to ask questions based on a questionnaire, where the 
question to be selected by the student is the one that mostly represents his concern. 
After the question is selected the Tutor agent asks the Expert agent about the answer 
and the expert agent performs a search in the knowledge base. This cycle can be re-
peated until the student signals that he understood the question or until the answer 
possibilities in the knowledge base are exhausted. For the second case, a notification 
is sent via e-mail to a human teacher registered in the system, and in the future the 
teacher contacts the user to clarify his question.  

The Coordinator Agent selects the strategy in education (or method) according to 
the initial student level, which will be obtained through a standard questionnaire to be 
filled out by the student at the beginning of the course. When the teaching strategy is 
selected the method will also be available to the Tutor agent. The Agent Coordinator 
is additionally responsible for selecting the next module to be submitted by the Tutor 
and must define goals for each course, such as teaching the subject until the end, tak-
ing questions from students and others. As these goals are met the Tutor agent goes 
through the teaching process. The definition of the course modules, the content of the 
next module to be presented, and the teaching strategy is the student's course plan, 
while the lecture plan is the course plan added to the goals to be achieved on each 
topic introduced to the student. 

3.3   Expert Model  

The expert model is responsible for the base knowledge maintenance, providing any 
necessary information to all actors of the system. The Tutor and Coordinator agents 
use the knowledge base in the selection of the teaching strategy and in the selection of 
a response to a query of the pupil, respectively.  

The model represents a major expert system intelligent tutor and the rest of the sys-
tem depends on its knowledge. Therefore, it should be modeled as an expert in order 
to address the peculiarities inherited to the field you want to express. For example, in 
a STI in the geometric area, the modules may have different features than other fields 
like history or nutrition [12]. 

In this work we do not propose to model the ontology for a specific domain, in-
stead only the basic features of an expert system are modeled.  

This expert model adopts the production rule model, which is the most appropriate 
for the representation of declarative knowledge. This agent is called Expert and has a 
memory region or blackboard. The region has a mechanism where the requests of  
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other agents and the system will be checked to match the rules in the knowledge base. 
In the case of correspondence, it starts the search process of production, which to-
gether with its rule is the knowledge. Thus knowledge is sent to the request agent. 

3.4   Interface Model 

The interface model is represented as streamlined as possible, since it depends on the 
displayed area, the teaching method style, presentation and used resources. In this 
work the interface is represented only as a mechanism for input and output of infor-
mation between the system and user, where the system represents only the type of 
student.  

3.5   Other System Agents 

During the system requirement description the need for auxiliary specific tasks was 
noticed and two agents were detected: the Management agent and the Database Man-
agement agent.  

The Management agent is active at the beginning of the system as are all the other 
agents, but it is the first to perform a task. It’s first task is to detect the presence of the 
user in the system by monitoring the system. The agent will invite the user to register, 
which will have questions concerning the system domain area. This determines the 
student’s initial level, which will be recorded in the database. Consequentially, the 
Management agent must create the student registration. The initial student level is 
recorded by the Coordinator agent that will select an appropriate strategy for the stu-
dent education.  

The Database Management agent is responsible for both meeting the other system 
agent requirements of databases, for maintaining the information validation and for-
matting the correct information required by other agents. 

4   Educational Multi-Agent System MaSE Modeling  

The Educational Multi-Agent System was named Educ-MAS and was developed 
based on MaSE methodology and on the issues discussed and defined in the previous 
section. The tool used to draw the diagrams in MaSE was AgentTool [1] that guides 
the methodology application [5], [7], [8]. 

In the Analysis first step, the main goal and its sub-goals were identified from the 
initial set of the system. They were then structured in a goal tree as shown in Figure 1. 

The goal Define Tuition Plan was structured based on the four models described in 
section 2. Our examination of the importance and inter-relationships of the goals was 
also taken into consideration. The Promoting individual learning is partitioned into 
four goals: Explore Student, Plan Tuition, Manage Knowledge and Manage Tuition. 
The goals are also decomposed into other goals. For example the goal Plan Tuition 
was partitioned into two sub-goals (Consult Defined Goals and Define Tuition Plan) 
and the sub-goal Define Tuition Plan has two sub-goals named Defining Content of 
the Module and Defining Plan Presentation of the Modules.  
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Fig. 1. Educ-MAS Goals 
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that represents the default questions
5.1) The student selects a question, the Tutor agent try to 

solve
5.2) If the student does not satisfied the Tutor agent 
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6)The student says that understood the answer and the Tutor 
agent ends the session after registering the doubt  

Fig. 2. Use Case Provide Class 

 

After defining the goals, eight primary use cases were generated based on the goals 
Explore Student and Plan Tuition. The Figure 2 shows the use case Provide Class, its 
description and also the name of Sequence Diagrams that retracts the scenarios of this  
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Fig. 3. Question Resolved Sequence Diagram 

 

use case. The scenarios are Student’s Class, Questions Resolved and Questions Not 
Resolved. For each one we built a Sequence Diagram that shows how the system 
behaves. Figure 3 demonstrates the agent behavior with the second scenario of the 
case Provide Class. We defined for each use cases the description and their scenario 
Sequence Diagram. The whole specification of Educ-MAS can be found in [11]. 

We developed a set of roles and tasks to show how the goals are reached based on 
the goals, the use cases (diagrams and descriptions) and the Sequence Diagrams. The 
Figure 4 represents the Preliminary Role Diagram where the goals were mapped to 
system roles. For example, the Course Administrator role achieves the goals Plan 
Tuition, Consult Defined Goals, Define Tuition Plan, Defining Content of the Module 
and Defining Plan Presentation of the Modules. In the complete Role Diagram we 
introduced the tasks responsible for the roles and the associations among themselves 
to reach the responsible goal’s roles.  

Once the Role Diagram was developed, we defined a Concurrent Task Diagram for 
each task as presented in Figure 5 for the task Monitor Blackboard. This task is asso-
ciated to the Expert interface role, which is responsible for the 1.3.3 goal that moni-
tors the blackboard in order to interface the knowledge base introducing the contents 
and answering questions.  

The Analysis Models were built showing the behavior of the system by deriving 
and establishing the goals that were used to create the use cases and the sequence 
Diagrams. Those goals were mapped into roles and tasks defined in the Role Diagram 
and detailed in the Concurrence Task diagram. In the Design phase we use those dia-
grams and we constructed the individual components of the agent classes as presented 
in Figure 6. We chose a simple agent architecture and an example of a Tutor agent 
class partial structure component as shown in Figure 7, where the attributes and 
methods were derived from the Concurrence Task diagram. 
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Fig. 4. The Educ-MAS Partial Role Diagram 

Idle

Notify

Verify valid content

Build production rule

Retrieve production rule

Retrieve knowledge

Task: Monitor blackboard ^send(acknowledge,ag)

^receive(requestProd(rule),ag)

receive(newKnowledge(rule),Retrieve knowledge)

^send(rule(r),Retrieve production rule)

^send(setProd(ule),ag)
[valid] [NOT valid]

 

Fig. 5. Concurrent Task Diagram for the task Monitor blackboard 

The last step in the Design phase was to develop an overall operational design. The 
Educ-MAS is presented in Figure 8. The Tutor, Administrator, Coordinator and Ex-
pert Agents are defined in an environment as a system. The Interface (Student Model) 
starts at the student’s computer where the Database Management and the other part of 
the system are in network computers. 
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Fig. 6. The Educ-MAS Agent Class Diagram 
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Fig. 7. Tutor Agent Class Partial Structure Component 
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Fig. 8. The Educ-MAS Deployment Diagram 

5   Conclusion 

During the development of this work several concepts related to the paradigm of the 
oriented agents were explored. The MAS has a wide application both in industry and 
in science. Since the MAS is an area of artificial intelligence, agents can be consid-
ered capable to make decisions, to learn and thus to be able to update their knowledge 
base. Therefore, the ability of MAS as a system to optimally solve problems to 
achieve the system goals becomes an attraction to the pedagogy area. 

Although the development of artificial intelligence applied to MAS has evolved 
over the years, the intelligent tutoring systems still have certain limitations when 
compared to human professors and teachers. The reason for why the student does not 
learn certain topics, for example, is still not fully resolved in intelligent tutoring sys-
tems. This is an important feature to develop further knowledge especially on the 
student system. 

Currently, the development of intelligent tutors for distance education has gained 
importance, and has been implemented to be accessible over the Internet, enabling 
teaching at any time or place. 

The ITS modeled in this work was developed considering only the common fea-
tures of ITS, disregarding the knowledge tutor field. However the MaSE modeling in 
its original definition does not mention any particular method of knowledge base 
modeling. The developers of the methodology understood this need and changed the 
life cycle of modeling MASE in order to include these types of systems. For the STI 
knowledge base construction we will use an ontology that contributed with the or-
ganization of the expert knowledge that seemed to be a tool to clarify the expert rea-
soning. The ontology represents the world in terms of an explicit conceptualization 
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that can be understood by different people and can be used for different approaches 
for computer systems development. 

The MASE methodology introduced a further step in the process of analysis, speci-
fying that the definition of ontology should happen within the modeling of the system 
[6]. This step will be applied during this phase when we build two specific Educ-
MAS: the Geometry learning for high school and the Nutrition Bio-availability in a 
Nutrition Graduating program. 
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Abstract. Decentralized orchestration offers performance improvements in terms 
of increased throughput and scalability and lower response time. However, decen-
tralized orchestration also brings additional complexity to the system, mainly, in 
terms of exception handling. The research presented in this paper is carried out on 
the basis of some previous work of the authors, including: decentralizing orches-
tration of composite Web services and exception handling. We focus also on  
current works expanding the previous one, exhibiting thus a higher performance 
degree which the integration of mobile agents performs by moving the applica-
tion’s functionality through the network. 

Keywords: BPEL, Exception Handling, MAS, Web Service Orchestration, 
Mobile Agents. 

1   Introduction 

Web services enable the new generation of Internet based applications and adjust the 
way business applications are developed. Although there can be some value in access-
ing a single web service, the greater value is derived from assembling web services 
into more powerful applications. Business processes are typically complex operations, 
comprising of numerous individual stages, and in the context of SOA each such stage 
is realized as a web service. Web Services Business Process Execution Language 
(WSBPEL) is the current industry standard frequently used to specify the composition 
of these steps (control flow, data flow, etc), and executed by a Web Services Orches-
tration (WSO) platform. Nevertheless, a main inadequacy is that BPEL relies on the 
centralized coordinator on which the whole specification of a business process is 
executed. Thus, all the messages amongst the business partners are transferred and 
processed by the coordinator. Accordingly, the communication overload is relatively 
high and in some cases, the centralized coordinator becomes a bottleneck limiting so 
the scalability of the system. There are also arguments that this model is not flexible 
enough for scenarios where data flow has to be transported in a given path due to 
certain business constraints [6]. Starting from the intention to overcome these draw-
backs, some decentralized solutions [7, 8, 9, 10, 12, 13] have been proposed.  
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A second key problem that we can identify in process-oriented composition lan-
guages like BPEL concerns support for dynamic adaptation of the composition logic. 
Such languages assume that the composition logic is predefined and static, an as-
sumption that does not hold in the highly dynamic context of web services. In fact, 
new web services are offered and others disappear quite often. In addition, the organi-
zations involved in a web service composition may change their business rules, part-
ners, and collaboration conditions. Furthermore, software, machine or communication 
link failures may render certain sub-process of composite services unavailable, pre-
cluding thus the successful execution of the business process. Therefore, services-
based systems are inherently vulnerable to exceptions. In these cases, a replacement 
component should be identified and substituted for the failed one. The replacement 
component should have the same skills to the later i.e. to have same functionality and 
QoS [2]. 

Note that due to the static nature of BPEL, which dictates that service bindings 
should be hard-coded in the scenario, it is not feasible to include calls to all replace-
ment services within a fault handler (typically 2 or 3 alternates will be specified [3]) 
and not possible at all to dynamically introduce new bindings or remove outdated 
ones, to align with the changes in service availability. Each such change should gen-
erate a maintenance activity that will lead to modifications in the BPEL scenario 
code. This motivates the need for more flexible web orchestration engine of BPEL 
process, which supports a dynamic orchestration. 

To deal with these limitations, we have proposed in [14] a decentralized frame-
work for WSO and exception handling1 based on Multi-Agent System technology. 
This framework allows to a BPEL process to be partitioned in a set of sub-processes. 
These sub-processes will be executed in a distributed fashion by a set of agents. Our 
approach provided a mechanism for dealing with system exceptions which is based on 
agent technology. Nevertheless, similarly to all other discussed proposals, our last 
framework is based on the assumption that each site is skilled and has the required 
infrastructure to do its work. An assumption that is not forever affordable.  Here, we 
are focusing on a direction pro enhancing our previous framework. We swap, in the 
exception handling mechanism, the agent technology by the mobile agent technology 
for a purpose of resolving the above limitation, exhibiting thus a higher performance 
degree. 

The rest of this paper is organized as follows: Major related work is discussed in 
Section 2. Then, the authors’ previous work which builds the foundation of this re-
search is introduced in Section 3, as well as a brief introduction to mobile agent tech-
nology. Section 4 is dedicated to outline our current work expanding the previous one 
by means of incorporating the mobile agent technology. Finally, Section 5 concludes 
this paper and sketches out our future work.  

2   Related Work 

There are two primary areas of research that are related to this work: decentralized 
composite web services orchestration and exception handling. This section stands 

                                                           
1 Exception handling defines how exceptional situations that can arise during execution of the 

composite model should be handled. 
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some approaches dealing with these two issues. We present each proposal with re-
spect to our two concerns (decentralizing composite web services orchestration of 
exception handling). 

In [8], the authors present a technique to partition a composite web service written 
as a single BPEL program into an equivalent set of decentralized processes based on 
the PDG (Program Dependence Graph). This technique creates one partition per com-
ponent web service in the flow specification. Each partition is deployed in network 
proximity with the component web service that it invokes, and acts like a proxy that 
processes and manages incoming and outgoing data at that component related to this 
flow. Nevertheless, a major boundary of this work is that errors do not propagate 
correctly in the decentralized setup. Thus, handling errors at build time remains cen-
tralized and all errors are propagated back to the client. Further, this approach as-
sumes that each site should have the infrastructure supporting this execution model. 

To handle exceptions, the authors in [7] extend their work in [8] to overcome the 
shortcoming listed above. The exception handling mechanism relies on correct parti-
tioning of the input service specification. As well, the partitions are increased with 
extra code that aids in the overall exception handling mechanism. However, the pro-
posed scheme is still centralized since fault handlers and compensation handlers for a 
scope reside in the root partition. 

The author in [10] develops A Web Service Composition Tool (WSCT) for speci-
fying a composite service. The WSCT has only to activate the first task in the com-
posite service. The rest of the tasks will be activated by the service providers of the 
tasks’ predecessors when these ones are executed. However, we discern that factual 
decentralizing mechanism is unclear and details on how to partition the different tasks 
among service providers are not provided.  

To deal with exceptions, the author uses a Non-blocking mechanism. Candidate 
providers need to monitor the failure of the primary provider. In that case, they run an 
election protocol to opt for the next highest ranked candidate provider as the new 
primary provider. Accordingly, the failure of a service provider will not block the 
progress of a composite service. Though, this approach suffers from (1) a static aspect 
like BPEL when arranging the candidate providers, (2) a high communication over-
head when ensuring the exception handling mechanism, and (3) uncertainty of failure 
detection: During its execution, a primary provider might be wrongly suspected of 
having failed. As a result, a new primary provider is elected and carries out the task. 
Thus, the task is executed twice. 

In [12], the author proposes a peer-to-peer approach which is of continuation2-
passing style. Knowing the continuation of the current execution, the control can be 
passed to the appropriate subsequent processing entities without any involvement of a 
central engine. The approach is based on the assumption that a site can figure out the 
execution plan that follows up if a message also contains a continuation. Thus, con-
ducting the execution of a process is the sequences of sending and interpreting mes-
sages that contain continuations. Nevertheless, the proposed approach is also based on 
the assumption that each site is apt to figure out the execution plan that follows up, 
which might be not always affordable. Once more, certain scenarios businesses might 
want to impose restrictions on access to the data they provide. Hence, this approach 

                                                           
2 A continuation is the rest of an execution at a certain point of the execution. 
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can lead to violation of these data flow constraints since each site has access to all the 
input data.  

If some fault event occurs, a partially executed process must be rolled back. To 
make possible process rollbacks, two continuations are allied with any particular 
execution point. The success continuation represents the path of execution towards 
the successful completion of the process. The failure continuation represents the path 
of execution towards the proper compensation of committed effects after certain fail-
ure events. Further details on how the approach supports process recovery by auto-
matically generating recovery plans into failure continuations are lacking. 

As well, software agents have been recognized as a promising technology for man-
aging workflows. For example, in [9], SwinDeW-A (Swinburne Decentralized Work-
flow with Agents), a service workflow management framework which is based on 
Peer-to-Peer and agent technologies have been introduced. The multi-agent system 
consists of a collection of distributed software agents that work conjunctly with each 
other to afford core workflow services. Each agent is connected with and acts on 
behalf of a consumer or provider service. The service requestor agent has only to 
subscribe monitoring data to keep itself up to date about the state of workflow enact-
ment. However, intermediate application data and control are transmitted among 
relevant service providers agents openly to bring together the execution of the work-
flow. Therefore, a main drawback is that Monitoring data remains centralized since 
the agent of the service requestor must keep itself informed about the state of work-
flow enactment. 

Upon a service failure or an unavailable provider exception, the service requestor 
agent must negotiate with the other available service providers agents which can af-
ford the required service. The involved agents collaborate and negotiate with each 
other to handle the exceptions and recover automatically. Then, the service requestor 
agent dynamically contracts a new supplier for the failed service. Accordingly, excep-
tion handing mechanism is yet again centralized as monitoring of service enactment 
refers to nonstop scanning of the state of service by the service requestor agent. As 
well, we can worry from a scalability issue.  

Going over, a key limitation of most of these technologies is that they treat excep-
tion handling mechanism in a centralized way. In fact, the disadvantages of this trend 
are: 

 

− Centralized exception handling clearly represents a performance bottle neck 
and a single point of failure.  

− High communication overhead.  
 

And for the most part, the assumption on which all these proposals are based; to run 
composite services in a decentralized manner, they assume of course that each site is 
skilled with the required infrastructure to support this execution model, which might 
been not for all time affordable. 

To deal with these limitations, and based on [8], we propose a decentralized frame-
work for both Web services orchestration and exception handling. Our framework 
relies on MAS technology. Indeed, software agents are a powerful high-level abstrac-
tion for modeling complex software systems through the interactions among the 
autonomous agents to achieve specific tasks. They had been used in Grid manage-
ment, mobile computing environment, network monitoring and fault-tolerance in 
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process automation systems, etc. In this work, we use mobile agents to invoke ser-
vices, detect occurrence of exceptions and achieve intelligent mechanism to discovery 
and substitute the failed service by another which has same skills.  

3   Background Work 

3.1   Decentralized MAS-Based Framework for Composite Web Services 
Orchestration and Exception Handling 

Based on the philosophy that Web services technology and software agent technology 
have complementary strengths, and that the arrangement of these two skills might 
build an interoperability environment provided with advanced capabilities, we have 
conducted careful research on a decentralized Multi-Agent System-based architecture 
of orchestration Web services and exception handling [14]. The system is composed 
of four types of agent: User agent (UsrAg), BPEL Orchestration Engine Agent 
(BPELOEAg), Web Service Agent (AgWS) and User Profile Agent (UsrPAg). The 
following figure (Figure 1.) illustrates the different modules of the system. 

 

 
 

Fig. 1. Architecture of the MAS-based Framework for Decentralized Orchestration [14] 

 
The functional architecture of the system is based on interactions between the 

agents to execute the BPEL process. The initiator of the conversation is the UsrAg. 
Upon receipt of a BPEL specification from the user, it proceeds to the organization of 
BPELOEAg. For this purpose, we use the algorithm proposed in [8] to partition the 
BPEL code into a set of BPEL sub-scenarios. The agents’ organization means to as-
sign to each code partition a BPELOEAg. Each BPELOEAg sends to UsrPAg a query 
for information on user's profile and history of contracts. This information is, then, 
communicated to each WSAg. Each WSAg performs the service invocation. If the 
execution succeeds, the result is communicated to the BPELOEAg. Otherwise, WSAg 
will analyze its eventual causes. If it is a BLE (Business Logic Exception), it is com-
municated to the BPELOEAg. Else (System Exception), WSAg proceeds to seek out 
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for a set of similar services for the failed WSi. Then, the best service is selected to 
replace the failed WSi. In contrast to other works, we do not replace the WSi in the 
BPEL specification. Our idea is based on separating the business logic from invoking 
services and therefore, the system exception management. Thus, the selected service 
will be invoked by the same agent transparently to the BPELOEAg. Each BPELOEAg 
communicates the result of its BPEL sub-scenario execution to the agents that build 
its network of accointances in the organization. The BPELOEAg which is the root of 
the organization communicates the final result to the UsrAg which communicates it, 
in turn, to the user. The user evaluates the result provided by each service, and sends 
its evaluation to the UsrAg which communicates it to the UsrPAg in order to bring up 
to date its base. Further details have been reported in [14]. 

3.2   Mobile Agents Technology 

A mobile agent is a program that represents a user in a computer network and can 
migrate autonomously from node to node, to perform some computation on behalf of 
the user. Applications can inject mobile agents into a network, allowing them to roam 
the network, either on a predetermined path or one that the agents themselves deter-
mine based on dynamically gathered information. Having accomplished their goals, 
the agents can return to their home site to report their results to the user [11]. The goal 
is to improve application performance which mobile agents do by letting the applica-
tion move its functionality dynamically between machines. Mobile agents offer a 
uniform approach to handling code and data in a distributed system [5]. There are at 
least seven main benefits, or good reasons, to start using mobile agents [4]: 
 

• They reduce the network load. 
• They overcome network latency. 
• They encapsulate protocols. 
• They execute asynchronously and autonomously. 
• They adapt dynamically. 
• They are naturally heterogeneous. 
• They are robust and fault-tolerant. 

 

Thus, the mobile agent technology has drawn further attention as a new distributed 
paradigm. 

4   Overall Mobile Agents-Based Framework  

Starting from our claim that, without being based on the assumption that each site is 
skilled to accomplish its sub-process, high level environments providing the support 
to execute decentralized BPEL processes are needed and detecting, for the best of our 
knowledge, that there is no unifying approach today allowing to do this in a proper 
manner, we think that mobile agents are as much as skilled to do this. 

For that purpose, we extend our previous framework presented in Section 3 by the 
use of mobile agents WSMAg as alternatives for agents used to invoke Web services 
(WSAg). Figure 2. depicts the framework architecture extending the one proposed in 
[14] by supporting mobile agents to execute the invoking activities. 
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Fig. 2. Architecture of the Enhanced MAS-based Framework for Decentralized Orchestration 
and Exception handling by means of the Mobile Agents Technology 

 
 

For better readability, the architecture is organized on three layers: (i) the User 
layer, (ii) the Intermediate layer and (iii) the Web services layer. This architecture 
gives also a zoom on what a partition could envelop (being based on [8] with our 
BPELAg support), such that each partition has exactly one fixed node (receive, reply 
and invoke nodes are designated as fixed nodes) and zero or more portable nodes (all 
other activities are considered as portable nodes). 

We walk now layer by layer through the architecture of Figure 2 to illustrate how 
the whole process execution is applied. Similarly to our previous system, the current 
proposal is composed of four agent types: User agent (UsrAg), BPEL Orchestration 
Engine Agent (BPELOEAg), Web Service Mobile Agent (WSMAg) and User Profile 
Agent (UsrPAg). Below, we  describe separately each entity: 

User Layer: With it a process or service is started. It is the interface between the user 
and the system. It encloses the UsrAg which offers to the user all the necessary func-
tionalities so that he specifies his BPEL process P, and turns to him the result of the 
execution of P. Indeed, it organizes the BPELOEAg agents while being based on the 
business logic described in P. This organization relies on a process of partitioning of 



354 M. Ilahi, Z. Brahmi, and M.M. Gammoudi 

the BPEL scenario into a set of BPEL sub-scenarios. Each sub-process is associated 
with a BPELOEAg agent. 

Intermediate Layer: It surrounds the BPELOEAg Organization, the UsrPAg and the 
WSMAg. The BPELOEAg checks the role of an execution engine of a BPEL sub-
process. In fact, it distributes and monitors the implementation of its BPEL sub-
scenario. It associates to each service invocation an agent WSMAg. For each invoke 
activity, a plug-in is carried out in order to create a mobile agent of service WSMAg. 
The plug-in allows launching a WSMAg with all the necessary skills and knowledge 
using a predefined skeleton code. The skills include the discovery of web services 
(Discovry ()), invoking a service (Invoke ()), exception (system and business logic) 
handling (CheckException ()) and the substitution of a failed service by another (Se-
lection ()). Knowledge is represented by the user profile, the constraints of QoS and 
history of contracts with Web services providers.  

The UsrPAg’s role consists on the user profile base management. It gets the informa-
tion related to the user as its geographical location and his interests. It also maintains the 
history of services whose execution fails and those whose execution succeeds. These 
informations will be used by WSMAg for more secure and reliable discovery and selec-
tion of Web services. 

The WSMAg, the crucial agent in our system, has to invoke the service. Figure 3. 
introduces modules that make up the internal architecture of a WSMAg (Note that its 
architecture preserves the same modules as the WSAg in [14]):  

 

− WS invocation module: This module is responsible of the service. The result 
could be:  
1. An answer of the successful execution of the invoked service. Then, it will 

be communicated to the BPELOEAg so that it achieves the whole execu-
tion of its BPEL sub- scenario.  

2. A System Exception (SE) or a Business Logic Exception (BLE). If this is a 
system exception, the invoked service parameters will be communicated to 
the discovery module. Otherwise (BLE), it will be communicated to the 
BPELOEAg.  

− Discovery module: If a SE is raised, this module is triggered with the service 
parameters communicated since the invocation module. It proceeds to gener-
ate a list L of the equivalent services to the invoked WSi,, as well as their even-
tual QoS.  

− Selection module: This module is activated on the coming of a message from the 
discovery module. This message holds the list L. The selection module picks out 
the best service by ordering L according to the following informations : i) QoS  
of equivalent services, measured by WSLA, ii) informations related to providers 
of the global BPEL process and iii) Constraints of QoS integrated into the BPEL 
specification. These informations may be associated to services providers, as the 
number of contracts with the user and a rate of success for each one, the confi-
dence degree associated by the user to the provider, the provider’s geographical 
location, etc. This information is usually drawn from the history of interactions 
between the user and the providers. The selected service will be transmitted to the 
WS invocation module for running. While migrating or execution on a site, if the 
WSMAg is lost, a clone of it is automatically relaunched by the BPELOEAg. 
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Fig. 3. WSMAg architecture 
 

 
Web Services Layer: It provides Web Services to be accessed by our framework on 
the internet. 

5   Conclusion 

In this paper, we introduced our research efforts to address exception handling issues 
in decentralized orchestration of composite Web services. These issues are critical for 
generating straight decentralized Web service business processes. We elucidated why 
the use of mobile agents could be a powerful technique to address the problems of 
executing BPEL sub-scenarios among a decentralized environment. As a future work, 
a first prototype implementation is projected to sustain. As well, further research is 
needed to consolidate the conceptual foundations of this approach. 
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Abstract. With the emergence of global marketing, the development of sales 
channels becomes critical in terms of competitive advantages. In fact, the 
co-competition between companies evolves to be increasingly complex. A co-
operation project may involve more than just two companies, and sometimes 
three or more companies are engaged in the decisions in association with 
co-competition. Meanwhile, each company may have a large number of strategic 
options. Therefore, this paper applies the game theory and combines it with the 
model designed with multiple agents to identify the optimal strategic option ac-
ceptable by every participant in the game. A renegotiation system with multiple 
agents is designed based on the method proposed in this paper so that companies 
can quickly and effectively identify an outcome acceptable by all the competi-
tors. The agent mechanism not only enhances the efficiency of solutions for 
equilibrium solutions, but also resolves the problems that no solutions can be 
derived against the endless loops in the strategic games. It is also able to derive 
solutions in the most efficient way for the multiple-player, multiple-strategy not 
presentable on a two-dimension matrix. This approach greatly shortens the time 
required to compute solutions in the game and enhances negotiation efficiency, 
in order to generate the strategic combinations with maximum returns for all the 
competing companies. 

Keywords: Strategic Games, Conflict Resolution, Multiple Agents. 

1   Introduction 

1.1   Research Background and Motives 

Decisions over marketing channels are one of the key decisions for any company. 
Distribution strategies are not only highly relevant to other marketing strategies, but 
also represent the long-term commitments a company has with its distributors. The 
agency relationship between manufacturers and distributors is based on the different 
perspectives and roles assumed by both parties. The power issues surrounding channels 
lead to constant conflicts and co-competitions. Manufacturers often question distribu-
tors on the ground that distributors keep market information to themselves, are lacking 
in brand loyalty, delay payments and return goods at large quantities. On the other 
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hand, distributors are dissatisfied with manufacturers who constantly raise prices, 
threaten to terminate distribution relationships, or do not provide goods on a timely 
basis. There are mistrust and conflicts between both parties. Both parties have conflicts 
on the expected prices of targeted goods and therefore, they bargain and negotiate. The 
process of renegotiations and communication is fraught with uncertainties. It is very 
difficult to reach optimal decisions in such a complex situation. The relationship be-
tween manufacturers and distributors is both cooperative and competitive. Companies 
often have to choose between collaboration and competition with other companies in 
order to improve profits. In face of other companies with which cooperative ties are 
sought, a company should know how to select the strategy that best benefits itself. 
When it comes to details in cooperation, a company should know how to maximize the 
total profits. Therefore, this paper examines the problems association with conflict 
resolutions for corporate strategies by establishing multiple-player, multiple-strategy 
game renegotiation system. It is hoped that this model can serve as a reference for 
archetype for similar problems. 

2   Literature Review 

The core element of this paper consists of two parts. The first part is a discussion of 
bargaining games and strategic moves games in game theory. The second part is a 
conflict resolution model in the environment of multiple agents. Below are separate 
discussions of these two parts. 

2.1   Bargain Game Theory 

Bargain theory, as part of game theory, examines how interests are allocated via re-
negotiations when there are only two participants. When it comes to economical 
analysis, the focus on bargaining process to determine the allocations of interests for 
both economic entities is a long-standing practice. Generally speaking, there are two 
approaches to these problems in addition to classical bargaining theory. One is Nash 
Axiomatic approach and the other is Sequential bargaining game [1]. The characteris-
tics of basic bargaining process are as follows:  

 

1. With two or more participants involved: Markets are composed of a group of 
buyers and sellers. When the transactions are ongoing, neither side is aware of the 
demand and supply from the other side. Therefore, both sides gather and bargain 
in order to identify the most appropriate transaction price.   

2. Existence of obvious or potential interests: The premise of any renegotiation is 
that both the buyer and the seller have their own stance and expectations. They 
bargain and renegotiate in order to meet their respective goals. Therefore, com-
promise from one party means benefits for the other.   

3. Dependence upon each other: In the process of bargaining and renegotiating, 
even if participants cannot reach their targets, they will endeavor to achieve 
100% satisfaction. Other parties think the same. However, the overly focus on 
own satisfaction will cause complaints from the other party. No matter what the 
trading system is, it is necessary to explore the bottom line from the other party. 
Therefore, the bargaining parties are in fact inter-dependent.   
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4. Willingness to reach solutions by working together: Bargains and renegotiations 
are processed with the aim to reach transactions for both buyers and sellers. The 
shared purpose of bargains and renegotiations is to reach a balanced distribution 
of interests. This is the agenda, as well as common intention for both parties to 
reach solutions. Without this, it cannot be a successful bargain.  

2.2   Strategic Moves Game  

Strategic moves mean the use of tactics to change others’ convictions, thoughts or 
behaviour. The restriction of own actions purposefully can enhance own benefits. Dixit 
& Skeath [2] believe that unless one party is authoritative or advantageous in a game, 
each participant has the desire to control the rules in order to fight for their own inter-
ests. This type of controlling actions, no matter on or under the table, can be called 
“strategic moves”.   

Credibility is the key to strategic moves, which can only work when they are estab-
lished on the basis of mutual trust. Meanwhile, strategic moves aim to control the game 
rules. Priorities of actions and the returns originally expected may be different from the 
previous assumptions due to the occurrence of strategic moves [3]. Strategic moves can 
be classified into three types: commitment, threat and promise [4]. The use of these 
three types of strategic moves is to turn the situation from unfavorable to favorable to 
the action taker. The premise is to convince other parties into believing the terms, 
conditions or proposals suggested by the action taker [2].  

In addition to credibility, strategic moves have to be observable and irreversible. If 
manufacturers are not sufficiently sensitive to detect the decisions by distributors or 
simply refuse to discover these decisions, they of course cannot take responsive ac-
tions. In such an instance, the actions by both parties become unrelated. If manufac-
turers have to secure certain distributions (irreversible), they have to take actions in 
response to distributors and adjust their own actions accordingly for maximum profits. 
There are two types of strategic actions [2]: (1) unconditional; (2) conditional.  

2.3   Conflict Resolution Model and Structure 

Conflict resolution models can be classified as calculation confliction resolution model, 
human conflict resolution model, game theory [5], CEF and collaborative design sys-
tem [6]. There are a wide range of strategies and models in literature. However, there 
are few discussions on linear planning in quantitative analysis. Also, bargains and 
multiple agents can be used to develop solutions to conflict resolution models.   

 
1. Bargains 

Sycara proposes a distributed system, PERSUADER, to generate solutions to 
renegotiations via bargains between agents. The bargaining procedures include 
the identification of purposes of other agents and change purposes accordingly in 
order to avoid conflicts, creation of some techniques to gain trust from agents, 
inference and modification of trust of other agents in order to reach bargains. 
PERSUADER is based on CEF AND CDE.    

2. Multiple agents 
A multiple agents system is an effective method to resolve complex systems 
[7-8]. It uses parallel distribution processing techniques and modular designs to 
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divide a complex system into independent agent sub-systems. Solutions to com-
plex problems are derived via co-competition between agents [9]. Each agent 
only possesses incomplete information and ability for the tasks they are required 
to complete, given that the statistics and resources of a multiple agent system are 
distributed. In fact, the concept of their tasks is local, not an across-the-board 
control system. 

3   Research Design 

3.1   Research Methods and Procedures  

This paper first delves into the respective business environments of individual com-
panies and examines the strengths and weaknesses of these companies. The results can 
serve as an important reference for the design of an agent knowledge base for respec-
tive companies. Afterwards, the satisfactions and expectations from both manufactur-
ers and distributors are the major elements in the design of the strategic moves game in 
compliance with the purposes of this paper. A matrix of returns to strategic moves from 
companies is then established before the introduction of the concept of multiple agents 
and conflict resolutions to renegotiations. The strategic renegotiation system of multi-
ple agents for multiple-players, multiple-strategies is constructed as Figure 1 shows. 

 

Fig. 1. Research Structure of Multiple-players and Multiple-strategies Renegotiation System 

3.2   Formulation of Renegotiation Strategies 

The level of satisfactions and expectations is the most important factor to the success of 
any renegotiations. Therefore, only by understanding the preferences and expectations of 
participants can only accurately bargain and renegotiate on the behalf of the participants.  
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After each company discusses with each other, they can seek the final integration by 
using the conflict resolution agent system designed by this paper, in order to derive the 
optimal strategic combinations with maximum returns and acceptable by all the compa-
nies working together for a final goal. Figure 2 illustrates the procedural structure.  

 

Fig. 2. Actual Processes of Multiple Agents 

3.3   Conflict Resolutions of Multiple Agents 

This paper assumes that each of the participating company takes up two roles in a 
zero-sum game of two parties, in order to facilitate analysis. First of all, this paper 
selects a participating company and defines it as Agent A and assumes Agent A has two 
strategies, to collaborate and not to. Similarly, a participating company is defined as  

 

 

Fig. 3. Structure of Multiple Agents 
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Agent B, who also has two strategies, to collaborate and not to. The renegotiations from 
both parties are subject to internal and external environmental factors. Although par-
ticipants are highly willing to discuss, the terms and conditions proposed by one party 
will be very different from what is expected by the other party due to considerations of 
interests. However, given the premise of consent for renegotiations, it is an optimal game 
equilibrium. Therefore, another agent is required as a coordinator (the third party), a.k.a. 
conflict coordinating agent to resolve conflicts. Figure 3 depicts all kinds of ideas.  

The steps are as follows:  
 

(1) Design of a multiple-agent mechanism-Corporate agent, conflict coordinating 
agent and strategic integrator agent represent the company and third party coor-
dinator.  

(2) Solutions to respective roles taken by companies given the strategic returns 
(rankings) under the demand restrictions concerning.   

(3) Company agents convey the value of strategic returns to the conflict coordinating 
agent at the same time.   

(4) Whether strategic returns values received by the conflict coordinating agent 
conflict with each other.  

(5) In case of any conflict, resolution rules are selected from the decision rule data-
bank. Resolutions are implemented and results are feedback to the company 
agent mechanism so that conflict coordinating agents can determine whether in-
dividual needs are met.   

(6) If the results implemented by conflict coordinating agents cannot satisfy the 
respective needs of any agent, another resolution rule will be selected from the 
decision rule databank for conflict resolutions for a new result. The procedure 
will continue until a certain result is able to satisfy the needs of all agents. The 
system will derive a solution from probabilities for the actions implemented for a 
certain number of times.  

 

The pairing of all the company agents and the integration actions taken by the strategic 
integration agents will produce results, as the equilibrium strategic combinations of this 
multiple-players, multiple-strategy game. 

3.4   System Development and Result Assessment 

This paper derives solutions with the agent mechanism for the multiple-players, mul-
tiple-strategy game by following the abovementioned steps. To allow each participat-
ing company to be engaged in strategic renegotiations more easily, this model adopts a 
virtual network to stimulate the scenarios. In the case where there are two manufac-
turers and one distributor, this paper uses Visual Basic 6.0 to write and develop the 
system program for case stimulations. The steps and flows of the system are as follows. 

4   Experiment Design 

4.1   Steps of Realistic and Strategic Renegotiations 

This paper defines more than one strategic coordinator. The initial action selects two 
companies and seeks the optimal strategic combinations with results integrated by the 
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agents. The strategies adopted are based on the actual situations of companies. Figure 4 
illustrates the steps. 

 

Fig. 4. Flows to Derive Solution 

4.2   Description of Scenarios for Case Stimulations 

According to the abovementioned multiple-agents strategic renegotiation model, this 
paper performs scenario analysis to address the issues brought forward. The scenario 
assumes the following: 

In a given supply chain, there is no possibility to increase any profits with the current 
terms and conditions of cooperation. Faced with competition from foreign manufac-
turers, the distributor wishes to adjust the purchase ration and reduces the expenses 
associated with non-promotional products. Manufacturers hope to enhance their re-
spective profits via different cooperation proposals. This paper assumes there are two 
manufacturers and one distributor. They are examining different (i.e. more advanta-
geous) strategic cooperation options. Before the proposals, both the distributor and 
manufacturers have to make relevant assessments. In this scenario, the manufacturers 
are at a disadvantage. Therefore, manufacturers can work toward two directions. One is 
to collaborate with the other manufacturer. Since their products are not highly substi-
tutable but interdependent daily goods, the two manufacturers can work together in 
certain ways. It is hoped that such cooperation can strengthen their market position to 
compete with foreign manufacturers and increase overall profits. The other alternative 
is to compete with each other. However, purchasing power has declined due to an 
economic recession and virtually everybody is concerned about expenses cuts (in the 
form of bargains and reduction in the purchase of unnecessary goods). Although both 
manufacturers have certain branding power, working with each other may achieve 
higher profits via promotional campaigns or appropriate price cuts. Given the space  
of shelves is limited, the distributor is concerned with how to ration allocations of 
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procurements from the two manufacturers or whether it is a good idea to give away 
more benefits to one of the two manufactures in order to achieve higher returns. Below 
is a simple description. 
 

Distributor: 
A. Maintenance of the original cooperation pattern and allocation of procure-

ments based on the proposals from respective manufacturers.  
B. Granting one of the two manufacturers with a higher ratio (if that manu-

facturer offers better terms). 

Manufacturer:  
A. Working with the other manufacturer for joint promotion campaigns and 

reductions in distribution costs (This paper focuses on competition due to a 
large number of considerations required for this possibility.) 

 

Therefore, this paper infers the following cooperation scenarios. Firstly, both manu-
facturers and the distributor in question all work together. This is because Manufacturer 
A and Manufacturer B believe their cooperation cannot only benefit their own incomes, 
but also enhance their bargaining power with the distributor. The distributor may also 
gain from better profits with the integration of manufacturers. It is believed that this 
scenario is a feasible collaboration. The distributor who originally had a dominant 
position will perhaps see their bargaining power equal to that of manufacturers. Al-
ternatively, manufacturers may be in an advantageous position to renegotiate with the 
distributor, as shown in Figure 5. 

 

Fig. 5. Stimulated Scenario -1 

 

Secondly, if manufacturers do not think it is possible for them to cooperate but also 
expect distributors to offer better terms, they have to come up with a more attractive 
proposal to distributors than that offered by competing manufacturers given limited 
resources. It is to obtain better shelf spaces or more purchases. However, without 
knowing all the proposals from competing manufacturers, they have to list out all their 
feasible cooperation proposals, as outlined in Figure 6. Given the limited time and 
resources, this paper examines this scenario. 
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Fig. 6. Stimulated Scenario-2 

5   Validation and Results 

5.1   Results of Case Stimulations 

This paper examines the issues surround the relationship between manufacturers and 
distributors so that companies can maintain certain advantages in renegotiations. The 
advantages include private information that companies do not wish to disclose. Without 
considering the possibility of costs in association with shortage of delivery, this paper 
derives the maximum expected profits for distributors and manufacturers based on the 
following formula. 

Maximum expected profits of Distributor 

= ( ) ( )( )i Ti other
i

H
Max P C Q C K C

R

⎧ ⎫
− × − + × −⎨ ⎬

⎩ ⎭
 

Let Pi= Sales price
 
 

 Q=Quantity of products (This sample assumes the expected sales equals to 
procurement amount.) 

      C= Procurement cost (i.e. out-of-factory unit price from Manufacturer) 
CTi=Transportation cost

 

K=Ordering cost 
     

i

H

R
=  No. of Delivery/Good Replenishments

 

Cother = Other costs (This example assumes it to be private information of 
Manufacturer.) 

Maximum expected profits of Manufacturer  

= ( )j m
i

H
Max P Q K TC

R

⎧ ⎫
× + × −⎨ ⎬

⎩ ⎭
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Let Pj = Out-of-factory unit price 

 Q = Quantity of products 

 TCm = Total fixed costs of Manufacturer (This example assumes it to be private 
information of Manufacturer.) 

 K = Cost of ordering for Distributor  

i

H

R
= No. of Delivery/Good Replenishments 

 

This paper lists all the feasible strategies for manufacturers and distributors based on 
the variables in the above formulae. 

Manufacturer A suggests that if distributors can prioritize their products on shelf, 
they can give up to 3% discounts (only applicable to the unit price of NT$250 and 
above). Therefore, the strategic proposal from Manufacturer B is as follows (Table 1): 

 
Table 1. Feasible Variable Combinations for Manufacturer A 

Out-of-factory 
unit price 

(NT$/unit) 

Quantity 
(units 

Deliveries 
(times/p.a.) 

Ordering 
cost  

(NT$/times) 
250 100 10, 12 150, 100 
230 200 4, 6 200, 180 
200 300 4, 9 200, 150 

 
Similarly, Manufacturer B suggests that if distributors can prioritize their products 

on shelf, they can give up to 5% discounts (only applicable to the unit price of NT$350 
and above). If the quantity of procurement from a distributor exceeds 350 units for 8 
deliveries, ordering cost is waved. Therefore, the strategic proposal from Manufacturer 
B is as follows (Table 2): 

 

 
Table 2. Feasible Variable Combinations for Manufacturer B 

Out-of-factory 
unit price 

(NT$/unit) 

Quantity 
(units) 

Deliveries 
(times/p.a.) 

Ordering 
cost  

(NT$/times) 
350 150 10, 12 120, 100 
310 200 6, 9 150, 110 
240 250 4, 6 200, 150 

 
The considerations for Distributor C consist of two parts. Firstly, Distributor C prices 

the product made by Manufacturer A at NT$335 per piece. The previous policy for the 
procurement of the product made by Manufacturer A is as follows: out-of-factory unit 
price NT$230, each procurement for 200 units at six deliveries and the procurement cost 
of NT$180. Secondly, Distributor C prices the product made by Manufacturer B at  
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NT$400 per piece. The previous policy for the procurement of the product made by 
Manufacturer B is as follows: out-of-factory unit price NT$240, each procurement for 
250 units at four deliveries, procurement cost at NT$200 and the transportation cost at 
NT$200/time. The transportation cycle is 4 times per year (every three months) and 6 
times per year (every two months) for different products. Based on the above details, 
Distributor C comes up with the following strategic proposals (Table 3): 

 
Table 3. Feasible Variable Combinations for Distributor C 

Product of 
Manufacturer 

A 
(No. of units) 

Product of 
Manufacturer 

B 
(No. of units) 

No. of  
deliveries for 

good  
replenishments 

(No. of 
times/p.a.) 

Total  
transportation 

costs 
(NT$/p.a.) 

100, 200 150, 200, 250 4 800 

100, 200 150, 200, 250 6 
1000 (discount 

NT$200) 
300 150 4 800 

300 150 6 
1000 (discount 

NT$200) 

Therefore, it is possible to calculate the previous maximum expected profits for both 
manufacturers and Distributor C.  

1. For products of Manufacturer A (product a):  
Maximum expected profits of distributors (product a) are as follows:  

( ) ( )( )i Ti other
i

H
Max P C Q C K C

R

⎧ ⎫
− × − + × −⎨ ⎬

⎩ ⎭

 

= ( ) ( )( ){ }otherMax 335 230 200 200+180 6+200 C⎡ ⎤− × − × −⎣ ⎦
  

= { }otherMax 123920 C−  

Maximum expected profits of Manufacturer A  

  ( )j m
i

H
M ax P Q K T C

R

⎧ ⎫
× + × −⎨ ⎬

⎩ ⎭  
= ( ) m230 200 180 6 TC⎡ ⎤× + × −⎣ ⎦  
=277080-TCm

 

2. For products of Manufacturer B (product b):  
Maximum expected profits of distributors (product b) are as follows:  

( ) ( )( )i T i o ther
i

H
M ax P C Q C K C

R

⎧ ⎫
− × − + × −⎨ ⎬

⎩ ⎭

 

= ( ) ( )( ){ }otherMax 400 240 250 200 200 4 C⎡ ⎤− × − + × −⎣ ⎦
 

= { }otherMax 158400 C−  
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Maximum expected profits for Manufacturer B  

( )j m
i

H
Max P Q+K TC

R

⎧ ⎫
× × −⎨ ⎬

⎩ ⎭
 

= ( ) m240 250 200 4 TC⎡ ⎤× + × −⎣ ⎦  

= m240800 TC−
 

 

This paper collates all the previously mentioned strategic proposes and summarizes 
them into a list of strategic discussions for companies. When ranking these priorities, 
companies will have different emphases due to their different roles. The key concerns 
for distributors are the historical sales percentages for the manufacturers and relative 
profitability compared to other international brands. On the other hand, the key con-
siderations for manufacturers are their own capacity and manageable delivery and 
turnovers. 

6   Conclusions and Contributions 

This paper analyzes strategic applications and observes bargains and renegotiations 
among multiple companies. This approach allows objective attitudes for observation, 
but may also lead to personal and subjective interpretation of behaviour bias of par-
ticipants. In order to reduce such errors and enhance the accuracy of final results, this 
paper assigns companies to input strategies and assess importance themselves. In the 
past, the research approach applying game theory has to specifically indicate the returns 
of corresponding strategies. However, the method used by this paper only describes the 
strengths and weaknesses of respective strategic combinations. The concept of se-
quencing is combined with the mechanism of multiple agents so that the games can 
proceed with better efficiency.   

The case studies modelled by this paper can serve as a reference to multiple-player 
strategic move games. However, considering that the variables are private information 
companies do not wish to disclose, this paper adopts a semi-automatic model with 
partial involvement from these companies in strategic renegotiations. In fact, this 
model provides a recommendation for a meaningful strategic combination as assistance 
to multiple companies in bargains and renegotiations. Therefore, it is suggested that 
future studies can examine the relationship between manufacturers and distributors, or 
even multi-stage supply chain, with a set of more comprehensive variables, in order to 
produce renegotiation results closer to the thoughts of each participant and the improve 
the feasibility of optimal and equilibrium strategic combinations. 
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Abstract. Mobile commerce (M-commerce) combines the advantages of elec-
tronic commerce with the mobility and freedom of wireless devices such as 
cellular telephones and PDAs. As M-Commerce become more and more preva-
lent to people, it is very critical to provide the right information to the right 
customers. In this paper, a novel personalized recommendation method based on 
tolerance rough set is proposed to help customers purchase needed products 
conveniently. Tolerance rough set is used to deal with latent information and 
capture customer preference according to both the customer’s interests and his 
current context. 

1   Introduction 

Mobile commerce (M-commerce) is the buying and selling of products and services 
anytime from anywhere through wireless handheld devices such as mobile phone and 
personal digital assistant (PDAs). Compared with electronic commerce, M-commerce 
presents many advantages, e.g. ubiquity, accessibility, personalization and convenience 
[1], [2]. With the rapid development of M-commerce, it provides more and more 
choices for users now. However, users usually get lost in the vast space of product 
information and can not find the products they really want. Thus, it is very critical to 
provide the right information to the right customers as M-commerce become more and 
more prevalent to people [3], [4]. 

In this paper, a novel personalized recommendation method based on tolerance 
rough set is proposed to help customers purchase needed products conveniently. Tol-
erance rough set is used to deal with latent information and capture customer prefer-
ence according to both the customer’s interests and his current context. The tolerance 
rough classes of products currently browsing by customer are constructed to discovery 
the relationship among different products and obtain latent associated products in the 
transaction database. 

The rest of the paper is organized as follows. Section 2 introduces the rough set 
theory briefly. Section 3 presents the novel personalized recommendation model based 
on rough set in detail. Finally, section 4 concludes the paper. 
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2   Rough Set Theory 

2.1   Rough Set 

The rough set theory is a powerful mathematical tool for modeling inexact, uncertain or 

vague knowledge [5]. Since it was introduced by Pawlak in the early 1980s, rough set 

has extracted a lot of attention from theory and been applied in many fields [6]. In 

rough set theory, an information system, which is also called a decision table, is defined 

as ( , , , )S U A D V f= U , where U is the finite set of objects, A a collection of con-

dition attributes, D a collection of decision attributes, V a set of values of attributes in A 

and :f A V→ a description function. For any R A⊆ , there is an equivalence rela-

tion ( )I R as follows [7]: 

2( ) {( , ) | ( ) ( )}I R x y U a R a x a y= ∈ ∀ ∈ =  (1) 

If ( , ) ( )x y I R∈ , then x and y are indiscernible by attributes from R. The equivalence 

classes of the R-indiscernibility equivalence relation I(R) are denoted [x]R. For any 

concept X U⊆ and attribute subset R A⊆ , X could be approximated by the R-lower 

approximation and R-upper approximation as Figure 1. 

Upper approximation Lower approximation 

U

Set X

 

Fig. 1. Lower and upper approximations of a rough set 

The R-lower approximation of X is the set of objects of U that are surely in X, de-

fined as: 

{ | [ ] }RRX x U x X= ∈ ⊆  (2) 
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The R-upper approximation of X is the set of objects of U that are possibly in X, defined 

as: 

{ | [ ] }RRX x U x X= ∈ ≠ ∅I  (3) 

The C-positive region of D is the set of all objects from the universe U which can be 

classified with certainty into classes of U/D employing attributes from C, that is: 

/
( )C

X U D
POS D CX

∈
= U  (4) 

2.2   Tolerance Rough Set 

The rough set theory introduced by Pawlak is based on equivalence relation. However, 
the requirement for equivalent relation of rough set prohibits it from being applied to 
many real applications. Skowron introduced a generalized tolerance space by relaxing 
the equivalence relation to a tolerance relation, for which transitivity property is not 
required. For the further discussion in the paper, a generalized tolerance space is de-
scribed below [8], [9], [10], [11]. 

P(U) is used to denote sets of all subsets of U, I:U → P(U) is used to denote a tol-

erance relation, if and only if x∈ I(x) for x∈U and y∈ I(x) ⇔ x∈ I(y) for any x, y∈U. 

Thus the relation xIy ⇔ y∈ I(x) is a tolerance relation which satisfies reflexive condition 

and symmetric condition and I(x) is a tolerance class of x. The tolerance rough mem-

bership function µI,V is defined as follow [9]: 

,

| ( ) |
( , ) ( ( ), )

| ( ) |
I V

I x X
x X v I x X

I x
µ = =

I  (5) 

The tolerance rough set for any X ⊆ U are then defined as [9]: 

( ) { | ( ( ), ) 1}RL X x U v I x X= ∈ =  (6) 

( ) { | ( ( ), ) 0}RU X x U v I x X= ∈ >  (7) 

3   Personalized Recommendation Model Based on Rough Set 

The model of the proposed personalized recommendation model base on rough set is 

described in Fig.2. 
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Fig. 2. Schematic view of personalized recommendation model 

The model is mainly composed of four components, i.e., interaction manager, recom-
mender, recommendation engine for context, and recommendation engine for interest. 

3.1   Interaction Manager 

Once the customer logins the system and browses information of products, the inter-
action manager accepts the customer information and his current access context, and 
sends it to recommender, which responses for information processing and obtain the 
recommended results. Then, the information of the recommended products are fetched 
and presented to the customer. 

3.2   Recommender 

This component implements the function of organizing recommend processing. Firstly, 
it calls the recommendation engine for context to mine the associated products accord-
ing transaction database based on tolerance rough set theory. Then, it calls the Rec-
ommendation engine for interest to analysis the preferences of customer according 
customer profiler. Further, before been sent and presented to the customer, the recom-
mended products are check whether has storage or not by inquiring product database. 

3.3   Recommendation Engine for Context 

In this paper, U = {d1,…, dM} is used to represent the set of purchase records and T 

={t1,..., tN} is used to represent the set of items for U. Then, we define the tolerance 



374 L. Shi et al. 

space over a universe of all items for U. Furthermore, we determine the tolerance re-

lation I as the co-occurrence of items in all purchase records from U. 

We use fU (ti, tj) to denote the number of record that both item ti and tj occurs in U. 
Then, we define the uncertainty function I with regards to co-occurrence threshold θ as 
follow [9], [11]: 

( ) { | ( , ) } { }i j U i j iI t t f t t tθ θ= ≥ U  (8) 

The above function satisfies reflexive condition and symmetric condition, i.e., ti∈ Iθ(tj) 

and  tj∈ Iθ(ti) ⇔ ti∈ Iθ(tj) for any ti, tj∈T. According to the concepts of tolerance rough 

set introduced in section 2.2, Iθ(ti) is the tolerance class of item ti. 

Further, we can define the membership function µ for ti∈T, X ⊆ T as follow: 

| ( ) |
( , ) ( ( ), )

| ( ) |
i

i i
i

I t X
t X v I t X

I t
θ

θ
θ

µ = =
I  (9) 

Then, the lower approximation of the subset X ⊆ T can be determined as follow: 

( ) { | ( ( ), ) 1}R i iL X t T v I t Xθ= ∈ =  (10) 

And, the upper approximation of the subset X ⊆ T can be determined as follow: 

( ) { | ( ( ), ) 0}R i iU X t T v I t Xθ= ∈ >  (11) 

3.4   Recommendation Engine for Interest 

This component implements the function of discovery the interested products for 
customer according to customer profiler. The customer profiler maintains the profiles 
of all customers who registered the server of M-commerce. It is used by the recom-
mendation engine to retrieve and store knowledge about customer, such as products 
purchased by him and latent interested products. Based on tolerance rough set, toler-
ance class for purchased products by customer can be obtained. The products in the 
tolerance class are considered latent interested products for customer and thus recorded 
in the profiles. 

4   Conclusion 

In this paper, a novel personalized recommendation method based on tolerance rough 
set is proposed. Tolerance rough set is used to capture customer preference according to 
both the customer’s interests and his current context. Based on the proposed method, a 
model is described in detail. Our future effort is to incorporate rough set with other soft 
computing theory (such as fuzzy set and granular computing) to design more effective 
personalized recommendation approach and model in mobile commerce. 
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Abstract. Spam filtering has witnessed a booming interest in the recent
years, due to the increased abuse of email. This paper presents SpamTer-
minator, a personal anti-spam filtering add-in of Outlook. Outstanding
characteristics of SpamTerminator are as follows. First, it provides eleven
filters including rule-based, white lists, black lists, four single filters, and
four ensemble filters. As a result, SpamTerminator can automatically
work for users in different stages even if they do not train machine
learning-based filters. Secondly, by using our proposed method named
TPL (Two-Phases Learning) to combine multiple disparate classifiers,
ensemble filters can achieve excellent discrimination between spam and
legitimate mail.

1 Introduction

E-mail is one of the most successful computer applications yet devised. As email
becomes a more prevalent salesmanship of e-business, dealing with spam is be-
coming more and more costly and time consuming. There is now a great deal
of interest in email clients that allow a technically naive user to easily filtering
spam. In fact, to solve the problem of spam, many email clients such as Out-
look, foxmail provide a filtering function based on keyword-spotting rules. In a
“keyword-spotting” rule, the primitive conditions test to see if a word appears
(or does not appear) in a certain field of an email message. However, this method
has two disadvantages at least. First, constructing and maintaining rules for fil-
tering is a burdensome task. Second, any changes to the keywords will result in
restructuring the filtering rules.

These scenarios provide ample ground for developing more powerful and prac-
tical functions to block spam in email clients. This work presents such an add-in
named SpamTerminator, toward a very prevalent client, i.e., Outlook. Richard
Segal, et al. pointed out that “... We believe that no one anti-spam solution is
the right answer, and that the best approach is a multifaceted one, combining
various forms of filtering ...” [1]. Motivated by this, SpamTerminator provides
eleven filters including a rule-based one, the second based on white list, the one
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based on black list, Naive Bayes (NB) [2], k-NN [3], C4.5 [4], ANN [5], and four
ensemble filters. The first three filters should be constructed manually by users
without training datasets, nevertheless other ones are built automatically once
the count of new spam and legitimate email exceeds a threshold. As a result,
SpamTerminator can automatically work for users in different stage even if they
do not train machine learning-based filters. It is worth while to note that, Two-
Phases Learning (TPL) algorithm is proposed to combining multiple filters. The
goal of combining learned filters is to obtain a more accurate prediction than
can be obtained from any single source alone.

The remainder of this paper is organized as follows. In Section 2, the archi-
tecture and some snapshots of SpamTerminator are given. We then present the
design and core algorithm TPL in Section 3. In Section 4, Some experimental
results about TPL are shown. Finally, we give conclusions in Section 5.

2 SpamTerminator Overview

2.1 Architecture

Figure 1 shows the architecture of SpamTerminator. SpamTerminator provides
following functions, 1) categorizing emails according to senders’ addresses; 2)
filtering emails according to rules constructed by hand; 3) filtering emails ac-
cording to white-/black lists built automatically from selected samples; 4) fil-
tering emails via 8 machine learning-based filters. To support these functions,
as shown in Fig. 1, some databases such as rules, white-/black lists, feature ta-
ble, feature subset, sample vectors are needed. The rules database is used for
storing filtering rules. The white-/black lists are used for storing white-/black
lists. The feature table is used for storing the vocabulary including features, i.e.,
words or phases appeared in all training examples. The features useful for fil-
tering are stored into the feature subset database. The sample vectors database
stores represented vectors of training instances in feature subset space. In addi-
tion, Chinese word segmentation is a necessary component for a content-based
filter oriented both of English and Chinese emails. As a result of VSTO (Visual
Studio 2005 Tools for Office) [6] based developing, SpamTerminator should be
supported by .net framework. VSTO 2005 is a component of Visual Studio. It
provides C� and VB.NET developers with tools for building applications that
leverage standard Office programs like Outlook, Word, and Excel, all in an en-
vironment that matches the development, security, and deployment of existing
.NET applications. VSTO is another example of how Microsoft is extending
classic Office products through the use of XML and Web services.

SpamTerminator provides eleven filters. Three of them (rules, white-/black
lists) categorize an new email into “spam” or “legitimate” according to header’s
information of the message. They do not need to be trained in advance. However,
other filers are learned from a given dataset. In SpamTerminator, in order to
construct such a filter, following steps are executed. After that, a filter can be
learned from email vectors.
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Fig. 1. The architecture of SpamTerminator

– Dataset preparing. SpamTerminator provides an interface for users to specify
some messages in inbox or spam folder as “spam” and “legitimate” samples.
Then, those samples are stored as files in the disk.

– Word segmentation. This step is conducted on the files got in the above step.
The word segmentation component is invoked to add a space between two
separated words/phases.

– Feature table generation. Words/phases are collected from the files processed
in the second step. All words/phases and their relative information are stored
in the feature table database.

– Feature selection. This step is used to select “best” features for classification
from the feature table. Information Gain (IG) [13] method is adopted in
SpamTerminator to finish this task. The selected features are stored in the
feature subset databases. Suppose that f1,...,fM are features in the subset.
Then, (f1,...,fM ) is called as feature space.

– Email representation. In order to train a base filter, each of training example
should be represented as a vector in the feature space (f1,...,fM ). Absolute
word frequency and relative word frequency are candidates for our email
representation. In SpamTerminator, 0−1 word frequency is used. All training
vectors are stored into the sample representation database.

2.2 Snapshots

Figure 2 shows the menu and filtering snapshots of SpamTerminator. Its main
function items are shown in dashed ellipses. The above toolbox shown in left
dashed ellipse provides the function for a user to specify an email as spam or
legitimate example. The below one shown in the same ellipse offers a user the
functions, 1) extract white/black lists from some selected messages; 2) filtering
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new emails that satisfy the setting conditions (corresponding window is the
top window shown in Fig. 2). In the right dashed ellipse, as shown in Fig. 2,
the main menu of SpamTerminator is given. In English, the functions shown
in the menu are: 1) initialize SpamTerminator; 2) classify email according to
sender’s address; 3) manage rules; 3) manage white lists; 4) manage black lists;
5) manage training dataset; 6) select feature subset; 7) train filters; 8) about
us. The steps word segmentation, feature table generation, feature selection and
email representation mentioned in above subsection are implemented in menu
item “select feature subset”.

`

Fig. 2. The menu and filtering snapshots of SpamTerminator

When a new email arrives at inbox, SpamTerminator will start to category
it according to user’s setting. The main setting parameters include time range,
filters’s priority. That is, a user can let SpamTerminator filter unlabeled emails
in a time range. A new email may be categorized by multiple filters. As shown
in the real line ellipse in Fig. 2, the user choose three filters: white lists, black
lists, and a ensemble filter. At the same time, the user set their priority as white
lists � black lists � the ensemble filter. Therefore, SpamTerminator will filter
the message according to white lists. If the process is successful, other filters will
be ignored. Otherwise the black lists and the ensemble filter will be activated in
turn.

SpamTerminator provides 11 filters. We categorized them into three types.
First type is manual one including rules, white-/black lists. Second type is base
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filter including NB, k-NN, C4.5, ANN. The last type is ensemble kind including
K-NB, K-kNN, K-C45, K-ANN. Each kind of them has valid contributions to-
wards SpamTerminator. Specifically speaking, the first type offers ideal accuracy
and speed. However, it needs frequency maintenance by user. The second kind
release users from manual burden. Nevertheless, users worry about its precision.
To bridge the gap, Two-Phases Learning (TPL) algorithm is proposed to com-
bining multiple filters. The goal of combining learned filters is to obtain a more
accurate prediction accepted by users. Below, TPL algorithm will be described
in detail.

3 Combining Filters with TPL

Mentioned as above, spam filtering is a task classifying emails into two categories
essentially [7,8]. In such a task, there are two key steps [7,9]. The first one is
selecting the best features from a vocabulary V . The second step is to train a
best filter. In order to get the best performance, we need the best features as
well as the best filter. However, it is difficult for us to reach the two “best” at
the same time [10]. One way addressing this problem is to combine multiple
classifiers, in which the classifier can supply a gap for each other. Hence, even
each classifier is not the best one, maybe their combining “wisdom” can attain an
ideal effect. Combining multiple homogeneous or heterogeneous filters to improve
the performance of a single filter is the first motivation of TPL. In fact, there are
considerable research work on combining classifiers. However, most of them do
not adapt to be used in email client, because they do not consider the limitation
of client’s memory. In other words, higher performance, fast training speed and
limited memory requirements are practical goals of an email filter. Therefore, in
our opinion, many classifying algorithms with ideal accuracy such as BP-ANN,
SVM, AdaCost are not candidates in SpamTerminator. Because they perform
slowly in training process on the one hand. On the other hand, they need large
memory, especially when the feature space is large. Hence, how to guarantee
acceptable accuracy and train a filter fast in limited memory are challenging
problems. This is the second motivation of TPL.

TPL consists of two main learning phases. The first one is called as the phase
of direct learning, while another one is indirect learning. In the first phase, mul-
tiple homogeneous or heterogeneous filters are directly learned from the training
dataset. After this, to some extent, each of these filters holds the knowledge that
distinguishes spam and legitimate. When all these filters “tell” their knowledge
to a committee, the committee also can distinguish spam and legitimate. That
is, the committee is not learned from a training dataset but from the knowledge
of the voting filters. Thus, we call this phase as the indirect learning. Figure 3
shows the working flow of TPL.

As shown in Fig. 3, TPL first trains multiple classifiers. In spamTerminator,
we train four heterogeneous filters with a same dataset. The learning algorithms
are Naive Bayes (NB), k-NN, ANN, C4.5 respectively. Then, the process of
constructing filters’ knowledge is conducted.
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Fig. 3. The working flow of TPL

The next step is to construct knowledge base of combined filters. For the sake
of convenience, we define following symbols. N denotes the count of ensemble
filters. D is the count of instances in the training dataset. h̄i (i = 1, ..., N) knows
the label or class probability of each training example. For a hard filter h̄i, we use
a vector −→k i ≡< ci1, ci2, ..., ci|D| > to denote its knowledge, where cij is the class
outputted by h̄i for the jth training instance. If h̄i is a soft filter, there are two
possible representation methods. We may use a vector −→k i ≡< pi1, pi2, ..., pi|D| >
to denote the knowledge of h̄i, where pij is output of h̄i, i.e., the class probability
(or function value) of the true class of the jth training instance. Alternatively,
we can convert a soft filter to a hard one. For example, suppose that xj is the
jth training example, its true class is c1, and h̄i outputs a class probability
pij(c1|xj) for xj . If pij(c1|xj) > (pij(c0|xj) + α), then h̄i labells xj as c1, else
it classifies into c0, where α is a threshold set by users. If we want to adopt a
cost-sensitive method to represent the knowledge of h̄i, we should set α > 0.
Otherwise, α = 0. Formally, we can represent a set of filters as in matrix form
as K ≡ [−→k T

1 , ...,
−→
kN

T
]. In order to apply a supervised learning method to learn

the E(x) from K, we add another column so that K is given as [−→k T

1 , ...,
−→
kN

T
,

−−−−→
k(N+1)

T
], where −−−−→

k(N+1) stores the corresponding labels of training examples.
After that, a committee is learned from K with a learning algorithm. In

SpamTerminator, we respectively use NB, k-NN, ANN, C4.5 to learn a voter.
Therefore, four types combined filters are provided by SpamTerminator. They
are individually depicted as K-NB, K-kNN, K-ANN, K-C45. “K” denotes the
knowledge. We call the process learning from “K” as indirect learning.

4 Experimental Results of TPL

To validate TPL, a series of experiments are conducted before SpamTerminator
is designed and implemented. Main conclusions drawn from these experiments
are that firstly, the performance of TPL is little affected by the number of com-
bined filters. The second feature of TPL is that more selected relevant features
will result in more powerful prediction abilities of TPL. Thirdly, ensembling het-
erogenous filters in TPL was better than ensembling homogeneous ones. Because
of the space limitation, part of results are given here.

Our experiments have been performed on spambase, PU1 corpus [11]. The
PU1 corpus consists of 1099 messages, 481 of which are marked as spam and
618 are labelled as legitimate, with a spam rate of 43.77%. The messages in
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PU1 corpus have header fields and html tags removed, leaving only subject line
and mail body text. To address privacy, each token was mapped to a unique
integer. The corpus comes in four versions: with or without stemming and with
or without stop word removal. Spambase only distribute information about each
message rather than the messages themselves for avoiding privacy issues. With
57 pre-selected features, each real email was represented by a vector. This corpus
contains 4601 vectors about emails. Among these vectors, 2788 ones are about
legitimate messages and 1813 are about spam.

We use precision [12] and recall [12] as evaluation criteria. Test method is
5-cross validation. k in k-NN is set to be 5. 150 features are selected by Infor-
mation Gain method [13] for PU1 dataset. Respectively, hidden units , output
units, weight decay, and number of training cycles of ANN are 10, 1, 0.2, 15.
All experiments are conducted on Acer TravelMate 3273 laptop. With support
of MATLABArsenal [14] toolbox (a machine learning toolbox for MatLab), ex-
perimental programs run in Matlab7.1.

Figures 4 and 5 give the results of NB, k-NN, ANN, C4.5, K-NB, K-kNN,
K-ANN, K-C45.

Fig. 4. Comparative results of precision on two datasets

Figure 4 shows those filers’ results of precision on the datasets. From this
figure, we can see that all the tested filters are roughly sorted in descending
order by precision on PU1 as (K-NB, K-ANN, K-J48, K-kNN) � C4.5 � NB �
(ANN, k-NN). That is, the ensemble filters learned by TPL are better than base
filters. On Spambase, the sorted list is (K-NB, k-NN, K-J48, K-kNN) � (C4.5,
K-ANN) � ANN � NB. Figure 5 shows those filers’ results of recall on the
datasets. This figure shows that firstly K-C4.5, K-ANN reach top performance on
PU1. Secondly, on Spambase, K-NB, K-ANN are better than other filters. These
two figures demonstrate a same conclusion that TPL is an effective method. A
ensemble filter combined with TPL can get better performance than a single
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Fig. 5. Comparative results of recall on two datasets

one. SpamTerminator adopt K-NB, K-ANN, K-kNN, K-C45 just because TPL
has such an advantage.

5 Conclusions

To prevent email spam, both end users and administrators of email systems use
various anti-spam techniques. Some of these techniques have been embedded
in products, services and software to ease the burden on users and administra-
tors. This paper presents SpamTerminator, a personal anti-spam filtering add-
in embedded in Outlook. This work introduces its architecture, main functions,
and key techniques. SpamTerminator provides eleven filters including rule-based,
white lists, black lists, four base filters, four ensemble filters. On the one hand,
it can automatically work for users in different stage even if they do not train
machine learning-based filters. On the other hand, by using ensemble filters
combined by our proposed method TPL, it can achieve excellent discrimination
between spam and legitimate mail.
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Abstract. Clickthrough data from search logs has been postulated as a form of 
relevance feedback, which can potentially be used for content classification. 
However there are doubts about the reliability of clickthrough data for this or 
other purposes. The experiment described in this paper gives further insights 
into the accuracy of clickthrough data as content judgement indicators for both 
HTML pages and images. Transitive clickthrough data based classification of 
images contained in HTML pages has been found to be inferior to direct classi-
fication of images via image search clickthrough data. This experiment aimed 
to determine to what extent this is due to the inferior accuracy of clickthrough-
based classification accuracy in HTML. The better classifications resulting 
from clickthroughs on image searches is confirmed.  

1   Introduction 

1.1   Background 

Clickthrough data is increasingly seen as a potential indicator of relevance feedback 
on search results, not just for search ranking purposes but also for other applications 
such as classification of content. 

Clickthrough data is generated when a user selects (clicks on) results from a page 
returned from a search. The implication is that the user will primarily click on results 
of most relevance to their information requirement as expressed in the query term 
submitted to the search engine. Thus clickthrough is a form of relevance feedback that 
rates the relevance of the tendered results to the query. 

While simple in principle there are a number of known issues (e.g. trust bias, see 
section 2) with the reliance on clickthrough data as implicit judgment. Such issues 
and the severity of their impact then vary depending on the type of search (document 
vs. image) providing the clickthrough data. They introduce noise, and the nature of 
click-through logs [13] introduces low coverage. However, the existence of such 
cheap, large and continuously generated logs inspires attempts to resolve these issues 
of noise and increase coverage. This paper evaluates the potential of web search click-
through data to contribute to image classification via a transitive labeling method [1]. 
Such a method seeks to alleviate the sparsity problem by using an alternative resource 
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to the click-through data from the resource's own search (as in [4]) and one for which 
a potentially larger source exists1. 

1.2   Motivation – Transitive Classification of Images 

It seems that reliable clickthrough data should be a primary source of relevance feed-
back on searches especially in terms of ranking of image results, as has been proposed 
for web document search results [3] [6]. So far this has been seldom reported in the 
open literature and this may be because of the difficulty in procuring web log data that 
includes image searches. However, clickthrough data can also be used to extend the 
applicability of established labels and classifications, such as in the transitive method 
for image labelling which inherits a classification or label for an HTML or text page 
onto potentially every image contained in that document [1]. This method additionally 
requires filtering out "non-content" images which were identified by inspection as 
being frequently generated by advertisements, formatting images (such as bullet point 
icons and lines), and banners.  

One purpose of the experiment described in this paper is to determine whether this 
transitive labelling method can accurately supplement existing image classification 
technologies. We experimentally validated the image labels generated by this transi-
tive method (along with the direct method and 4 other widely-used methods) with 
ground-truthing by over 100 human assessors. We found that these transitive labels 
were inferior to both the Google Image Search and the derivative direct labelling 
method (which consists of applying a search term as a label to an image if it has 2 or 
more clickthroughs from an image search on that term which confirm the image's 
relevance to the term) [1]. However it was not immediately clear whether the errors in 
the transitive method arose from a poor filtering algorithm or whether it was an arti-
fact of "garbage in, garbage out", that is, whether the image classifications were poor 
because they inherited poor labels from their containing web pages. Given the doubt 
about text search clickthrough validity (see section 2.1), the page labels themselves 
could have created a significant proportion of the errors which were inherited onto the 
images they contained. 

This paper thus reports on an experiment that establishes whether a set of Web 
pages, containing images which were labelled using the transitive method, was accu-
rately labelled. This first result demonstrates that the accuracy of images labelled with 
clickthroughs using the direct labelling method is significantly higher than the accu-
racy of HTML pages labelled in the same way. This indicates how much "garbage" 
goes into the transitive labelling algorithm. We then go on to correlate the accuracy of 
transitively-generated image labels with the accuracy of HTML page labels, finding 
that the filtering algorithms that purportedly screened out "non-content" images and 
left in "content" images were at least partly responsible for the inaccuracies of the 
transitive labelling method. 

We next go on to section 2, which considers related work by others evaluating the 
use of clickthrough data. Section 3 then describes the experiment that ground-truths 

                                                           
1 In the three years of collected Web logs from the University of Teesside used in this experiment, 

we found that image searches amounted to only around 5% of the total amount of web image 
and text searches. 
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the accuracy of HTML search clickthrough data, while section 4 details the results of 
the experiment. Section 5 discusses the results, and section 6 concludes. 

2   Related Work 

In this section we look at other assessments of the relevance of clickthrough data. We 
find that most such assessments to date focus on text searches. 

2.1   Clickthroughs to Web Pages 

Clickthrough data from traditional web page search has been the subject of much 
recent work. Proposed for a wide range of uses, in 2005 the usefulness of this data 
began to be questioned. From the research it became clear that it was not correct to 
rely on the assumption that clickthrough data could be directly used as an absolute 
judgment of relevance [5] [8]. Others [4] [7] found that users of the search systems 
were biased in a number of ways when it came to clicking results, causing them to 
click on results that may not be the most relevant. Specifically quality-of-context, 
trust and position biases were identified. Despite this drawback, the prolific and cheap 
nature (e.g. compared to explicit human labeling) of such data has seen its continued 
use, with research looking at ways of re-weighing judgments to counter the identified 
biases, most recently [3] [6]. As such the notion that clickthrough data can provide 
relative relevance is more commonly accepted. 

In particular it is proposed that clickthrough data from image searches is more ac-
curate that that of text searches, as discussed in the next section. 

2.2   Clickthroughs to Images 

In contrast to clickthrough data from traditional web page search, clickthrough data 
from web image search has seen little evaluation. While a recent study [9] indicated 
the higher accuracy of image search clickthrough than web search clickthrough data, 
the exact presence and impact of the biases identified in web search clickthrough data 
is not clear. It is also notable that proposed research for re-weighting clicks cannot be 
directly applied due to the different presentation of search results - image search re-
sults are often presented in a grid with no obvious "best" or "first" result.  

However, when looking to create highly accurate labels of images (as opposed to 
re-ranking) the presence of various forms of bias is of less concern. Such a goal has 
applications to techniques such as query and image clustering [2] [10] and image 
concept learning [11]. In prior work, [1] the ability to accurately label images by a 
number of different methods was evaluated, including two based on different applica-
tions of clickthrough data. In the first of these two methods, the direct method, image 
search clickthrough data was used to effectively filter Google image search results. 
Using this method, high levels of accuracy were reported, however, the method re-
turned a low number of images due to the sparsity problem inherent in clickthrough 
data [13]. In contrast a transitive method, based on mining images from clicked web 
pages from a web search clickthrough log and associating the clicked page's query 
with the image, was evaluated. Such an approach suffered less from the sparsity prob-
lem as significantly more text searches are performed than image searches (only 5% 
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as noted earlier) and hence more pages are clicked than images. However, the accu-
racy of the classifications generated by the transitive was somewhat less, with com-
pletely relevant image/label pairs from the transitive method occurring around 63% of 
the time, compared to the Google image search's 80%. This paper extends this evalua-
tion work, identifying the cause of this loss in annotation accuracy in order to develop 
larger sets of images for a given concept (search keyword(s)).  

3   Experiment to Ground-Truth Clickthrough Accuracy 

3.1   Experiment Description and Motivation 

The main comparison to make is between the precision of images classifica-
tions/labels created with clickthroughs and the precision of their containing websites, 
also labelled with clickthroughs. Having established in the earlier experiment [1] that 
the accuracy of image/label pairs generated with the direct method (around 84%) is 
greater than the image/label pairs generated by the transitive method (around 63%), it 
is necessary to identify the cause of this discrepancy. 

There are two potential causes of the discrepancy: 

i) The labels belonging to the Web pages themselves were inaccurate. This seems 
feasible given the doubts in the literature about the reliability of clickthrough data for 
classification purposes (as discussed in section 2); 

ii) The filtering mechanisms employed to remove "non-content" images, such as ad-
vertisements and formatting, were too coarse. This also seems feasible as the filtering 
algorithms were derived prior to any analysis of the relevance of contained images, and 
were largely speculative. The assumption is that images are by default relevant to their 
containing pages, unless they are "non-content" as defined here. 

It may be that both of these causes affected the accuracy of the transitive method, so 
the experiment set out to ground-truth the accuracy of clickthroughs on the selected 
set of Web pages from which the images were extracted and labelled. 

In summary, the experiment sets out to measure the accuracy of clickthrough as 
content classification judgement on the set of Web pages from which images were 
extracted and likewise classified, and to measure the impact of this accuracy. 

3.2   Experimental Set Up 

There have been two experiments set up to ground-truth the accuracy of labels applied 
as a result of clickthrough data. In the earlier image label evaluation experiment [1], 
six different image labelling methods were evaluated for their precision, these being 
the direct labelling method (a derivate of Google's Image Search as described above), 
the transitive image labelling method (also described above with implemented filters 
summarized in Table 1), the human-provided image labels from the Google Image 
Labeller game2 (based on the ESP game [12]), the flickr image hosting site3 and Getty 

                                                           
2 http://images.google.com/imagelabeler/ 
3 http://www.flickr.com/ 
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Images4, plus the Google Image Search facility5. Using a mostly canonical set of 
query terms, a collection of image/query term pairs was generated, selecting the top 
11 or 12 for each query as tendered to Google Image Search, flickr, Getty Images, the 
direct method and the transitive method, along with a random selection of around 
1000 Google Image Labeller images, screen-scraped from the game interface.  

These six methods were evaluated by comparing the implied label or classification 
of each over a total of 4693 images, and we found that the direct labelling method was 
4% more accurate than Google Image Search from which it was derived, while the 
transitive method was incrementally more accurate than the remaining methods, al-
though significantly behind the direct method and Google Image Search [1]. 

The poor showing of the transitive method needed further analysis, as it was not 
clear whether it was due to inaccuracy in the filtering process, or due to the Web 
pages being poorly-labelled themselves. To analyse this we set up the second experi-
ment to firstly assess the validity of the web pages from which the transitive images 
were drawn, and secondly to compare the accuracy of the labels of the images versus 
their containing web pages. This second experiment uses the same approach as the 
original image-assessing experiment, and combining results from the two allows both 
an assessment of accuracy of web page labelling based on clickthrough, and a meas-
urement of the liability of poor page labelling in the image labels. 

Some variables were fixed as far as possible: 

o fixed: we used the original clickthrough data from the same dataset for both 
images and websites; 

o fixed: we used the same set of 71 queries for both the image search click-
throughs (from which the direct method created image labels) and for the text-
based search (from which the web page labels were derived using the direct 
method and subsequently the image labels were derived using the transitive 
method); 

o semi-fixed: ground truthing of both images and webpages was done by many 
of same people. 12 people have ground-truthed all of the websites compared to 
10 have ground-truthed all of the images, and 7 of these did both complete 
sets. 

 
Table 1. The transitive filtering functions as implement in [1] 

Filter  Reject condition Filter  Reject condition 
repeated Img repeated in page tooSmall Img height or width < 50 pixels 
aspectRatio Img aspect ratio > 3:1 logos Img path contains text ‘logo’ 
  advertisement Img in blacklist ‘Rick752’s EasyList’6 

 
The clickthrough data was extracted from around three years worth of anonymised 

Web logs provided by the University of Teesside School of Computer Science. 
The original image/label ranking experiment showed each image in a frame with 

the associated label above it, below a set of 4 options for the evaluator to select: 
                                                           
4 http://www.gettyimages.com/ 
5 http://images.google.com/ 
6 http://easylist.adblockplus.org/ 
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0 - image did not load or user did not recognise it; 
1 - image was not relevant to the label; 
2 - image was partially relevant to the label, e.g. a car tyre, labelled 'car' 
3 - image was completely relevant to the label. 

Each evaluator was presented all images from all methods in a random order, prevent-
ing identification of the exact method used for an individual image. 

The web page ranking experiment was then set up allowing evaluators to evaluate 
the relevance of the source website against the same search terms. 

The second experiment was done similarly to the original image rating web appli-
cation, but where the website was loaded within the page itself via an inline frame, 
and the search term used to find images from that website placed above the frame. 
The same Likert rating scale was used, with the following interpretations of the rat-
ings made: 

 

0 - Website did not load, or the user did not know what the website was about; 
1 - Website not relevant to the search terms used to find images on the site; 
2 - Website partially relevant to the search terms, i.e. some content but not all; 
3 - Website completely relevant to the search terms used to find images on the site. 

This latter experiment relevance-ranked the 184 sites from which the transitively-
labelled images were drawn, and hence the labels being evaluated were the same as 
those being evaluated in the image experiment. 

4   Experimental Results 

In this section, the data collected is described, then results are given on firstly the 
relevance of the web pages to their search term from which the transitive images were 
drawn, and secondly on the accuracy of the labels of the images versus their contain-
ing web pages. 

4.1   The Data Generated 

The data generated by the two experiments now yields a set of relevance ranking data 
for each of the three sets, the clickthrough-classified web pages, the clickthrough-
classified images and the transitively-classified images, as follows: 

 

o a set of images and a set of web pages, both of which were classified using  
exactly the same clickthrough method (the direct labelling method). These ob-
jects were chosen from the same main set of web log data, so as to have coin-
cident classification labels. It is not certain but its is believed likely that the 
participants generating the original clickthroughs overlapped, since the click-
through data is from a relatively small population of staff and students in a 
university school, with strong association of search activity with undergradu-
ate assignments and similar research tasks.  

o A third set of objects (the transitively-labelled images) has classification labels 
derived from its parent objects (the set of web pages).  
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There are two subcategories of this third set, the first subcategory being the 
"non-content" images which were those that the filtering process filtered out as 
being not relevant (due to a wrong aspect ratio, being too small or from a 
known advertisement source), while the second subcategory were the "con-
tent" images, which were those not filtered out. Importantly, both the content 
and non-content images were relevance ranked by the human assessors, as this 
gave information about both the false positives of the filtering process (filtered 
out but should not have been, i.e. those identified as non-content but which 
were in fact genuinely relevant to their labels) and the false negatives (those 
not filtered out but which should have been). 

4.2   Relevance of Web Sites to Search Terms (Clickthrough Accuracy) 

A sample of the data showing the raw data generated from the website relevance 
ranking experiment is given in table 1. The precision is the number of people ranking 
the Website as 3 (fully relevant) divided by the total number of non-zero rankings 
(zero rankings are excluded as the evaluator was unable to make a judgement on their 
relevance). The partial precision was the number of rankings of either 3 or 2, divided 
by the total number of non-zero rankings. 

Table 2. Sample data from Website ground-truthing experiment 

Site Precision Partial 
Precision 

3s 2s 1s 0s Average 
Ranking 

TotalNo. 
Rankings 

Site 1 0.64 0.73 7 1 3 1 2.36 12 
Site 2 0.92 1.00 11 1 0 0 2.92 12 
Site 4 0.54 1.00 7 6 0 0 2.54 13 
Site 5 1.00 1.00 12 0 0 0 3.00 12 
Site 6 1.00 1.00 12 0 0 0 3.00 12 
Site 7 0.58 0.92 7 4 1 0 2.50 12 
Site 8 1.00 1.00 13 0 0 1 3.00 14 
Site 9 0.92 1.00 11 1 0 0 2.92 12 
Site 10 1.00 1.00 12 0 0 0 3.00 12 
Site 11 1.00 1.00 12 0 0 0 3.00 12 

We furthermore found that there were 25 sites that were unanimously ranked 3 by 
all users, giving them a 100% precision. Another 97 sites had all rankings 2 or 3, i.e. a 
partial precision of 100%. There were no sites with unanimous 2 or 1 rankings. 57 of 
the sites (including the 25 unanimously-ranked ones) showed a very consistent rank-
ing with a relative standard deviation (RSD) across all evaluators of not more than 
10%. A further 77, making up to 134 sites, showed an RSD of less that 25% - exam-
ples include a number of sites with 8 3-rankings and 4 2-rankings whose precision 
was 2.67, well within the "relevant" range. A small number, 5 sites, showed highly 
variable rankings where the RSD was over 50%, where presumably the evaluators 
found the label contentious. 

We grouped sites according to their relevance to the search term associated with 
the clickthrough as follows: 
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i) relevant to the search term: any site with an average ranking of 2.5 or above, i.e. 
having at least half of its rankings at 3; 

ii) peripherally relevant to the search term: any site with an average ranking of 1.8 
to under 2.5; 

iii) not relevant to the search term: any site with an average ranking below 1.8. 

With this grouping, we find that the following results: 

Table 3. Table of site relevance to search term 

Relevance number of sites proportion of sites 
relevant 133 76% 
peripherally relevant 33 18% 
not relevant 11 6% 

These figures suggest that the relevance of clicked sites to the search term is not as 
low as indicated by other studies (see section 2). This could be due to the relatively 
small number of sites evaluated (184), or that the sites selected were not necessarily 
typical of all searches in a more general context or population7. Alternatively it may 
be due to the distinct type of relevance assessment. Some prior studies assessed user 
satisfaction with results returned for a given search term [5] [8] where there is implic-
itly a meaning assigned by the user to the search term in these circumstances. In con-
trast, the evaluation here is not of the relevance of the website to a given meaning, but 
rather its relevance to any meaning of the search term, i.e. regardless of any ambiguity 
in the search term, and any meaning the searcher may have had in mind. 

4.3   The Match between HTML Page Labels and Contained Image Labels 

Having established that the accuracy of text search clickthrough data is, at least in this 
context, performing better than the image relevance where classifications were transi-
tively-generated, we now consider the accuracy of each image compared with the 
page it occurred in. 

The following table shows the number of each of the possible pairings of image 
relevance with containing website relevance. Each such pairing is represented as a 
pair of numbers, with for example (3, 2) representing the case where the site was 
ranked 3 and the image was ranked 2. The images are also separated out into their 
distinct filtered type, with Content referring to images that the filtering algorithm 
thought were relevant to the page content, Too Small being images under 50x50 pix-
els, Wrong AR (aspect ratio) being an image too narrow, Logo meaning an image for 
some company and Advertising being an image from a known advertisement-supply 
site. Note that all of the transitively-labelled images were ranked, including those that 
were categorised as non-content. The purpose of this was to assess the impact of both 
false positives (images wrongly judged to be content, i.e. not filtered out but should 

                                                           
7 On inspection, it seemed apparent that a large proportion of searches, especially multiple 

searches on the same term, from these weblogs were performed by students seeking informa-
tion for preparing reports and assignments. 
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have been) and false negatives (images wrongly judged to be non-content) from the 
filtering process. 

The transitive method had been applied to generate 445 unique image/label pairs. 
Filtering algorithms were then applied to exclude those images that were superficially 
deemed to be "non-content", resulting in 185 of the 445 images being categorised as 
not being content relevant to the web page. Of the non-content, 150 were categorised 
as "too small", 13 as "wrong aspect ratio", 5 as "logo" and 17 as "advertisement". 

Table 4. Paired relevance rankings of transitively-labelled images and sites, separated accord-
ing to image filtering 

(site, image) Content Too Small Wrong AR Logo Advertising 
3, 3 71.02% 8.05% 6.02% 0.00% 2.27% 
3, 2 12.22% 3.82% 7.09% 0.00% 4.55% 
3, 1 13.00% 80.00% 64.17% 100.00% 48.18% 
2, 3 2.00% 0.24% 0.00% 0.00% 0.00% 
2, 2 0.38% 0.38% 0.40% 0.00% 0.00% 
2, 1 0.99% 5.28% 13.24% 0.00% 15.00% 
1, 3 0.01% 0.02% 0.00% 0.00% 0.00% 
1, 2 0.17% 0.06% 0.27% 0.00% 0.00% 
1, 1 0.20% 2.41% 8.82% 0.00% 30.00% 

 
Table 2 makes it clear that the filtering process leaves much to be desired. The fil-

tering rules were derived by inspection only, and until this experiment had not been 
evaluated for their accuracy. Also, it was necessary to understand the extent to which 
the underlying web pages had been accurately classified so that the influence of the 
filtering algorithms could be understood and this factor considered separately from 
the filtering algorithm. 

We consider now primarily the correlation between relevant sites (ranked 3) and 
images labelled or excluded from them. In the non-relevant sites (ranked 1), there 
were almost no relevant sites, as would be expected, as since the site is not relevant to 
the label, it is unlikely that any contained images would be, except by chance. 

Having evaluated the outputs of the filtering, we can make the following interpre-
tations of the results: 

– In the Content category, the majority (71.02%) of site and image rankings 
combined were positive results for both (3,3). However from the relevant sites, 
there was a further 12% of images only partially relevant, and another 13% of im-
ages not at all relevant, and thus should have been excluded but were not blocked 
by the filtering algorithm. In total, there was a false-positive rate (image ranked 1 
when site was ranked 3 or 2) of almost 14%.  

– In the Too Small category, the majority of images (80%) that were ranked as 
being not relevant were deemed to come from an appropriate site. This supports the 
notion that many of the images were graphical artifacts such as bullet points, icons, 
avatars etc. despite their placement on a relevant site. There are however almost 
12% of Too Small images filtered out but which were ground-truthed as being 
relevant (8.05%) or partially-relevant (3.82%). The filtering algorithm will need to 
be refined to better detect the potentially relevant but small images. 
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– In the Wrong Aspect Ratio category, most of the images that were excluded 
due to a wrong aspect ratio were ranked as not relevant by the evaluators. There is 
however a small but significant proportion of false negatives, excluded by the fil-
tering algorithm but rated by the evaluators as being relevant (6%) or partially 
relevant (7%). Any refinement of the filtering algorithm will need to correct this. 

– In the Logo category, all of the excluded images were both ranked as being 
not relevant to the label (100%) while having come from an appropriate site. Note 
however that in some cases, a logo might be considered relevant to the site, such as 
if it was the site belonging to the logo holder, however such sites were not among 
the pages and images assessed in this experiment. 

– In the Advertisement category, very few of the images rejected because of 
their advertising provenance were either relevant (2.27%) or partially-relevant 
(4.55%) to the search term. Over 93% were not relevant, with over 63% correctly 
rejected by the filtering algorithm. There is some scope to correct for the wrongly 
excluded images so more sophisticated rules, such as correlating the image prove-
nance with the content of both the image and site, could refine these results. 

There is scope for improving the classification accuracy with better filtering algo-
rithms. These modified filtering algorithms would be easy to assess as we would 
merely need to assess the new filtered outputs against the already ground-truthed 
images and websites. Possible improvements for refinement of the filtering algorithm 
by reducing false positives and negatives include: 

− Aspect ratio filtered images were based on dividing the width by height by length 
and comparing this result to a predetermined ratio, which initially was 3:1. This ra-
tio can be refined incrementally, for example, 3.5:1, working in 0.5 increments to 
monitor whether the amount of filtered images increases or decreases based on the 
adjustments and eventually fixing on the ratio with the lowest error rate; 

− Logos can be filtered differently, including potential for automated text analysis in 
the image. The current filtering mechanisms simply look for the text logo in the 
filename. No consideration is made for language specifics, alternatives of the word 
(eg. banner) or potential for character matching in larger words that may affect ac-
curacy (eg. logoff, logorrhea); 

− Too small image sizes can be adjusted to be smaller, resulting in a decrease in the 
volume of images filtered out, potentially reducing the number of false negatives; 

− Advertisements are a difficult category, as many of the sites were relevant to ad-
vertisement images due to site-specific tailoring strategies. Up-to-date "adblock" 
lists may improve this area of the filtering mechanism. 

5   Discussion 

So how much of the inaccuracy of the transitive method was due to the poor labelling 
of the original Web pages and how much was due to the filtering algorithms? 

In section 4.2, the relevance of the websites to the search term (i.e. the accuracy of 
the clickthrough data) was measured, and it was found that 76% of the assessed sites 
were fully relevant, while a further 18% were peripherally relevant, and hence that  
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94% of the sites evaluated were are least partially relevant to the search term. How-
ever this was not reflected in the transitively-labelled images. The precision of the 
transitive method was much lower, with only 63% of the transitively-labelled images 
being relevant, or around 80% of images being partially-relevant. This suggests that 
the problem lay mainly with the filtering algorithm since in both cases, relevant and 
partially-relevant, the site relevance rankings were well above the image relevance 
rankings. 

When we look at the correlated image/site rankings in table 3, we find both false 
positives (images that should have been excluded) and false negatives (images that 
were wrongly excluded). The false positives have a real impact on the precision of the 
transitive method, wrongly labelling images with the site's label and associating ir-
relevant images with the label. Less pressing in terms of the precision of the transitive 
method but still worth further investigation is the level of false negatives, where im-
ages are excluded but are still relevant. 

From the point of view of the accuracy of the transitively-generated image labels, 
there is a false positive rate of almost 14%, with the vast majority of these (13% of 
the total, or nearly 93% of the false positives) being contained in relevant (ranked 3) 
sites. 14% of the images labelled by the transitive method are not relevant to the label 
but are not excluded by the filtering algorithm. This false positive rate accounts for 
the majority of the discrepancy between the precision of the transitive method (over 
63%) and the precision of the direct method (over 83%).  

However there is a smaller but still sizeable proportion that is not due to the false 
positives of the filtering algorithm, but can be attributed to the inaccurate labelling of 
sites containing images, where those sites were labelled themselves based on click-
through data. If over 30% of the sites are only partly or not at all relevant to the label, 
this will propagate to a similar proportion of mislabelled images. In table 2, there 
were 18% of sites partially-relevant to the label, and 6% not relevant at all. Regard-
less of the relevance of the site to the image, or the accuracy of the filtering algo-
rithms, there will be a proportion of mislabelled images arising from the inaccurate 
site labelling, the number depending on how many images the site contains.  

Dealing with the wrongly-labelled sites depends more on managing the accuracy of 
clickthrough data. It might be argued that insisting on numerous clickthroughs before 
labelling a site would assist here, although we found in the earlier experiment [1] that 
there was very little improvement in click relevance when the click threshold was 
raised. However this observation was based on image clickthrough data and should be 
investigated within text searches to confirm. 

6   In Conclusion 

In this paper we have considered how the relevance of clickthrough data to text 
searches differs from that of image searches, and whether this affects the accuracy of 
the transitive classification method. It appears that the main hurdle for the transitive 
method lies not in any problem with the accuracy of clickthroughs on Web pages, but 
rather on the filtering mechanisms that exclude images that are not pertinent to the 
web page itself. There is undoubtedly a level of inaccuracy in the clickthrough data 
that classifies the underlying Web page but the filtering algorithms present the great-
est potential for improvement at this stage.  
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Abstract. The new generation video coding standard H.264/AVC has been de-
veloped to achieve higher coding efficiency than previous video coding stan-
dards. Its variable block size motion compensation requires huge computation, 
which is a big problem for real time application. To reduce the complexity, we 
propose a fast inter mode decision algorithm with early mode prediction rules 
and early block size classification by using RD cost of the mode. Only parts of 
the inter prediction modes are chosen for motion estimation and rate distortion 
optimization. An adaptive threshold makes the proposed algorithm works 
smooth for different video sequences with a wide variety of activity. The ex-
perimental results indicate that the proposed algorithm can achieve 53.9% time 
saving in inter mode decision on average without any noticeable performance 
degradation, and the increased of bit rate is less than 1%. 

Keywords: H.264/AVC, inter mode decision, spatial-temporal correlation,  
surveillance. 

1   Introduction 

The H.264/MPEG-4 Part-10 AVC [1] is the latest video coding standard developed by 
the Joint Video Team (JVT), which is an organization of the ISO Moving Picture 
Experts Group (MPEG) and the ITU-T Video Coding Experts Group (VCEG) [2]. It 
can achieve higher coding efficiency and less bit rate than other standards due to 
variable block size motion compensation, multiple reference frames, quarter-pixel 
motion vector accuracy, and so on. Compared with previous video coding standards 
such as H.263/MPEG-4, H.264/AVC incorporates seven block sizes from 16×16 to 
4×4 for motion compensation [2,4]. It evaluates the distortion and rate of each candi-
date mode prior to selecting the mode for the current macroblock to achieve good 
rate-distortion performance. However, such exhaustively evaluating each mode en-
tails high computational complexity which is a major problem for real-time applica-
tion such as video surveillance. In forest video surveillance system, as in Fig. 1, video 
                                                           
* Corresponding author. 
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cameras are deployed in the forest, and each of them transmits the video to the termi-
nal sever. Computational complexity reduction is desirable for low power consump-
tion of the video sensor nodes as well as real-time video display on the screen in order 
to take measures as soon as a forest fire is found. 

 

 
 

Fig. 1. Forest video surveillance system 
 

To achieve this goal, many research have been done focusing on fast inter-frame 
mode decision. In [3], Kannangara et al. propose an algorithm for skip prediction in a 
H.264 encoder. However, this algorithm works well only for the low-motion se-
quences, and it still has to evaluate all the rest modes after a macroblock is chosen 
coding. Kim in [4] presents a fast macroblock mode prediction and decision algorithm 
based on contextual mode information for P-Slices and the probability characteristic 
of the inter mode. The concept of Region of Interest (ROI) is introduced in [5], and 
based on which different conditions for skip and large block mode decision are ap-
plied for the fast mode decision. Early skip mode detection, fast inter macroblock 
mode decision and intra prediction skip are three parts of the algorithm to reduce the 
computational complexity. In [7], a new fast mode decision algorithm is presented 
based on analysis of the histogram of the difference image between frames, which 
classifies the areas of each frame as active or non-active by means of an adaptive 
threshold technique, and it shows promising results with a time saving of over 43% 
for the test sequences. Common characteristic of these approaches is that the correla-
tion among the modes of the macroblocks haven’t been fully explored, which leaves a 
large place for further exploration. 

In our proposed algorithm, we observe the modes of the macroblocks in a set  
of sequences encompass a wide variety of activity. After careful observation, we 
introduce five prediction rules by exploring the correlations among the modes of the 
macroblocks, and combined with an adaptive RD cost threshold 

nTH to reduce the 

candidate modes. 
The rest of the paper is organized as follows. In Section 2, we overview the rate-

distortion optimized mode decision of H.264/AVC. Detailed statistical analysis is 
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presented in section 3. In Section 4, we propose our fast inter mode decision algo-
rithm. In Section 5, we give our experimental results of the proposed algorithm. Fi-
nally, we draw some conclusions in Section 6. 

2   Overview of Mode Decision in H.264/AVC 

In H.264/AVC, in order to choose the best block size for a macroblock, RD cost of 
every candidate mode is calculated and the mode having the minimum RD value is 
chosen as the optimal mode. Fig. 2 depicts all available modes of a macroblock. The 
Lagrangian minimization cost function as follows, 

 

mod mode eJ D Rλ= + ∗  
 

Where modeJ is the rate-distortion cost and modeλ is the Lagrangian multiplier decided 

by QP value. D is the distortion measured as the sum of squared difference between 
original and reconstructed macroblock, and R reflects the total number of bits, includ-
ing the macroblock header, motion vectors and the residual signal with regard to the 
coding mode [8].  
 

 
 

Fig. 2. Macroblock partition for inter-frame prediction 

 
From Fig.2, we can see that the computation complexity for deciding the best inter 

mode is very high. Therefore, in the next section, we will develop a fast algorithm for 
inter mode decision to accelerate the coding process. 

3   Observation and Statistical Analysis 

In order to understand the percentage of each mode in the natural sequences, some 
experiments have been done on ten different sequences by using the H.264 reference 
software JM8.6[8]. Five test sequences are QCIF format and the other five sequences 

8×4 4×8 
Partition sizes for P8×8

Partition sizes for a macroblock 

16×16 16×8 8×16 8×8 

4×4 8×8 
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are CIF format. All sequences are coding in IPPP structure with QP=28. We tested 
250 frames for each sequence. The percentages of Skip mode and Inter16×16 mode 
are shown respectively in Fig. 3. 
 

0% 20% 40% 60% 80% 100%

   paris

stefan

football

foreman

bus
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Fig. 3. Percentage of mode distribution 

 

From Fig.3 we can easily know that Skip mode and Inter16×16 mode account for a 
large proportion of the mode distribution. Thus, if we can select the Skip mode and 
large partition size modes without going through all the candidate modes, a large 
quantity of coding time can be saved to meet the requirement of real time application. 

3.1   Prediction Rules for Macroblock’s Partition Mode 

X is a macroblock in the thn frame; X’ is the collocated macroblock in the previous 

frame ( ( 1)thn− frame); A is the up macroblock of X; B is the left macroblock of X. The 
positions of the three neighbor macroblocks are showed in Fig. 4. Statistical data 
suggest that the modes of A, B and X’ have strong correlation with the mode of cur-
rent macroblock X. 

 

 
                                                    ( 1)thn frame−                                                                                   

th
n frame  

Fig. 4. Spatial and temporal neighbor macroblocks 
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According to the correlations between the modes of macroblock A, B and X’ and 
the mode of current macroblock X, we develop five rules to predict the mode of mac-
roblock X prior to motion estimation. The rules are illustrated as follows: 

Case 1: If the modes of A, B and X’ are all Skip mode, the mode of X is Skip mode.  
Case 2: If the modes of A, B and X’ all lie in subset {Skip, Inter16×16}, the mode of 
X lies in subset {Skip, Inter16×16, Inter16×8, Inter8×16}, but with one exception. 
That is when the modes of the three macroblocks are two Skip modes and an In-
ter16×16 mode, and then the mode of X lies in subset {Skip, Inter16×16}.  
Case 3: If the modes of A, B and X’ all lie in subset {Inter8×8, Inter8×4, Inter4×8, 
Inter4×4}, the mode of X lies in subset {Inter8×8, Inter8×4, Inter4×8, Inter4×4}.  
Case 4: If at least one of A, B and X’ has the mode in subset {Intra16×16, Intra4×4}, 
the mode of X lies in subset {Inter8×8, Inter8×4, Inter4×8, Inter4×4, Intra16×16, 
Intra4×4}.  
Case 5: If the modes of A, B and X’ don’t match any conditions of the four cases 
above, then full search algorithm will be processed to find the best mode. 

Since there are no top macroblock or left macroblock for the macroblocks in the first 
line or first column, the prediction rules for macroblocks in the first line and first 
column are different. We use the modes of macroblocks in the previous two frames, 
as shown in Fig. 5, to predict the mode of current macroblock. 

 

Fig. 5. The positions of macroblocks in the previous frames 

 
The prediction rules for macroblocks in first line and first column are presented as 

follows: 

Case 1: If the modes of the collocated macroblocks in previous two frames are Skip 
modes, the mode of the current macroblock is Skip mode.  
Case 2: If the modes of the collocated macroblocks in previous two frames lie in sub-
set {Skip, Inter16×16}, the mode of the current macroblock lies in subset {Skip, In-
ter16×16, Inter16×8, Inter8×16}. 
Case 3: If the modes of the collocated macroblocks in previous two frames lie in sub-
set {Inter8×8, Inter8×4, Inter4×8, Inter4×4, Intra16×16, Intra4×4}, the mode of the 
current lies in the same subset. 
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Case 4: If the modes of the collocated macroblocks in previous two frames don’t 
match any conditions of the three cases, then full search algorithm will be processed 
to find the best mode. 

Once we predicted which subset the macroblock belongs to, we code the macroblock 
with all the modes in the subset, and choose the mode with minimum RD cost as the 
best mode. 

With the above prediction rules, we test the classification accuracy by using a few 
sequences. Table 1 reflects some statistical results of 6 sequences with 200 frames. In 
the table, Err Ratio is the percentage of the optimal encoding modes of macroblocks 
which are different from that obtained from exhaustive mode selection in all the mac-
roblocks. Full Search Ratio is the percentage of macroblocks should be coded by 
exhaustive mode selection in all the macroblocks. Direct Skip Ratio is the percentage 
of Skip mode macroblocks that can be directly predicted by Case 1 in all Skip mode 
macroblocks. 

 
Table 1. Statistical results of some sequences by using prediction rules 

Sequence Format Err Ratio % Direct Skip Ratio % Full Search Ratio % 

Akiyo.qcif IPPPP 0.8 88.9 6.2 

Coastguard.qicf IPPPP 2.8 10.5 59.6 

Carphone.qcif IPPPP 3.7 35.7 58.9 

News.qicf IPPPP 3.0 65.4 20.2 

Foreman.cif IPPPP 3.6 24.6 44.5 

Stefan.cif IPPPP 3.5 29.4 53.6 

 
As we can see from the table that sequences with high motion and rich details, 

there are still a large proportion of macroblocks needed to be coded with full search 
after performing the prediction rules. In addition, although some macroblocks can be 
predicted to be in certain subset, all the modes in the subset are tried in order to find 
the optimal encoding mode. Thus for those sequences with high motion and rich de-
tails, the computational complexity is only reduced a little. In this case, fast mode 
decision algorithm should go further. 

3.2   Mode Classification by RD Cost 

While encoding different video sequences with various QP values, we find that the 
RD cost of different modes vary a lot. We test a few sequences with different QP 
values and Table 2 lists the means of RD cost for several modes in different se-
quences. From the table, it is found that in inter modes, the RD cost for Skip mode 
has minimum mean, the RD cost of the large size macroblock modes (16×16, 16×8 
and 8×16) have approximate means, but they are very different from those of small 
size macroblock modes (8×8,8×4,4×8,4×4). So, the fact can also be used to decide a 
Skip mode marcoblock at early stage and decide the possible modes subset for current 
macroblock.   

After performing the prediction rules, we calculate the RD cost of Skip 
mode ( )J Skip for current macroblock using formula (1) and means of RD cost for 
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each mode in the previous frame, then compares ( )J Skip with the mean of Skip mac-

roblocks’ RD cost ( )Mean Skip to decide whether the current macroblock is a Skip 

macroblock, which is shown in formula (2).  

( ) ( , , | )J Skip SSD S C Skip QP=  .                                   (1) 
 

,      ( ) ( )

,      ( ) ( )

Skip J Skip Mean Skip
MODE

Skip J Skip Mean Skip

= ≤⎧
⎨≠ >⎩

 .                              (2) 

 

There still might be some Skip macroblocks haven’t been decided after performing 
formula (2), so we compare ( )J Skip with (16 16)J × in formula (3) as supplement for 

Skip mode detection. Since this step is performed after predicting possible modes and 
motion estimation for Inter16×16, it will only save the computation of mode 16×8 and 
8×16, if the macroblock is decided as a Skip macroblock in this step. 

 

,      ( ) (16 16)
 

,      ( ) (16 16)

Skip J Skip J
MODE

Skip J Skip J

= ≤ ×⎧
⎨≠ > ×⎩

 .                                 (3) 

 
Table 2. Mean values of RD cost for several modes 

 
Sequence QP Skip Inter16×16 Inter16×8 Inter8×16 Inter8×8 

28 11948.5 14222.4 15281.8 14163.5 19849.3 

32 8820.4 12022.1 17047.1 17710.3 26407.8 
Stefan 
(CIF) 

36 9173.2 18551.4 24578.6 27155.2 412371.7 

28 4914.9 6848.8 8043.6 7507.2 10890.3 

32 6143.2 8606.5 12302.9 12004.0 20109.8 
Bus 
(CIF) 

36 6954.4 22069.1 25448.4 29616.3 36184.6 

28 4408.6 7078.5 6753.3 7277.6 11673.8 

32 6199.3 12255.0 13847.2 18649.4 26335.2 
Paris 
(CIF) 

36 6843.6 14580.7 21023.8 24180.2 35779.0 

28 5342 7446 8138 8214 9569 

32 7019.3 8150.2 11046.4 13282.0 15286.3 
Coastguard 

(QCIF) 
36 9276.0 11885.3 15341.4 14766.9 22368.0 

28 2896.4 4141.5 7279.7 6516.5 10124.8 

32 3628.5 6323.0 8598.6 9121.2 15517.6 
News 
(QICF) 

36 3926.0 8519.2 12405.7 15614.2 24479.4 

28 8561.6 11422.1 11797.0 13016.9 14561.7 

32 10642.7 14312.6 17253.1 17982.2 23939.7 
Mobile 
(QICF) 

36 13123.7 18282.3 25501.2 24084.0 34415.8 

 
Most of the Skip macroblocks can be predicted at early stage with the above two 

steps. For the remaining macroblocks in the frame, we compare the RD cost of In-
ter16×16 and Inter8×8 for the macroblock by formula (4) to decide which mode sub-
set current macroblock belongs to. 
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( , 16 16, 16 8, 8 16),

( 8 8, 8 4, 4 8, 4 4, 16, 4),
n

n

SubsetA Skip Inter Inter Inter J TH
MODE

SubsetB Inter Inter Inter Inter Intra Intra J TH

∈ × × × ≤⎧
⎨∈ × × × × >⎩

 .  (4) 

Due to the similarities between successive video frames, the coding cost of a macrob-
lock in the temporally-preceding frame can be used to predict the coding cost of col-
located macroblock in current frame. So we set the 

nTH as an adaptive threshold, 

which can be calculated by using the RD cost of Inter16×16 and Inter8×8 modes in 
the previous frame. In formula (5), parameter α and β are set as 0.4 and 0.6 respec-
tively according to our statistical analysis. 

 

1 1( 16 16) ( 8 8)n n nTH Mean Inter Mean Interα β− −= ⋅ × + ⋅ ×  .                (5) 
 

Furthermore, in the two mode subsets, the occurring probabilities of the modes are not 
uniform. Usually, Skip and Inter16×16 have a large proportion in Subset A, Inter8×8 
is the higher probability mode in Subset B, Intra4 and Intra16 occupy a very small 
proportion in inter frame coding. Therefore, in the proposed algorithm, we prioritize 
the modes so that mode with the highest probability will be tried first, followed by the 
second highest probable mode, and so on. During this process, the computed RD cost 
will be checked against a content adaptive RD cost threshold, which is obtained from 
the mean of the already coded macroblock in the previous frame, to decide if the 
mode decision process should be terminated before trying the remaining modes in the 
subset. In this way we can avoid trying many unlikely coding modes. 

4   Fast Inter Mode Decision 

The proposed algorithm is summarized as follows: 

Step 1: Calculate the mean of RDcost for every modes (Mean(modei)) in the previous 
frame, and obtain the frequency of every modes (Freq(modei)). Calculate 

nTH by 

using formula (5). 
Step 2: Using the prediction rules to predict which subset the macroblock belongs to. 
If match Case 1, go to Step 8. If match Case 2, go to Step 5. If match Case 3, go to 
Step 7. If match Case 4, go to Step 7. If match Case 5, go to Step 3.  
Step 3: Perform motion estimation for Inter16×16 mode and calculate RD cost 
J(16×16). 
Step 4: If J(16×16) >

nTH , set MODE∈Subset B, then go to Step 7; Otherwise, if 

J(16×16) ≤
nTH , set MODE∈Subset A, then go to Step 6. 

Step 5: Calculate the RD cost of Skip mode J(Skip). If J(Skip) ≤ Mean(Skip), go to 
Step 8. Otherwise, try remaining modes in the subset until all the modes are tried, go 
to Step 9. 
Step 6: Calculate the RD cost of Skip mode J(Skip). If J(Skip) ≤ Mean(Skip), go to 
Step 8. Otherwise, if J(Skip) ≤ J(16×16), go to Step 8. 
Step 7: Try the modes in the subset in descend order of Freq(modei), if J(modei) 
≤Mean(modei), set MODE= modei, go to Step 9; Otherwise, try remaining modes in 
the subset until all the modes are tried, go to Step 9.  
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Step 8: Set MODE= Skip. (MODE is the optimal coding mode) 
Step 9: Encode current macroblock with MODE. 

This algorithm is for macroblocks which not lie in first line or first column. The mac-
roblocks in the first line or first column are coded as normal after performing prediction 
rules. The flowchart of the algorithm is as follows: 

 

Y
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N
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N
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N
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nTH and 

get ( )iFreq Mode
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Fig. 6. Flowchart of the algorithm 
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In order to enhance the robustness of the algorithm, P frames with the original full 
search mode decision is conducted periodically. The user can set the period them-
selves according to their requirement. 

5   Experimental Results 

Our proposed algorithm was implemented into the reference software JM8.6 provided 
by JVT [6], tested on three standard QCIF sequences (Akiyo, Carphone and Mobile) 
and three standard CIF sequences (Foreman, Paris and Stefan). Each sequence has 
150 frames. And all experimental conditions are described as follows: IPPP se-
quences, Fast_Motion_Estimation disabled, CAVLC, search range is ± 16, RD opti-
mization is off, frame rate is 30 and the platform is Intel Pentium Ⅳï1.73GHz PC with 
1024MB memory. The test results are list in Table 3.  

 

8.6proposed JMSNR SNR SNR∆ = −  
 

8.6 8.6( ) / 100%proposed JM JMBitR BitRate BitRate BitRate∆ = − ×  
 

8.6 8.6( ) / 100%proposed JM JMTime Time Time Time∆ = − ×  

 
Table 3. Experimental results with several different sequences 

 

Sequence QP 
SNR(Y) 

(dB) 
△SNR(Y) 

(dB) 
BitR 

(kbit/s) 
△BitR 
(%) 

Time 
(sec) 

△Time 
(%) 

28 36.91 -0.07 362.98 +0.21 2035.6 -45.2 
32 34.83 -0.04 216.45 -0.03 2053.3 -46.6 
36 32.81 -0.04 140.06 +0.36 2130.1 -43.7 

Foreman 
(cif) 

40 30.77 -0.03 95.28 +0.12 1864.5 -48.3 
28 35.37 -0.06 529.31 +0.48 1554.3 -56.2 
32 33.06 -0.07 303.85 +0.83 1593.9 -57.1 
36 30.92 -0.05 176.44 -0.16 1424.5 -60.3 

Paris 
(cif) 

40 28.84 -0.03 111.24 +0.67 1399.1 -58.9 
28 35.41 -0.09 1071.44 +0.53 2110.2 -44.5 
32 32.21 -0.13 541.62 -0.32 2008.5 -45.0 
36 29.43 -0.07 299.75 -0.24 2116.7 -47.4 

Stefan 
(cif) 

40 26.67 -0.11 190.28 +1.13 2089.3 -47.1 
28 38.25 -0.01 26.09 +0.23 198.6 -83.6 
32 36.57 -0.01 16.28 +0.30 207.3 -84.3 
36 35.08 -0.00 11.67 -0.45 173.6 -86.8 

Akiyo 
(qcif) 

40 33.73 +0.01 9.71 +0.36 192.1 -83.4 
28 37.35 -0.03 85.65 +0.37 282.7 -68.6 
32 34.79 -0.04 50.09 +0.74 247.3 -72.2 
36 32.53 -0.03 32.61 +0.82 255.6 -71.5 

Carphone 
(qcif) 

40 30.46 -0.05 21.63 +0.69 231.5 -73.0 
28 33.35 -0.05 419.92 +1.08 638.6 -34.2 
32 30.18 -0.09 209.96 +2.48 706.4 -33.7 
36 27.69 -0.08 111.07 +2.32 660.2 -36.2 

Mobile 
(qcif) 

40 25.30 -0.07 65.23 +0.25 562.5 -38.8 

 
In addition, we apply the proposed algorithm to process part of the recorded video 

of a real forest fire scene from Linfen forest farm in Shanxi province of China. Fig. 7 
shows a few images of the video sequence, and Fig. 8 compares SNR decoded by the  
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Fig. 7. Examples of original (top) and decoded (bottom) frames of the forest fire video se-
quences. Frame number 200, 250, 300 and 350 of a sequence are shown. 
 

 
                                        (a)                                                                      (b) 

 

 
(c) 

 

Fig. 8. SNR comparison between JM8.6 and the proposed algorithm (a) SNR Y (b) SNR U (c) 
SNR V 
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original JM8.6 baseline profile with that decoded by the proposed algorithm. From 
the images, we can see that the degradation of the images is hardly noticeable.  

6   Conclusion 

In this paper, a new fast Inter mode decision algorithm based on statistic and adaptive 
adjustment has been proposed. By fully exploring the correlation among the modes of 
the macroblocks and using RD cost to classify the mode category, the algorithm can 
reduce the computational time significantly with slight loss of PSNR and bit rate 
increase.  
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Abstract. Faults analysis is a hot topic in the field software security.
In this paper, the concepts of the improved Euclidian distance and the
feature attribute set are defined. A novel algorithm MOFASIED for min-
ing outliers’ feature attribute set based on improved Euclidian distance
is presented. The high dimensional space is divided into some subspaces.
The outlier set is obtained by using the definition of the improved Eu-
clidian distance in each subspace. Moreover, the corresponding feature
attribute sets of the outliers are gained. The outliers are formalized by
the attribute sets. According to the idea of the anomaly-based intrusion
detection research, a software faults analysis method SFAMOFAS based
on mining outliers’ feature attribute set is proposed. The outliers’ fea-
ture attributes can be mined to guide the software faults feature. Exper-
imental results show that MOFASIED is better than the distance-based
outlier mining algorithm in performance test and time cost.

1 Introduction

Along with the swift development of network technique, the problem of software
security has drawn more and more attention. However, most of the software se-
curity problems come from software themselves. Some of the problems are due
to the safety function that is still far from completion. There are also some prob-
lems arouse by the security flaws which are designed artificially and deliberately.
Hence, a new technique is sorely needed to detect and analyze the software or
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the abnormalities in software design. Furthermore, the security performance of
the software can be improved.

At present, studies on software security analysis are numerous and can be
grouped into four general categories: Petri nets based analysis method [1], fault
tree based analysis method [2], rough set based analysis method [3] and structure
information based analysis method [4]. Deng presented an efficient genetic algo-
rithm for system-level diagnosis [5]. A set of equations that govern the statuses
of the units in a system are proposed. Based on this, the authors present a new
genetic algorithm for the fault diagnosis of diagnosable systems by designing a
novel fitness function. The false negative is decreased validly. Reference [6] dis-
cussed quantitative fault tree analysis to software development for space camera.
A modeling method for bottom event was presented. It is based on vague set to
calculate the relative significance of bottom event and the occurrence probability
of top event. Then, analyzed result from the model is used to guide design of
software reliability.

The above two algorithms have very good performance to analyze the cause
of software faults. However, there are some limitations in the analysis of the
dependency between the software faults. The efficiency and accuracy of these
algorithms deteriorate sharply. A software reliability growth model considering
failure dependency [7] was introduced by Zhao. Based on Non-Homogeneous
Poisson Process, a software reliability growth model that considers software fail-
ure dependency and differences of testing and operational environment are real-
ized. Furthermore, the reliability of the software can be enhanced greatly.

Recently, much attention has been given to the problem of outlier detection,
in contrast to most KDD tasks, such as clustering and classification, outlier
detection aims to detect outliers which behave in an unexpected way or have
abnormal properties. For many applications, such as fault detection in software,
it is more interesting to find the rare events than to find the common ones
from a knowledge discovery standpoint. Studying the extraordinary behaviors of
outliers can help us uncover the valuable information hidden behind them.

In this article, in order to obtain the meaning of the outliers, the concept
of the feature attribute set is presented. According to the outliers’ abnormal
characters, the outlier mining algorithm is introduced into the software faults
analysis. Moreover, to improve the security performance of the software, a novel
software faults analysis method based on mining outliers’ feature attribute set
is discussed.

The reminder of this paper is organized as follows: Section 2 describes the
problem definitions. Section 3 gives the MOFASIED algorithm. Section 4 designs
the SFAMOFAS method. Section 5 contains experimental results and Section 6
offers our conclusions.

2 Problem Definitions

Assume that D = {A1, A2, · · · , Ad} be a information system. The name of each
dimension is denoted as Ai. We represent d(Ai) as the all values set of Ai. Let
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P+D = d(A1)d(A2)d(Ad) be the d-th dimensional space that is defined for D.
On condition that I, C, O are the divisions of D, Q is the predicate defined
for 2P+I , the mark condition is denoted as Q, then quaternion group (I,C,O,Q)
is the division of D. P+I ,P+C ,P+O are called the group mark subspace, state
subspace, observation subspace, respectively.

Suppose that R is the subset of P+D. For all o inP+D, we represent
∏

D(o) as
the projection that the object o in the P+D, and

∏
D(R) = {

∏
D(o) : o ∈ R}. Let

T = {T1, T2, · · · , Tu} be a observation sequence of R. We have
⋃n

i=1 Ti =
∏

o(R).
For all 1 ≤ i ≤ j ≤ u, Ti ∩ Tj = ∅. The observation window is called the each
element of T. If R =

⋃n
i=1 Ri , where

∏
o(Ri) ⊆ Ti and o ∈ Ri, and

∏
C(o) is the

outlier of the
∏

C(Ri) , then o is also the outlier of the observation window Ti.
For the sparseness of the certain areas, the local neighborhood numbers that

consist of the near neighbour points are more than the corresponding numbers
in the dense areas. Hence, Euclidian distance is modified. The concept of the
improved Euclidian distance is proposed.

Definition 2.1. For data set S, the number of the objects is n. yi, yj ∈ S,
M(i) and M(j) are called the average values between yi(i = 1, 2, · · · , n), yj(j =
1, 2, · · · , n) and the other objects, respectively. The improved Euclidian distance
between the object yiand yj is defined as being:

dij(yi, yj) =
|yi − yj |√
M(i)M(j)

(1)

It is easy to see, the numerator of dij(yi, yj) is the common Euclidian distance.
The denominator is the numerical value. As a result, the improved Euclidian
distance that is meet the requirements of the definition of distance can be easily
proved. Above all, dij(yi, yj) ≥ 0, if and only if yi is equal to yj , the requirement
of the nonnegative property of the distance is satisfied. Secondly, dij(yi, yj) is
esquals to dji(yj , yi), it can serve the purpose of the symmetric property of the
distance. Finally, the sum of dij(yi, yj) and dit(yi, yt) is greater than or equal to
djt(yj , yt). It is satisfactory for the triangle inequality.

Definition 2.2. For D1 ⊆ D, D1 is arbitrary non-empty attribute set. U is the
subset of P+X , the object o of U is an outlier. If Y ⊂ D1,

∏
Y (O) is not an

outlier in
∏

Y (U), we call o is a nontrivial outlier of the feature attribute set
X. Otherwise, o is an ordinary outlier. In case of o is a nontrivial outlier of the
feature attribute set D1, the outlier o’s feature attribute set is defined as D1.

For mining the feature attribute sets to the corresponding outliers, the source
and meaning of the outliers can be obtained. It is important to note that an
outlier may have more than one corresponding feature attribute set. For exam-
ple, in the process of the software failure, it has two failure descriptions. One
is that the variable type is changed in the process of modeling. The other is
that the coordinate value is overlapped. Thus the feature attribute sets of the
software failure contains the above two reasons. The abnormal behaviors can be
determined according to only the attribute that the variable type is changed in
the process of modeling or the event that the coordinate value is overlapped.
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3 The MOFASIED Algorithm

A novel algorithm MOFASIED for mining outliers’ feature attribute set based on
improved Euclidian distance is presented. In our approach, the high dimensional
space is divided into some subspaces. The outlier set is obtained by using IED-
LOMA algorithm in each subspace. Furthermore, the outliers’ feature attribute
sets in the observation windows are gained. The outliers can be formalized by
the attribute sets. MOFASIED is explained in detail in this section.

3.1 The IEDLOMA Algorithm

An improved-Euclidian-distance-based local outlier mining algorithm IEDLOMA
is proposed. The outliers in the observation windows can be obtained by applying
IEDLOMA algorithm. The distance between the objects is calculated according
to the definition of the improved Euclidian distance. The distribution of the
objects in data set will be uniform. The distance between the objects in dense
area is increased. On the contrary, the corresponding distance in sparse area is
decreased. The IEDLOMA algorithm is given as follows:

Algorithm IEDLOMA(S, e, p, q, O)
Input: Data set S; object e; the number of objects p; distance constraint q
Output: The outlier set O.
(1) Compute the distance between the objects in data set S by the definition of

the improved Euclidian distance;
(2) For each object e in S
(3) If exists p objects that the distance to e is greater than the distance constraint

q then
e is judged DB(p,q) abnormality, namely, e is an outlier;

(4) Add the outlier e to the outlier set O;
(5) End For

3.2 Mining Outliers’ Feature Attribute Sets

In this section, the outliers’ feature attribute sets are mined. Assume that each
attribute Ai corresponds to the interval Vi. The outlier set U = {o1, o2, · · · , on}
and radius r are given. We denote the subinterval that the center is o and the
radius is r as V o,r

i .The objects in the subspaces V1V2 · · ·Vi−1V
o,r
i Vi+1 · · ·Vd

is represented as Lo,r
i . For any k feature attributes {Ai1, Ai2, · · · , Aik}, where

i1 ≤ i2 ≤ · · · ≤ ik. Lo,r
i1,i2···ik

is called the all objects in subspaces V1V2 · · ·Vd, we
have:

Vj =
{

Vj (j �∈ {i1, i2, · · · , ik})
V o,r

i (else) (2)

For MOFASIED, the feature attributes are established according to an order of
user-defined importance. The feature set is represented by binary. We use array
K[d] to record the feature attributes, where 1 ≤ i ≤ d. K[i] storages feature
set with i feature attributes. The i-th dimensional subspace is recorded by Ci.
MOFASIED can be described as follows:
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Algorithm MOFASIED(S, e, p, q, O, o, I, d, n, K[d])
Input: Data set S; object e; the number of objects p; distance constraint q; the
outlier set O; the outlier o; the number of feature attributes i; data set dimension
d; neighborhoods n
Output: The outliers’ corresponding feature attribute sets K[d].
(1) The outlier set O is obtained by IEDLOMA algorithm;
(2) For each object o in the outlier set O
(3) All Lo,r

i can be gained by traversing the data set S, where 1 ≤ i ≤ d.
Meanwhile, the number of neighborhoods of the outlier o in Lo,r

i is scanned;
(4) If the corresponding number of neighborhoods is less than n then

o is an outlier in, {Ai} is recorded as the feature attribute set of o
Else Lo,r

i is incorporated into C1;
(5) Ck can be generated by Ck−1, where ∀2 ≤ k ≤ d .

If Ck is not empty, decide the object o whether an outlier in Lo,r
i1,i2···ik

(6) If the object o is an outlier in Lo,r
i1,i2···ik

then
Record {Ai1, Ai2, · · · , Aik} is the feature attribute set, delete the Lo,r

i1,i2···ik

form Ck, until Ck is empty;
(7) The array K[d] records the feature attribute set of outlier o;
(8) End For

4 The MOFASIED Algorithm

According to the idea of the anomaly-based intrusion detection research, a new
software faults analysis method is presented by using MOFASIED algorithm. The
outliers’ feature attributes can be mined to direct the software faults feature. The
flowchart of SFAMOFAS is shown as Fig. 1.

Fig. 1. MOFASIED based software faults analysis method flowchart
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The function of each sub-module is described below:

(1) Data capture: It is responsible to monitor and control the data in software
section. Moreover, the data is collected and raced to the next sub-module.

(2) Data pre-processing: According to the filter criteria of abnormal identifi-
cation, delete the noise points, and the abnormal data can be gained.

(3) Feature alignment: The faults features can be obtained by using MOFAS-
IED algorithm. For the same kind of faults, the results of the feature
alignment are gained by comparing the given feature with the feature of
the data that after data pre-processing.

(4) Product faults feature: Converse the result of the faults feature alignment
to the rules that meet the standards of software faults feature.

(5) Update feature database: The new software faults features that are extr-
acted are used to update the feature database.

5 Experimental Results and Analysis

In order to evaluate the performance of our algorithm MOFASIED, we com-
pare the MOFASIED with the presented distance-based outlier mining algorithm
DOMA. The MOFASIED is written in VC++6.0 and our experiments are per-
formed on the 2.4GHz CPU, 2GB main memory and Microsoft XP Professional.

In this section, we conduct our experiments on both synthetic DataSet1 and
real datasets KDDCUP’99. There are 30 dimensions and 800K data set size
in Synthetic DataSet1. However, the data set size and the dimension can be
controlled by inputting parameters. It is about five million connection records
in datasets KDDCUP’99. Attacks fall into four main categories, such as denial-
of-service DOS, unauthorized access from a remote machine R2L, unauthorized
access to local super-user privileges U2R and Probing.

In our experiments, we select two mixed attack data sets and four single
differences types attack data sets. The proportion of normal records to intrusion
records is 1001. The descriptions of the above data sets can be shown as Table 1.

Table 1. Test data set detail account

Data set Normal record Intrusion record Total Type
Mix1 9900 100 10000 Mixed
Mix2 19800 200 20000 Mixed

PROBE 44241 447 44688 PROBE
R2L 19765 200 19965 R2L
U2R 28597 289 28886 U2R
DOS 48899 495 49394 DOS

Essential parameters are described as follows: the number of objects p is 12
and the distance constraint q is 0.31. For testing the performance of MOFASIED,
we compare MOFASIED with DOMA in two aspects, running time and perfor-
mance analysis.
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5.1 Running Time Analysis

In order to test the running time with data set size in MOFASIED, the synthetic
data sets are generated, the sizes of them are 100K, 200K, 300K and 400K,
respectively. The dimension of each data set is 30. The experimental result is
shown as Fig. 2.

Fig. 2. Running times of MOFASIED and DOMA

Intuitively, Fig. 2 shows that running time with different data set size by
two algorithms. As the data set size increases, it can be seen that the running
times of the two algorithms increase linearly. Meanwhile, compared with DOMA
algorithm, the advantage of MOFASIED is conspicuous.

For MOFASIED, the improved-Euclidian-distance-based local outlier mining
algorithm IEDLOMA does not detect all the objects in data set D. It refers to
the objects only in each local observation window. Hence, as contrasted with
DOMA, the time cost is decreased effectively.

5.2 Performance Test Analysis

In this section, there are two main standards for detecting faults. One is DT (De-
tection Rate), the other is FPR (False Positive Rate). We must give consideration
to the DT and FPR while detecting faults. The DT and FPR on six test data set
by using MOFASIED and DOMA. The experimental result is shown as Table 2.

Table 2. DT and FPR on six test data sets

Data set DOMA IEDLOMA
DT% FPR% DT% FPR%

Mix2 88.3 2.35 91.4 2.06
PROBE 95.1 5.66 97.3 2.33

R2L 43.5 20.75 50.5 13.28
U2R 28.4 24.69 29.1 11.45
DOS 92.2 1.69 93.0 1.48



416 J. Ren et al.

It can be seen from Table 2, no matter how the mixed attack data sets or the
single type attack data sets, the DT and FPR of MOFASIED are both better
than the corresponding in DOMA. The Performance tests are more stable and
reliable.

According to the definition of the improved Euclidian distance in MOFASIED,
the distance between the objects is computed according to the definition of the
improved Euclidian distance. The distribution of the objects in data set will be
uniform. The distance between the objects in dense area is increased. On the
contrary, the corresponding distance in sparse area is decreased. Ultimately, our
algorithm is better in the detection rate and the false positive rate than DOMA.

6 Conclusions

In this paper, a novel algorithm MOFASIED for mining outliers’ feature at-
tribute set based on improved Euclidian distance is discussed. The high dimen-
sional space is divided into some subspaces. The distance between the objects is
computed by applying the definition of the improved Euclidian distance in each
subspace. The outlier set can be obtained. Moreover, the concept of the fea-
ture attribute set is discussed to formalize the outliers. According to the idea of
the anomaly-based intrusion detection research, the outliers’ feature attributes
can be mined to direct the software faults feature by using an effective method
FAMOFAS, which is based on mining outliers’ feature attribute set. Experi-
mental results and analysis show that our algorithm is better than DOMA in
performance test and time cost. Finally, generation of quality of software faults
feature can be improved effectively.
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Abstract. Considering the time constraints and Web scale data, it is
impossible to achieve absolutely complete reasoning results. Plus, the
same results may not meet the diversity of user needs since their expec-
tations may differ a lot. One of the major solutions for this problem is
to unify search and reasoning. From the perspective of granularity, this
paper provides various strategies of unifying search and reasoning for ef-
fective problem solving on the Web. We bring the strategies of multilevel,
multiperspective, starting point from human problem solving to Web
scale reasoning to satisfy a wide variety of user needs and to remove the
scalability barriers. Concrete methods such as network statistics based
data selection and ontology supervised hierarchical reasoning are applied
to these strategies. The experimental results based on an RDF dataset
shows that the proposed strategies are potentially effective.

1 Introduction

The assumption of traditional reasoning methods do not fit very well when facing
Web scale data. One of the major problems is that acquiring all the relevant data
is very hard when the data goes to Web scale. Hence, unifying reasoning and
search is proposed [1]. Under this approach, the search will help to gradually
select a small set of data (namely, a subset of the original dataset), and provide
the searched results for reasoning. If the users are not satisfied with the reasoning
results based on the sub dataset, the search process will help to select other parts
or larger sub dataset prepared for producing better reasoning results [1]. One
detailed problem is that how to search for a good or more relevant subset of
data and do reasoning on it. In addition, the same strategy may not meet the
diversity of user needs since their backgrounds and expectations may differ a lot.
In this paper, we aim at solving this problem.

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 418–429, 2009.
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Granular computing, a field of study that aims at extracting the commonal-
ity of human and machine intelligence from the viewpoint of granularity [2,3],
emphasizes that human can always focus on appropriate levels of granularity
and views, ignoring irrelevant information in order to achieve effective problem
solving [3,4]. This process contains two major steps, namely, the search of rele-
vant data and problem solving based on searched data. As a concrete approach
for problem solving based on Web scale data, the unification of search and rea-
soning also contains these two steps, namely, the search of relevant facts, and
reasoning based on rules and searched facts. A granule is a set of elements that
are drawn together by their equality, similarities, indistinguishability from some
aspects (e.g. parameter values) [5]. Granules can be grouped into multiple levels
to form a hierarchical granular structure, and the hierarchy can also be built
from multiple perspectives [3]. Following the above inspirations, the web of data
can be grouped together as granules in different levels or under different views
for searching of subsets and meeting various user needs. From the perspective
of granularity, we provide various strategies for unifying user driven search and
reasoning under time constraints. From the multilevel point of view, in order to
meet user needs in different levels, unifying search and reasoning with multilevel
completeness and multilevel specificity are proposed. Furthermore, from the mul-
tiperspective point of view, the unifying process can be investigated based on
different perspectives of the knowledge source. We also propose unifying search
and reasoning with a starting point, which is inspired by the basic level advantage
from cognitive psychology [6], to achieve diversity and scalability.

The rest of this paper focuses on introducing various strategies for unifying
search and reasoning from the viewpoint of granularity: Section 2 introduces the
multilevel completeness strategy. Section 3 introduces unifying strategy with
multilevel specificity. Section 4 discusses the starting point strategy. Section 5
investigates on the multiperspective strategy. For each strategy introduced in this
paper, we provide some preliminary experimental results based on a semantic
Web dataset SwetoDBLP, an RDF version of the DBLP dataset [7]. Finally,
Section 6 discusses some related work and makes concluding remarks.

2 Multilevel Completeness Strategy

Web scale reasoning is very hard to achieve complete results, since the user may
not have time to wait for a reasoning system going through the complete dataset.
If the user does not have enough time, a conclusion is made through reasoning
based on a searched partial dataset, and the completeness is not very high since
there are still some sets of data which remain to be unexplored. If more time is
allowed, and the reasoning system can get more sub datasets through search, the
completeness can migrate to a new level since the datasets cover wider range.

There are two major issues in this kind of unifying process of search and rea-
soning: (1) Since under time constraint, a reasoning system may just can handle
a sub dataset, methods on how to select an appropriate subset need to be de-
veloped. (2) Since this unification process require user judges whether the com-
pleteness of reasoning results is good enough for their specific needs, a prediction
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method for completeness is required. We name this kind of strategy as unifying
search and reasoning with multilevel completeness, which provides reasoning re-
sults in multiple levels of completeness based on the searched sub dataset under
time constraints, meanwhile, provides prediction on the completeness value for
user judges. In this paper, we develop one possible concrete solution.

For issue (1), searching for a more important sub dataset for reasoning may be
a practical approach to select the subset effectively [1], and may be an approach
to handle the scalability issue, since in most cases, the amount of important
data is relatively small. Under the context of the Semantic Web, the semantic
dataset can be considered as a graph that contains a set of nodes (subjects
and objects in RDF dataset) and a set of relations (predicates in RDF dataset)
on these nodes. Hence, in this paper, we borrow the idea of “pivotal node” from
network science [8], we propose a network statistics based data selection strategy.
Under this strategy, we use the node degree (denoted as degree(n)) to evaluate
the importance of a node in a dataset. The nodes with relatively high value
of node degree are selected as more important nodes and grouped together as
a granule for reasoning tasks. There might be many types of predicates which
are associated with the nodes in the RDF dataset, and different meanings of the
various predicates may meet user needs from different perspectives. According to
a specific need from a perspective, (which will be explained in detail in Section 5),
we choose one type of predicate to investigate on the importance of a node. When
we only consider this type of predicate and neglect other types, a subgraph of
the original RDF dataset can be selected out. In this subgraph, the node degree
considering a special type of predicate P can be denoted as degree(n, P ).

For issue (2), here we give a formula to produce the predicted completeness
value (PC(i)) when the nodes which satisfy degree(n, P ) ≥ i (i is a nonnegative
integer) have been involved.

PC(i) =
|Nrel(i)| × (|Nsub(i)| − |Nsub(i′)|)

|Nrel(i)| × (|N | − |Nsub(i′)|) + |Nrel(i′)| × (|Nsub(i)| − |N |) , (1)

where |Nsub(i)| represents the number of nodes which satisfy degree(n, P ) ≥
i, |Nrel(i)| is the number of nodes which are relevant to the reasoning task
among the involved nodes Nsub(i), and |N | is the total number of nodes in the
dataset. The basic idea is that, first we can obtain a linear function which go
through (|Nsub(i)|, |Nrel(i)|) and (|Nsub(i′)|, |Nrel(i′)|) (i′ is the last assigned value
of degree(n, P ) for stopping the reasoning process before i). Knowing |N | in the
dataset (|N | only needs to be acquired once and can be calculated offline), by
this linear function, we can predict the number of satisfied nodes in the whole
dataset, then the predicted completeness value can be acquired.

As an illustrative example, we take the reasoning task “Who are authors in
Artificial Intelligence (AI)?” based on the SwetoDBLP dataset. For the most
simple case, following rule can be applied for reasoning to find relevant authors:

haspaper(X, Y ), contains(Y,“Artificial Intelligence”) → author(X,“AI”)

where haspaper(X, Y ) denotes that the author X has a paper titled Y , while
contains(Y,“Artificial Intelligence”) denotes that the title Y contains the term
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“Artificial Intelligence”, and author(X,“AI”) denotes that the author X is an
author in the field of AI. Since the SwetoDBLP contains too many publications
(More than 1,200,000), doing reasoning based on a dataset like this may require
an unacceptable period of time, it is better that more important authors could
be provided to the user first. Here we choose the predicate that indicate an au-
thor has a coauthor (denoted as Pcn). Under this perspective, the authors with
more coauthors, namely, has a higher value of degree(n, Pcn), are more impor-
tant. In order to illustrate the levels of completeness, we randomly choose some
degree(n, Pcn) to stop the reasoning process, as shown in Table 1. The reasoning
process will start from the nodes with the biggest value of degree(n, Pcn), reduce
the value gradually as time passed by, and will stop at the chosen degree(n, Pcn)
for user judges. In order to meet users’ specific needs on the levels of completeness
value, using the proposed completeness prediction method introduced above, the
prediction value has also been provided in Figure 1. This prediction value serves
as a reference for users to judge whether they are satisfied. If more time is al-
lowed and the user has not been satisfied yet, more nodes are involved, one can
get reasoning results with higher levels of completeness. In this way, we provide
solutions for the various user needs.

Table 1. Unifying search and reason-
ing with multilevel completeness and
anytime behavior

degree(n, Pcn) Satisfied AI
value to stop authors authors

70 2885 151
30 17121 579
11 78868 1142
4 277417 1704
1 575447 2225
0 615124 2355

Fig. 1. Comparison of predicted and
actual completeness value

3 Multilevel Specificity Strategy

Reasoning results can be either very general or very specific. If the user has not
enough time, the search and reasoning process will just be on a very general
level. And if more time is available, this process may go to a more specific level
which contains results in a finer level of grain size (granularity). Namely, the uni-
fication of search and reasoning can be with multilevel specificity, which provides
reasoning results in multiple levels of specificities under time constraints.

The study of the semantic networks emphasizes that knowledge is stored as
a system of propositions organized hierarchically in memory [9]. The concepts
in various levels are with different levels of specificities. Hence, the hierarchical
knowledge structure can be used to supervise the unification of search and rea-
soning with multilevel specificity. In this process, the search of sub datasets is



422 Y. Zeng et al.

based on the hierarchical relations (e.g. sub class of, sub property of, instance of,
etc.) among the nodes (subjects and objects in RDF) and is forced to be related
with the time allowed. Nodes which are not sub classes, instances or sub prop-
erties of other nodes will be searched out as the first level for reasoning. If more
time is available, more deeper levels of specificity can be acquired according to
the transitive property of these hierarchical relations. The specificity will just go
deeper for one level each time before the next checking of available time (Nodes
are searched out based on direct hierarchical relations with the nodes from the
former direct neighborhood level).

As an illustrative example, we use the same reasoning task in the upper sec-
tion. For the very general level, the reasoning system will just provide authors
whose paper titles contain “Artificial Intelligence”, and the reasoning result is
2355 persons (It seems not too many, which is not reasonable.). Since in many
cases, the authors in the field of AI do not write papers whose titles include the
exact term “Artificial Intelligence”, they may mention more specific terms such

Table 2. Answers to “Who are the authors in Artificial Intelligence?” in multiple levels
of specificity according to the hierarchical knowledge structure of Artificial Intelligence

Specificity Relevant keywords Number of authors
Level 1 Artificial Intelligence 2355
Level 2 Agents 9157

Automated Reasoning 222
Cognition 19775

Constraints 8744
Games 3817

Knowledge Representation 1537
Natural Language 2939

Robot 16425
... ...

Level 3 Analogy 374
Case-Based Reasoning 1133
Cognitive Modeling 76

Decision Trees 1112
Proof Planning 45

Search 32079
Translation 4414

Web Intelligence 122
... ...

Table 3. A comparative study on the answers in different levels of specificity

Specificity Number of authors Completeness
Level 1 2355 0.85%

Level 1,2 207468 75.11%
Level 1,2,3 276205 100%
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as “Agent”, “Machine Learning”, etc. If more time is given, answers with a finer
level of specificity according to a hierarchical domain ontology of “Artificial In-
telligence” can be provided. Based on all the AI related conferences section and
subsection names in the DBLP, we create a “three-level Artificial Intelligence
ontology”automatically (This ontology has a hierarchical structure representing
“Artificial Intelligence” related topics. Topic relations among levels are repre-
sented with “rdfs:subClassOf”), and we utilize this ontology to demonstrate the
unification of search and reasoning with multilevel specificity1. The rule for this
reasoning task is:

hasResttime, haspaper(X, Y ), contains(Y, H), topics(H,“AI”) →
author(X,“AI”)

where hasResttime is a dynamic predicate which denotes whether there is some
rest time for the reasoning task2, topics(H, “AI”) denotes that H is a related sub
topic from the hierarchical ontology of AI. If the user allows more time, based
on the “rdfs:subClassOf” relation, the subtopics of AI in Level 2 of the ontology
will be used as H for reasoning to find more authors in the field of AI. Further, if
the user wants to get results finer than Level 2, then the subtopics in Level 3 are
used as H to produce an even more complete result list. As shown in Tables 2
and 3, based on the hierarchy of Artificial Intelligence, Since Levels 2 and 3
contain more specific sub branches, it is not surprising that one can get more
authors when deeper levels of terms are considered, hence, the completeness of
the reasoning result also goes to higher levels, as shown in Table 3.

4 Starting Point Strategy

Psychological experiments support that during problem solving, in most cases,
people try to investigate the problem starting from a “basic level” (where people
find convenient to start according to their own background knowledge), in order
to solve the the problem more efficiently [6]. In addition, concepts in a basic
level are used more frequently than others [10]. Following this idea, we define
that during the unification of search and reasoning process on the Web for a
specified user, there is a starting point (denoted as SP ), which consists of a
user identity (e.g. a user name, a URI, etc.) and a set of nodes which serve as
the background for the user (e.g. user interests, friends of the user, or other
user familiar or related information). A starting point is used for refining the
unification of search and reasoning process in the form that the user may prefer.

Following the idea of starting point, the search of important nodes for reason-
ing can be based on the following strategies:
1 Here we ignore the soundness of this ontology, which is not the focus of this pa-

per (Supporting materials on how we build the ontology can be found from :
http://www.iwici.org/user-g.). One can choose other similar ontologies instead.

2 For implementation, logic programming languages such as Prolog does not allow a
dynamic predicate like hasResttime. But we can consider resttime(T ) as a counter
which would return a number. Then, we can check the number to know whether
there is any rest time left. Namely: resttime(T ), T > 0 → hasResttime.
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Table 4. A comparative study of the multilevel completeness strategy without and
with a starting point (User name: John McCarthy)

Completeness Authors (coauthor numbers) Authors (coauthor numbers)
without a starting point with a starting point
Carl Kesselman (312) Hans W. Guesgen (117) *

Level 1 Thomas S. Huang (271) Carl Kesselman (312)
Edward A. Fox (269) Thomas S. Huang (271)

degree(n,Pcn) Lei Wang (250) Edward A. Fox (269)
≥ 70 John Mylopoulos (245) Lei Wang (250)

Ewa Deelman (237) John Mylopoulos (245)
... ...

Claudio Moraga (69) Virginia Dignum (69) *
Level 2 Virginia Dignum (69) John McCarthy (65) *

Ralph Grishman (69) Aaron Sloman (36) *
degree(n,Pcn) Biplav Srivastava (69) Claudio Moraga (69)

∈ [30, 70) Ralph M. Weischedel (69) Ralph Grishman (69)
Andrew Lim (69) Biplav Srivastava (69)

... ...
... ... ...

– Strategy 1 (Familiarity-Driven): The search process firstly select out the
nodes which are directly related to the SP for the later reasoning process,
and SP related results are ranked to the front of others.

– Strategy 2 (Novelty-Driven): The search process firstly select out the nodes
which are not directly related to the SP , then they are transferred to the
reasoning process, and SP related nodes are pushed to the end of others.

Strategy 1 is designed to meet the user needs who want to get more familiar
results first. Strategy 2 is designed to meet the needs who want to get unfamiliar
results first. One example for strategy 2 is that in news search on the Web, in
most cases the users always want to find the relevant news webpages which have
not been visited. Here we give an example using strategy 1, and this example is a
synergy of the multilevel completeness strategy and the starting point strategy.
Following the same reasoning task in the above sections, “John McCarthy”, is
taken as a concrete user name in a SP , and his coauthors3 whom he definitely
knows (with * after the names) are ranked into the top ones in every level of the
“Artificial Intelligence”author lists when the user tries to stop while an arbitrary
degree(n, Pcn) of the relevant nodes has been involved (Since the coauthors are
all persons whom the author should know. These information helps users get
more convenient reasoning results.). Some partial output in some levels is shown
in Table 4. The strategy of multilevel specificity and starting point can also be
3 In this study, we represent the coauthor information for each author in an

RDF file using the FOAF vocabulary “foaf:knows”. The coauthor network
RDF dataset created based on the SwetoDBLP dataset can be acquired from
http://www.iwici.org/dblp-sse. One can utilize this dataset to create a starting point
for refining the reasoning process.
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integrated together, which provide reasoning results based on starting point in
every level of specificity to produce a more user-preferred form of results.

5 Multiperspective Strategy

User needs may differ from each other when they expect answers from different
perspectives. In order to avoid the failure of understanding in one way, knowl-
edge needs to be represented in different points of view [11]. If the knowledge
source is investigated in different perspectives, it is natural that the search and
reasoning results might be organized differently. Each perspective satisfies user
needs in a unique way. As another key strategy, unifying search and reasoning
from multiperspective aims at satisfying user needs in multiple views.

We continue the reasoning task of“Who are authors in Artificial Intelligence ?”.
As proposed in the above sections, we use node degree under a perspective (degree
(n, P )) to search for a subset of the original data for reasoning. Here we consider
following perspectives: the number of coauthors, and the number of publications.
Firstly, We choose the perspective of the number of coauthors. From this perspec-
tive, we find following characteristics of the SwetoDBLP dataset: Coauthor num-
ber distribution is shown as in Figure 2. In the left side of Figure 3, there is a peak

Fig. 2. Coauthor number distribution
in the SwetoDBLP dataset

Fig. 3. log-log diagram of Figure 2

Fig. 4. A zoomed in version of Figure 2 Fig. 5. A zoomed in version of coauthor
distribution for “Artificial Intelligence”
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Fig. 6. Publication number distribution
in the SwetoDBLP dataset

Fig. 7. log-log diagram of Figure 6

value in the distribution, and it does not appear at the point of 0 or 1 coauthor
number (as shown in Figure 4). Hence, the shape of the distribution is very much
like a log-normal distribution. These phenomena are not special cases that just
happen to all the authors, we also observed the same phenomenon for authors in
many sub-fields in computer science, such as Artificial Intelligence (as shown in
Figure 5, Software Engineering, Data Mining, Machine Learning, the World Wide
Web, Quantum Computing, etc. As a comparison of the coauthor number view, we
provide some partial results fromthe viewpoint of publication number.We observe
that, different from the perspective of coauthor number distribution, the publica-
tion number distribution follows very much like a power law distribution, without
a peak value in the middle of the distribution curve, as shown in Figures 6 and 7.

It is clear that since the distribution of node degree under the above two
perspectives are different, and for the same node, the node degree under these
two perspectives are different, we can conclude that using different perspectives,
both of the sequence of nodes provided for reasoning and the reasoning results
are organized differently. In this way, various user needs can be satisfied.

6 Discussion and Conclusion

The study of unifying reasoning and search at Web scale [1] is the framework
that this paper is based on. The strategies introduced in this paper aim at
providing some possible solutions for how the unification can be done in a more
user-oriented way from the viewpoint of granularity. They are developed based
on many existing studies. Here we introduce two major related areas, namely,
variable precision logic and previous studies on reasoning with granularity.

Variable precision logic is a major method for reasoning under time con-
straints, which provides two reasoning strategies, namely, variable certainty and
variable specificity reasoning [12]. Concerning time constraint, given more time,
a system with variable specificity can provide a more specific answer, while a
system with variable certainty can provide a more certain answer [12]. Some
strategies on unifying search and reasoning introduced in this paper, for exam-
ple, the multilevel specificity strategy is inspired by variable specificity reasoning.
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The major difference is that: variable specificity reasoning uses “if-then-unless”
rule, while multilevel specificity strategy uses hierarchical knowledge structure
to supervise the unification process of search and reasoning. In this paper, we
did not investigate on the idea of variable certainty. Since it belongs to non-
monotonic reasoning, and the certainty won’t necessarily go higher as more data
is involved (since there might be contradictions [13] or inconsistency [14] on the
facts, especially in the dynamic changing context of the Web). How it can be
applied to a more user-centric environment still needs further investigations.

The study of reasoning with granularity starts from the logic approaches for
granular computing [15,16,17], etc. Under the term of granular reasoning, it has
also been studied from the perspectives of propositional reasoning [18], Aristo-
tle’s categorial syllogism [19], and granular space [20]. These studies concentrate
on the logic foundations for reasoning under multi-granularity (mainly on zoom-
in and zoom-out). In this paper, our focus is on how to unify the search and
reasoning process from the viewpoint of granularity, namely, how to search for
a good subset of the original dataset, and do reasoning on the selected dataset
based on the idea of granularity. Besides the inspiration from granular comput-
ing [3,4], especially granular structures [3]. The strategies proposed in this paper
are also inspired from Cognitive Psychology studies on human problem solving
(e.g. starting point) [6,21]. Further, we concentrate on how granularity related
strategies can help to effectively solve Web scale reasoning problems according
to different user context and time constraints.

We also need to point out that although the strategies introduced in this
paper are inspired by some basic strategies in granular computing, the granular
structures, more specifically granular knowledge structures that are mentioned
in this paper are different from previous studies [3,22]. In granular computing,
granules are organized hierarchically from larger grain sizes to smaller ones (or
the other way around), and the granules in coarser levels contain the ones in
finer levels. In this study, although granules are still in a hierarchy, the granules
does not contain each other. In the multilevel completeness strategy, granules are
organized into different levels by the node degree under a perspective, granules
with higher value of degree(n, P ) do not contain those with lower values. In the
multilevel specificity strategy, although the hierarchical knowledge structures
of Artificial Intelligence has a typical granular structure (All the subtopics are
covered under the terms one level coarser than them.), the granular structure
of the reasoning results based on this hierarchy is different from the granular
structures studied previously [3,22], since the results which were got from the
coarser levels cannot cover finer levels (The reason is that if the user does not
have enough time, nodes in finer levels, such as authors of “Decision Trees”, will
not be selected for the reasoning task whether they are AI authors.).

As an approach for incomplete reasoning at Web scale, unifying search and
reasoning from the viewpoint of granularity provides some strategies which aim
at removing the diversity and scalability barriers for Web reasoning.

For the diversity issue: The strategy of starting point focuses on user specific
background and the unification process is familiarity driven or novelty driven,
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and is obviously user oriented. Multilevel completeness strategy is with anytime
behavior [23], and provides predictions of completeness for user judges when
the user interact with the system. Multilevel specificity strategy emphasizes on
reasoning with multiple levels of specificity and users can choose whether to go
into more specific or more general levels. Multiperspective strategy attempts to
meet various user needs from multiple perspectives.

For the scalability issue: In the multilevel completeness strategy, although
the partial results may have low completeness, more important results have been
searched out and ranked to the top ones for reasoning based on their higher values
of degree(n, P ). In other words, more important results are provided as a possible
way to solve the scalability problems. The starting point strategy also provides
two methods to select important nodes for reasoning. The multilevel specificity
strategy concentrates on the appropriate levels of specificity controlled by the
knowledge hierarchy and does not get into unnecessary levels of data. Hence,
under limited time, the reasoning task and time is reduced.

Since user needs are very related to the satisfaction of reasoning results, in
future studies, we would provide a comparison from the user perspective on
the effects of multiple strategies mentioned in this paper. We would also like to
investigate in great details on how these strategies can be combined together to
produce better solutions4. Since the unification of Web scale search and reasoning
from the viewpoint of granularity brings many human problem solving strategies
to Web reasoning, it can be considered as an effort towards Web intelligence [24].
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Abstract. Traditional reasoning tools for the Semantic Web cannot
cope with Web scale data. One major direction to improve performance
is parallelization. This article surveys existing studies, basic ideas and
mechanisms for parallel reasoning, and introduces three major parallel
applications on the Semantic Web: LarKC, MaRVIN, and Reasoning-
Hadoop. Furthermore, this paper lays the ground for parallelizing unified
search and reasoning at Web scale.

1 Introduction

The Semantic Web provides services for exchanging and utilizing data, informa-
tion and knowledge in different forms on the Web. Its goal is to organize the
web of data through its semantics in a machine-understandable format that can
be utilized for problem solving on the Web. In addition, the Semantic Web is
dedicated to providing an information sharing model and platform that is conve-
nient for both human and machine to understand and cooperate [1]. Reasoning
engines are one of the foundational systems that enable computer systems to
automatically reason over Semantic Web data according to some inference rules.

Currently, Semantic Web reasoners are usually deployed on a single machine.
This solution is applicable when the datasets are relatively small. In a Web
context, it is unreasonable to expect fast enough reasoning mechanisms that work
on a single processor, especially when dealing with Web-scale RDF and OWL
datasets. Firstly, on the Web, large corpuses of semantically rich data is found,
posing new challenges to processing techniques. Secondly, the Web of data is
growing very fast and is dynamic. Thirdly, rules might be represented in different
forms, which requires a reasoning task to do preprocessing and coordination with
other reasoners [2,3]. In the face of these new requirements, existing reasoning
methods have lost their effectiveness. Besides developing new forms of reasoning,
another solution is to parallelize the reasoning process [3,4,5].
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The rest of the paper is organized as follows. Section 2 summarizes the cur-
rent status for parallel reasoning outside the Semantic Web. Section 3 describes
in detail the problem of parallel reasoning on the Semantic Web. Section 4
describes LarKC, MaRVIN and Reasoning-Hadoop as three implementations.
Finally, based on the analysis of present parallel reasoning techniques on the
Semantic Web, we make some preliminary discussion on a related topic which
is yet to be fully explored: parallelizing ReaSearch (the unification of reasoning
and search) at Web scale.

2 Parallel Reasoning

It is commonly agreed that the goal of parallel reasoning is to accelerate the rea-
soning process. The major differences between a single processor-based method
and a parallel environment-based method can be summarized from two perspec-
tives: platform architecture and algorithm.

2.1 Platform Architecture Perspective

From the perspective of instruction and data streams, three types of architec-
tures are considered, namely, SIMD (single instruction stream, multiple data
streams), MISD (multiple instruction streams, single data streams), and MIMD
(multiple instruction streams, multiple data streams) [6]. From the perspective
of memory, three types of architectures are considered, namely, SMP (Symmetric
Multiprocessing), DMP (Distributed Memory Parallel), and HMS (Hierarchical
Memory systems) [7]. Systems with an SMP architecture are composed of several
interconnected processors that have a shared memory. In DMP, each processor
maintains its own memory. Local memory access is fast but distributed mem-
ory access has to be done through an interconnect network and is slow [7,8].
HMS is a hybrid architecture which is an integration of SMP and DMP. In
this architecture, clusters of nodes have an SMP architecture internally and a
DMP architecture across clusters. Commonly-found clusters of multi-processor
or multi-core nodes are also considered to have an HMS architecture [7].

2.2 Algorithm Perspective

Besides the differences on system architecture, a set of parallel reasoning dis-
patching algorithms have also been developed. The goal for adopting parallel
reasoning is to accelerate the reasoning speed. However, as the number of ma-
chines increases, the reasoning speed may increase only sublinearly because of
communication overhead. Besides, each machine may not be assigned the same
amount of processing and thus, not run in its maximum capacity [9]. Thus, one
of the key issues for parallel reasoning algorithms is minimizing communication
while maintaining an even distribution of load (load balancing) [10]. In order
to solve this problem, several algorithms were proposed. Here we introduce two
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of them. Although they are proposed before and outside the Semantic Web, we
believe they may bring some inspiration.

The load balancing algorithm in [11] uses a matrix to denote the distance
from two arbitrary reasoning engines. Another matrix is used to represent the
mappings (task transfer from one to another) between two arbitrary reasoning
engines [11]. The reasoning engine selection strategy can be summarized as fol-
lows: the algorithm adopts the shortest path algorithm. Firstly, it tries to map
among the nearest reasoning engines, and after the mapping, remove those which
have been occupied. Then, the mapping will try those reasoning engines which
have the second shortest path. This progress repeats until all the reasoning en-
gines are assigned. The advantage for this algorithm is that it can drastically
reduce communication, its weakness is that it is centralized [11].

The load sharing by state (LDSHBS) algorithm [12] restricts the communi-
cation to the nearest reasoning engines. This algorithm uses a tree-structured
allocator which has a structure similar to a binary tree. All reasoning engines
are at the lowest level. Some nodes supervise reasoning engines in the system. If
these nodes detect that some reasoning engines are overloaded, they will remove
some tasks from them. If they find some engines are underutilized, the nodes will
allocate some additional tasks to them [12]. The advantage of this algorithm is
that it can allocate tasks locally and reduce communication. Besides, the algo-
rithm also ensures that each reasoning engine gets a reasonable number of tasks.
The disadvantage is that choosing an appropriate number of supervision nodes
might be a hard problem [12], especially for Web scale reasoning.

3 Parallelizing Semantic Web Reasoning

Since the data on the Semantic Web is mainly presented using RDF, reasoning
on the Semantic Web is mainly focused on RDFS and OWL. We can identify
two major goals in Semantic Web reasoning. The first goal is to check the con-
sistency of the web of data so that the data from different sources are well
integrated [13]. The second goal is to find new facts (implicit semantic relations)
based on existing facts and rules [13,14].

Compared to traditional parallel processing, the Semantic Web has some ad-
ditional concerns. Firstly, there are too many nodes in a Web-scale RDF dataset,
and each node may have many predicates associated with it. This makes data
dependencies complex. Hence, partitioning RDF data is not easy. Secondly, con-
figuring the parallel hardware environment may need to meet new challenges
considering Web scale data. Since the dataset is dynamically changing and grows
very fast, we cannot assume a static environment. Thirdly, so far, there are not
many parallel reasoning algorithms which can be directly imported from other
areas to solve Semantic Web parallel reasoning. Finally, load balancing on each
machine is still a hard problem to solve, given the very skewed nature of Se-
mantic Web terms. In this light, the current state-of-the art in practical parallel
reasoning is rather poorly developed.

For Parallel Semantic Web Reasoning, two major trends are introduced to
process reasoning in parallel, namely, data partitioning approaches, and the rule
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partitioning approaches [15]. In data partitioning approaches, all rules are ap-
plied by all reasoners while data is split into smaller partitions and processed
in parallel by several reasoners [15]. In rule partitioning approaches, the rules
are partitioned into different reasoners to perform the reasoning tasks, and the
data has to go through all the reasoners [15,16]. These studies have also shown
that effective partitioning is not easy. Better partitioning methods need to be
proposed. Some practical implementations of large-scale parallel reasoning are
described in the following section.

4 Some Solutions

Very recently, some practical implementations for parallel Semantic Web rea-
soning have been published. In this section, we are going to introduce three
parallel reasoning approaches for web-scale data: LarKC [3], MaRVIN [5], and
Reasoning-Hadoop [4]. While all of these are in the direction of parallel reasoning
on the Semantic Web, each of them has a different viewpoint.

4.1 LarKC

The Large Knowledge Collider (LarKC)1 is an open architecture and a generic
platform for massive distributed reasoning [3]. LarKC currently emphasizes on
scalability through parallelization of the execution of an open set of software
components. LarKC works as a scalable workflow engine for reasoning tasks. In
each workflow, there are several components (plug-ins) which are responsible
for diverse processing tasks, for example, identifying relevant data, transforming
data, selecting data and reasoning over data. The execution of the workflow is
overseen by a decider plug-in [3]. Since several plug-ins are invoked in a workflow,
they can be distributed among several nodes and work in parallel [17]. LarKC
parallelizes execution in the following ways:

– Invocation of plug-ins that have a parallel implementation;
– Invocation of distinct plug-ins in parallel;
– Execution of several workflows in parallel, or execution of the same workflow

with different input in parallel.

Currently, a set of LarKC plug-ins already have a parallel implementation: A
Sindice identifiers uses multiple threads (thus exploiting shared memory, mul-
tiple processor architectures), and a GATE transformer can run on supercom-
puters. MaRVIN, which will be introduced in the next section will be wrapped
as a parallel and distributed reasoner for LarKC. As work in progress, USeR-G
(Unifying Search and Reasoning from the perspective of Granualarity)2 is also
a series of methods that aims at working in a parallel environment for LarKC.

Currently, LarKC is considering some parallel programming models (e.g.
OpenMP, HPF (High Performance Fortran), and MPI (Message Passing Inter-
face)) and some frameworks (e.g. the Ibis framework [18]) to offer as an API
1 http://www.larkc.eu
2 http://www.iwici.org/user-g
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for developing parallel components. The core mechanism of OpenMP is based
on shared memory directives [19] and task decomposition, but does not provide
how to do decomposition [7]. Although HPF provides specific data decomposi-
tion, the rules of HPF may cause a too high communication overhead [7]. MPI
allows the developers to specify the distribution of the work and the data. How
and when the communication is done can also be specified [7]. According to [7]
LarKC may consider using the Ibis framework [18]. Ibis is a grid programming
environment that combines portability, flexibility and high efficiency [18]. The
parts which are relevant to LarKC are the Ibis portability layer (IPL) [18] and
the MPJ/Ibis [20].

4.2 MaRVIN

As a part of the LarKC project, MaRVIN (Massive RDF Versatile Inference
Network)3 is a parallel and distributed platform for processing large amounts of
RDF data. MaRVIN is the first practical parallel reasoning implementation [5].

The work on MaRVIN is motivated by the observation that it is hard to solve
Semantic Web problems through traditional divide-and-conquer strategies since
Semantic Web data is hard to partition [5].

MaRVIN brings forward a method named divide-conquer-swap [5] to do in-
ferencing through forward chaining (i.e. calculate the closure of the input data).
The main algorithm can be described in the following steps: First, the platform
divides the input data into several independent partitions and assigns this parti-
tions to compute nodes. Second, each compute node computes the closure of its
partition using a conventional reasoner. Then, old and new data is mixed and
new partitions are created in a distributed manner. This process is repeated until
no new triples are derived. At this point, the full closure has been calculated.

In the context of MaRVIN, the speeddate routing strategy has been devel-
oped [5]. RDFS and OWL rules are triggered by triples that share at least one
term. speeddate makes partitions in a distributed manner while increasing the
triples with the same terms that belong to the same partition. This way, the
number of partitioning-reasoning cycles that need to be performed to calculate
the full closure is reduced.

The advantages of the MaRVIN platform are the following:

– Since the partitions are of equal size, the amount of data to be stored and
the computation to be performed is evenly distributed among nodes;

– No upfront data analysis is required;
– It can support any monotonic logic by changing the conventional reasoner;
– It uses a peer-to-peer architecture. Thus, no central coordination is required;
– It shows anytime behavior, i.e. it produces results incrementally with time.

The latest experiments on real-world datasets show that MaRVIN can calculate
the closure of 200M triples on 64 compute nodes in 7.2 minutes, yielding a
throughput of 450K triples per second.
3 http://www.larkc.eu/marvin/



The Quest for Parallel Reasoning on the Semantic Web 435

In terms of the definitions in sections 2 and 3, MaRVIN does data partition-
ing on a HMP architecture. Compared to traditional reasoners, MaRVIN shows
higher loading speeds but is limited to calculating the closure of the input.

4.3 Reasoning-Hadoop

Reasoning-Hadoop [4] is a parallel rule-based RDFS/OWL reasoning system
built on the top of the Hadoop framework [21]. Hadoop is an opensource frame-
work mainly used for massive parallel data processing initially developed by
Yahoo! and now hosted by the Apache foundation.

Hadoop implements the MapReduce programming model. The MapReduce
programming model was developed by Google [22] and it requires that all the
information is encoded as a set of pairs of the form < key, value >. A typical
MapReduce algorithm takes as input a set of pairs, processes them using two
functions, map and reduce, and returns some new pairs as output. The program
execution is handled by the framework which splits the input set in subsets and
assigns computation to nodes in the network [22].

In the reasoning-hadoop project4 RDFS and OWL-Horst forward reasoning
has been implemented with a sequence of MapReduce algorithms. In terms of the
definitions in sections 2 and 3, Reasoning-Hadoop does both data partitioning
and rule partitioning on a DMP architecture.

In [4], it is shown that a naive implementation for RDFS reasoning performs
poorly. Thus, three non-trivial optimizations were introduced:

– the schema triples are loaded in the nodes’ main memory and the rules are
applied on the fly with the instance triples;

– the rules are applied during the reduce function, and the map function is
used to group together the triples that could lead to a duplicated derivation;

– the rules are applied in a certain order so there is no need to apply the same
rule multiple times.

The refined version of the algorithm proved to be have very high performance.
The RDFS reasoner is able to compute the closure of the 1 billion triples of the
2008 Billion Triples challenge in less than 1 hour using 33 machines [4]. This
approach currently outperforms any other published approach.

The performance of the OWL reasoner is not yet competitive. The optimiza-
tions introduced for the RDFS semantics do not apply for some of the rules of
the OWL Horst fragment. Current research is focused on finding optimizations
that apply to this fragment.

Concluding, Reasoning-Haddoop has shown that there are several advantages
in using MapReduce for reasoning in Semantic Web. First, the reasoning can
be done efficiently on large datasets because the Hadoop framework can be
deployed in networks with thousand of nodes. Second, the execution is handled
completely by the framework and the programmer can concentrate on the logic

4 https://code.launchpad.net/ jrbn/+junk/reasoning-hadoop
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of the program without worrying about the technical problems that are common
in distributed systems. The main disadvantage of this approach lies in dealing
with more complex logics. For example, the rules of the OWL Horst fragment
are more complex and more difficult to encode efficiently. However, given the
early stage of this research, a verdict is yet to be reach for the applicability of
this approach to other logics.

5 Evaluation of Parallel Semantic Web Reasoning
Approaches

Compared to traditional parallel reasoning, parallel Semantic Web reasoning ap-
proaches pose unique challenges in their evaluation. Thus, a new set of evaluation
criteria needs to be defined. We can make a distinction between functional and
non-functional characteristics of such systems.

Functional characteristics refer to the functions a system can perform. In
the context of parallel Semantic Web reasoning, we can identify the following
functional characteristics:

– Logic applied: depending on the logic implemented, various optimizations
may be possible. For example, the antecedents of the RDFS match at most
one instance triple [4]. The approach presented in the previous section ex-
ploits this fact to optimize RDFS reasoning by loading schema triples in
memory and processing instance triples as a stream. Nevertheless, this op-
timization cannot be applied to OWL horst reasoning, because antecedents
in the OWL horst ruleset may contain multiple instance triples.

– Degree of completeness: tolerating incomplete results can dramatically speed
up the reasoning tasks [2]. This is a common compromise made in search
engines. Furthermore, sometimes, the number of answers grows sublinearly
with time. Depending on the task, it may be acceptable to return a fraction
of the total answers spending a (smaller) fraction of the time that would be
required to calculate all answers. MaRVIN [5] is an example of a system with
this characteristic.

– Correctness: similarly to completeness, accepting incorrect answers may also
increase performance [2].

Non-functional characteristics refer to constraints in performing the prescribed
functions. Some relevant non-functional characteristics for parallel reasoning are:

– Triple throughput: a central measure for the performance of a reasoning
system is the number of triples it can process per second, indicating its
efficiency [4,5].

– Query throughput: another performance measure for reasoning systems doing
query answering is the number of queries they can process per second.

– Query response time: relevant to the previous characteristic, query latency
refers to the amount of time between posting a query and getting the answer.
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– Scalability refers to the capability of a system to handle larger input and
to efficiently use additional computational resources. In parallel systems,
computational resources are usually refer to computation nodes.

– Maximum input size: depending on the approach, there may be hard limits
in the amount of data a system can handle, given some hardware. If these
limits are reached, the approach becomes impractical. These limits may be
imposed by restrictions in the available memory or hard disk space.

6 ReaSearch and Its Parallelization

Parallelizing reasoning is an attempt to solve the scalability problems for Web
scale reasoning by introducing additional computational power. Nevertheless,
because of the limitations and assumptions of traditional reasoning methods [2],
complementary methods should be developed.

6.1 The Necessity of Parallelizing ReaSearch

ReaSearch5, which stands for unifying reasoning and search to Web scale, was
proposed in [2] and is further developed in the LarKC project [3]. It emphasizes
on an interweaving process of searching an important subset from the Web of
data and do reasoning on it. The interweaving process will not stop until the
user is satisfied with the reasoning result [2], as shown in Figure 1(a) (Note that
this workflow design is a part of the search and reasoning part in LarKC [3]).
On the Semantic Web, both the search and reasoning process need to handle
massive data. Hence, the ReaSearch process need to be parallelized. ReaSearch
is a framework for unifying reasoning and search, and concrete strategies on how
to implement this framework can be developed through different methods.

USeR-G (Unifying Search and Reasoning from the viewpoint of Granularity)6

is a set of strategies that aim at combining the idea of granularity [23,24] and
ReaSearch to provide concrete implementations of ReaSearch for the LarKC
Project. The set of strategies include: unifying search and reasoning through
multilevel completeness, multilevel specificity, multiperspective, etc [25]. In this
paper, we will not go into details of these strategies, we just mention some
processing steps in the implementation of these strategies where parallelization
is needed. For the multilevel completeness strategy, the search process needs
two parameters for the selection of important sub dataset. Namely, node de-
gree calculation and node number statistics for the whole dataset. In one of
our experiments for calculating the number of co-authors from the SwetoDBLP
dataset [25], we spend more than one hour on the 1.08G semantic dataset, which
is unacceptable, and should be parallelized. As indicated in [2], Web scale data
may be over 10 billion triples. Hence, the task of calculating the node number
for the multilevel completeness strategy can be parallelized to save time. For

5 http://www.reasearch.net/
6 http://www.iwici.org/user-g
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the multilevel specificity strategy, nodes that are distributed in different levels
of specificity can be assigned to multiple nodes in order to save processing time.
For the multiperspective strategy, since the unification of search and reasoning
can be done from multiple perspectives to meet the diverse user needs, different
perspectives can be processed in parallel so that one can get reasoning results
from all perspective almost at the same time. For all of the strategies, all of the
reasoning parts can be and should be parallelized.

6.2 A Preliminary Design for the Parallel ReaSearch Architecture

As mentioned above, parallelizing ReaSearch is not only about parallelizing rea-
soning. Both search and reasoning need to be considered in the parallel environ-
ment. In this section, we propose a preliminary parallel ReaSearch architecture.

Following the designprinciples of parallel reasoning [26], for a parallelReaSearch
architecture, the nodes with different functionalities are distributed physically,but
unified logically. As mentioned in Section 4.1, the unification of search and reason-
ing can be implemented in a workflow, hence the search process can be done in one
node, and the reasoning process can be done in another. An alternative strategy,
which scales better, is that the search and the reasoning processes themselves are
also parallelized.

For the search part, search plugins are parallelized as shown in Figure 1(b),(c).
In Figure 1(b), the search tasks are parallelized by dividing the dataset into sev-
eral sub datasets and each subset is handled by one search plugin and the search
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results from different search plugins are independently sent to the ReaSearch
workflow for reasoning. Figure 1(c) provides an architecture for a meta-search
plugin, which was inspired by the study of meta-search engine [27] for informa-
tion retrieval. For this type of parallel search plugin, all the RDF/OWL datasets
go through different types of the search plugins (Type A,B,C, etc.), and an inte-
gration search plugin is used to integrate all the search results from different type
of search plugins and select out the most important subset of RDF/OWL data
for reasoning. The selection criterion is that if a subset of the original dataset ap-
pears in all the search results from different search plugins, then it is considered
as the most important subset and is delivered through the ReaSearch workflow
for the reasoning task. If a subset appears in only some of the search results, then
it is considered as a less important subset. Although this meta-search plugin has
a parallel architecture, its aim is not to speed up the search process. Instead, it
helps to select out the most important subset for reasoning.

For the reasoning part, two types of architectures are provided, as shown
in Figure 1(d),(e). Each of them has a supervision node, hence both of them
have centralized architectures. Reasoning is part of the ReaSearch workflow and
is working in parallel with the parallel search architecture. In the architecture
shown in Figure 1(d), reasoners are identical and apply the same rules. The
dataset is divided in several parts to be processed on different reasoners(data
partitioning). Its aim is to improve the speed of reasoning, which is similar in
spirit with Reasoning-hadoop and MaRVIN. In Figure 1(e), the sub reasoning
engines are different. This architecture refers to ensemble reasoning [28], which
is inspired from ensemble learning in the field of machine learning. This architec-
ture is not aimed at speeding up the reasoning process. The motivations behind
this approach lie in: (1) Reasoning based on Web-scale data may produce too
many results. Among these results, only some parts may be useful to a certain
user. With the different reasoning plugins involved, various reasoning results will
be obtained. If some results appear in the result sets from all reasoners, they can
be considered as more important than others. The integration node can provide
the most important reasoning results by selecting out the ones which appear in
all or most sub result sets. (2) With different reasoning plugins involved, one may
get more meaningful results compared to the first type shown in Figure 1(d).
In this case, the integration node is responsible for merging all the reasoning
results together for user investigation. In a more user-oriented scenario, the ar-
chitecture also enables users to configure how many reasoners of each type they
prefer to use for their own reasoning tasks. In this way, each type of reasoner
will have a weight on the whole architecture. When these weights are changed,
the reasoning results may also differ to meet different user needs.

7 Conclusion

The Semantic Web brings many new problems and insights to the field of parallel
reasoning. New architectures and algorithms need to be developed to fit the
context of Web scale reasoning. LarKC, MaRVIN, and Reasoning-Hadoop are
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three practical systems which have touched this area and are potentially effective.
Nevertheless, there is still much more that has not been well explored, such as
how to develop concrete strategies for unifying reasoning and search in a parallel
environment (i.e. parallelizing ReaSearch).

Moreover, through the preliminary design for the parallel ReaSearch architec-
ture, we notice that for the reasoner part, a parallel architecture can improve
the reasoning speed while also producing more fruitful reasoning results to meet
diverse user needs. This topic needs further investigation. In this paper, we try
to provide some preliminary discussion to inspire more research results in this
area. We had some very preliminary discussions on where do ReaSearch (more
specifically, the set of methods UseR-G) should be parallelized. In future work,
we will go into deeper discussion and concrete implementations.
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Abstract. The growing use of case-based reasoning (CBR) systems on
the Web has brought with it increased awareness of the Web-scale case
base maintenance (CBM). While most existing CBM policies and ap-
proaches, which were designed for smaller case bases with sizes ranges
from thousands to millions of cases, are not suitable for Web-scale dis-
tributed case collection. In this paper, we propose a novel CBM model
for personalized Web-scale CBM, which addresses the needs of the Web-
based CBR systems. The proposed CBM model is constructed based on
chunk activation of ACT-R theory and rule-based reasoning. In addition,
a basic activation value computation method is given to rank the cases
and an algorithm is proposed to select top-N active cases. Experiments
on several real-world datasets such as the MovieLens dataset show the
effectiveness of our model.

1 Introduction

With the development of Internet and Web technology, more and more new real
world requirements emerge, e.g., to enhance semantic supports for the current
Web, to provide personalized service, to reinforce abilities of processing Web-
scale problem and so on. In the academic community, some trial solutions have
been proposed, such as Web Intelligence (WI) [1,2], Semantic Web [3], Semantic
Search [4]. In the industrial community, Web 2.0, cloud computing and others
have been proposed and show a great development. However, it is too difficult
to solve above problems completely by several approaches and technologies in
a short period of time. Challenges still exist and new approaches need to be
explored according to new real world applications.

Generally speaking, Web reasoning is one of the good solutions to enhance se-
mantic supports for the current Web. Moreover, it is easy to provide personalized
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service through reasoning on individual data (user profile). However, traditional
logic based reasoning systems do not scale to the large amount of information
that is required for the Web [5]. In other words, current reasoning methods can-
not meet Web-scale requirement and are invalid in the large datasets (knowledge
bases). Recently, Web-scale reasoning is considered as a key problem and many
research interests have focused on on it. For example, Semantic Web challenge [6]
is a related project and the specific goal of its Billion Triples Track is to demon-
strate the scalability of applications as well as to encourage the development
of applications that can deal with realistic Web data. Another related project
is the EU FP 7 Large-Scale Integrating Project LarKC [7], which is to develop
the Large Knowledge Collider (LarKC), a platform for massive distributed in-
complete reasoning that will remove the scalability barriers of currently existing
reasoning systems for the Semantic Web [7].

Furthermore, Web-scale data are distributed on different Web sites and Web-
scale reasoning methods should support to collect them from multi-data sources
and reason on them. So some related technologies, such as Resource Description
Framework (RDF), SparQL, and some reasoning frameworks, such as LarKC [7],
have been proposed. Especially, there are massive experiential knowledge dis-
tributed on different Web sites, such as purchase experience, search histories,
user’s comments, tags of a Web page. However, for some cases, it is difficult
to build a rule-based system, but relatively easy to extract cases from multiple
Web data sources. Recently Zhong et al. proposed a framework of granular rea-
soning [8] to implement Web-scale reasoning by combining case-based reasoning
(CBR) with other reasoning methods. Additionally, they pointed out that per-
sonalized services need to be considered on the same importance with Web-scale
problem solving and reasoning.

We argue that CBR is one of more feasible Web reasoning methods and can be
combined with rule-based reasoning (RBR), which makes up some shortcomings
of RBR for Web-scale reasoning. There are at least two grounds supported it:

– The traditional rule-based systems have a few drawbacks, such as difficulties
of knowledge acquisition, no memory of tackled problems or previous expe-
rience, poor efficiency of inference, ineffectiveness to deal with exceptions,
and poor performance of the whole system. Whereas, CBR can just handle
the above problems well [9].

– CBR has roots in cognitive psychology [10] and can be regarded as a human
problem solving inspired method, which is easy to deal with massive data at
a high speed.

Based on above observations, we firstly propose a realistic solution for Web-scale
reasoning based on granular reasoning proposed by Zhong et al. [8]: Web-scale
case-based reasoning for personalized services as shown in Fig. 1. In this solu-
tion, there are three key problems: personalized Web-Scale case representation,
personalized Web-Scale case base maintenance, and personalized Web-Scale case
utilization (retrieval). Additionally, there are two types of data which need to
be processed and represented by RDF: cases and user profiles. A case may be
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Fig. 1. Web-scale CBR model for personalized services

built or adapted by extracting items of multi-data sources. While user profiles
include personalized needs and help with reasoning.

However, it is very crucial to maintain and evaluate a bigger case base in the
Web-scale CBR system and most existing CBM policies and approaches are de-
signed for smaller case bases with sizes ranges from thousands to millions of cases
and not suitable for Web-scale distributed case base. In this paper, we focus on in-
vestigating personalized Web-Scale case base maintenance. Section 2 introduces
related work about CBM. In Section 3, we firstly propose a novel CBM policy
according to characteristics of Web case – a valuable case utilization policy and
a model for personalized Web-scale CBM, which is based on chunk activation of
ACT-R theory [11] and rule-based reasoning. Then we discuss a unified frame-
work and propose a basic activation value computation model and a top-N active
cases selection algorithm for analyzing valuable case based on the proposed CBM
model. In Section 4, we show some experimental results on real applications to
verify the effectiveness of the propoased approach. Finally, Section 5 concludes
the paper by highlighting the major advantages of our method and pointing out
our future work.

2 Related Work

Case-based reasoning (CBR) is a relatively older problem solving technique that
is attracting increasing attention in the Web era. It has been used successfully
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in diverse application areas [12], ranging from web search [13], recommender
systems [14] to legal reasoning [15]. The work Schank and Abelson in 1977 is
widely held to be the origins of CBR [16]. It is inspired by human problem
solving and has roots in cognitive psychology [10]. Its key idea is to tackle new
problems by referring to similar problems that have already been solved in the
past [17]. A widely accepted framework for case-based reasoning is characterized
by the so-called “CBR cycle” [18] and consists of the following four phases [19]:

– Retrieve the case(s) from the case base which is (are) most similar to the
target problem.

– Reuse the information provided by this (these) case(s) in order to generate
a candidate solution for the new problem.

– Revise the proposed solution according to the special requirements of the
new problem.

– Retain the new experience obtained in the current problem-solving episode
for future problem solving.

In recent years, researchers are paying more attention to Case Base Maintenance
(CBM). In the revised model [20], it emphasizes the important role of mainte-
nance in modern CBR and indeed proposes that the concept of maintenance
encompass the retain, review and restore steps. There is an accepted definition
of case base maintenance:

CBM implements policies for revising the organization or contents (represen-
tation, domain content, accounting information, or implementation) of the case
base in order to facilitate future reasoning [21].

In addition, CBM involves revising of indexing information, links between
cases, and/or other organizational structures and their implementations.

Simply, the current CBM approaches can be divided in two policies, one con-
cerning optimization and the other a case base partitioning. The objective of
these approaches is to reduce the case retrieval time. Usually, the optimization
policy consists of deleting less by following two strategies: addition and the dele-
tion of cases. Whereas, the partitioning policy consists of dividing the case base
into several search spaces. Additionally, there are two the important criteria for
evaluating case base:

– Competence is the range of target problems that can be successfully solved.
– Performance is the answer time that is necessary to compute a solution for

case targets. This measure is bound directly to adaptation and result costs.

However, in our field of search, there is no literature about the Web-scale CBR
and the Web-scale CBM. But they are very important problems in the Web era.
In this paper, a personalized Web-scale CBM model is firstly discussed.

3 Personalized Web-Scale CBM Model

In recent years, researchers are paying more attention to Web-based CBR. Many
Web-based CBR systems [13,22] are emerging. However, case base is regarded
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as one of key components of CBR system. But existing CBM policies and ap-
proaches are not fit to maintain Web-scale case bases and there are at least three
reasons as following:

– The case-deletion strategy is too limited to detect which Web-scale cases
should be deleted owing to they are distributed, dynamic and personalized.

– The case-addition strategy is poor efficiency for a bigger case base and related
algorithms are too complex to be fit for a Web-scale case base.

– Additionally, the partitioning policy is only a secondary strategy for a Web-
scale case base because it is necessary to partition a bigger case base effec-
tively.

We argue that the Web-scale case base maintenance needs a new policy, which
is attune to characteristics of a Web-scale case base and can facilitate the Web-
scale CBR. However, what is a right policy and method for Web-scale CBM?
In our opinions, characteristics of Web cases are important factors and decide
CBM policy and model. Firstly, we discuss them as follows.

3.1 Characteristics of Web Cases

A Web-scale case base consists of massive Web cases and Web cases usually
shows many new characteristics in a Web-based CBR system as follows.

– Distributed: A Web case may be organized by some different kinds of items
which may be extracted from different data sources and different Web cases
may be distributed in many Web sites.

– Dynamic: Some item-values of a Web case may be changed and some sub-
case bases distributed in different Web sites may be not visited. For example,
plane ticket (an item of case) often has a different discount (item-value) in
the different season; and a bigger case base may be dynamically divided into
many sub-case bases.

– Personalized: Different Web cases are fit for different users and may include
a little different individual information owing to they are accessed by many
different users.

– Massive quantity: There may be massive Web cases in a Web-based CBR
system.

– Hierarchical: Web cases may be hierarchically restructured according to
items and their types in order to facilitate future reasoning.

Due to above characteristics, we think that it is very important to find most
valuable cases from massive cases combining personalized needs in order to keep
validity of Web case base and update some older or invalid items of cases in
order to facilitate future reasoning. However, how to attain this goal? We will
discuss a new CBM policy in the following section.

3.2 A Valuable Case Utilization Policy for CBM

In this paper, we propose a valuable case utilization policy for Web case bases.
It shows two features as follows:
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– Choose most valuable items which are extracted from different data sources
in order to build cases combining with personalized needs.

– Choose most valuable cases from massive cases in order to compress size of
Web case bases.

However, this policy is different from the traditional optimization and partition-
ing policy. It focuses on utilizing valuable cases which are built by most valuable
items extracted from different data sources; however, optimization policies focus
on compressing case base through deletion and addition strategy, while parti-
tioning policy is only secondary policy in order to reduce search space.

3.3 A Personalized Web-Scale CBM Model

In order to implement above new policy, we propose a personalized Web-scale
CBM model to pick most valuable cases in a Web-based CBR system through
computing activation values of items and cases based on chunk activation of
ACT-R theory [11]. And it also utilizes individual information (user profiles)
and users’ access logs based on rule-based reasoning. In detail, it includes two
levels:

– The first level is based on chunk activation of ACT-R theory to choose most
valuable data (item and case). It includes two sub-levels:
• The first sub-level is an item activation value computation level. In this

sub-level, activation values of items are computed in order to build cases
through utilizing valuable items, which are extracted from multi data
sources, according to related activation values.

• The second sub-level is a case activation value computation level. In this
sub-level, activation values of cases are computed in order to compress
size of case base through retaining most valuable cases.

– The second level is based on rule-based reasoning and also includes two sub-
levels:
• The first sub-level is to choose items to build cases or compress size

of case base according to rules which are designed based on activation
values for each item or case.

• The second sub-level is to revise a case or edit a case base according to
reasonable rules which are produced based on metrics for cases and a
case base.

Additionally, traditional partitioning policy is taken as a secondary approach to
strengthen this model and is used to partition case base based on case similarity
for the case storage and retrieval.

However, what is a feasible computation model to implement this model? We
argue that it is a better way to simulate human problem solving methods and
pick most valuable items and cases through utilizing their access time, frequency
and so on. In addition, a complementary way is to utilize relationships between
a case and items which are used to build this case.
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3.4 An Activation Value Computation Model for Items and Cases

Specially, ACT-R is a cognitive architecture, a theory about how human cogni-
tion works. And the chunk activation computation is one core of ACT-R theory
and it can reflect which chunk (a form of knowledge) should be picked according
to its previous access time and frequency and relationships with other chunks.
Based on it and combined with rule-based reasoning, we design a unified frame-
work for the computation model, which is fit to pick valuable items and cases as
shown in Fig. 2.

Fig. 2. A unified framework for the computation model

In this unified framework for the computation model, there are three key
phases:

– The first phase is to prepare rules in order to wash data and output regular
data according to a real-world application.

– The second phase is to prepare right parameters for activation value com-
putation model through analyzing access logs, user profiles and so on.

– The third phase is to compute activation values for data (items or cases) with
right parameters and to pick most valuable data according to the real-world
application or characteristics of data.

The core of this framework is the activation value computation, which utilizes
chunk activation computation of ACT-R theory, in order to pick valuable data.
And there are two fundamental assumptions:

– The first one is that an item is taken as a simple chunk. Usually, it is ex-
tracted from one data source and is a simple chunk which only include one
slot.

– The second one is that a case is taken as a regular chunk. Usually, it is
organized by some items and is a regular chunk which includes several slots.



A Model for Personalized Web-Scale Case Base Maintenance 449

In ACT-R theory, the activation of a chunk is a sum of base-level activation, re-
flecting its general usefulness in the past, and an associative activation, reflecting
it’s relevance in the current context. It is given by

Ai = Bi +
∑

j

(Wj · Sji), Bi = ln(
h∑
l

t−d
il ), (1)

where Ai denotes the activation value of the chunk i, Bi denotes the base-
level activation value and if higher if used recently, Wj denotes the attentional
weighting of element j (or slot) of the chunk i, Sji denotes the strength of
association of element j to the chunk i, til denotes access time of the chunk i at
the lth time, h denotes access times to the chunk i in total, and d is a weaken
parameter (usually equals 0.5).

In order to discuss the activation value computation model for convenience,
we firstly give some definitions as follows.

Definition 1 (Data base)
A data base is denoted by D = {d1, d2, ..., dn}. For anyone di ∈ D, di is an item
which is extracted from one data source or a case which is organized by several
different types of items. That is, D is a set for items or cases.

Definition 2 (Access log base)
An access log base is denoted by L = {l1, l2, ..., lm}. For anyone lj ∈ L, lj is
produced by the system and includes user’s id, id of data (di), remarks, access
time and others. Usually, there are ki access logs for the same di and they are
denoted by Li = {lk1 , lk2 , ..., lki}.

Definition 3 (User group Set)
A user group set is made up of all user groups and is a partition according to di

and Li. Usually, it is denoted by G = {g1, g2, ..., gh}, and for any one user group
gf ∈ G, gf includes some users who access same di or have related to lj .

Then can discuss our computation model based on above definitions and Equa-
tion 1. Due to Bi can reflect the usefulness of a chunk in the past through its
previous access time and frequency of utilization, we can take the base-level ac-
tivation value as a value of an item or a case to denote how it is valuable. But Ai

can reflect the relevance of a chunk in the current context through relationships
with other chunks and usually we can use the associative activation value to de-
note the relationship between an item or a case and a user in current situation.
So Ai can be taken as a personalized parameter of an item or a case and used
to support personalized services. In the first step, we only consider the value of
an item or a case and a basic computation model is given as follows:

A
(f)
i ≈ B

(f)
i = ln(

h∑
l

(t(f)
il )−d), (2)

where, t
(f)
il denotes the lth access time by users in group gf for data di ∈ D until

now, usually di is accessed by h times in total, d is a weaken parameter.
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In order to meet requirements of a real-world application, a time factor α is
introduced into Equation 2 for right time span as follows:

A
(f)
i ≈ B

(f)
i = ln(

h∑
l

(α · t(f)
il )−d), (3)

where, α is decided by time span extracted from access logs in the real-world
application and can be estimated by max(t(f)

il ) and min(t(f)
il ).

As a result, Equation 3 is taken as a basic activation value computation model
and fit to estimate the value of an item and a case in the proposed personalized
Web-scale CBM model. However, we can utilize the associative activation value
of an item or a case in order to enhance personalization and will discuss it in
detail in our future work.

Furthermore, we propose an algorithm to pick valuable cases for the proposed
CBM model, named Selecting Top-N Active Cases (STAC) algorithm as shown
in Algorithm 1. This algorithm is only a framework and gives some key steps
for picking top-K valuable cases. In practice, we should choose effective metrics
for partitioning user group and right analysis methods for a access logs base
according to real-world application. Also we should adjust right parameters of
Equation 3 for different access logs bases and design some feasible rules for
building case.

Algorithm 1. Selecting Top-N Active Cases.
Input: Data bases D1, D2, ..., Dq , access logs bases L1, L2, ..., Lq , user profiles, K, N .
Output: Some sets of top-K active cases for each group and a set of top-N active cases.
Steps:
1. S1: Build user group G based on user profiles and access logs bases according to
2. metrics of the real-world application.
3. S2: Pick top-K active items of every data base Dv(v = 1, 2, ..., q) to each group
4. gf (f = 1, 2, ..., h):
5. for anyone gf , Dv and Lv do
6. (1). Analyze Lv in order to determine values for t

(f)
il (i = 1, 2, ..., n(v);

7. l = 1, 2, ..., h(f,v,i));
8. (2). Compute activation value A

(f,v)
i of d

(f,v)
i ∈ Dv according to Equation 3;

9. (3). Sort item by its A
(f,v)
i and pick top-K item set I(f,v).

10. end for.
11. S3: Build cases for each group gf based on all top-K item set I(f,v)(v = 1, 2, ..., q)
12. and rules which are designed according to the real-world application:
13. for anyone gf do
14. Build top-K case set CK(f) through picking a group items I

(f,1)
r , I

(f,2)
r , ...,

15. I
(f,q)
r according to rules and Equation 3.

16. end for.
17. S4: Make an intersection for all sets of top-K active cases CK(f)(f = 1, 2, ..., h)
18. in order to pick top-N active case set C of the case base.
19. S5: Return all top-K case sets CK(f)(f = 1, 2, ..., h) and a case set C.
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In one word, we consider personalized needs for the proposed CBM model and
STAC algorithm through partitioning user groups. And they are fit to process
massive data set in parallel and support distributed analysis and processing
in the offline due to users are divided into many different groups. All these
merits are favorable for Web-scale problems and supplying personalized services.
However, an effective evaluation is necessary to be designed according to the
real-world application and will be discussed in our future work. In addition,
there are some advantages for the proposed CBM model. The first one is that it
can simulate human problem solving methods, for example, it focuses on recent
events (items or cases accessed recently) to predict which cases are more valuable.
The second one is that it utilizes RBR to update cases and so on. The third one
is that it can supply personalized services through partitioning user groups.

4 Experiments

4.1 First Experiment

In this experiment, we take one of MovieLens dataset (it can be attained in
the GroupLens Wet site: http://www.grouplens.org/node/73) as data base. It
is the biggest one: “10 million ratings and 100,000 tags for 10681 movies by
71567 users” and used to compute the activation value for every item (movie)
and to discover value of item (movie) based on its access time and frequency of
utilization in the pastime as following steps.

– Firstly, four fifths of the dataset are randomly chosen as training set and
remaining data are as testing set.

– Secondly, the activation value for every item (movie) in testing set is com-
puted according to our model and Equation 3 and all items in testing set
are sorted ascending by their activation value.

– Thirdly, the classic item-based collaborative filtering algorithm is run in
training set to train similarity matrix in order to predict every item’s ratings
in testing set. And we take mean absolute error (MAE) as a metrics for
evaluation. Usually, an item (a movie) with smaller MAE can show that its
related ratings, access time and frequency of utilization are more valuable
and should lead to bigger activation value.

– Finally, we draw MAE change curves according to items’ rank by activation
value and add linear tread and logarithmic trend for MAE to illustrate MAE
change trend.

In this experiment, six time tests are conducted on different testing sets which
are chosen at random and six MAE change curves are drawn. From every curve,
a same fact can be discovered: an item (movie) with bigger activation value
shows smaller MAE. We can draw a conclusion: an item (case) with bigger
activation value should be utilized with high priority and an item (case) with
smaller activation value can be deleted from data base if it is lower than a given
threshold. This conclusion illustrates that our proposed utilizing valuable case
policy is feasible and farther experiments will be made in our future work.
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4.2 Second Experiment

We design a real world application based on our proposed CBM model – the home
finder (HF) system. It is a Web-based CBR system and supply a service to search
for real estates (apartment, house, hotel, etc.) for sale or to be rent. There are
multi data sources (real estate or hotel information, map, public transportation,
statistics) and massive users in this system. All data are represented by RDF
and users’ access histories are taken as cases. All cases are organized in hierarchic
structure in order to find wanted cases rapidly through referring to hierarchic
case-based reasoning [23].

In this system, the utilizing valuable case policy is used and the case base is
maintained and updated at regular intervals according to our proposed CBM
model. For each user group, top-K cases are picked according to the system’s
access logs. Personalized solutions are recommended according to users’ queries
and user profiles in the online. And the system also retains users’ queries and
choices as a new case.

In this experiment, some datasets collected from this demo system and pre-
liminary experimental results show that our proposed CBM policy and model
are feasible to maintain Web-scale case base. And More results will be produced
in our future work.

5 Conclusions

In this paper, we proposed a new CBM policy – a valuable case utilization
policy and a model for personalized Web-Scale CBM, which can simulate human
problem solving methods through utilizing chunk activation of ACT-R theory
and RBR. In addition, a basic activation value computation model and a top-
N active cases selection algorithm for the proposed model were discussed in
detail. Experiments on several real-world datasets show that the proposed CBM
policy and model are suitable to maintain Web-scale case base and can be used
in Web-based CBR system. However, it is very important to choose different
rules and parameters for the proposed model according to different real-world
applications. In our future work, we will analyze and extend our computation
model and algorithm in theory in order to optimize them and develop better
methods to find right rules and parameters for real-world applications.
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Abstract. X3D is an open standard for 3D shape content delivery, which com-
bines both 3D shapes and animation behaviors into a single file. IntelligentBox 
is a prototyping software development system which represents any 3D object 
as a Box, i.e., a functional 3D visual object. X3D can provide more interactivity 
if it is empowered by IntelligentBox to add more reedit-ability. IntelligentBox 
provides an interactive environment for X3D shapes. This paper shows how 
X3D file shape information can be reused in IntelligentBox, and how Intelli-
gentBox enables users to interactively add interactive animation functions to the 
original X3D models. 

1   Introduction 

In this age of information explosion, the convenience and speediness of Internet make 
it possible for us to get various information and resources timely. It is no doubt that 
graphic information visualization plays an important role in the information world. 
Along with the developing computer graphic technologies, Web is not a 2 Dimension 
(2D) world anymore. More and more Web 3D formats are being created and studied. 
Among them, a format called X3D, which is a kind of lightweight format of 3D shape 
model, is mounting the stage of the Web 3D world. However, there is still no such a 
platform which can integrate and reedit these 3D applications effectively, and the 
animation functions of X3D are not interactive enough, which has already been the 
bottleneck of X3D development. Therefore, the sharing and reusing of dynamic inter-
active 3D contents has been a topic of our research. If it becomes true, X3D will pro-
vide more powerful interactive animation functions which can be used in the fields of 
Electronic Commerce, Virtual Reality and so on. 

X3D, namely Extensible 3D, is an open standard for 3D shape content delivery [1], 
which combines both 3D shapes and animation behaviors into a single file. X3D is 
generated by Virtual Reality Modeling Language (VRML97). Nowadays, many 
groups and teams are doing the research on X3D [2, 3, 4]. 

Compared to other kinds of 3D formats, X3D has many advantages as 1) International 
Organization for Standardization (ISO) open free format, 2) portability, 3) efficient pro-
gramming, 4) easy code modification, 5) possibility of being translated from other 3D 
applications (AutoCAD, 3D Studio MAX, Google SketchUp, etc.), 6) abundant free Web 
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resources. Based on those advantages, nowadays X3D is widely used in the fields of 
engineering and scientific visualization, CAD and architecture, medical visualization, 
training and simulation, multimedia, entertainment, education, and so on [5, 6, 7, 8]. 

People can find free X3D resources easily in related web sites, such as Web3D 
Consortium who provides more than 2600 free samples by the web page http://www. 
web3d.org/x3d/content/examples/X3dResources.html#Examples, or translate other 3D 
format files into X3D using appropriate converter programs. 

However, X3D has some disadvantages as well, such as, 1) the modification of 
X3D is not convenient enough for common users; 2) it cannot create the real sense of 
interactive functions, users are namely, allowed to use only those functions provided 
by designers. 

Meanwhile, there is no interactive visual environment to easily integrate or to re-
edit those free resources, even though many researchers and companies are dedicating 
themselves to related works. 

Aiming at solving these problems, we have used IntelligentBox [9, 10, 11], which 
is a constructive visual software development system proposed in 1995 for interactive 
3D graphic applications, and developed an environment which not only focuses on the 
resource integration, but also enables users to easily modify and reedit X3D files. 

For the purpose of easy editing and composition of X3D models, many companies 
are providing X3D editors today. Web3D Consortium, who started X3D, is also en-
couraging researchers and enterprises to devote their time to the related application 
development. We have tried four kinds of X3D editors which are popular in X3D 
designers, they are X3D-Edit [12], Vivaty Studio [13], BS Editor [14] and SwirlX3D 
Editor [15]. 

X3D-Edit is the primary authoring tool used to create X3D files. It almost covers 
all the functions of X3D. It provides a pure coding environment and a preview 
browser, which does not enable users to directly manipulate visual objects to edit their 
shapes and functions, so it is suitable for professional users. Vivaty Studio, BS Editor 
and SwirlX3D Editor all provide the visual window by which users can edit the model 
easily, nevertheless, there still exists some shortcomings of them respectively. Vivaty 
Studio is a visually oriented application from Vivaty. It provides some basic functions 
by a menu. Three-view interface ensures the objects can be observed from three dif-
ferent viewpoints, at the same time, users can move them just by dragging mouse. BS 
Editor is another X3D editor which can display the model in a view window. Users 
can observe the objects as in a normal browser. However, even though Vivaty Studio 
and BS Editor have already removed the necessity of pure coding, the editing and 
modification are still based on node operations. For example, users can add or remove 
the node from the node tree. It is impossible to edit or to separate objects just by ma-
nipulating the 3D shape objects, i.e., move the object directly. The basic edit func-
tions they provide are limited. SwirlX3D Editor is also based on node operation, but it 
is the most suitable tool for us to integrate and reedit X3D files. Users can import 
different X3D files into the same environment, furthermore, users can pick up the 
shape which they want to edit directly. Nevertheless, the theory of node-tree based 
editing limits the flexibility and maneuverability. That is the reason why we hope to 
find a new method to solve this problem. 

IntelligentBox is a prototyping software development system. The studying and de-
veloping of it since 1995 has established a dynamic functional combination mechanism 
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of interactive 3D graphic objects, which led us to realize a new approach to implant a 
large variety of interactive 3D applications. 

IntelligentBox represents any 3D object as a Box which can transmit data and mes-
sages by the variables called Slot, in this way, the real time interactive operation can 
be easily implanted through slot connections among different boxes. 

The creation and operation of boxes are simple and visual. Users just need to use 
the menu under the IntelligentBox environment to create a new Box and manipulate 
the mouse to combine two Boxes for constructing a new composite Box, which is 
more intuitive and effective than coding. 

X3D itself provides some animation functions and supports the dynamically chang-
ing of the scene via programming and scripting languages. However, IntelligentBox 
can provide the real time interactive functions, which X3D is short of. 

The remainder of this paper is organized as follows: Section 2 introduces the reali-
zation mechanism of X3D resource integration. Section 3 describes the mechanisms of 
X3D recourse assembly through reediting and reusing. Section 4 shows two applica-
tion examples in the fields of mechanical engineering and e-commerce. In Section 5, 
we have a discussion to evaluate this new proposal. At last, our conclusion is given in 
Section 6. 

2   X3D Resource Integration: A Realization Mechanism 

How to import different X3D files into the IntelligentBox environment is the first 
question we have to answer. In this section, we are going to introduce the realization 
mechanism of X3D resource integration. 

2.1   Tree Structures of X3D and IntelligentBox 

Every X3D file has a node-tree structure, which includes all the information that de-
scribes the attributes of the file. There are a variety of nodes, each of which describes 
an object or its property. For instance, the Background Node includes the information 
of the background color and the Transform Node defines the value of its child node 
transformation. Using such a tree structure, each part of the final model is built up 
little by little, level by level. Fig. 1 shows a simple example of an X3D file. Fig. 1a 
shows its basic tree structure, in which node0 is the topmost node, which describes 
the transformation of its child nodes, namely node1-node2. Fig. 1b shows two boxes 
automatically created from the descriptions of node1 and node5, at the same time, the 
position of box1 is described by node2 while the color and the texture of box2 is de-
scribed by node3 and node4.  

IntelligentBox adopts a similar tree structure as X3D, furthermore, the tree struc-
ture used by IntelligentBox provides more formidable functions which we will discuss 
later. For the purpose of importing X3D file successfully, we plan to transmit the 
information of each node into the corresponding box. As shown in Fig. 2, we translate 
each node-tree structure into a box-tree structure. Some information nodes, such as 
appearance nodes and material nodes, are combined with other nodes like shape 
nodes. Once the corresponding box tree is obtained, a new 3D shape model will be 
created in the IntelligentBox environment. The new model includes all of the shape 
information of the original X3D model. 
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Fig. 1. A basic structure of an X3D model: (a) the tree structure; (b) the rendered result shown 
by the browser 

 

Fig. 2. The translation between: (a) an X3D node-tree structure and (b) IntelligentBox box-tree 
structure 

2.2   Realization Method 

By the translation between the two types of tree structures, we can successfully con-
vert every shape node to an independent box, which means each shape may get a box 
function independently. In accordance with the diversity of X3D nodes, we have 
defined some corresponding boxes such as the BoxBox, SphereBox and so on.  
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The boxes we talked above provide similar shape descriptions as node descriptions. 
Therefore, the first step of the task is to read and analyze the node-tree structure of 
X3D. Because we just aimed at the X3D shapes, the nodes that provide animations 
and sensor functions need to be omitted. By analyzing the target X3D file, we get its 
shape node tree, which describes the basic shape structure of the model. The shape 
node tree is a key to open a new visual world, with which we can create the same 
model in IntelligentBox environment. After being read and analyzed, the shape node 
tree will be stored temporarily. It will be subsequently reread to recreate a 3D model. 

After the new model is created, each sub-shape can be easily moved or separated 
since they are all independent boxes. Not only do they have the same shapes as the 
original files, but also have the attributes every box has. These attributes include ge-
ometry parameters, color specification parameters and texture parameters. 

3   X3D Resources Assembly, Reediting and Reusing 

We got the X3D shapes successfully by the method above. However, those models 
were still just 3D shapes without any function. For the reason that we aimed at the 
real interactive 3D environment and the adequate reusing of X3D files, the next step 
is to assemble, reedit and reuse those shape boxes. 

3.1   Basic Mechanism of IntelligentBox 

At first, let us see the basic mechanism of IntelligentBox. Each box of IntelligentBox 
consists of a model, a view, and a controller, called model-view-controller structure. 
A model contains the box state, which is stored in a set of slot variables defined in the 
model. A view is a significant factor of a box, by which, the appearance of a box on a 
computer screen is defined. Some slot variables are defined in the view part. Such 
slots include those holding geometry parameters and color parameters. A controller 
makes a definition of the box reaction to user operation. The message transmission 
among them is shown in Fig. 3. 

A slot connection is shown in Fig. 4. Every box contains multiple slots which store 
the values of the corresponding attributes. By connecting different slots of different 
boxes, the message transmission channel is established. Slot connection is carried out 
by any of the three standard messages when there is a parent-child relationship be-
tween two boxes. As shown in Fig. 4, the slot3 of the box1 is connected with the slot2 
of the box0, thus it becomes possible to exchange massages between these two slots. 

 

Fig. 3. The message transmission among the controller, the view and the model 
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Box0

slot1 slot2 slot3 slot n...

Box1

slot1 slot2 slot3 slot n...
Box2

slot1 slot2 slot3 slot n...

box

slot

 

Fig. 4. An example of slot connections 

The message transmission between two boxes is based on a slot connection. The 
prerequisite of a slot connection is the establishment of a parent-child relationship 
between the same pair of boxes. The box that embeds the other box in its local coor-
dinate system is called the parent box while the embedded box is called a child box. 
There are three standard messages, namely, a ‘set’ message, a ‘gimme’ message and 
an ‘update’ message as shown in Fig. 5. These messages have the following formats: 
 

(1) ParentBox set <slotname> <value>. 
(2) ParentBox gimme <slotname>. 
(3) ChildBox update. 

 

Fig. 5. Three standard messages between two boxes 

The ‘set’ message and the ‘gimme’ message both go from a child box to its parent 
box. At the same time, the ‘update’ messages go in the opposite direction. A <value> 
in a format (1) indicates any value kept by the child box which issues this ‘set’ mes-
sage, and a <slotname> in formats (1) and (2) indicates a user-defined slot of the parent 
box which receives these two messages. Each box has, for each slot, two procedures 
associated with a ‘set’ message and a ‘gimme’ message. These procedures are exe-
cuted when the box receives either a ‘set’ message or a ‘gimme’ message to this slot. 

IntelligentBox provides another method to establish a message connection between 
two boxes without parent-child relationship. As shown in Fig. 6, two boxes share the 
same model part because each box has a model and a display object. This method 
makes it possible to transmit data when the slot connection between them does not 
work because of the lack of a parent-child relationship. Two shared copies of a basic 
box storing a single value may work as two terminals of a cable. Users may use such  
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Fig. 6. A model shared by two boxes 

a cable to connect two slots of two different boxes by connecting the two terminals of 
this cable to these slots. 

3.2   New Model Assembly and Reediting 

The most important point of object assembly is how to place the objects at specified 
locations in a certain environment. There are many kinds of assembly methods in 
Computer Aided Design (CAD) area. Take account of the real operation environment 
and realization mechanism, we decided to continue using the method adopted by 
X3D. 

In X3D there is a node named Transform which controls the translation, rotation 
and scaling parameters by inputting corresponding values. Compared to this method, 
IntelligentBox provides an easy way to operate the objects. Users can move, rotate, 
scale any object just through mouse operation. Nevertheless, this method could not 
place an object accurately, what is why we wanted to import the same parameter con-
trolling method. 

Each box contains the parameters describing the real display mode of the object. 
Those parameters can be modified from outside through slot connections to change, 
for example, the position, size or orientation of the object. Since IntelligentBox pro-
vides a direct interface for data transmission named slot, we can store those transfor-
mation parameters into slots. 

Such transformation parameters depend on a reference frame or a coordinate system. 
There are two types of reference frames: an absolute reference frame and a relative 
reference frame. Each absolute reference frame uses the system coordinate system. If a 
box has no parent box, the default reference frame is absolute. However, if a box has its 
parent box for some composition, we should use the relative reference frame defined by 
the parent box.  

In IntelligentBox, each child box is bound by the local coordinate system spanned 
by its parent box. The child box will do the same transformation as its parent box 
does. Therefore, if we need the local coordinate system of any box, we just need to 
build the connection between those two boxes. 

By these two methods, absolute reference frame and relative reference frame can 
be easily removed or built. For instance as shown in Fig. 7, there are two box models 
imported from X3D files. Now we are going to assemble box2 to box1, thus we need 
to use the local coordinate system of box1. The concrete operation step is to cut the  
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Fig. 7. An example of establishing a connection between two models 

connection between box2 and its parent box at first, then connect box2 and box1. In 
this way, any modification of the transform parameters of box2 is based on the local 
coordinate system of box1. 

What we just discussed above is the method of assembly of X3D models. The 3D 
shape boxes still hold the character parameters which describe the shape of the model, 
such as the radius of a sphere, the size of a box. We store those parameters in the 
slots, too. Therefore, we can reedit the model shape by changing slot values. A more 
detailed example about slot will be given in Section 3.3. 

3.3   New Model Reusing 

The other target of our research is to create a real interactive system. After reading, 
re-creating, assembling and reediting X3D files, the 3D shapes are displayed in the 
IntelligentBox environment. However, if they have no function, this research is mean-
ingless. Actually, IntelligentBox has already provided many kinds of function boxes 
by which we can give full scope to our imagination to compose an interactive model. 

Aiming at using those existed function boxes, three methods are proposed. The 
first method is to transfer the X3D shape view into a function box directly as shown 
in Fig. 8. In this way, we use the shape view of X3D and the controller and model part 
of a function box. It is a very simple method which can make sure those three parts in 
one single box. The message flow is direct and effective. However, this method is just 
suitable under some certain situation, such as transporting a shape view into a rotate 
box. If the view part does not match with the model part of function box, we need to 
use the second method. 

 

Fig. 8. The method for directly converting an X3D box to a function box 



462 Z. Zhou, H. Utsumi, and Y. Tanaka 

The second method is to build the connection between the X3D box and the func-
tion box as shown in Fig. 9, for example, a TimerBox. By sharing the slot value, X3D 
box will make the corresponding changes which are determined by the function box. 

 

Fig. 9. Motion control of an X3D box by a function box through a slot connection 

 

Fig. 10. The method of externally modifying the transformation information in the parent trans-
form box by connecting function boxes through slot connections 

As discussed in Section 2.1, the transformation information of X3D Shape Box is 
stored in the parent Transform Box. Meanwhile, the transformation of a child box is 
determined by the local coordinate system of its parent box. According to this, we can 
use the third method as shown in Fig. 10, to modify the transformation information in 
the parent box to control the child box. In Fig. 10, if we modify the transformation 
information of box0, the part1 will be transformed. In the same way, if we modify the 
transformation information of box1, part2 will be transformed. In this way, we can 
modify the transformation of each box easily. For instance, suppose that we connect a 
TimerBox with box0. After the calculation of the TimerBox, part1 will make the 
corresponding transformation along with the time change. 

Each Transform Box has the following list of slots to control the transformation of 
its child box, i.e., the three coordinates, orientation, the angle ratio, and the axis of 
rotation. By controlling the slot values, we can transform corresponding child boxes. 
For example, as shown in Fig. 10, we connect a TimerBox to box0, and a Rotation-
Box to box1 with the slots named ‘ratio’ and ‘angle ratio’. After the calculation of the 
TimerBox, the value of rotation ratio will be stored in the ‘ratio’ slot, and then the 
value will be sent to the ‘angle ratio’ slot of box0, then part1 will be rotated. If we 
connect another RotationBox to box1, part2 will be transformed by namely rotating 
the RotationBox. 
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The bridge between an X3D box and a function box is built successfully by the 
above three methods. It opens an important door of the box gallery. IntelligentBox 
provides several kinds of functions, such as, RotationBox, ScalingBox, SliderMeter-
Box, StringBox, CameraBox and so on. We will give some application examples 
later. 

4   Applications 

This section introduces application examples to clarify our approach of integrating 
and reediting X3D under the environment of IntelligentBox. 

We created two examples to explain how our approach works. The first one is a 
piston-crank mechanism [16] as shown in Fig. 11. In this system, the piston motion 
drives the crank motion, and then the crank drives the crankshaft rotation, so the fan 
rotates for the same ratio as the crankshaft. 

                 

Fig. 11. The example of a piston-crank mechanism      Fig. 12. The simplified model 

In this example, we used the third method to control the transformation of each ob-
ject. Fig. 12 is the simplified model of the piston-crank mechanism while Fig. 13 is 
the tree structure of this model. When the crankshaft rotates, by calculating the angle 
α, we can get the value of ya which describes the position of the piston and joint1. 
Then the data is transmitted to the piston via the parent box which works as the 
transmission medium. At the same time, the value of angle β can be calculated using 
the value of α and is sent to the crank, thus the crank will rotate for the given angle 
value. In this way, no matter where the position of crankshaft is, all the other objects 
can get their own positions. The similar motion propagation will be made when we 
move the piston or the crank. Therefore, the real time interactivity for users to play 
with the composed object is successfully achieved. 

The second example is a jeep model [17] as shown in Fig. 14. In this model, the 
body part was borrowed from one X3D file, the four wheels came from another X3D 
file. We transported the two axles into RotationBox, which can be controlled by a 
mouse for rotation. We connected four wheels to the two axles. By this way, wheels  
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Fig. 13. The tree structure of the piston-crank mechanism 

             

             Fig. 14. The example of a jeep car                  Fig. 15. The tree structure of the jeep car  
              model 

will rotate for the same ratio as the axles. Then we connected the two wheels with a 
TimerBox, which makes the ratio increase automatically. Then we connected a 
SwitchBox to the TimerBox, by which we can start or stop the animation manually. 
From the tree structure of this model as shown in Fig. 15, we can understand the 
whole structure clearly. 

We added a RotationBox with which we can open the door of the car. We also 
built the rotation ratio relationship between the steering wheel and the front wheels, 
which made it possible to control the front wheels by rotating the steering wheel. 
Furthermore, by using a CameraBox and an EyeClickMoverBox, we can simulate the 
driver viewpoint, which is shown in Fig. 16, or change the viewpoint conveniently, 
and by using a LightBox, we can simulate the headlights and the taillights. 

These examples proved that our research can be used in the fields of Virtual Real-
ity, Web-based Customization, On-line Design, and so on. 
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Fig. 16. The simulation of the diver viewpoint 

5   Discussion 

We have already made some examples as in Section 4. IntelligentBox provides a very 
powerful platform for users to make their own ideas come true. By using it, the X3D 
shape and the box function are combined very well. X3D can provide more interactiv-
ity if it is empowered by IntelligentBox to add more reedit-ability.  

However, we are still studying about how to convert the original function and sen-
sor nodes of X3D file, i.e., event detection and dispatch mechanism in X3D, to com-
posite boxes. At the same time, we are still trying to make it possible to utilize the 
JavaScript in IntelligentBox as the original X3D file does. If they are available, the 
function of the new system will be much stronger. 

6   Conclusion 

This paper introduces a method of how to integrate and reedit X3D shape resources 
under the environment of IntelligentBox. IntelligentBox is a platform for interactive 
3D graphics. It defines an object as a reactive visual object named box. 

Our research provides a real interactive environment for reading, re-creating, re-
editing, assembling and reusing X3D format files, and more easy compositions of 
animation for X3D shape view. Compared to other X3D editors, the system we made 
developed a new way to control objects. By using the message transmission mecha-
nism of IntelligentBox, X3D shapes own new attributes for receiving or sending in-
formation, which is the most important breakthrough. Therefore, users can easily use 
any X3D files to create their own model.  

However, our research has some demerits as well. The new system could not util-
ize script program of the original X3D files yet. 

This paper explains the methods we using for X3D file reading, re-creating, reedit-
ing, assembling and reusing, and gives some examples and applications using the new 
system. 
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Abstract. Users often have vague or imprecise ideas when searching the e-
commerce Web databases such as used cars databases, houses databases etc. 
and may not be able to formulate queries that accurately express their query in-
tentions. They also would like to obtain the relevant information that meets 
their needs and preferences closely. In this paper, we present a new approach – 
QRR (query relaxation and ranking), for relaxing the initial query over e-
commerce Web databases in order to provide relevant answer to the user. QRR 
relaxes the query criteria by adding the most similar values into each query cri-
terion range specified by the initial query, and then the relevant answers which 
satisfy the relaxed queries could be retrieved. For relevant query results, QRR 
speculates the importance of each attribute based on the user initial query and 
assigns the score of each attribute value according to its “desirableness” to the 
user, and then the relevant answers are ranked according to their satisfaction 
degree to the user’s needs and preferences. Experimental results demonstrate 
that QRR can effectively recommend the relevant information to the user and 
have a high ranking quality as well. 

1   Introduction 

With the rapid growth of electronic commerce (e-commerce) all over the world, business 
transactions are carried out over the Web easily and speedily. The web has introduced an 
entirely new way of doing business, and also made it imperative for companies to opti-
mize their electronic business. The ability of delivering personalized goods and services 
to the customers is becoming a key to the success of online businesses. Knowledge about 
the customer is fundamental for the establishment of viable e-commerce solutions. One 
way to achieve customization and personalization in e-commerce is the use of recom-
mendation systems. Recommendation systems are usually used in e-commerce sites  
to suggest products to their customers and to provide consumers with more relevant 
information to enlarge their scale of purchase options. Nowadays, more and more  
e-commerce Web databases (in this paper “Web database” refers to the online database 
that is accessible only via Web form based interface) like scientific databases, used car 
databases, and houses databases etc. are available for lay users. Database query process-
ing models have always assumed that the user knows what she wants and is able to for-
mulate queries that accurately express her query intentions. However, users often have 
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insufficient knowledge about database contents and structure, and their query intentions 
are usually vague or imprecise as well. They would like to see more relevant information 
that relevant to their queries. Therefore, the query user submitted should be soft con-
straints for the query results in order to present more relevant information that can meet 
user’s needs and preferences closely.  

Example: Consider a used Car-selling e-commerce Web database D from Ya-
hoo!Autos web site consisting of a single table CarDB with attributes: Make, Model, 
Color, Year, Price, Location, Transmission, Mileage. Each tuple in CarDB represents 
a used car for sale. Based on the database, the user may issues the following query:  

Q: CarDB (Make = Ford ∧ Model = Focus ∧ Price≤35000) 

On receiving the query, the query processing model used by CarDB will provide a list 
of Ford Focus that is priced below $35000. However, given that Buick LaCrosse is a 
similar car, the user may also be interested in viewing all Buick LaCrosse priced 
around $35000. The user may also be interested in a Ford Focus or Buick LaCrosse 
priced $35500. Unfortunately, in the example above, the query processing model used 
by e-commerce web database CarDB would not suggest the Buick LaCrosse or the 
slightly higher priced Ford Focus as possible answers of interest as the user did not 
specifically ask for them in her query. This will force the user to reformulate the que-
ries several times for obtaining all relevant and similar results satisfying her needs. 
Therefore, providing some flexibility to the initial query can help the user to improve 
her interaction with the e-commerce system for capturing more relevant information.  

In this paper, we propose a novel approach QRR (query relaxation and ranking), 
which can provide more relevant information by relaxing both categorical and nu-
merical query criteria ranges of the initial query and does not require user feedback. 
This approach uses data and query workload mining in order to assist the relaxation 
process. Furthermore, based on the Web databases, too many relevant answers will be 
returned after a relaxed query. QRR ranks the relevant answers according to their 
satisfaction degree to the user’s needs and preferences,  

The rest of this paper is organized as follows. Section 2 reviews some related work. 
Section 3 proposes the query relaxation approach. Section 4 presents the relevant 
answers ranking approach. Section 5 discusses the key implementation details of our 
approach. The experiment results are presented in Section 6. The paper is concluded 
in Section 7. 

2   Related Work 

Data mining technologies have been around for decades, without moving significantly 
beyond the domain of computer scientists, statisticians, and hard-core business ana-
lysts. During the last years, researchers have proposed a new unifying area for all 
methods that apply data mining to Web data, named Web Mining. Web mining for E-
commerce is the application of mining techniques to acquire this knowledge for im-
proving E-commerce. Web mining tools aim to extract knowledge from the Web, 
rather than retrieving information. Commonly, Web mining work is classified into the 
following three categories [3]: Web Content Mining, Web Usage Mining (WUM) and 
Web Structure Mining. Web mining is concerned with the extraction of useful knowl-
edge from the content of Web pages and databases, by using data mining. Web usage 
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mining, aims at discovering interesting patterns of use, by analyzing Web usage data. 
Finally, Web structure mining is a new area, concerned with the application of data 
mining to the structure of the Web graph. In this paper, we only take advantages of 
web data mining techniques to capture the most customers’ preferences, which are 
used to relax the query criterion of the initial query. 

Several researches have been proposed to handle the flexibility of queries in the da-
tabase systems for presenting more information that relevant to the initial precise 
query. These researches can be classified into two main categories. The first one is 
based on Fuzzy Set Theory [12]. Tahani [11] firstly advocated the use of fuzzy sets 
for querying conventional databases. In recent years, the approaches proposed in [4] 
and [8] relax the query criteria by using the membership functions, domain knowl-
edge and α-cut operation of fuzzy number. The second category focused on relaxing 
the query criteria range (query rewriting) such as [6] [7], and [9], which handle flexi-
bility based on distance notion, linguistic preferences, and etc. However, it should be 
noted that the flexibility approaches based on fuzzy sets are highly dependent on the 
domain knowledge while in most cases the query rewriting approaches are not fully 
automatic and require the users to specify the distance metrics.  

3   Query Relaxation 

In order to recommend the similar answers to the user, we need to measure the simi-
larity between the different pairs of values. The idea of query relaxation is to expand 
the original query criteria with similar values. 

3.1   Problem Definition 

Consider an autonomous e-commerce Web database table D with categorical and 
numerical attributes A = {A1, A2,…, Am} and a selection query Q over D with a con-
junctive selection condition of the form Q = σ∧i∈{1,…,s} (Ai θ ai) , where s ≤ m and θ ∈ 
{>, <, =, ≥, ≤, between, in}. Note that, if θ is the operator between (not between) and 
ai is an interval which is represented by [ai1, ai2], Ai θ ai has the form of “Ai (not) be-
tween ai1 and ai2”. Each Ai in the query condition is an attribute from A and ai is a 
value (interval) in its domain. The set of attributes X = {A1, …, As} ⊆ A is known as 
the set of attributes specified by the query. When the query leads to empty (or little) 
or unsatisfactory answers, the original query should be relaxed to provide most simi-
lar answers for users, which can help users to broaden their purchasing options.  

3.2   Relaxation of Categorical Query Conditions 

Based on CarDB mentioned above, in order to recommend the similar cars to the user, 
it is necessary to evaluate the similarity between the different pairs of cars. For exam-
ple, as mentioned above, Buick LaCrosse and Ford Focus are quite similar, they are 
family sedans, of comparable quality, and targeted to the same market segment. Thus, 
the similarity coefficient between Buick LaCrosse and Ford Focus may be 0.8, while 
the similarity coefficient between Buick LaCrosse and Benz E-Class may be 0.01. 
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We discuss an approach which is adapted from [7] for deriving such similarity co-
efficient by using database workload-log of past user queries on the database. The 
database workload information can reflect that the frequency with which database 
attributes and values were often requested by users and thus may be interesting to new 
users. The intuition is that if certain pairs of values <u, v> often “occur together” in 
the query workload, they are similar. For example, there may be queries with condi-
tions such as “Model IN (Camry, LaCrosse, Focus)”. Such database workload infor-
mation suggests that these manufacturers are more similar to each other than to, say 
Benz E-Class.  

Let f(u, v) be the frequency of the values u and v of categorical attribute A occur-
ring together in a IN clause in the workload. Also let f(u) be the frequency of occur-
rence of the value u of categorical attribute A in a IN clause in the workload, and f(v) 
be the frequency of occurrence of the value v of categorical attribute A in a IN clause 
in the workload. Then, the similarity coefficient between u and v can be measured by 
using the following Equation (1). 

VSim(u, v) = 
( , )

max( ( ), ( ))

f u v

f u f v
 (1) 

The Equation (1) indicates that, the more frequently occurring together of the same 
pair of attribute values is, the larger their similarity coefficient is. By executing the 
equation (1) on the workload of CarDB, the similar values are obtained shown in 
Table 1.  

Table 1. Similarity estimation 

Value Similar values Similar degree 
Honda 0.6 
Nissan 0.55 

Make = Toyota 

Mazda 0.48 
LaCrosse 0.82 
Camry 0.74 

Model = Focus 

Avenger 0.52 

 
According to the similarity coefficient between different pairs of categorical attrib-

ute values, QRR can provide the most similar information for the user when she sub-
mits a query with a relaxation threshold. According to the Table 1 shows above, given 
a query “Model = Focus”, if the relaxation threshold user provides is 0.8, QRR would 
translate the initial query into the relaxed query as: “Model IN (Focus, LaCrosse)”. 

3.3   Relaxation of Numerical Query Conditions 

In order to make the numerical query range contain more nearby numerical values, we 
need to evaluate the similarity between the different pairs of numerical values. Let 
{v1, v2, …, vn} be the values of numerical attribute A occurring in the database. Then 
the similarity coefficient NSim(v, q) between v and q can be defined by Equation (2) 
as follows,  
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NSim(v, q) = 1- 
| |q v

q

−
 (2) 

Let α be the relaxation threshold user provided, q is the numeric value specified by 
the query, and then we can get the expanded range as,  

[q – (1-α)q, q + (1-α)q] (3) 

Given the relaxation threshold user provided is 0.8, the query condition “Price ≤ 
35000” of Q can be relaxed as “Price ≤ 42000”. 

Generally speaking, with different threshold that the user chooses for the original 
query, our solution can translate the user’s original queries into the relaxed queries. 
For example, when the user issues a query “Model = Focus and Price≤35000” with a 
relaxation threshold 0.8, according to our above discussion, the QRR will relax the 
query criteria and reformulate it as: “Model IN (Focus, LaCrosse) and Price≤42000”. 

4   Ranking Relevant Answers 

In this section, we first discuss how to assign the attribute weights, and then present 
the approach for ranking the relevant answers.  

4.1   Attribute Weight Assignment 

We measure the importance of attributes (includes both the specified and unspecified 
attributes) by estimating the distribution difference of values of attribute Ai in data-
base table D and query result T, the Kullback-Leibler distance is used for resolving 
this problem proposed by Su et al. [10]. Suppose that Ai is a categorical attribute with 
value set {ai1, ai2,…, aik}.Then KL-divergence of Ai from D to T is: 

∑
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in which prob(Ai= aij|D) refers to the probability that in D and prob(Ai= aij|T) refers to 
the probability that in T.  

To calculate the KL-distance in Equation (4) we need to obtain the distribution of 
attribute values over D (resp. T). The algorithm used in our paper is to build a histo-
gram for each attribute Aj in the preprocessing stage. If Aj is a categorical attribute, 
each categorical value of Aj is used as a query to get its occurrence count. If Aj is a 
numerical attribute, an equal-depth histogram is built for Aj. After getting the histo-
gram of Aj over D and T, the histograms are converted to a probability distribution by 
dividing the frequency in each bucket of the histogram by the bucket frequency sum 
of the histogram. Finally, the weight of each attribute can be assigned. 

4.2   Ranking 

Satisfaction Ranking 
We rank the relevant tuples in query results according to the similarity between Q and 
an answer tuple t. The similarity measuring method is shown in Equation (5) as follows, 
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similarity(Q, t) = 
1
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here, k is the number of attributes specified by the query, W(Ai) is the importance 
weight of each specified attribute, VSim( , ) measures the similarity between the cate-
gorical values as explained above and NSim( , ) measures the similarity between the 
numerical values.  

Obviously, our approach is to restrict similarity calculations only to the specified 
attributes, i.e., we only consider the projection of the database on the columns that are 
referenced in the query. Based on the Web databases, however, this similarity ranking 
function will partition the relevant answer into several equivalence classes, where 
tuples within each class share the same similarity score. To break ties among the tu-
ples in each class, it is thus necessary to look beyond the attributes specified in the 
query (i.e. missing attributes). 

Relevance Ranking  
Consider the CarDB, for the query “Make = Ford and Model = Focus”, a car that is 
also has low “price” gets high rank because low priced cars are globally popular. In 
another word, the attribute value “Price = low” is globally important even though it is 
not specified by the car buyer in the query. 

More formally, according to Section 3.2, the workload W is represented as a set of 
“tuples”, where each tuple represents a query and is a vector containing the corre-
sponding values of the specified attributes [2]. Consider a query Q which specifies a 
set of attribute values. Recall the notion from Section 3.1, where X is the set of attrib-
utes specified in the query, and Y is the remaining set of unspecified attributes. Based 
on this assumption, for every value v in the domain of unspecified attribute Yj, the 
global score of value v can be defined by 

RFi(v)=(Fi(v)+1)/(FMax+1) (6) 

where Fi(v) be the frequency of occurrence of the value v of attribute A in the data-
base workload; FMax be the frequency of the most frequently occurring value in the 
database workload. For the numerical attribute, we discretize its domain into buckets, 
effectively treating a numerical attribute as categorical.  

Based on the discussion above, we can get the relevance score of unspecified at-
tributes values to the user preferences as follows, 

Relevance(t) = 
1

( ) ( )
n

j
j

W A RF v
=

×∑  (7) 

in which n is the number of unspecified attributes, W(Aj) is the importance weight of 
each unspecified attribute. Consequently, according to the similarity and relevance 
score, the relevant answer ruples can be distinguished. 

5   Implementation 

In order to identify the QRR algorithm, we developed a monotype system illustrated in 
Figure 1 which contains pre-processing component and query processing component.  
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The main task of the pre-processing component is to compute and store a represen-
tation of the similarity function in auxiliary database tables. The categorical similarity 
analysis module is used for computing Sim(u,v) for all distinct categorical values. 
Computing the similarity coefficient (i.e. Sim(u, v)) for similarity between all pairs of 
values u and v of any categorical attribute A involves scanning the database workload 
to compute co-occurrence frequencies of these values in the database workload, the 
results are stored in the table with columns {AttName, u_AttVal, v_AttVal, Similar-
ity} (we avoid space/time requirements quadratic in the size of A’s domain by only 
storing similarity coefficients that are above a certain threshold) and composite with a 
B+ tree index on (AttName, u_AttVal, v_AttVal). The numerical similarity analysis 
module is used for computing the “distance” between two numerical values. For nu-
merical attribute values, since we do not know what value q will be specified by a 
query, we cannot pre-compute the relaxed range of q; thus we have to store an ap-
proximate representation of the smooth function (such as Equation (3)) so that the 
function value at any q can be retrieved at runtime. The approximated functions are 
stored in auxiliary tables. This intermediate layer now contains enough information 
for extending the original query and computing the ranking function. 

 

 
Fig. 1. QRR system architecture 

The main task of the query processing component is, given a query Q and a relaxa-
tion degree α, to efficiently formulate the relaxed query and retrieve the relevant 
answers from the database using our similarity functions, and then ranks them using 
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ranking functions. Consider a incoming query Q, the formulate relaxed queries mod-
ule translate the original query into relaxed query by interacting with knowledge base, 
and then use the scan&rank algorithm to select and rank the results.  

6   Experiments 

In this section, we describe our experiments, report the QRR experimental results and 
compare them with some related work. 

6.1   Experimental Setup 

The experiments aim at evaluating the ranking quality and performance quality of 
QRR algorithm, respectively. For our evaluation, we set up a used car database 
CarDB (Make, Model, Year, Price, Location, Mileage) containing 100,000 tuples 
extracted from Yahoo! Autos. The attributes Make, Model, Year and Location are 
categorical attributes and the attributes Price and Mileage are numerical attributes.  

6.2   Quality of Ranking Evaluation 

Besides QRR described above, we implemented two other ranking methods, which 
are described briefly below, to compare with QRR. 

RANDOM ranking model: In the RANDOM ranking model, the tuples in the query 
results are presented to the user in a random order. The RANDOM model provides a 
base line to show how well QRR can capture the user behavior over a random 
method. 

QFIDF ranking model: IDF technique which has been successfully used in the In-
formation Retrieval field, which is used for ranking query results. The main focus of 
QFIDF proposed in [1] was on the Empty-Answers problem when the query is too 
selective, the idea of which is that takes advantage of the frequency of attribute values 
appearing in the workload as well as the database to determine the importance of 
attribute values and then rank the tuples in the answer according to the similarity 
between tuples and queries. The similarity between t and Q is simply the sum of cor-
responding similarity coefficients over all attributes. 

To evaluate and compare the ranking precision of the various ranking algorithms, 
we requested ten people, some of them are actual used cars buyers, to provide us with 
queries that they would execute if they wanted to buy a used car. For the used car 
dataset, we generate 11 test queries. For each test query Qi we generated a set Hi of 30 
tuples likely to contain a good mix of relevant and irrelevant tuples to the query.  
We did this by mixing the top-10 results of each ranking algorithm, removing ties, 
and adding a few randomly selected tuples. Finally, we presented the queries along 
with their corresponding Hi’s (with tuples randomly permuted) to each user in our 
study. Each user’s responsibility was to rank the top 10 tuples as the relevant tuples 
that they preferred most from the 30 unique tuples collected for each query. During 
ranking, they were asked to behave like real buyers to rank the records according to 
their preferences.  
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For formally comparing the ranking quality of the various ranking functions with 
the human responses, we used a standard collaborative filtering metric R which pro-
vided by Agrawal et al [1] to measure ranking quality. The Figure 2 shows the rank-
ing precision of the different ranking algorithms for each test query. It can be seen 
that both QRR and QFIDF greatly outperform RANDOM. The averaged ranking 
precision of QRR and QFIDF were 0.74 and 0.55, respectively. While these prelimi-
nary experiments indicate that QRR is promising and better than the existing work, a 
much larger scale user study is necessary to conclusively establish this finding. 
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Fig. 2. The ranking precision of QRR, QFIDF and RANDOM for each test query 

6.3   Quality of Ranking Evaluation 

QRR system consists of two components: the pre-processing component and the 
query processing component. The similarity coefficients of categorical attribute val-
ues and standard deviations of numerical attribute values are computed in the pre-
processing component. The similarity coefficients computing time depends on the 
number of records in the database workload. These quantities are stored as database 
auxiliary tables in a knowledge base. 

The query processing component includes five modules: the query relaxation mod-
ule, the attribute weight assignment module, the attribute-value similarity score as-
signment module, the ranking score calculation module and the ranking score sorting 
module. The first module has a time complexity of O(n), where n is the number of the 
records in the auxiliary table, which was computed at the pre-processing component. 
Each of the second, third and forth module has a time complexity of O(n), where n is 
the number of query results, and the ranking score sorting module has a time com-
plexity of O(nlog(n)). Hence, the overall time complexity for the query processing 
stage is O(nlog(n)).  

Figure 3 shows the query execution time of the queries over CarDB as a function 
of the number of tuples in the query results. It can be seen that the execution time of 
QRR grows almost linearly with the number of tuples in the query results. This is 
because most of the running time is spent in the second, third and forth modules of 
query processing part. 
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Fig. 3. Execution times for different numbers of query results for CarDB 

7   Conclusion 

In this paper, we present QRR (query relaxation and ranking), for relaxing the initial 
query over e-commerce Web databases in order to provide relevant answers to the 
user. QRR relaxes the query criteria by adding the most similar values into each query 
criterion range specified by the initial query, and then the relevant answers which 
satisfy the relaxed queries could be retrieved. For relevant query results, QRR specu-
lates the importance of each attribute based on the user initial query and assigns the 
score of each attribute value according to its “desirableness” to the user, and then the 
relevant answers are ranked according to their satisfaction degree to the user’s needs 
and preferences. The QRR we proposed is domain independent. Experimental results 
demonstrate that QRR can effectively improve the answer recall and have a high 
ranking quality. 
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Abstract. The accelerated news cycle and constantly emerging news-worthy 
events have led to ‘citizen journalism’ where people who are non-journalists 
collect, analyze and disseminate news pieces. This paper seeks to leverage tags 
drawn from iReport, an active citizen journalism Website to detect major news 
events. The goal is to examine the coverage and efficacy of news detected in 
iReport vis-à-vis those reported in the mainstream media. The data collection 
procedure involved manually culling major news events reported in Fox News 
between April 8 2008 and June 6 2008. Additionally, 81,815 tags from 15,216 
documents were drawn from iReport during the same study period. Relative 
frequencies of all unique tags were used to check for spikes and bursts in the 
dataset. The results show that out of the 10 major news events reported in Fox 
News, five could be detected in iReport.  This paper concludes by presenting 
the main findings, limitations and suggestions for future research. 

Keywords: Social tagging, Citizen Journalism, Event Detection, Relative  
Frequency, User-generated Content. 

1   Introduction 

The advent of user-generated content has altered the way in which breaking news 
reaches audience globally. Users are capturing real-life events in text, photos and 
videos, and uploading them to the Internet on a daily basis. With an accelerated news 
cycle and numerous news-worthy events to cover, a new type of open-source report-
ing has emerged. Known as ‘citizen journalism’ (Gillmore, 2004), people who are 
non-journalists are beginning to collect, analyze and disseminate news pieces, not 
unlike what professional journalists do. The rising prevalence of citizen journalism is 
driven by factors including the lowering cost of Internet connectivity (Ahlers, 2006), 
the development of user-friendly online content management tools (Thurman, 2008) 
and the vast improvements made on consumer electronics such as cameras, video 
recorders and mobile phones which enable users to capture and distribute pictures and 
videos in electronic formats easily. 

Citizen journalism was first thrust into the limelight in the aftermath of the 9/11 as 
eyewitnesses posted stories and images of the attack on the Internet. The 2006 Asian 
Tsunami disaster further accentuated the role of citizen journalism when video footages 
from survivors appeared on the Internet shortly after the disaster. Citizen journalism 
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entered the mainstream news media with the 2005 London terrorist bombings. The 
earliest photos of the blasts captured by ordinary citizens on their mobile phones were 
published on blogs and photo-sharing sites such as Flickr before appearing in national 
newspapers and television newscasts around the world the next day (Good, 2006). 

Recognizing the value of grassroots’ reporting, many mainstream media have aug-
mented their print and television programming with citizen journalism.  In particular, 
CNN launched iReport (www.ireport.com) in 2006 as part of such effort.  In iReport, 
the disclosure of contributors’ real identity is optional.  Also, since submitted entries 
are not subjected to any editorial censorship, they become available immediately once 
they have been posted. Readers can access the submitted entries in multiple ways in-
cluding listing them by viewership popularity, or filtering them on the basis of tags 
used by contributors. To date, iReport has attracted more than 100,000 postings from 
citizen journalists, along with some half a million of tags associated to the postings. 

Even as the credibility and legitimacy of iReport have become more established, 
little research has been done to exploit the huge reservoir of data available.  For this 
reason, this paper seeks to leverage tags drawn from iReport to detect major news 
events.  The goal is to examine the coverage and efficacy of news detected in iReport.  
Coverage refers to the extent to which news reported in the mainstream media can 
also be detected in iReport, while efficacy refers to the promptness of news reported 
in the mainstream media vis-à-vis those detected in iReport. 

To achieve this goal, major news events that took place between April 8 2008 and 
June 6 2008 were manually culled from Fox News. Thereafter, tags associated with  
news items submitted by citizen journalists within the same time period from iReport 
were analyzed. Instead of absolute frequencies, the relative frequencies of tags were 
used (Thelwall, 2006). The relative frequencies of tags are vestige of emerging popu-
lar news pieces. A spike in a time-series analysis of tags, for example, helps identify 
the day on which a certain event is highly discussed. Events detected in iReport 
through the tags were then compared against those reported in Fox News. 

To the best of our knowledge, the use of relative frequencies of tags to detect news 
events has not been attempted. Our work can therefore be used as a springboard to 
develop more ideas and approaches for detecting events from social tagging systems. 
The next section presents the literature related to citizen journalism and social tag-
ging. Following that, the Methodology section explains the data collection and analy-
sis procedures. The detailed results are discussed in the Results and Analysis section. 
Finally, the Discussion and Conclusion section highlights two main findings and 
offers a few future research directions for scholars interested to study news event 
detection using tags. 

2   Literature Review 

For most of the twentieth century, news was primarily delivered by the press and televi-
sion/radio broadcasting (Curran & Seaton, 2003).  However, as the world becomes more 
connected in the twenty-first century through the Internet, the public’s consumption 
pattern of news and attitude towards news reporting change. Not only do people expect 
to have access to the breaking news anytime and anywhere, the once mere consumers of 
news start to participate in the process of citizen journalism, helping to create a massive 
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conversation among themselves and anyone interested. Amid the mushrooming of blogs 
and wikis that publish independent news-related content, several mainstream media 
organizations are making efforts to involve non-journalists who are keen on reporting 
news. For example, The Washington Post (www.washingtonpost.com) embeds live 
Technorati updates for each of its stories, paving the way for its readers to become citi-
zen journalists and commentators in the web community (Good, 2006). BBC 
(www.bbc.com) probes its news users of their views about the news and then publishes 
them in a particular section of the news product while MSNBC (www.msnbc.com) 
makes provision for editors to suggest assignments for anyone who wish to report on 
specified aspects of news stories that are unfolding (Nip, 2006). The response from 
citizen journalists has hitherto been overwhelming.  OhmyNews.com, a South Korean 
online newspaper, has more than 37,000 registered contributors; Britain’s second most 
popular news website, Guardian.co.uk, hosts a ‘News’ message board to which readers 
contributed more than 600,000 messages between 1999 and 2005 (Thurman, 2008). 

One of the major advantages of citizen journalism is that citizens with cameras can 
capture images of news events more promptly than professional journalists, at least in 
the early minutes of the events.  Also, if equipped with mobile access to the Internet, 
citizens can broadcast their photos, along with text content, immediately to the world 
(Tilley & Cokley, 2008). Furthermore, given its open and participatory nature, diverse 
views of a given news event can be expected (Angelo, 2008).  Thus, the corpora of 
content created by citizen journalists could potentially be used to mine for the occur-
rences of major events. 

Current event detection techniques generally seek to determine whether a news 
story contains an event by comparing the similarity of features between the new story 
and past news stories (Wei & Lee, 2004). Grouping of events by their relative simi-
larities and differences helps to track events across time. This has been introduced in 
text-based topic detection and tracking (TDT), which uses lexical similarity of docu-
ment texts to generate coherent clusters, in which elements in the same cluster share 
an identical topic (Allan, et al., 1998). Another approach is to consider the time gap 
between events.  Time gap between bursts of topically similar stories is often an indi-
cation of different events and the incorporation of a time window for event scoping 
has commonly been adopted (Yang, et. al., 1998, Wei and Lee, 2004). 

Event detection techniques can be classified into two forms: retrospective detection 
and online detection. Retrospective event detection (RED) consists of the discovery of 
previously undefined events from a chronologically ordered accumulation of news sto-
ries (Li, et al., 2005) while online detection strives to identify the onset of events emerg-
ing from live news feeds in real time. (Wei and Lee, 2004)  Both forms of detection rely 
on historical news stories which contain two kinds of information, namely, contents and 
timestamps. Many previous studies tend to focus on the exploitation of contents but the 
usefulness of time information has often been ignored (Li et al., 2005). Taking the RED 
approach, this study used time information in the analysis.  

In a parallel line of development, social tagging has been gaining traction on the 
Internet (Razikin, 2008). Since 2004, an increasing number of Websites including 
del.icio.us, Flickr, YouTube as well as those dedicated to citizen journalism allow 
users to annotate Web resources such as Web pages, images and videos using user-
defined tags (Sen, et al., 2006). The confluence of the rising popularity of social tag-
ging and citizen journalism presents the opportunity to investigate the use of tags to 
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detect news events. When an event of wide-spread significance occurs, a sharp rise in 
Web activity related to that event is observable (Neo, 2007). In the case of citizen 
journalism Websites, the occurrence of an event is characterized by an increased in 
the number of uploads. Also, different users are likely to be re-using the same tags in 
their postings. 

Hitherto, there are very few works that rely on tags to detect events from news cor-
pora. Tags are preferred over titles and descriptions for three reasons. One, tags are 
usually short and do not contain stop-words.  Two, tags were found to be different 
from words found in titles and descriptions, suggesting their role in explicating the 
content (Greisler & Burns, 2007). Three, the process of generating tags appear to be 
similar to the process of generating search terms for subsequent retrieval (Furnas, et 
al., 2006). This means they could be suitable proxy of the content to which they have 
been associated (Goh, et al., 2009). This study is therefore a timely endeavour to push 
the frontier of event detection research. The findings can also broaden our understand-
ing of the use of tags in making sense of a larger body of documents. 

3   Methodology 

A two-step data collection procedure was carried in this study.  First, news on actual 
events that took place between April 8 2008 and June 6 2008 were manually drawn 
from Fox News. As with previous research (for example, Allan, et al., 1998), this was 
done in the absence of a baseline for the dataset.  Representing a mainstream news 
source, Fox News was selected because it is a well-regarded organization known for 
its conservative news coverage (Zelizer, 2005).  In the second step, all documents 
posted within the same time period from iReport was extracted. iReport has been 
chosen because it represents a thriving citizen journalism Website, attracting more 
than 100,000 news postings since its launch in 2006. Furthermore, it possesses the 
features of a social tagging system that allows contributors to freely assign tags to 
their documents.   

A total of 19,960 documents were extracted from iReport.  Documents which do 
not contain any tags or date information were removed from the dataset. Tags from 
the resulting 15,216 documents were used for analysis.  These documents, which 
attracted 5.04 tags each, were contributed by 6,640 users.  The total number of tags 
collected was 81,815, of which 9,204 were unique.  The tags were analyzed using 
relative frequency, r(d),which is computed by dividing the frequency of a tag on a 
given day by the total number of tags on that day (Thelwall, et al., 2006). 

To detect news events, two methods were used, namely, a spike and a burst (Gruhl, 
et al., 2004).  Both were used because preliminary experiments revealed neither per-
formed consistently better than the other (Thelwall, et al., 2006).  A spike is defined 
as the occasion on which the relative frequency of a tag, r(d), on a given day, d, is at 
least five times higher than the average relative frequency of the tag of all previous 

days . Indicating a sudden surge in the relative frequency of a tag, a spike 

could point to the occurrence of an event to which the tag is associated. 
A burst is defined as the occasion on which the minimum r(d, 3) = min{r(d), r(d + 

1), r(d + 2)} of the relative tag frequencies on three consecutive days d, d + 1, d + 2 
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was at least five times higher than the average relative word frequency of all previous 
days. A burst thus indicates a period of at least three consecutive days in which an 
event was highly discussed. 

All tags collected during the study period were compiled. Their relative frequen-
cies on a daily basis were also computed, giving rise to three sets of tags for in-depth 
analysis. The first set comprised the top 20 tags ranked according to relative frequen-
cies. Correlation analysis which was used to check for co-occurrences among these 
tags helped establish if two tags were associated to the same event. The second set 
comprised the top 20 tags ranked according to relative frequencies which have at least 
a spike. The final set comprised the top 20 tags ranked according to relative frequen-
cies which have at least a burst.  

4   Results and Analysis 

Table 1 shows 10 major news events manually drawn from Fox News.  The themes of 
these events include natural disasters, terrorism, politics and issues related to the 
economy.  

Table 1. Events manually detected from Fox News between April 8 and June 6 2008 

 Event Date 
Reported 

1 Olympic torch relay heads to San Francisco after violent protests 
in London and Paris. 

Apr 8 

2 Food prices rise Apr 15 
3 A magnitude 5.2 earthquake occurs outside of West Salem, Illi-

nois, one of the strongest earthquakes in the midwestern states in 
40 years. 

Apr 18 

4 Chaiten Volcano erupts in Chile, forcing the evacuation of more 
than 4,500 people. 

May 2  

5 Over 130,000 people in Myanmar are killed by Cyclone Nargis May 3 
6 Earthquake of magnitude 7.2  occurs in Sichuan, China, killing 

over 60,000 people 
May 12 

7 A series of bomb blasts kills at least 63 and injures 216 in Jaipur, 
India. 

May 13 

8 Fuel price rises. Protests due to rise in fuel prices. May 23 
9 Earthquake aftershocks in China destroy 71000 homes  May 25 
10 Barack Obama becomes the presumptive nominee of the Democ-

ratic Party, becoming the first African-American to do so in a 
major U.S. political party. 

Jun 4 

 
Table 2 shows the first set of top 20 tags sorted in reverse order of their relative 

frequencies. Given that relative frequencies are computed on a daily basis, a given tag 
could appear more than once in the list. Pair-wise correlation analysis was performed 
among unique tags. Due to space constraints, only correlated tags with values more 
than 0.6 are shown. 

The tag ‘Gas_prices’ was not correlated to any tags in the Table 2. Neither were the 
tags ‘Food_cost’ and ‘Comment’. The tags ‘China’, ‘Torch’, ‘Olympics’, ‘Olym-
pic_torch’, ‘Sports’, and “Beijing_Olympics’ were highly correlated among themselves. 
Associated to the same event, they spotted high relative frequencies unanimously on  
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Table 2. Top 20 tags in reverse order of relative frequency and their pair-wise correlations 

r(d) Date Tags Correlated Tags 
0.158 Jun 4 Gas_prices - 
0.098 Apr 10 China Earthquake (.63); Olympics (.62); Olympic_torch (.61) 
0.096 May 8 Election08 Obama (.85); Situation_room (.62) 
0.087 May 23 Economy Energy (.7); Big_oil (0.69) 
0.083 May 23 Gas_prices - 
0.078 Apr 10 Torch Sports (.97); Olympic_torch (.9); Olympics (.89); Beijing_olympics 

(.89) 
0.076 Apr 10 Olympic_torch Beijing_olympics (.99); Torch (.9); Sports (.89); China (.61) 
0.076 Apr 10 Olympics Beijing_olympics (.98); Torch (.89); Sports (.87); China (.62)  
0.076 Apr 10 Sports Torch (.97); Beijing_olympics (.9); Olympic_torch (.89); Olympics 

(.87) 
0.075 Apr 10 Beijing_olympics Olympic_torch (.99); Sports (.9); Olympics (.89); Torch (.89);  
0.074 May 8 Obama Situation_room (.89); Election08(.85) 
0.073 May 23 Big_oil Energy (.98); Economy (.69) 
0.073 May 23 Energy Big_oil(.98); Economy (.7)  
0.068 May 12 Food_costs - 
0.066 May 19 China Earthquake (.63); Olympics (.62); Olympic_torch (.61) 
0.065 May 19 Earthquake China (.63) 
0.062 Apr 9 China Earthquake (.63); Olympics (.62); Olympic_torch (.61) 
0.061 May 8 Situation_room Obama (.89); Election08(.62) 
0.060 May 15 China Earthquake (.63); Olympics (.62); Olympic_torch (.61) 
0.057 Apr 29 Comment - 

 
April 10, representing a two-day delay from the time the news was reported in Fox 
News. The tags ‘Big_oil’, ‘Energy’ and ‘Economy’ were also highly correlated. So were 
two pairs of tags, namely, ‘China’ and ‘Earthquake’; and ‘Obama’ and ‘Election08’.  

Table 3 shows the second set of top 20 tags sorted in reverse order of their relative 
frequencies which have at least one spike during the study period. The tag 
‘Gas_prices’ was found to have a high relative frequency. It also saw two spikes, one 
on May 23 and the other on June 4. From Fox News, it was found that oil prices rose 
above $135 a barrel for the first time on May 23. Furthermore, from May 28 till the 
beginning of June, there were numerous protests by lorry drivers against the hike in 
fuel price from various countries such as UK, France, Spain and Thailand. This coin-
cides with the second spike observed on June 4.  

It is interesting to note that while tags such as ‘China’, ‘Torch’, ‘Olympics’, 
‘Olympic_torch’, ‘Sports’, and “Beijing_Olympics’ are listed in Table 2 as having 
high relative frequencies, they are not featured in Table 3 because they did not see 
any spikes. It could be attributed to the fact that the Olympic torch relay event started 
on March 24, prior to the period of study. During the month of April, the event had 
been drawing sustained attention from iReport contributors, but did not attract any 
sudden increase in the number of postings.  By May and June, the newsworthiness of 
the event had diminished. Similarly, the tag ‘Food_cost’ had a high relative frequency 
May 12 but did not see any spike.  The news about rising food prices was first re-
ported in Fox News on April 15, almost a month earlier, and became a persistent issue 
in both the mainstream media and iReport. 

Another group of co-occurring tags, namely, ‘Big_oil’, ‘Economy’ and ‘Energy’ 
also saw a spike on May 23. This could also be traced to the increase in gas prices 
described earlier. 
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Table 3. Top 20 tags which saw at least a spike during the study period 

r(d) Ave r(d) r(d)/ave r(d) Date    Tags 
0.158 0.009 17 Jun 4 Gas_prices 
0.096 0.014 7 May 8 Election08 
0.087 0.010 8 May 23 Economy 
0.083 0.004 21 May 23 Gas_prices 
0.074 0.007 11 May 8 Obama 
0.073 0.000 247 May 23 Energy 
0.073 0.002 46 May 23 Big_oil 
0.068 0.004 18 May 12 Food_costs 
0.065 0.006 11 May 19 Earthquake 
0.057 0.005 12 Apr 29 Sound_off 
0.057 0.005 12 Apr 29 Opinion 
0.057 0.005 12 Apr 29 Comment 
0.055 0.007 8 May 12 Weather 
0.055 0.006 10 May 12 Storm 
0.053 0.003 16 May 15  Earthquake 
0.052 0.002 33 Jun 1 2008_election 
0.049 0.009 5 May 2 Opinion 
0.047 0.001 55 May 22 Cancer 
0.047 0.002 25 May 2 Immigration 
0.046 0.009 5 May 25 Earthquake 

 
The tag ‘Earthquake’ saw three spikes on May 15, May 19 and May 25. Further-

more, it was highly correlated to the tag ‘China’, as seen in Table 2.    Reported in 
Fox News was the earthquake in Sichuan, China on May 12.  There seems to be a 
three-day delay before the tag ‘Earthquake’ saw the initial spike.  A closer examina-
tion of the iReport postings revealed that between May 15 and May 19, hundreds of 
videos and photos were uploaded by contributors who managed to capture the scene 
of the disaster and the on-going rescue operations.  Reported in Fox News on May 25 
was a catastrophic aftershock in Sichuan, China which destroyed thousands of homes.  
This news event corresponded to the third spike on May 25. 

The highly correlated pair of tags ‘Obama’ and ‘Election08’ saw a spike on May 8. 
From news archives, it was found that Barack Obama won the North Carolina De-
mocratic primary at the Super Tuesday III on May 6. The event was detected in iRe-
port, albeit after a two-day lag. The tag ‘2008_election’ which saw a spike on June 1 
was probably indicative of the built-up leading to the presidential nomination on June 
3 but news about Obama’s victory was not detected in iReport.  

The tags ‘Storm’ and ‘Weather’ both saw a spike on May 12.  When their individ-
ual relative frequencies were plotted over time, it was found that both tags showed 
high co-occurrences. A check on Fox News revealed that major storms struck three 
states of the United States on May 11. 

The tags ‘Opinion’, ‘Sound_off’ and ‘Comment’ which saw a spike on April 29 
could not be used to detect any major news events.  On closer examination, these tags 
were used mainly by contributors of iReport who wanted to share their perspectives 
on the U.S. election.  Likewise, the tags ‘Immigration’ and ‘Cancer’ spiked on May 2 
and May 22 respectively but were not traceable to any breaking news.  Postings with 
the tag ‘Immigration’ concerned activists demanding citizenship opportunities for 
U.S. illegal immigrants while those tagged with ‘Cancer’ were found to be related to 
real-life stories of contributors who survived from cancer or had relatives who suf-
fered from cancer. 
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Table 4 shows the final set of top 20 tags which saw a burst during the study pe-
riod. The list is sorted in reverse order of their minimum relative frequencies which 
are at least five times their average relative frequencies of all previous days.   

Table 4. Top 20 tags which saw a burst during the study period 

Min r(d, 3)  Ave r(d) 
Min r(d, 3)/ 
ave r(d) Date    Tags 

0.0422 0.0058 7 May 19 – 21 Earthquake 
0.0306 0.0007 45 May 13 – 15 Earthquake 
0.0242 0.0048 5 Apr 28 – 30  Opinion 
0.0224 0.0040 6 May 23 – 25 Gas_prices 
0.0220 0.0003 64 May 21 – 23 Cancer 
0.0212 0.0016 14 Jun 1 – 3 2008_election 
0.0176 0.0025 7 May 24 – 26 Memorial_day 
0.0078 0.0009 9 May 22 – 24 Cancer 
0.0064 0.0011 6 Apr 16 – 18 Lifestyle 
0.0058 0.0000 197 May 29 – 31 Commute 
0.0057 0.0006 10 Apr 18 – 20 Support 
0.0055 0.0010 6 Jun 3 – 5 Morning_express 
0.0048 0.0003 16 May 23 – 25 Energy 
0.0046 0.0003 13 Jun 3 –5 France  
0.0044 0.0003 13 May 1 – 3 Immigration 
0.0034 0.0007 5 May 29 – 31 Crisis 
0.0033 0.0003 12 May 25 – 27 Space 
0.0026 0.0001 39 Jun 3 – 5 Nascar 
0.0025 0.0005 5 May 12 – 15 Freedom 
0.0022 0.0001 19 May 25 – 27 Memorial 

Table 5. Summary of news events detection in iReport  

 
Event  

Date 
Reported in 
Fox News 

Detected 
in  

iReport 

Delay in news 
detection 

1 Olympic torch relay heads to San Francisco after 
violent protests in London and Paris. 

Apr 8 Yes 2 Days 

2 Food prices rises 
 

Apr 15 Yes Almost a 
month 

3 A magnitude 5.2 earthquake occurs outside of West 
Salem, Illinois, one of the strongest earthquakes in 
the midwestern states in 40 years. 

Apr 18 No NA 

4 Chaiten Volcano erupts in Chile, forcing the 
evacuation of more than 4,500 people. 

May 2  No NA 

5 Over 130,000 people in Myanmar are killed by 
Cyclone Nargis 

May 3 No NA 

6 Earthquake of magnitude 7.2  occurs in Sichuan, 
China, killing over 60,000 people 

May 12 Yes 3 days 

7 A series of bomb blasts kills at least 63 and injures 
216 in Jaipur, India. 

May 13 No NA 

8 Fuel price rises. Protests due to rise in fuel price 
 

May 23 Yes No delay 

9 Earthquake aftershocks in China destroy 71000 
homes  

May 25 Yes No delay 

10 Barack Obama becomes the presumptive nominee 
of the Democratic Party, becoming the first African-
American to do so in a major U.S. political party. 

Jun 4 No NA 
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Seven tags which saw at least a spike also saw a burst. These were ‘Earthquake’, 
‘Gas_prices’, ‘2008_election’, ‘Cancer’, ‘Opinion’, ‘Immigration’ and ‘Energy’.  The 
tag ‘Earthquake’ could be traced to the earthquake in China while the tag 
‘Gas_prices’ was related to the rising fuel cost and the tag ‘2008_election’ referred to 
the U.S. elections.  Having been featured in the mainstream media during the period 
between April and June, these news events could also be detected from iReport. 

The tag ‘Memorial_day’ saw a burst from May 24 through May 26.  This was at-
tributed to the U.S. public holiday, Memorial Day, which falls on May 26. 

The rest of the tags in Table 4 could not be used to detect any major events. For 
example, the burst seen in the tag ‘France’ from June 3 through June 5 was attributed 
to the surge in postings uploaded by contributors who wanted to share their holiday 
experiences in France. The burst seen in the tag ‘Space’ from May 25 through May 27 
stemmed from a sustained interest among contributors who uploaded numerous pho-
tos related to outer space.  Likewise, the tag ‘Freedom’ which saw a burst from May 
12 through May 15 was related to postings that dealt with the issue of freedom of 
speech but could not be associated to any specific major news event. 

Table 5 summarizes the detection of news events in iReport during the study  
period. 

5   Discussion  

News typically follows a life-cycle after it has been published. A lead-time may tran-
spire before the public’s interest is aroused, and intense discussion ensues. Thereafter, 
interest will wane until some new related events trigger the next wave of discussion 
(Zhao, et al., 2006). The fluctuations in the number of postings, along with the varia-
tions of user-assigned tags and their relative frequencies open the possibility for major 
news events to be detected. 

Riding on the increasing popularity of citizen journalism, this paper takes the RED 
approach and details the use of spikes and bursts seen in the relative frequencies of 
tags to detect major news events from iReport. The performance of analysing the top 
20 tags with at least a spike turned out better than that of the top 20 tags with at least a 
burst. Of the 10 major news events reported in Fox News, two were detected without 
delay. They were related to the fuel prices hikes reported on May 23 and the earth-
quake aftershocks in China reported on May 25.  Two other news events related to the 
Olympic torch relay reported on Apr 8 and the Sichuan earthquake reported on May 
12 were detected after a two-day and three-day delay respectively. The news event 
that was detected after almost a month was related to food prices hikes reported on 
April 15. The seemingly long delay could be attributed to the fact that the full impact 
of the rising costs in food was not immediately felt at the point of reporting.  Further-
more, the increases could be staggered among different food items. 

Five major news events which could not be detected were the earthquake in Illi-
nois, the volcano eruption in Chile, the cyclone in Myanmar, the bomb blast in India 
and the presidential nomination of Obama.  One possible reason why they were not 
detected could be that people residing at the site of the event, for example, in Chile or 
in India, either did not engage in citizen journalism or that they had used local Web-
sites instead of iReport to upload their postings. Also, the fact that Myanmar is known 
to be a closed economy that restricts its citizen from providing information to the 
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world outside could also explain why the cyclone disaster was not detected. The 
country’s poor Internet connectivity and low mobile phone penetration also curtail 
active citizen journalism. Obama’s victory on the Super Tuesday III could be de-
tected, but the euphoria probably had subsided by the time he became the presidential 
nominee.   

While not all news events reported in the mainstream media could be detected, the 
results revealed a number of interesting news pieces from iReport. Among these were 
real-life stories about surviving Cancer patients and those whose relatives had suf-
fered from Cancer, the demand for citizenship opportunities for U.S. illegal immi-
grants, and Memorial Day. 

6   Conclusion 

From this study, two main findings can be drawn. First, even though citizen journal-
ism transcends national boundaries via the Internet, the results suggest that news up-
loaded in iReport may not necessarily be international in outlook. Major events which 
occurred in Chile, Myanmar and India, for example, were not detected. The postings 
related to these events did not surge sufficiently to see a spike or a burst. iReport, 
which is part of the U.S-based CNN, tend to attract contributors who appeared also to 
be from the U.S. 

Second, despite the fact that tags were freely assigned by contributors, majority of 
the tags with high relative frequencies appears to be descriptive and are of an accept-
able quality, insofar as detecting major news events is concerned.  When a major 
news event occurs, users tend to use identical tags or tags with similar themes.  This 
causes a sudden surge to the relative frequencies of tags, creating spikes or bursts.  In 
a way, this phenomenon supports the Wisdom of Crowd theory (Vapnik, 1995) which 
postulates that the knowledge that comes from a large group of users will be more 
reliable than a knowledge that comes from an individual.  

Two limitations inherent in this paper must be acknowledged. One, the computa-
tion of relative frequencies did not take into account whether a given tag had been 
reused multiple times by the same contributor on a given day.  Should a contributor 
submit a large number of postings with the same tag repeatedly, a spike or a burst 
might have been created.  Two, in this current study, the original list of 10 major news 
events were manually culled only from Fox News.  For a more robust list, other main-
stream media such as BBC and newswire such as AFP could have also been referred. 

With massive amounts of new materials emerging from the Internet daily, news con-
sumers are invariably inundated with information.   It would be difficult, for example, to 
find and track news events which are of interest to them. News event detection through 
tags certainly offers sufficient depth and breath for further investigation. Thus, one 
direction for future research would be to replicate this study and compare results ob-
tained among other citizen journalism Websites such as www.citizenside.com, (affili-
ated to The France-Presse Agency) www.jasminenews.com (from Sri Lanka) and 
www.merinews.com (from India).  A second suggestion for future research is to aug-
ment the event detection technique used in this paper.  Possible data points admitted for 
analysis could include the tagging pattern of individual contributors, the growth of tag 
vocabulary (Farooq et al., 2007), the rate of tag reuse (Sen et al., 2006) and tag entropy 
(Chi and Mytkowicz, 2008). 
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Abstract. Computational grids have the potential for solving large-scale scien-
tific problems using heterogeneous and geographically distributed resources. 
However, a number of major technical hurdles must overcome before this po-
tential can be realized. One problem that is critical to effective utilization of 
computational grids is the efficient scheduling of jobs. This work addresses this 
problem by describing and evaluating a grid scheduling architecture and a job-
scheduling algorithm. The architecture is scalable and does not assume control 
of local site resources. In our algorithm Grid Resource Manager or Grid Sched-
uler performs resource brokering and job scheduling. The scheduler selects 
computational resources based on job requirements, job characteristics and in-
formation provided by the resources. The main aim of these schedulers is to 
minimize the total time to release for the individual application. The Time To 
Release (TTR) includes the processing time of the program, waiting time in the 
queue, transfer of input and output data to and from the resource. Since grid re-
sources are heterogeneous and distributed over many areas the transmission 
time is very important criteria. In this paper, an algorithm for minimum time to 
release is proposed. The proposed scheduling algorithm has been compared 
with other scheduling schemes such as First Come First Served (FCFS) and 
Min-Min. These existing algorithms does not consider the transmission time (in 
time and out time) when scheduling jobs to resources. The proposed algorithm 
has been verified through the GridSim simulation toolkit and the simulation re-
sults confirm that the proposed algorithm produce schedules where the execu-
tion time of the application is minimized. The average weighted response times 
of all submitted jobs decrease up to about 19.79%. The results have been veri-
fied using different workloads and Grid configurations. 

1   Introduction and Related Work 

Grid Computing is concerned with “coordinated resource sharing and problem solv-
ing in dynamic, multi-institutional virtual organizations” [1]. The coordination be-
tween multiple administrative domain results heterogeneity in Grid Environment. The 
resources in Grid Computing include supercomputers, workstations, databases, stor-
ages, networks  and so on. Resources owned by various administrative organizations 
are shared under locally defined policies that specify what is shared, who is allowed 
to access what, and under what conditions [2]. To achieve the promising potentials of 
computational Grids, an effective and efficient scheduling system is fundamentally 
important. A grid becomes useful and meaningful when it both encompasses a large 
set of resources and serves a sizable community [3]. 
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Grid computing has been put into use and achieved great success in the research 
arena. The most well known example is the SETI@home project [4] initiated by the 
University of California at Berkeley. Some of the successful examples of grids include 
Legion [5], NetSolve[6],Nimrod/G[7] and DISCWorld[8]. AppLes[9] is an agent based 
scheduling system which targets to promote the performance of every individual appli-
cation. Scheduling systems for traditional distributed environments do not work in 
Grid environments because the two classes of environments are radically distinct. 
Scheduling in Grid environments is significantly complicated by the heterogeneous 
and dynamics nature of Grids. Compared to traditional scheduling systems such as 
clustering computing, Grid scheduling systems have to take into account diverse char-
acteristics of both various Grid applications and various Grid resources. The different 
performance goals also place great impacts on the design of scheduling systems.  

The different phases of Grid Scheduling Process have been discussed in [10]. In a 
grid, the abilities of the computing nodes vary, and tasks often arrive dynamically. 
Because of these, scheduling methods of parallel computing [11] may not be applica-
ble in a grid. It is important to properly assign and schedule tasks to computing nodes 
[12]. Through good scheduling methods, the system can get better performance, as 
well as applications can avoid unnecessary delays. Grid scheduling algorithms in dif-
ferent occasions are discussed in paper [13],[14],[15]. But only little work has been 
done on scheduling jobs according to the real time characteristics of grid resources, 
which may greatly improve performance of the whole system. [16] provides schedul-
ing algorithm for grid computing that meets the QoS constraints of the jobs. More-
over, the work in [17] proposes a mechanism that schedules jobs to resources based 
on the processing requirements of the applications being executed. The paper [18] 
presents a scheduling algorithm that mixes the QoS and the priority of jobs to find the 
right resource for a job. The main objective of these algorithms is to satisfy the given 
requirements, rather than optimizing any specific objective such as cost or time. In 
contrast we optimize the objective while satisfying the constraints. 

In order to get more details about the scheduling literature, readers can refer to [19] 
and [20]. Due to the real-time behavior of grid computing framework, the scheduling 
problem in grid computing requires separate attention that needs to be solved effec-
tively and efficiently. A survey evaluation of scheduling algorithms is presented in 
[21],[22]. To the best of our knowledge, the proposed methodology does not match 
with any of the existing techniques. 

In our work we focus only on the Grid Scheduling aspects and try to examine the 
impact of global grid computing on the scheduling quality for computational jobs.  
In detail, the effect of the geographical distribution of the resources on the machine 
utilization and the average response time for the user is analyzed. In this paper, we 
propose a scheduling algorithm that assigns tasks to machines in a Grid computing 
system. The scheduling algorithm determines the execution order of the tasks that will 
be assigned to machines. Since the problem of allocating independent tasks in hetero-
geneous computational resources is known as NP- complete, an approximation or 
heuristic algorithm is highly desirable. We assume that the scheduling algorithms are 
non preemptive, and all are independent jobs. 

The remaining part of this paper is organized as follows. A Grid scheduling Archi-
tecture is presented in Section 2. In Section 3, the analysis of grid scheduling algorithm 
for minimizing the execution time of a job is reviewed. The mathematical model  
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description is presented in Section 4. An experimental setup along with the compara-
tive results is explained in Section 5. Conclusion and future research direction is  
offered in Section 6. 

2   Grid Scheduling Architecture 

A grid scheduling architecture is described in Fig 1. The main components used in 
this architecture are Dispatcher, Grid Scheduler and Load Balancer. Each resource 
may differ from the rest of the resources with respect to number of processors, cost of 
processing, speed of processing, internal process scheduling policy, local load factor 
etc. A Grid Scheduler (GS) receives applications from grid users, selects feasible re-
sources for those applications according to acquired information from the Grid Infor-
mation Service and finally generates application- to- resource mappings. The function 
of dispatcher is to interface the various modules in the architecture. Interfacing of 
modules is possible by means of passing the parameters across various components. 
Scheduler performs matchmaking of the resources and the clients. Load Balancer re-
schedules the results of the scheduler for optimized resource usages. 

 

Fig. 1. Grid Scheduling Architecture 

3   Grid Scheduling Algorithm 

In step 1 of Algorithm 1, the user’s request is processed and split into individual job 
requests. In step 2, the scheduler discovers the available resources by contacting one or 
more index servers. By querying each individual resource the specific characteristics of 
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the resources (both static and dynamic) are identified in step 3. Each resource may 
provide static information such as the type of operating system installed, network 
bandwidth, processor speed and storage capacity (including physical and secondary 
memory) and dynamic information such as processor utilization, physical memory 
utilization, free secondary memory size, current load, availability and network band-
width utilization. The actual scheduling process starts from step 4 that is repeated for 
each job request. In step 5, resources are evaluated according to the requirements in the 
job request and only the appropriate resources are kept for further processing. Step 6 
predicts the performance of each resource by estimating TTR and then maps the job 
with each resource. Based on TTR, each combination of job and resource are sorted in 
non-increasing order of TTR. Step 7 removes all those combinations whose time of as-
signment is more than the deadline constraint and updated the sorted list. Step 8 re-
leases the first combination of job and resource from the updated list. The released job 
is added to the job list of selected resource in step 9. If it is feasible to assign the  
released job to the selected resource based on the parameter values then that job is as-
signed to that resource. All the remaining combinations of the assigned job are re-
moved from the list in step 10. This process is repeated for the next combination of job 
and resource in the updated list and so on. The algorithm keeps traversing the list until 
the list is empty as described in step 11. 

 
Algorithm 1 
  
Step 1: Create a list of all individual requests by validating the user  specification(s). 
Step 2: Contact one or more index servers to obtain a list of available resources. 
Step 3: Query each resource to obtain static and dynamic information such as hardware  
             and software characteristics, current status and load etc. 
Step 4: For each job do the following steps. 
Step 5: Filter out the resources that do not fulfill the job requirements and also the user is  
             not authorized to use. 
Step 6: Calculate TTR for each combination of job i and resource j (Tij) and sort them in  
             non- increasing order of Tij 

Step 7: Remove all those combinations from the sorted list where Tij  is negative or  
             Tij >Di. 
Step 8: Let ά be the job and β’ be the resource in the first combination of the updated  
             sorted list and ŋ be the set of jobs that have already been assigned to β’. 
Step 9: Combine all the jobs in set ŋ with the job ά and sort all of them in non-decreasing  
              order of their deadline and ready time. Now try to assign all of these jobs to  
              resource β’ in the sorted order. If all these jobs can be assigned without violating  
              the deadline constraint of any of the jobs or the availability constraint of resource  
              β’, then the combination of ά and β’ is considered to satisfy the time constraint. 
Step 10: If the time constraint is satisfied for the combination of ά and β’, then assign 
              ά to β’  and remove all  the combinations of ά from the sorted list. 
Step 11: If the updated list is empty, then the algorithm terminates, otherwise go to  
              Step 8. 
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3.1   Scheduling Interactions 

Fig.2 presents a UML sequence diagram depicting the Grid Scheduling process. The 
interactions are between the Scheduler entity, Grid resource Information Service 
(GIS), Grid statistics, Grid shutdown and Grid report writer entities. Initially the Grid 
resources register themselves with GIS. A user sends a submit job request to the sche-
duler for computation. The scheduler then validates the request and interacts with in-
dex server for requesting resource information. Then it estimates TTR value and 
choose the best resource through the mapping procedure as described in Algorithm 1. 
Finally Submit Job request is sent to the selected resource only. When the job is fin-
ished, the resource entity sends back a completion event to scheduler. The report 
writer entity creates a report for entire simulation by getting the statistics from the 
Grid Statistics entity. 

 

Fig. 2. Sequence Diagram for Grid Scheduling Process 

3.2   Estimating Total Time to Release 

The estimation of the total time to release requires considering the time to perform the 
following operations: 
 
• Transfer in: Transfer of input files and executable to the resource 
• Waiting Time: Time spend in resource queue  
• Computation Time: Actual time to execute the job 
• Transfer out: Transfer of output files to the user. 
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3.2.1   Transfer Time Estimation 
The estimation of the time for the transfer in and transfer out procedures are based on 
the actual size of the input file, executable file and the user provided estimates for the 
size of the output files and also the baudrate (network bandwidth) predictions. 

3.2.2   Waiting Time Estimation 
To calculate the waiting time of the job in each resource, the scheduler finds a place to 
fix the job in the resource queue that is based on the processing time of the already 
existing jobs in the resource queue. The scheduler traverses the queue and finally 
places the job in suitable position in the queue. 

3.2.3   Total Time Estimation  
In order to reduce the total time to release of each job the process time and waiting 
time is calculated by submitting the job to each suitable resource. The process time 
and the total time for each job i on resource j was estimated as follows: 
 

Process Timeij  =  in timeij + CPU timeij + out timeij 

where CPU timeij is calculated by Lengthi / Speedj 

Total Timeij     = Process Timeij + Waiting Timeij 

4   Model Description 

In this section, we present the mathematical model of the problem. We begin with de-
fining the parameters of the problem and variables used in the model. 

4.1   Parameters and Variables 

Assume that we have m jobs and n resources. The known parameters about jobs and 
resources are as follows: 
 

  ttij    Total time required for the ith job if assigned to the jth resource 
  dli   Deadline of the ith job 
  raj    Time from which jth resource is available 
  ruj   Time from which jth resource is unavailable 
  rti    Ready time of the ith job 

 
The decision variables used in this model are described as follows: 

  xij =1  if ith job is assigned to resource j;  0 otherwise ji,∀   

  si          start time of job i i∀  
  yijk=1 if the ith job is the kth assignment on resource j;  
            0 otherwise  i∀  and kj,∀  

   fjk    start time of the kth assignment on resource j if resource j has at least k  jobs    
          assigned kj,∀  
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4.2   Time Minimization Model 

As discussed earlier, many organizations would like to minimize the time of allocat-
ing jobs to resources in their grid. In these models assign jobs to the resources that 
take less amount of time without considering the price of those resources. In practice, 
some of the grids do not allow the allocation of jobs to different resources. In other 
words, all jobs are assigned to the same resource in such grids as a single atomic  
unit. We present a linear integer-programming (IP) model for the time minimization 
problem in these grids. 
 

Minimize         ∑∑
i

ij
j

ij xtt  . 
(1) 

Subject to:           si   + ij
j

ij xtt∑  ≤  dli   i∀  . (2) 

si  ≥ rajxij i∀  . (3) 

si +  ij
j

ij xtt∑   ≤  ij
j

j xru∑    i∀  . (4) 

si  ≥ rti  ∑
j

ijx    i∀  . (5) 

∑
j

ijx    ≤ 1  i∀  . (6) 

∑
i

ijky     ≤ 1  kj,∀  . (7) 

∑
i

ijky ≥∑ +
i

kijy )1( kj,∀  . (8) 

∑
k

ijky =xij ji,∀  . (9) 

fj(k+1)≥fjk+ ijk
i

ij ytt∑ kj,∀  . (10) 
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xij∈{0,1} yijk∈{0,1} fjk≥ 0 si≥ 0 . (11) 
 

The equation (1) represents the time of all assigned jobs. The deadline constraint for 
each job is modeled in the constraint set (2). The constraint set (3) ensures that the 
processing of a job on a resource starts only after that resource is available. The con-
straint set (4) ensures that the processing of a job on a resource ends before that re-
source becomes unavailable. The constraint set (5) ensures that the processing of a job 
starts only after it is ready to be processed. The constraint set (6) makes sure that a job 
is assigned to only one resource. Similarly, the constraint set (7) ensures that there is 
at most one job at the kth assignment of resource j. The constraint set (8) guarantees 
that there must be a job at the kth assignment of a resource before the (k+1)th assign-
ment of that resource has a job. The constraint set (9) ensures that if a job is assigned 
to a resource it must be assigned at some kth assignment; otherwise the job should not 
be assigned at any assignment of that resource. The constraint set (10) represents the 
constraints for variables fjk.. The constraints set (11) represent the values of the vari-
ables x ij  and  yijk . 

5   Experimental Setup 

In this section we analyze the performance of the proposed algorithm. We carried out 
a simulation-based study. The simulation was based on the grid simulation toolkit 
software GridSim ToolKit 4.0[23]. In this simulation environment, users can easily 
add various scheduling policies into the task scheduler. We simulated the grid-
computing environment with a scheduler, five users with different time requirements 
and rates of task creating, and 30 nodes with different compute power. 

In our simulation, various entities connected by a virtual network and every two 
entities' connectivity had an exclusive bandwidth. In order to make comparisons with 
other results we chose FCFS and Min-Min as the benchmarks because most related 
works evaluated these algorithms. Since these two algorithms have better perform-
ance in general grid job scheduling, always selected to comparative benchmark. But 
these benchmark algorithms does not consider the transmission time (in time and out 
time) when scheduling jobs to resources.  

The following experimental setup has been used: A job may require one or more 
machines, which may have different number of CPUs (PE’s) with different speeds. 
We performed the experiments on a PC (Core 2 Processor, 3.20GHz, 1GB RAM) and 
all of the time in this paper was the simulation time. 

5.1   Experimental Results 

The benchmark algorithms had a much longer completion time than proposed algo-
rithm. After 1250 jobs, our algorithm took the time 19.79% less than the Min-Min  
algorithm did. 
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Fig. 3. The results of scheduling algorithm on the grid-computing platform 

Table 1. Result Analysis 

No.of  
Tasks 

FCFS Min Min TTR Improvement 

10 230.24 160.67 157.89 1.73% 

50 690.17 585.28 539.78 7.77% 

250 3300.35 2986.78 2589.94 13.28% 

1250 16435.11 14920.86 11967.93 19.79% 

 
From Fig.3 and Table 1 we can see that the TTR algorithm can increase perform-

ance as compared to FCFS and Min-Min case. Note that when the system runs with a 
small amount of tasks, the improvement of the TTR is slight. 

6   Conclusion and Future Work 

The success of grid computing will depend on the effective utilization of the system 
for various computationally intensive jobs. Given a vast number of resources that are 
available on a Grid, an important problem is the scheduling of jobs on the grid with 
various objectives. This paper provides managerial insights for all three entities  
involve in the grid computing- job owners, resource owners and the scheduler. We 
adopt GridSim Tool Kit to carry out the simulation of our scheduling algorithm to  
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reduce the total time to release of user jobs and compares with FCFS and Min-Min 
algorithm. We draw the conclusion that the scheduling algorithm presented in this pa-
per is better than algorithms FCFS and Min-Min. 

The main issue in the application-centric scheduling algorithm is the prediction of 
performance potential of an application on a remote Grid. Now we discuss some of 
the limitations of this work and present some possible directions for future research. 
In this work, we assume that there is no precedence constraint among different jobs or 
different tasks of a job. Usually, the jobs are independent of each other in the grid, but 
different tasks of a job may have some precedence constraints. Hence, it is an interest-
ing direction for future research. Such dependencies will not only make the problem 
extremely difficult to solve, but would also require estimating a very large number of 
parameters. In the future we should also consider some fault tolerant measures to in-
crease the reliability of our algorithm. 
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Abstract. Self-certified signature scheme is a better choice than that
in traditional public key system, since it omits key escrow problem of ID-
based crypto-system and avoids complex certificate management
of traditional PKI. In the work, we first formalized the security models of
self-certified signature by classifying its adversary types. Then based on
Okamoto’s signature idea, we proposed a concrete instance. And we also
show that the proposed scheme is provably secure in the random oracle
models and the security of the scheme is closely related to a extended
security assumption: q−SDH+CDH assumption which is provided by
us. Finally, by comparing the proposed scheme with Shao’s scheme, we
show that the proposed scheme is very efficient in terms of computational
costs of generation and verification of a signature. No pairing operator
is required to sign a message in our scheme.

1 Introduction

In an ordinary digital signature system, the signer uses his private key to produce
signature for the given message, and the verifier uses the signer’s public key to
verify the validity of the signature. An important problem in all public key
systems is how to guarantee a public key is indeed linked to the user who claims
to be the legitimate owner of the public key.

In traditional public key infrastructures, a user’s public key is authenticated
by means of a Certification Authority (CA)’s explicit signature on the public
key. And CA issues a digital certificate containing the user’s public key and its
related information Obviously, the realization of this authentication mechanism
is not practical. The requisite explicit certificate and trusted authority are the
main concern and the management of certificate is also very difficult. In 1985,
Shamir proposed the idea of a cryptosystem based on identification information
[11]. In the identity-based public key cryptosystem, a user’s identity is used as
his public key which is a meaning string. The identity information can be defined
as the part of the identification information (Such as IP address, email etc.). If
a user’s identity is publicly known, the public key can be easily derived and
verified. Hence a large public key file is not required. However, private key of
each user is chosen by the system authority, not by the user himself, which makes
the system place much reliance on the system authority. The main advantage

J. Liu et al. (Eds.): AMT 2009, LNCS 5820, pp. 501–512, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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is that there is no certificate to store and to check. However, the disadvantage
is key escrow. Namely, the secret key of the user is known to the authority, a
malicious authority can do anything in name of a user.

In 1991, Girault [6] pointed out that most of the public key cryptosystem
are vulnerable to the so-called active attacks, such as the adversary attempts to
substitute or modify a genuine public key by a fake one during key distribution.
In order to avoid such attacks, authenticity of the user’s public key must be
verified. Girault proposed a self-certified public key system to resolve the problem
of public key verification, by combining the characteristics of RSA and discrete
logarithms.

In a self-certified public key system, a user chooses his secret key and corre-
sponding public key. He delivers his public key to a trusted party (or CA). The
trusted party (CA) combines his public key with his identity to produce a wit-
ness. This witness may just be the trusted party’s signature on the combination
of the user’s public key and identity [6], part of a signature [9] or the result of
inverting a trapdoor one-way function based on the users public key and identity
[12]. The user’s public key and identity can be verified implicitly.

To better define the notion of CA’s trust,Girault introduced the following
three levels of trust in models:

Trust Level 1: The CA knows the users private keys and is capable of imper-
sonating any user without being detected.

Trust Level 2: The CA does not know the users private keys, but it can still
impersonate any user by generating a false certificate that may be used
without being detected.

Trust Level 3: The CA does not know the users private keys, but it can im-
personate the user. However, such impersonation can be detected.

With this definition, in schemes of levels 1 and 2, the CA must be fully trusted
by the users, while in schemes of level 3, it is considered as a potentially powerful
adversary that may use any means to impersonate the users.

Since 1991, self-certificated public key was introduced, it was further devel-
oped [9,13]. Moreover, Saeednia [12] points out that the scheme in [6] allows a
cheating trusted party to extract users’ private keys which suffers the same prob-
lem as IBC. Recently, Tseng [16] proposed a new digital signature scheme based
on the self-certified public system. Subsequently, Y.Chang et.al [4] proposed an-
other self-certified signature scheme based Tseng’s scheme [16]. Unfortunately,
Zhang et.al [17] showed that Chang et.al ’s scheme was insecure and proposed
an improved scheme. All the above schemes is based on the difficultiy of solving
discrete logarithm problem. In 2007, Shao [15] proposed a novel self-certified
signature scheme from pairings on elliptic curves. Up to now, previous refer-
ences do not crispy formalize the model of the scheme as well as the security
model. Moreover, previously proposed construction are less efficient in terms of
communication and computation.

Our Contribution: In the paper, we first give formal definition on the model of
self-certified signature, then we give security model of self-certificated signature
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by classifying its adversary types. Finally, we provide a concrete signature scheme
based on the idea of Okamoto’s signature, and show that the proposed scheme
is provable secure in the random oracle model. The security of the scheme is
closely related to a extended security assumption: q−SDH+CDH assumption
and the CDH assumption. Finally, Comparison our scheme with Shao’s scheme
in terms of computational costs of generation and verification of a signature,
the result shows that our scheme is more efficient than Shao’s scheme. And no
pairing operator is required to sign a message in our scheme.

2 Preliminaries

We review some fundamental backgrounds required in this paper, namely bilinear
pairing, complexity assumption and security model on which our scheme is based.

2.1 Bilinear Maps

In the following, we recall the notations related to bilinear groups [1,2]. Let
G1, G2 be bilinear groups as follows:

1. G1 and G2 are two cyclic multiplicative groups of prime order p, where
possible G1 = G2

2. g1 is a generator of G1 and g2 is a generator of G2 .
3. e is a non-degenerate bilinear map e : G1 × G2 → GT , where |G1| = |G2| =

|GT | = p
(a) Bilinear: for all u, v ∈ G1 and a, b ∈ Zp, e(ua, vb) = e(u, v)ab;
(b) Non-degenerate: e(g, g) �= 1;

4. e and the group action in G1, G2 can been computed efficiently.

2.2 Security Assumption

Here we first review the definition of the strong Diffie-Hellman (SDH) assumption
introduced in [1], on which the security of our signature is based, and then
extend it into a new security assumption, the extended strong Diffie-Hellman
assumption, on which the security of a variant of our signature scheme is based.

Strong Diffie-Hellman Assumption: Let G1, G2 be bilinear groups as shown
the above section. The q−SDH problem in (G1, G2) is defined as follows: given
g1 ∈ G1, and the (q + 1)−tuple (g2, g

x
2 , · · · , gxq

2 ) ∈ G
q+1
2 as input, output a

pair (g
1

x+c

1 , c) where c ∈ Zp. Algorithm A has advantage, AdvSDH(q), in solving
q − SDH in (G1, G2) if

AdvSDH(q) → Pr[A(g1, g2, g
x
2 , · · · , gxq

2 )] = (g
1

x+c

1 , c)

Where the probability is taken over the random choice of g2 ∈ G2, x ∈ Z∗
p , and

the coin tosses of A.
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Definition 1. Adversary A (t, ε)−breaks the q−SDH problem if A runs in time
at most t and AdvSDH(q) is at leat ε. The (q, t, ε)−SDH assumption holds if no
adversary A (t, ε)−breaks the q−SDH problem.

Definition 2 (Computational Diffie-Hellman (CDH) Assumption). Let
G be a CDH parameter generator. We say an algorithm A has advantage ε(k) in
solving the CDH problem for G1 if for a sufficiently large k,

AdvG,A(t) = Pr[A(p, G1, g
x, gy) = gxy | (p, G1) ← Gk, P ← G1, x, y ← Zp]

We say that G1 satisfies the CDH assumption if for any randomized polynomial
time in t algorithm A we have the AdvG1,A(t) is negligible function.

Definition 3 (Inverse Computational Diffie-Hellman Problem (Inv-
CDHP)). Let G be a CDH parameter generator. We say an algorithm A has
advantage ε(k) in solving the Inv-CDH problem for G1 if for a sufficiently large k,

AdvG,A(t) = Pr[A(p, G1, g, gx) = gx−1 | (p, G1) ← Gk, g ← G1, x ← Zp]

We say that G1 satisfies the Inv-CDH assumption if for any randomized poly-
nomial time in t algorithm A we have the AdvG1,A(t) is negligible function.

The following theorem relates these problems [5,14].

Theorem 1. The CDH problem and Inv-CDH problem are polynomial time
equivalent.

In the following, we present a novel security assumption:q−SDH+CDH Assump-
tion, by combining the strong Diffie-Hellman with the computational Diffie-
Hellman.

q−SDH+CDH Assumption: The q−SDH+CDH problem in G1 is defined as
follows: give q + 1-tuple (g1, g

α
1 , · · · , gαq

1 ) and a random pair (g1, g
r
1) of group

G1 as inputs, output (ρ ← (g1)
r

(α+c) , c), where g1 is a generator of group G1,
c, r ∈R Z∗

p . Note that α and r are unknown numbers. Algorithm A has advantage,
AdvSDH(q), in solving q-SDH+CDH in G1 if

Advq−SDH+CDH(q) ← Pr[A(g1, g
α
1 , · · · , gαq

1 , gr
1) = (g

r
(α+c)
1 , c)]

Where the probability is taken over the random choices of g1 ∈ G1, α, r ∈ Z∗
p ,

and the coin tosses of A.

Definition 4. Adversary A (t, ε)−breaks the q−SDH+CDH problem if A runs
in time at most t and Advq−SDH+CDH(q) is at least ε. The (q, t, ε)-SDH+CDH
assumption holds if no adversary A (t, ε)-breaks the q-SDH+CDH problem.

According to the above definition, we know that the novel security assumption:
q-SDH+CDH Assumption, is not easier than either q-SDH assumption. Be-
cause if the q−SDH+CDH Assumption can be solved in polynomial time, then
we set r = 1, the above q−SDH+CDH assumption is converted into q-SDH
assumption. It denotes that the q-SDH assumption can also be solved in poly-
nomial time. Thus, we can obtain the lemma.
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Lemma 1. If the q-SDH+CDH Assumption can be solved in the polynomial
time with non-negligible probability, then the q-SDH assumption is solvable.

Proof. Suppose that q-SDH+CDH assumption is solved. Given an instance of
q−SDH problem (g1, g

α, · · · , gαq

1 ), we randomly r ∈ Zp to compute B = gr. Take

(g1, g
α, · · · , gαq

1 , (g1, g
r)) as inputs of q−SDH+CDH problem, output (g

r
(α+c)
1 , c).

Then we can compute (g
1

(α+c)
1 , c) by the known r. Thus the q−SDH problem can

been solved.

Because we know that original proposition is equivalent to converse-negative
proposition.

Lemma 2. If the q-SDH assumption is hard to solve in polynomial time, then
the q-SDH+CDH assumption is also hard to solve in the polynomial time.

Lemma 3. If the CDH problem is solvable in the polynomial time, then q-
SDH+CDH problem is also solvable.

Proof. Since the CDH problem is solvable, given (g, ga, gb), then gab is able
to been obtained. Given a q−SDH+CDH problem instance (g, gα, gα2

, · · · , gαq

,

g, gr), randomly choose c ∈ Zp to compute (g, gα+c, g(α+c)2 , · · · , g(α+c)q

, (g, gr))
by the above q−SDH+CDH problem instance.

Let g0 = g(α+c)q

, then the inverted sequence of (g, gα+c, g(α+c)2 , · · · , g(α+c)q

)

can been expressed as (g0, g01 = g
1

α+c

0 = g(α+c)q−1
, · · · , g0q = g

( 1
α+c )q

0 = g).
When q is an odd number, we set ρ = q−1

2 . When q is an even number, we set
ρ = q

2 .

1. if q is an odd number, we obtain g0ρ = g
( 1

α+c )ρ

0 and g0ρ+2 = g
( 1

α+c )ρ+2

0 .

Because the CDH problem is solvable, then we can obtain g
( 1

α+c )2ρ+2

0 =

g
( 1

α+c )q+1

0 by (g0ρ, g0ρ+2). Note that when q is an odd number, 2ρ+2 = q+1.

g
( 1

α+c )2ρ+2

0 = g
( 1

α+c )q+1

0 = (g(α+c)q

)(
1

α+c )q+1
= g

1
α+c

2. if q is an even number, we obtain g0ρ and g0ρ+1. Because the CDH problem

is solvable, then we can obtain g
( 1

α+c )2ρ+1

0 = g
( 1

α+c )q+1

0 by (g0ρ, g0ρ+1). Note
that when q is an even number, 2ρ + 1 = q + 1.

g
( 1

α+c )2ρ+1

0 = g
( 1

α+c )q+1

0 = (g(α+c)q

)(
1

α+c )q+1
= g

1
α+c

Given (g, gr), since the the CDH problem is solvable, then we can obtain g
r

(α+c) .
This denotes that q−SDH+CDH problem is also solvable. �
By the above discussion, we can obtain

Theorem 2. The q−SDH problem ≤ q−SDH+CDH problem ≤ the the CDH
problem.

where symbol ≤ denotes that the problem A is easier than the problem B to
been solved.
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3 Definition and Model of Self-certified Signature

3.1 Definition

A self-certificated signature scheme consist of four phases: Setup, Key-Extract,
Sign and Verify as follows:

– Setup: This algorithm takes as input a security parameter 1k and returns
the master secret key msk of Certificate Authority (CA) and master public
key PCA. It also outputs a parameter Param which is shared in the system.

– Key-Extract: This algorithm takes as input the master secret msk, the mas-
ter public key mpk, system parameter Param and a user’s partial public key
(ID, P ), where P denotes the partial public key of the user and is produced
by the user’s partial private key xID. It outputs a partial private key dID.

– Sign: This algorithm takes as input the master public key PCA, system pa-
rameter Param, an identity ID, this identity’s private key (xID, dID), this
identity’s public key P and a message M . It outputs a signature δ.

– Verify: This algorithm takes as input the master public key PCA, system
parameter Param, an identity ID, this identity’s public key P and a mes-
sage/signature (M, δ). It outputs ture if the signature is correct, or false
otherwise.

3.2 Security Model of Self-certified Signature Scheme

A security definition of digital signature scheme was given by Goldwasser et.al [7].
A secure digital signature scheme must be against adaptive chosen message at-
tacks, where an adversary is allowed to ask the signer to sign any message of its
choice adaptively, i.e. he can adaptively choose it queries according to previous
answers.

Obviously, our self-certified signature should satisfy security notion of digital
signature, existential unforgeability against adaptive chosen message attack. Ac-
cording to the adversary’s attack power, we divide the potential attackers into
three kinds:

1. Type I: this type adversary AI is an ordinary adversary except a user and
CA, it only has the public key of a user and CA.

2. Type II: this type adversary AII is a dishonest user, it has the partial secret
key of a user besides the public key of a user and CA.

3. Type III: this type adversary AIII is a malicious CA, it possesses the master
secret of CA besides the public key of a user and CA.

One can find Type I and Type II are two powerful attacks. If a self-certificated
signature scheme is secure against Type II adversary and Type III adversary,
then the scheme is also secure against Type I adversary. The above classification
makes the security model of self-certified signature clearer, therefore, we use this
classification to redefine security modle of self-certificated signature.
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Existential unforgeability against adaptive AII adversary
Roughly speaking, the existential unforgeability of a self-certified signature under
a Type II attacker requires that it is difficult for a dishonest user to forge a valid
signature if he does not obtain CA’s witness on his public key. It is defined by
using the following game between the challenger C and a type II adversary AII .

– Setup: The challenger C takes a security parameter k and runs ParaGen
to obtain system parameters and a random public key PCA of certificate
authority.

Phase 1: The type II adversary issues the following series queries.
– Key-Extract queries: AII can request Key-Extract Oracle on (Pi, IDi), the

challenger responds with the partial private key di corresponding to the
public key (PCA, IDi, Pi), where (IDi, Pi) is the identity and his chosen
public key of the adversary AII

– Sign queries: AII can request Signing Oracle on (Pi, IDi, Mi), the challenger
outputs a signature δ such that true ← V erify(Mi, δ, Params, IDi, Pi, PCA).

– Challenge: Once the Type II adversary decides that Phase 1is over, it chooses
its partial public key (ID∗, P ∗) as his challenged public key.

Phase 2: The adversary issues the same queries as ones of phase 1.
– Output. Finally, Type II adversary outputs a new signature δ∗ for a message

M∗ such that
1. (ID∗, P ∗) has not been requested as one of Key-Extract queries.
2. (ID∗, P ∗, M∗) has not been requested as one of Sign queries.
3. δ∗ is a valid signature under the public key (ID∗, P ∗).

Definition 5. We say a type II adversary AII can (t, qe, qs, ε) break a self-
certificated signature scheme, if AII runs in time at most t, AII makes at most
qe key extract queries and at most qs signing queries and the success probability
is at least ε.

Existential unforgeability against adaptive AIII adversary
as for AIII adversary, the existential unforgeability of a self-certified signature
under a Type III attacker requires that it is difficult for a malicious CA to forge
a valid signature without a own private key of the user. It is defined by using
the following game between the challenger C and a type III adversary AIII .

– Setup: The challenger C takes a security parameter k and runs ParaGen to
obtain system parameters and a random public-secret key pair (PCA, s) of
certificate authority, then send public parameters and public-secret key pair
(PCA, s) of of certificate authority to adversary III.

– Sign queries: AIII can request Signing Oracle on (Pi, IDi, Mi), the challenger
outputs a signature δ such that true ← V erify(Mi, δ, Params, IDi, Pi, PCA).

– Output. Finally, Type III adversary outputs a new signature δ∗ for a mes-
sage M∗ such that

1. (ID∗, P ∗, M∗) has not been requested as one of Sign queries.
2. δ∗ is a valid signature under the public key (ID∗, P ∗).
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Definition 6. We say a type III adversary AIII can (t, qs, ε) break a self-
certificated signature scheme, if AIII runs in time at most t, AIII , makes at
most at most qs signing queries and the success probability is at least ε.

4 Our Self-certified Signature Scheme

In the section, we will give our self-certified signature scheme. The main idea
of the scheme is based on Okamoto’s signature[8] and the above q−SDH+CDH
assumption. The scheme consists of four algorithms. The detail description is as
follows:

[Setup]: Let G1 and G2 be two groups of prime order p and g ∈ G1 is a
generator of group G1, where p is a large prime. e : G1 × G1 → G2 is a bilinear
map. Randomly choose α ∈ Zp as the private key of CA (certificate authority)
and compute PCA = gα as the public key of CA. h1, h2 ∈ G1 were randomly
chosen and H(·), H1(·), H0(·) are three one-way hash functions which satisfy
H : G2

1×{0, 1}∗ → Zp, H1 : G1 ×{0, 1}∗ → Zp and H0 : G2
1×{0, 1}∗ → G1. The

public parameters are (g, h1, h2, e, H(·), H0(·), H1(·), PCA).
[Key Generation]: When a user Ui with his identity IDi intends to join this
system, he first generates his public key. Therefore, he randomly selects xi ∈
Zp as his private key and computes Pi(= gxi) as his partial public key. (Note
that when Pi is the identity element of G1, we need to reselect a xi ∈ Zp to
compute public key). Then the user Ui sends (IDi, Pi) to certificate authority
CA. After receiving (IDi, Pi), CA computes h0 = H0(PCA, IDi, Pi) and di =
(h0)

1
α−H1(Pi,IDi) , and sends di to the user. The user Ui can verify whether it

holds by the equation e(di, PCAg−H1(Pi,IDi)) = e(h0, g), then the private key of
the user Ui is (xi, di).
[Sign]: To sign a message M , the user with identity IDi randomly chooses
s ∈ Zp to compute δ = (δ1, δ2), where

δ1 = dxi

i · (h2h
H1(IDi,Pi)
1 )sm, δ2 = (PCAgH1(IDi,Pi))s

and m = H(δ2, M, Pi). The resultant signature on message M is (δ1, δ2)
[Verify]: Upon receiving the signature δ = (δ1, δ2) on message M , a verifier
computes as follows:

1. compute m = H(δ2, M, Pi) and h0 = H0(PCA, IDi, Pi);
2. verify

e(PCAg−H1(IDi,Pi), δ1) = e(h0, Pi)e(δ2, (h2h
H1(IDi,Pi)
1 )m)

5 Security Analysis

In the section, we show that the proposed scheme is correct and provably secure
in the security model of our definition. If a signature δ = (δ1, δ2) is valid, then
the signature δ must pass the verification equation. Because
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e(PCAg−H1(IDi,Pi), δ1)

= e(PCAg−H1(IDi,Pi), dxi

i · (h2h
H1(IDi,Pi)
1 )sm)

= e(Pi, h0)e(δ2, (h2h
H1(IDi,Pi)
1 )m)

where m = H(δ2, M, Pi) and h0 = H0(PCA, Pi, IDi) .

Theorem 3. If there exists a type II adversary AII can (t, ε, qe, qs)−breaks the
proposed scheme, then there exists another algorithm B which can make use of
AII to solve an instance of the q−SDH+CDH problem in G1 with the non-
negligible probability.

Proof. Assume AII is an adversary that (t, ε, qe, qs)-forges the proposed signa-
ture scheme. We will then construct algorithm B that break the q−SDH+CDH
assumption with (t′, ε′). Hereafter, we often use q = qs+1. Let us recall q−SDH+
CDH assumption: given a tuple (g, gα, gα2

, · · · , gαq

) and a random pair (g, gr),
its goal is to compute (c, g

r
(α+c) ), where c, r ∈R Zp and r is unknown.

Setup: B randomly chooses u, v, ri (i=1,· · · , q − 1) from Zp. Let f(x) be a
polynomial of variable x such that f(x) =

∏q−1
i=1 (x+ri) =

∑q−1
i=0 βix

i. Obviously,
B can efficiently compute βi ∈ Zp (i = 0, 1, · · · , q − 1) from all ri.
B computes

g =
q−1∏
i=0

(gαi

)βi , PCA =
q−1∏
i=0

(gαi+1
)βi

and
h1 = gu, h2 = Pu

CA

Choose three one-way hash functions H0(·) : G3
1→ G1, H(·) : G3

1 →Zp and H1(·) :
G2

1 → Zp. Finally, B publishes system parameters (g, PCA, H, H0, H1, h1, h2).

Phase 1:
H1- Oracle: When the adversary AII makes a query on (IDi, Pi) to H1−oracle,
if (IDi, Pi) exists in H1−list, then H1i is returned. Otherwise, B randomly
chooses i1 ∈ {1, · · · , q1}) to return ri1 to A and adds (IDi, Pi, H1i = ri1 ) in
the H1−list.
H0- Oracle: When the adversary AII makes a query on (PCA, IDi, Pi) to
H0−oracle, if (IDi, Pi, bi) exists in H0−list, then gbi is returned. Otherwise,
B randomly chooses bi ∈ Zp to return gbi to A and adds (IDi, Pi, bi) in the
H0−list.
H- Oracle: When the adversaryAII makes a query on (δ2i , IDi, Pi) to H−oracle,
if (δ2i , IDi, Pi, mi) exists in H−list, then mi is returned. Otherwise, B randomly
chooses mi ∈ Zp to return mi to A and adds (δ2i , IDi, Pi, mi) in the H−list.
Key-Extract Oracle: When the adversary AII makes a query on (IDi, Pi) to
key-extract oracle, B checks whether (IDi, Pi) exists in the H1−list and H0−list.
If (IDi, Pi) exists in the H0−list and H1− list, then B computes
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di = (gbi)gi(α) = h
gi(α)
0 = h

1
α−H1(IDi,Pi)

0 (1)

where gi(α) =
∏q−1

i=1,i�=i1
(α + ri) = f(α)

α+ri1
.

If (IDi, Pi) exists in the H0−list but doesn’t exist in the H1− list, then B
randomly chooses i1 ∈ {1, · · · , q1} and adds (IDi, Pi, H1i = ri1 ) in the H1−list.
Finally, B returns di to AII according to the above equation (1).

If (IDi, Pi) exists in the H1−list but doesn’t exist in the H0− list, then B
randomly chooses bi ∈ Zp and adds (IDi, Pi, bi) in the H0−list. Finally, B returns
di to AII according to the above equation (1).

Otherwise, B randomly chooses bi ∈ Zp and i1 ∈ {1, · · · , q1}, then add
(IDi, Pi, bi) and (IDi, Pi, H1i = ri1 ) in the H0−list and H1−list, respectively.
Finally, B returns di to A according to the above equation (1).

Signing Oracle: Upon receiving a query to the signing oracle with (IDi, Pi, M),
B first checks whether (IDi, Pi) exists in the H0−list or not. If it doesn’t exist,
B randomly chooses bi ∈ Zp and adds (IDi, Pi, bi) in the H0−list. Subsequently,
B simulates the reply to AII as follows:

1. randomly choose k ∈ Zp to compute δ2 = P
− bi

2H1(IDi,Pi)u·k
i1

2. set δ1 = P
− bi

2H1(IDi,Pi)

i1
3. if (M, Pi, δ2) had been queried in the H−list, then B aborts it. Otherwise,

B sets m = H(M, Pi, δ2) = k and adds it in the H−list.

And return (δ1, δ2) to the adversary AII . Clearly this is a valid signature under
the public key (Pi, IDi) and the distribution is exactly the same as that given
the signing oracle.

In the following, we show that the returned signature is valid. Because

e(g, δ
− 2H1(IDi,Pi)mu

bi
2 ) = e(g, Pi)

�
e(g, δ

−2H1(IDi,Pi)mu
2 ) = e(gbi , Pi) = e(h0, Pi)

�
e(PCA · (g)H1(IDi,Pi), δ1) = e(h0, Pi)e(δ2, h2 · hH1(IDi,Pi)

1 )m

Challenge phase: Once the adversary AII decides that Phase1 is over, it ran-
domly chooses P ∗ ∈ G1 as the challenged public key and sends it to B.

Phase 2: The adversary AII issues the same query as the above queries .

Output: When AII outputs a forgery signature (δ∗1 , δ∗2) on message M∗ under
the public key (P ∗, ID∗). If (δ∗1 , δ∗2) is a valid signature on message M∗, and
AII has neither made Key-Extract Oracle on (ID∗, P ∗) nor a signing query on
(ID∗, P ∗, M∗). B checks whether (ID∗, P ∗) exists in the H0−list. If it doesn’t
exist, then it aborts it. Otherwise, B retrieves b∗ from the H0−list and computes
as follows:
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δ∗1 = (d∗)x∗
(h2h

H1(ID∗,P∗)
1 )s∗m∗

= (h∗
0)

x∗
α−H1(ID∗,P∗) (h2h

H1(ID∗,P∗)
1 )s∗m∗

= (P ∗)
b∗

α−H1(ID∗,P∗) ((PCAg)uH1(ID∗,P∗))s∗m∗

δ∗2 = (PCAgH1(ID∗,P∗))s∗

Thus, B can compute (P ∗)
1

α−H1(ID∗,P∗) = ( δ∗
1

(δ∗
2)um∗ )(b

∗)−1

Theorem 4. If there exists a type III adversary AIII can (t, ε, qs)−break the
above proposed scheme, then there exists an algorithm B which can use the adver-
sary AIII to solve an instance of the CDH problem in G1 with the non-negligible
probability.

Proof. Due to the limited space, we omit it here.

Efficiency: Here, we will analyze efficiency of our proposed scheme by compar-
ing our scheme with Shao’s scheme [15] which was newly proposed in literature.
For convenient comparison, we instantiate pairing-based scheme using Barreto-
Naehrig curves[3] with 160-bit point representation. In elliptic curve, pairing oper-
ator and scalar multiplication operator are more expensive. Thus, we only consider
the two operators. Let Pe denote pairing operations in group G1, Pm be scalar mul-
tiplication operation in group G1. According to the above table, we know that no
pairing operator is included in the signing phase of our scheme. Thus, our scheme
is efficient in terms of computation costs of signing and verification.

Table 1. Comparison of our proposed scheme with Shao’s scheme

Scheme Size Verification Generations
Shaoet.al scheme |p|+|G1| 2Pe + 2Pm 4Pm + Pe

Our scheme 2|G1| 3Pm + 3Pe 3Pm

6 Conclusions

Self-certified cryptography aims at combining the advantages of identity-based
and public key cryptography. Certificate is implicitly verified in self-certified
public key system, it omits key escrow problem of ID-based cryptosystem and
avoids complex certificate management of traditional PKI. Thus, self-certificated
public key is a cryptosystem of promise. In the work, we first give format def-
inition of security model for self-certificate signature scheme by classifying its
adversary types. Then a novel signature scheme is proposed, and we also show
that our scheme is secure in the random oracle model.
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Abstract. Reversible watermarking is suitable for hiding data in 3D meshes, 
because it can remove the embedding-induced distortions after extracting the 
hidden bits. This paper proposes a novel reversible watermarking scheme  
based on the difference expansion and the difference shifting. Since the 3D 
mesh includes a sequence of vertices, we embed the watermark into the vertex 
coordinates by modifying the differences between the adjacent vertex coordi-
nates. The scheme can keep the mesh topology unchanged, and need not record 
the extra information. The experimental results show that the proposed scheme 
achieves good performance of the imperceptibility and high-capacity data  
embedding. 

1   Introduction 

In the past decades, digital watermarking has been widely used in areas such as owner-
ship protection, content authentication, distribution tracking, and broadcast monitoring. 
In most cases, the cover media will experience some permanent distortion due to wa-
termarking and cannot be inverted back to the original media. However, in some appli-
cations, especially in the medical, military and legal domain, even the imperceptible 
distortion introduced in the watermarking process is unacceptable. Under these circum-
stances, reversible watermarking is desired, which not only extracts the watermark, but 
also perfectly reconstructs the original host signal from the watermarked work. Many 
reversible watermarking algorithms have been proposed recently [1-6]. Tian [7] pro-
posed a high capacity reversible data embedding algorithms, which was based on dif-
ference expansion, and the method had been extended by [8-10]. Ni [11] proposed an 
algorithm based on histogram shifting, which utilized the zero or the minimum points 
of the histogram of an image and slightly modified the pixel grayscale values to embed 
data into the image. Thodi [12] proposed a reversible watermarking technique called 
prediction error expansion, which better exploited the correlation inherent in the 
neighborhood of a pixel than the difference expansion scheme. However, most previ-
ous works focused on the image reversible watermark. Dittman [13] first proposed a 
reversible authentication scheme for 3D meshes. Lu [14] presented a reversible data 
hiding algorithm in the vector quantization (VQ) domain. Because the VQ compres-
sion is lossy the algorithm can only completely recover the compressed mesh. In [15], 
a reversible watermarking algorithm was proposed for 3D mesh models based on pre-
diction error expansion. They predicted a vertex position by calculating the centroid of 
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its traversed neighbors, and then expanded the prediction error for data embedding. 
Despite the fact that the original mesh can be exactly recovered, the watermarked 
models are strongly distorted as compared with the original models. 

In this paper, we apply difference expansion and difference shifting to embed the 
watermark in 3D meshes. A sequence of vertices is formed by adopting a mesh tra-
versal strategy, and the difference between every two adjacent coordinates falls into 
three parts: one is shifted right if the difference is bigger than K-1; another is shifted 
left if the difference is smaller than - K; and the third part is used to embed the data (K 
is a positive integer controlled by the user). At the same time the distortion caused by 
expansion is uniformly separated into the two vertices, which keep the high quality of 
the models. Our algorithm needs not the location information, which improves the 
embedding capacity. 

The rest of this paper is given as follows: In Section 2, we analyze the idea of dif-
ference expansion and difference shifting. A detailed description of our algorithm is 
provided in Section 3. Experimental results are presented in Section 4, and Section 5 
concludes.  

2   The Idea of Difference Expansion and Difference Shifting 

There are two methods used to reversibly hide data in images: difference expansion 
[7] and histogram shifting [11]. Now we demonstrate the idea of difference expansion 
and difference shifting as follows. 

If 1x  and 2x  are the gray values of a pixel-pair, then the integer-mean m  and the 

difference d  are defined as 

                                        1 2

1 2

(( ) / 2)m floor x x

d x x

= +⎧
⎨ = −⎩

.                                                (1) 

Since this transformation is invertible, the gray levels 1x  and 2x  can be given  

                                        1

2

(( 1) / 2)

( / 2)

x m floor d

x m floor d

= + +⎧
⎨ = −⎩

.                                            (2) 

Using the difference d , we can hide the bit b  via the following equations 

                                        

' 2      1   

'                         

'                      

d d b K d K

d d K d K

d d K d K

= + − ≤ ≤ −⎧
⎪ = + ≥⎨
⎪ = − < −⎩

,                               (3) 

where K  is the threshold controlled by the user.  
The watermarked pixel 1 'x  and 2 'x  can be calculated by 'd  and m  via (2). 

When  d K≥  or d K< − , we shift the difference d  further away from the zero 
point, which is called the difference shifting, and leave [ ,  2 1]K K −  and 

[ 2 1,  1]K K− − − −  empty for difference expansion. When 1K d K− ≤ ≤ − ,  
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we expand the difference d  to embed the watermark bit b . As a result, the location 
map is unnecessary when extracting the information, which improves the embedding 
capacity.  

3   Watermark Embedding and Extracting  

The mesh geometry can be denoted by a tuple { , }V F , where 1 2{ , , , }MV v v v= L  is 

the set of vertex position defining the shape of the mesh in 3R , and 

1 2{ , , , }NF f f f= L  is the set of faces, as described in OBJ format. 

Starting at a certain vertex 1v , we can get a sequence of vertices 1 2{ , , , }mv v vL  

( )m M≤  according to a certain mesh traversal order. As we all know, the sequence 

is different if the starting vertex is different. So we denote 1v as the secret key. 

Normally, the vertex coordinates are floating point numbers. In order to perform 
difference expansion and difference shifting, all coordinates should be first trans-
formed to integers. The integer coordinates ( , , )x y z  can be defined as follows: 

max( , , ) (( , , ) 10 ),   .p
l l lx y z floor x y z p p= × ≤  

where ( , , )l l lx y z  is the original coordinates with floating point numbers and maxp  is 

the maximum number of digits after the decimal point [16]. 

3.1   Watermark Embedding 

The embedding process hides a binary message, which includes the hash of the origi-
nal mesh for data authentication. The sequence of vertices of the mesh is denoted by 

1 2{ , , , }mv v vL , where { , , }i i i iv x y z=  is the ith vertex and { , , }i i ix y z  is the integer 

coordinates of iv . For the first pair 1 2( , )v v , the difference and the integer-mean of 

two vertices are calculated for x , y  and z  respectively   

                                                    
1 2

1 2( )
2

dx x x

x x
mx floor

= −⎧
⎪
⎨ +=⎪⎩

,                                         (4) 

                                                    
1 2

1 2( )
2

dy y y

y y
my floor

= −⎧
⎪
⎨ +=⎪⎩

 ,                                        (5) 

                                                    
1 2

1 2( )
2

dz z z

z z
mz floor

= −⎧
⎪
⎨ +=⎪⎩

.                                          (6) 



516 D. Wu and G. Wang 

We just take x  coordinates as an example since the situation is exactly the same as 
that in y  and z  coordinates. According to the difference, we can decide whether or 

not to embed information bit b  via the equations 

                                         

' 2         1  

'                            

'                            

dx dx b K dx K

dx dx K dx K

dx dx K dx K

= + − ≤ ≤ −⎧
⎪ = + ≥⎨
⎪ = − < −⎩

.                   (7) 

Then the watermarked coordinates 1 'x  and 2 'x  can be calculated as follows 

                                          1

2

' (( ' 1) / 2)

' ( '/ 2)

x mx floor dx

x mx floor dx

= + +⎧
⎨ = −⎩

.                                     (8) 

We get the new watermarked vertices 1 2( ', ')v v , transform the second pair 2 3( ', )v v  

using (4), (7) and (8) to embed the watermark, and get the new watermarked vertices 

2 3( '', ')v v . For the other pairs, the difference sequence and the integer mean sequence 

for x ( y or z ) coordinates can be obtained by the same procedure, and the watermark 

can be embedded into x ( y or z ) coordinates by difference expansion as above. 

After that, the watermarked vertices are 1 2 1{ ', '', , '', '}m mv v v v−L , where 1{ , }mv v are 

modified only once, and 2 1{ , , }mv v −L  twice. So the pure payload increases. 

The maximum distortion between ix  and 'ix  can be obtained: 

                             
| ' | ( / 2) 1,      =1, 

| ' | 2 ( / 2) 2,   =2, , 1
i i

i i

x x floor K i m

x x floor K i m

− ≤ +⎧
⎨ − ≤ + −⎩ L

.                        (9) 

Equation (9) shows that the distortion induced by data hiding can be controlled by K . 
Different from Wu’s algorithm, we embed the watermark into the vertex coordi-

nates by modifying the differences between the adjacent vertex coordinates.  
The scheme can keep the mesh topology unchanged, and need not record the extra 
information. 

3.2   Watermark Extracting and Original Data Recovering 

Given the watermarked mesh, we can get the same sequence of vertices according to 
the starting vertex 1v  and the same mesh traversal order. Then we extract the water-

mark and recover the original data in x  coordinates as an example. The situation is 
exactly the same as that in y  and z  coordinates.  

We denote the sequence of vertices as 1 2 1{ ', '', , '', '}m mv v v v−L , and calculate the 

difference 'dx and the integer-mean mx  of the pair 1( '', ')m mv v− . When 

2 ' 2 1K dx K− ≤ ≤ − , the watermark can be obtained by extracting the lowest bits of 
difference 'dx . In order to recover the original vertices, it is necessary to obtain the 
original difference dx  via the following equations 
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( '/ 2)    2 ' 2 1 

'                        ' 2         

'                       ' 2       

dx floor dx K dx K

dx dx K dx K

dx dx K dx K

= − ≤ ≤ −⎧
⎪ = − ≥⎨
⎪ = + < −⎩

.                    (10) 

Then the original x  coordinates can be exactly recovered according to (2), using the 
restored difference dx  and the integer-mean mx . We can extract the watermark and 

get the pair 1( ', )m mv v− , so mv  is recovered. For the pair 2 1( '', ')m mv v− − , we can ex-

tract the watermark, get the pair 2 1( ', )m mv v− − , and recover the vertex 1mv −  by the 

same procedure. We do the same procedure up to the first pair 1 2( ', ')v v , extract the 

watermark, and recover the vertex 1 2( , )v v . Then the original watermark is given as 

the extracted watermark is arranged in the contrary order. 

4   Experimental Results 

We have applied our proposed algorithm to four models: bunny, apple, eight and 
horse. Table 1 lists the number of vertices and the number of vertices after traversing 
of four models. Table 2 is the experimental results of our scheme which include the 
payload, the signal-noise-ratio (SNR, [15]) and the root mean square error (RMSE) of 
different models. The results show that the payload increases, the SNR decreases and 
RMSE increases with the threshold ( K ) increasing. Table 3 lists the payload, the 
SNR and RMSE of Wu’s algorithm. According to Table 2 and Table 3, it can be seen 
that our algorithm embeds more watermarks than Wu’s algorithm keeping the higher 
SNR and the lower RMSE. 

Table 1. The number of vertices and the number of vertices after traversing three models 

3D models bunny apple ball horse 
the number of vertices (M) 34835 891 1202 48485 

the number of vertices after traversing (m) 33938 762 1156 40872 

Table 2. Payload, SNR and RMSE of different models (Our proposed algorithm) 

3D models p K payload SNR RMSE 
3 188 3880 68.1664 0.2393 
3 388 6838 61.8743 0.4944 
3 588 9035 58.2694 0.7494 

 
bunny 

3 688 9998 56.91 0.8767 

4 2 134 44.1887 2.5112×10-4 apple 
4 3 165 40.3820 3.8694×10-4 
4 2 107 69.4359 2.6246×10-4 eight 
4 3 126 65.6072 4.0797×10-4 
5 9 22859 55.0140 9.8691×10-5 
4 5 55538 40.5159 5.2260×10-4 

 
horse 

4 8 73496 37.1807 7.6842×10-4 
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Table 3. Payload, SNR and RMSE of different models ([15]) 

3D models p K payload SNR RMSE 
bunny 2 1388 4782 35.3594 0.2393 
apple 4 85 41 17.1365 0.0052 
eight 3 59 19 26.8759 0.0249 
horse 5 99 8014 38.5179 6.1210×10-4 

 
The original models, the watermarked models using Wu’s algorithm and the wa-

termarked models using our algorithm are shown in Figure 1, 2 and 3. Compared with 
models in Figure 1, no visible distortions exist in Figure 3, and visible distortions 
exist in Figure 2. In the experiments, we can extract the correct watermarks from the 
watermarked models and exactly recover the original meshes. 

 

             

(a)                                                            (b) 

                                   

         (c)                                                       (d) 

Fig. 1. The original models (a) bunny (b) apple (c) eight (d) horse  
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                           (a)                                                             (b)                   

                 

  (c)                                                           (d) 

Fig. 2. The watermarked models ([15]) (a) the watermarked bunny after embedding 4782 bits, 
(b) the watermarked apple after embedding 41 bits, (c) the watermarked eight after embedding 
19 bits, (d) the watermarked horse after embedding 8014 bits 

             
 

                                             (a)                                              (b)             

Fig. 3. The watermarked models (our algorithm) (a) the watermarked bunny after embedding 
9998 bits, (b) the watermarked apple after embedding 134 bits, (c) the watermarked eight after 
embedding 126 bits, (d) the watermarked horse after embedding 22859 bits 
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                                   (c)                                                               (d) 

Fig. 3. (continued) 

5   Conclusion 

In this paper, we have proposed a reversible watermarking algorithm of 3D meshes, 
which is based on the difference expansion and difference shifting. A sequence of 
vertices can be obtained by using a certain mesh traversal order. The difference  
between two vertices coordinates are expanded to embed the watermark without 
changing the mesh topology. The embedded watermark can be extracted from the 
watermarked mesh while the original mesh can be exactly recovered without any 
extra information. The distortion caused by the reversible watermark embedding is 
unnoticeable. So our reversible algorithm can be used for content authentication of 3D 
meshes. 
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Abstract. Through building the neighbor list, we propose effective pairwise 
key storage and update methods. The structure of the neighbor list is simple and 
can save the storage space for the node. By using the pseudo random function 
and the elliptic curve digital signature algorithm, we establish the pairwise keys 
decentralized completely and solve the new node joining problem. Analysis 
shows that neighbor-list based pairwise key management scheme is energy 
efficient. 

1   Introduction 

Wireless sensor networks (WSNs) have become one of the most interesting and 
promising areas over the past few years. However, the constrained capacity of 
wireless sensor nodes such as limitation in computation power, memory and battery 
lifetime increases the insecurity of wireless sensor networks. As a part of the basic 
requirement for security, key management plays a central role in encryption and 
authentication. 

All pairwise key management schemes proposed so far cannot address how to store 
and update the pairwise keys. Moreover, there are still a lot of deficiencies in current 
key management schemes, such as the authentication problem of node identity, the 
security problem of new node joining, and so forth [1, 2]. Further, due to the limited 
battery lifetime, security mechanisms for sensor networks must be energy efficient. 

In this paper, we use the neighbor list to help nodes manage more efficiently the 
pairwise keys and the sequence numbers so as to guarantee the confidentiality, 
authenticity, integrity and freshness of data transfer. The pairwise key is set up only 
through some broadcast information obtained during the network initialization stage. 
Meanwhile, no other message is further exchanged, and therefore the communication 
overhead is very small. The pairwise keys are completely decentralized, and hence 
some nodes’ compromise will not affect the other non-compromised pairwise keys. In 
order to solve the new node joining problem, we propose a composite mechanism 
based on the elliptic curve digital signature algorithm to entirely deal with the 
situation and will not cost the nodes too much resource. 

The rest of this paper is organized as follows. We present the neighbor-list based 
pairwise key management scheme in detail in Section 2. In Section 3 and 4, we 
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analyze the security and performance of the key management scheme. Finally we 
conclude the paper in Section 5. 

2   Neighbor-List Based Pairwise Key Management Scheme 

Before deployment, every node is predistributed a pseudo-random function f [3] and a 
master key KI. Through the pseudo-random function f and the master key KI, every 
node can compute the individual key of any node, say A 

Ka = f (KI, IDa) . (1) 

2.1   Neighbor List Building Phase 

After deployment, each sensor node will broadcast a network joining message so as to 
determine the neighboring relationships in the network. To prevent two or more nodes 
attempting to transmit at the same time in the network initialization phase, each node 
implements a widely used binary exponential backoff algorithm to avoid collisions 
before sending the network joining packet. Additionally, in order to prohibit an 
adversary from working out all pairwise keys after obtaining KI as it does in LEAP 
protocol [4], the pairwise key computed through the pseudo-random function should 
be updated in time. 

 

Fig. 1. (a) Initial phase (b) New node joining phase 

As Fig. 1(a) shows, we take example for node E and G to illustrate the pairwise 
key setup procedure 
 

E → *: join || IDe || SNe || C (Ke, [IDe || SNe]) 

G → *: join || IDg || SNg || C (Kg, [IDg || SNg]) . (2) 

Keg = f (Ke ⊕ Kg, SNe ⊕ SNg) 

SNeg = IDe ⊕ IDg . (3) 

where join denotes the message type; || is the concatenation operator; C (K, M) is used 
to compute the message M’s message authentication code (MAC) with key K. 
According to equation (1), every receiving node can compute the sender’s individual 
key (e.g. Ke and Kg). After verifying the joining packet correct, through equation (3) 
the neighboring nodes can get same pairwise key (e.g. Keg) and sequence number (e.g. 
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SNeg). In our scheme, the pairwise key is not stored with plaintext in the neighbor list 
to prevent the adversary getting the key after compromising the node. Before storage, 
a node’s pairwise key needs to be circled plus its individual keystored, say E 

K´eg = Keg ⊕ Ke . (4) 

where we use a simple method to encrypt the pairwise key and readers may choose a 
complicated way according to the higher security requirement. Additionally, the SN 
field and the Key Lifetime field are unified into one field for saving the node’s 
memory, as shown in Fig. 2. The sequence number SN increases by 1 after each 
message sent. When the SN reaches the predefined threshold, it will start from 1 and 
at the same time the pairwise key will be also updated. The SN is public and only 
used to ensure the packet fresh, so it is not necessarily secret. After the pairwise keys 
with its all neighbors are computed, a node will delete its neighbors’ individual keys 
(e.g. Ke and Kg), sequence numbers (e.g. SNe and SNg), the pseudo-random function f 
and master key KI for improving security and saving storage space. 

2 bytes 8 bytes 2 bytes 

Node ID Pairwise Key Sequence Number
 

Fig. 2. The neighbor list 

2.2   Neighbor List Maintaining Phase 

To save power, a sensor node may employ early rejection by turning off its radio after 
determining the message is false or malicious. Upon the receiver getting a packet, it 
first sees whether the sender of the packet is in its neighbor list; then it sees whether 
the SN is as same as that in its neighbor list; then it recomposes the message 
authentication code and compares the computing result with the received MAC; 
finally, it decrypts the message. Hence, the usage of the neighbor list not only 
improves the security of the data transfer but also reduces the node’s computational 
and communication overhead. 

2.2.1   New Node Joining 
We employ Elliptic Curve Digital Signature Algorithm (ECDSA) [5] to authenticate 
the node’s identity without compromising energy efficiency. As Fig. 1(b) shows, we 
suppose B is the existing node, A and D are new joining nodes. When the new node A 
sets up the pairwise keys with its neighbors, it broadcasts a joining message 

A → *: join || IDa || Pa || Ta || SNa || Ca || ca . (5) 

P and s denote the public key and the private key respectively. The trusted authority 
TA’s public key PT is pre-distributed to every node before deployment, and however, 
its private key sT is not stored in the WSNs, so adversaries have no opportunity to get 
sT by directly attacking the trusted authority. Ta is the timestamp before which a node 
should join the network. If the current time t < Ta, then node A will be regarded as a 
new node, otherwise the replica of a compromised node. In the paper, we assume the 



Neighbor-List Based Pairwise Key Management Scheme in Wireless Sensor Networks 525 

sensor nodes are stationary. The handling of the compromising nodes sees Section 
2.2.2. The signature <Ca, ca> was calculated by the TA according to ECDSA [5]. The 
calculating process is as follows 

Ca = raG = (xca, yca) 

ca = ra
-1 (H (IDa || Pa || Ta) + sTxca) (mod n) . 

(6) 

where ra is a random number; G is the generator in the cyclic group of points over the 
elliptic curve and has an order n of at least 160 bits; H is a hash function that can 
translate a binary sequence into an integer.  

The receiving nodes, say D and B, calculate 

Va = ca
-1 (H (IDa || Pa || Ta) G + ca

-1xcaPT . (7) 

where PT = sTG, Pa = saG. If Va = Ca, then A’s neighbors can make sure that A is 
legitimate node. The above equation’s verification procedure is as follows 

Va = ca
-1rara

-1 (H (IDa || Pa || Ta) + xcasT) G = ca
-1racaG = Ca 

Following the same procedure, the receivers can also verify identities of the node D 
after hearing the broadcast joining messages from D. The pairwise key negotiations 
fall into the following two situations: between two new nodes, between the new and 
old nodes. 

New nodes are preloaded with the pseudo-random function f and a new master key 
K´I. The pairwise key negotiation between two new nodes refers to equation (3), 
where Ka = f (K´I, IDa) and Kd = f (K´I, IDd). Consequently, the new node A and D 
establish the pairwise key without sending any other message again. 

Below we take example for node A and B to demonstrate the pairwise key 
negotiation between the new and old nodes. After authenticating identities of the new 
node A and D, the old node B generates randomly a sequence number SNb and 
broadcasts a response message with TA’s signature <Cb, cb> 

B → *: reply || IDb || Pb || Tb || SNb || Cb || cb . (8) 

According to Diffie-Hellman protocol [6], the node A and B calculate respectively the 
pairwise key with its own private key and the opposite’s public key. The computing 
result is identical, because Kab = saPb = sasbG = sbPa. In addition, their sequence 
number derives from SNab = SNa ⊕ SNb. 

Besides the broadcast identity message, no other messages need to be exchanged in 
the procedure of the pairwise key setup. Therefore, the communication overhead is 
low in the new node joining process. 

Although the public-key algorithm is much more computationally expensive, it is 
easier to manage and more resilient to node compromise than symmetric key 
technology. Under the same security level, the smaller key size of ECC (elliptic curve 
cryptography) offers advantages of faster computational efficiency, as well as 
memory, energy, and bandwidth savings, thus ECC can be better suitable for resource 
constrained sensor nodes. 

2.2.2   Pairwise Key Update and Revocation 
To defend against cryptanalysis and to prevent an adversary from decrypting all the 
previously messages after compromising a sensor node, all pairwise keys must be 
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updated periodically. When a pairwise key’s lifetime (i.e. the SN) reaches its predefined 
threshold, two neighboring nodes need to perform the neighbor list upgrade process. 
The node whose ID is smaller launches the updating process as shown below, and the 
neighbor lists will be revised accordingly. 

If IDS < IDR 
Unicast: update || IDS || IDR || SN || E (K, [K´ || IDS || IDR || SN]) 
Acknowledgment: IDS || IDR || SN+1 || C (K´, [IDS || IDR || SN+1]) . 

(9) 

where update denotes the message type; IDS and IDR are the identifiers of the sender 
and the receiver respectively; E (K, M) is used to encipher the message M with key K; 
K and K´ are the old and new pairwise key respectively. Additionally, in order to 
achieve semantic security, the initialization vector IV is introduced into the encryption 
mechanism. One implication of semantic security is that encrypting the same plaintext 
two times should give two different cipher texts. Here we use a specially formatted 8 
byte IV whose structure is IDR || IDS || SN, and cipher block chaining (CBC) to 
implement the encryption mechanism. 

When some sensor nodes are captured by adversaries and become insider attackers, 
we must segregate them from the network to avoid that they eavesdrop on the 
information transmitted in the network and launch active attacks to the network. We 
assume that the intrusion detection scheme in the network can discover these 
compromised nodes, and can inform the neighbors of compromised nodes to revoke 
the pairwise keys related to compromised nodes from their neighbor lists in time. 

3   Security Analysis 

In the paper, we achieve semantic security by using a specially formatted 8 byte IV 
and cipher block chaining (CBC) to implement our encryption mechanism. Moreover, 
the pairwise key can be updated periodically, so our scheme can effectively fight off 
the cryptanalysis. 

Almost all key management schemes use the nonce to implement replay protection. 
A nonce is randomly generated for every time and cannot be always saved in a node, 
so an adversary can later replay the message encrypted or verified with the nonce. 
While the SN used in our scheme is stored in each node’s neighbor list, an adversary 
cannot replay or forge the message encrypted or verified with the specific SN. Thus, 
compared with the nonce, the SN does better in counteracting the replay attack and 
the node identity forgery attack. 

Through equation (3), we can conclude that all pairwise keys in our scheme are 
decentralized and are basically different. As thus they have not a centralized rule any 
more and cannot be computed uniformly. Even though the adversary knows the 
pseudo-random function f and the master key KI, it cannot get non-compromised 
pairwise keys, because each node’s first SN in equation (3) has already been erased 
after establishing the pairwise key. Additionally, we employ ECDSA to authenticate 
the new joining node’s identity. Even though an adversary compromises a node, it 
cannot get the private key and certificate of non-compromised nodes. The adversary 
cannot even inject the compromised node to other places of the network, because 
when the current time t is greater than the node’s timestamp T, the node will be 
regarded as the replica of a compromised node. 
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4   Performance Evaluation 

4.1   Computational Cost 

In our scheme, the computational overhead mainly occurs in the node identity 
verification and the pairwise key setup. In initial phase, we need to verify the node’s 
identity by computing a MAC and to set up the pairwise key by running a pseudo 
random function. Due to the computational efficiency of pseudo random functions, 
the computational overhead related to them is negligible.  Although we exploit ECC 
algorithm in the new node joining phase, ECC is computationally efficient, especially 
for assembly language implementations, which makes a 160-bit point multiplication 
of ECC requires only 0.81s. The new node identity authentication needs two point 
multiplication operations, whereas the pairwise key setup between the new and old 
nodes needs only one point multiplication operation. Additionally, by using the SN 
instead of the nonce, the scheme eliminates the computational overhead for 
generating the nonce with each sending packet. 

4.2   Communication Cost 

In the pairwise key setup procedure, except the broadcast joining or replying message, 
no other message is exchanged between neighbors, and therefore the communication 
overhead in our scheme is very low. According to equation (2), (5), (8), (9), the 
messages sent by every node can be authenticated in our scheme, but in contrast other 
schemes [1, 2] cannot do so. If the message cannot be authenticated by the recipient, 
then the adversary can freely inject malicious false packets into the network. 
Moreover, the recipients have to feed back the response packets and wait for 
authenticating the sender, so communication overhead in our scheme is much less 
than that in other schemes. Furthermore, we know that communication overhead is 
over three orders of magnitude greater than computation overhead in energy 
consumption. 

4.3   Storage Requirement 

The master key KI is deleted after establishing the pairwise key. Each node needs only 
to store its individual key, the pairwise keys with its all neighbors, its public key P 
and private key s, and the trusted authority’s public key PT. For saving the node’s 
memory, the SN field and the Key Lifetime field are unified into one field in the 
neighbor list. As Fig. 2 shows, each entry of the neighbor list only occupies every 
node’s 12-byte storage space. We suppose a node has averagely m neighbors, and 
then the required space by its neighbor list is 12m bytes. If m=15, then the consumed 
storage space is only 180 bytes. 

Overall, we conclude our scheme is scalable and efficient in computation, 
communication and storage. 

5   Conclusion 

We propose a neighbor-list based pairwise key management scheme which combines 
the benefits of symmetric and asymmetric cryptography. Through the neighbor list, 
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we can efficiently establish and maintain the pairwise key and the sequence number to 
guarantee the confidentiality, authenticity, integrity and freshness of data transfer. 
Additionally, the neighbor list can help the sensor node to employ early rejection to 
save power. 

References 

1. Wang, Y., Attebury, G., Ramamurthy, B.: A Survey of Security Issues in Wireless Sensor 
Networks. IEEE Communications Surveys & Tutorials 8(2), 2–22 (2006) 

2. Zhou, Y., Fang, Y., Zhang, Y.: Securing Wireless Sensor Networks: A Survey. IEEE 
Communications Surveys & Tutorials 10(3), 6–28 (2008) 

3. Goldreich, O., Goldwasser, S., Micali, S.: How to Construct Random Functions. Journal of 
the ACM 33(4), 210–217 (1986) 

4. Zhu, S., Setia, S., Jajodia, S.: LEAP: Efficient Security Mechanism for Large-Scale 
Distributed Sensor Networks. In: Proc. 10th ACM Conf. Computer and Commun. Security 
(CCS 2003), Washington, DC (October 2003) 

5. Vanstone, S.: Responses to NIST’s Proposal. Communications of the ACM 35(July), 50–52 
(1992) 

6. Diffie, W., Hellman, M.E.: New Directions in Cryptography. IEEE Transactions on 
Information Theory 22(6), 644–654 (1976) 



Author Index

Anderson, John 1
Ang, Rebecca P. 183, 195
Antunovic, Michael 385
Ashman, Helen 385

Bachimont, Bruno 226
Bottini, Thomas 226
Bradshaw, Jeffrey M. 2
Brahmi, Zaki 347
Buzzanca, Armando 288

Cao, Cun Gen 160
Castellano, Giovanna 288
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